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Preface

Twenty Years of Computational Science

Welcome to the 20th Annual International Conference on Computational Science
(ICCS – https://www.iccs-meeting.org/iccs2020/).

During the preparation for this 20th edition of ICCS we were considering all kinds
of nice ways to celebrate two decennia of computational science. Afterall when we
started this international conference series, we never expected it to be so successful and
running for so long at so many different locations across the globe! So we worked on a
mind-blowing line up of renowned keynotes, music by scientists, awards, a play written
by and performed by computational scientists, press attendance, a lovely venue… you
name it, we had it all in place. Then corona hit us.

After many long debates and considerations, we decided to cancel the physical event
but still support our scientists and allow for publication of their accepted peer-reviewed
work. We are proud to present the proceedings you are reading as a result of that.

ICCS 2020 is jointly organized by the University of Amsterdam, NTU Singapore,
and the University of Tennessee.

The International Conference on Computational Science is an annual conference
that brings together researchers and scientists from mathematics and computer science
as basic computing disciplines, as well as researchers from various application areas
who are pioneering computational methods in sciences such as physics, chemistry, life
sciences, engineering, arts and humanitarian fields, to discuss problems and solutions in
the area, to identify new issues, and to shape future directions for research.

Since its inception in 2001, ICCS has attracted increasingly higher quality and
numbers of attendees and papers, and 2020 was no exception, with over 350 papers
accepted for publication. The proceedings series have become a major intellectual
resource for computational science researchers, defining and advancing the state of the
art in this field.

The theme for ICCS 2020, “Twenty Years of Computational Science”, highlights
the role of Computational Science over the last 20 years, its numerous achievements,
and its future challenges. This conference was a unique event focusing on recent
developments in: scalable scientific algorithms, advanced software tools, computational
grids, advanced numerical methods, and novel application areas. These innovative
novel models, algorithms, and tools drive new science through efficient application in
areas such as physical systems, computational and systems biology, environmental
systems, finance, and others.

This year we had 719 submissions (230 submissions to the main track and 489 to the
thematic tracks). In the main track, 101 full papers were accepted (44%). In the the-
matic tracks, 249 full papers were accepted (51%). A high acceptance rate in the
thematic tracks is explained by the nature of these, where many experts in a particular
field are personally invited by track organizers to participate in their sessions.

https://www.iccs-meeting.org/iccs2020/


ICCS relies strongly on the vital contributions of our thematic track organizers to
attract high-quality papers in many subject areas. We would like to thank all committee
members from the main and thematic tracks for their contribution to ensure a high
standard for the accepted papers. We would also like to thank Springer, Elsevier, the
Informatics Institute of the University of Amsterdam, the Institute for Advanced
Study of the University of Amsterdam, the SURFsara Supercomputing Centre, the
Netherlands eScience Center, the VECMA Project, and Intellegibilis for their support.
Finally, we very much appreciate all the Local Organizing Committee members for
their hard work to prepare this conference.

We are proud to note that ICCS is an A-rank conference in the CORE classification.
We wish you good health in these troubled times and hope to see you next year for

ICCS 2021.

June 2020 Valeria V. Krzhizhanovskaya
Gábor Závodszky

Michael Lees
Jack Dongarra

Peter M. A. Sloot
Sérgio Brissos
João Teixeira
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Abstract. Feature selection is an important preprocessing step in pattern
recognition. In this paper, we presented a new feature selection approach in two-
class classification problems based on information theory, named minimum
Distribution Similarity with Removed Redundancy (mDSRR). Different from
the previous methods which use mutual information and greedy iteration with a
loss function to rank the features, we rank features according to their distribution
similarities in two classes measured by relative entropy, and then remove the
high redundant features from the sorted feature subsets. Experimental results on
datasets in varieties of fields with different classifiers highlight the value of
mDSRR on selecting feature subsets, especially so for choosing small size
feature subset. mDSRR is also proved to outperform other state-of-the-art
methods in most cases. Besides, we observed that the mutual information may
not be a good practice to select the initial feature in the methods with subsequent
iterations.

Keywords: Feature selection � Feature ranking � Information theory �
Redundancy

1 Introduction

In many pattern recognition applications, the original dataset can be in a large feature
size and may contain irrelevant and redundant features, which would be detrimental to
the training efficiency and model performance [1, 2]. In order to reduce the undesirable
effect of the curse of dimensionality and to simply the model for parsimony [3], an
intuitive way is to determine a feature subset, and this process is known as feature
selection, or variable selection.

The ideal situation for feature selection is to select the optimal feature subset that
maximize the prediction accuracy, however, this is impractical due to the intractable
computation caused by the exhausted searching over the whole feature space, espe-
cially when the prior knowledge is limited and the dependency among features remains
unknown. Therefore, varieties of suboptimal feature selection algorithms have been
proposed, and they are mainly divided into three categories according to the evaluation
metric: Wrapper, Embedded, and Filter methods [3].
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Both Wrapper and Embedded methods are dependent on the classifiers. Wrapper
methods score the feature subsets via the error rate on a given classifier, and certain
searching strategies are employed to generate the next feature subset to avoid NP-hard
problem [4, 5]. Such kinds of methods take the interactions among features into
consideration and always can find the best subset for a particular learning algorithm,
however, they are computation complex and prone to over-fitting, additionally, the
subset needs to be reselected when changing the classifiers [6, 7]. In the meantime,
embedded methods select the features during the model construction processes and thus
they are more efficient than Wrappers [3], but the main limitation is that they rely
heavily on the hypotheses the classifier makes [6, 8].

Unlike Wrapper and Embedded methods, Filter methods are independent of the
classifiers, therefore they can better expose the relationships among features. Besides,
Filter methods are simpler, faster and more scalable than Wrapper and Embedded
methods, as they rank the features according to the proximity measures, such as the
mutual information (MI) [3], correlation [10], chi-square [11] and relief-based algo-
rithms [12]. The determination of the best feature subset of Filter methods is to select a
cut-off point on their ranked features via the cross validation. But the drawback of Filter
methods is that they cannot investigate the interaction between the features and clas-
sifiers [3, 5].

In Filter methods, information theory-based measure which exploiting not only the
relationships between features and labels, but also the dependencies among features,
plays a dominant role [9, 13]. Battiti [9] proposed Mutual Information Feature
Selection (MIFS) method, which finds feature subset via greedy selection according to
the MI between feature subsets and labels. After that, varieties of methods are presented
to improve MIFS. Kwak and Choi developed MIFD-U method by considering more
about the MI between features and labels [14], Peng et al. proposed minimal-
redundancy-maximal-relevance (mRMR) framework by providing the theoretical
analysis and combining with wrappers [15], Estévez et al. proposed Normalised MIFS
(NMIFS) which replaces the MI with normalized MI [16], and Hoque et al. developed
MIFS-ND by considering both MI of feature-feature and feature-label [17].

Consequently, a lot of information theory-based measures have been designed and
adopted in Filter methods. Joint MI (JMI) [18], Interaction Capping (ICAP) [19],
Interaction Gain Feature Selection (IGFS) [20] and Joint MI Maximisation (JMIM) [7]
were raised by taking the joint MI into consideration, from which ICAP and IGFS
depend on the feature interaction; Conditional MI Maximization (CMIM) criterion
[21], Conditional Infomax Feature Extraction (CIFE) [22] and Conditional MIFS
(CMIFS) [23] were proposed by adopting conditional MI; Double Input Symmetrical
Relevance (DISR) method was developed by using symmetrical relevance as the
objective function [24].

Intuitively, the common procedure for the above information theory related Filter
methods is, selecting the initial feature with maximum MI, then increasing the feature
subset size on previously defined features according to an objective function. There-
fore, the selection of the initial feature will influence the determination of the final
feature subset. As a result, a good initial feature may lead to a smaller feature subset
size as well as a good classification performance. However, the maximum MI between
the features and labels may not be a good criteria to determine the initial feature. We
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argue that the initial feature found in this way may have a lower classification ability
than many other features, which will further lead to relatively large feature subset size
or a poor performance that actually can be avoided.

In this paper, we proposed a new approach to select feature subset based on
information theory in two-class classification problems, named minimum Distribution
Similarity with Removed Redundancy (mDSRR). Different from previous methods
which use greedy search approach in adding the features into the feature subset, we
rank the features according to their distribution similarity and then remove the
redundancy from the ranked feature subset. Furthermore, we compared mDSRR with
other state-of-the-art methods on 11 public datasets with different classifiers, results
show that mDSRR is superior to other methods, which can achieve high performance
with only a few features. Additionally, by comparing the classification performance
and the initial feature defined by mDSRR and other methods, we demonstrated that
using MI to determine the initial feature may not be a good practice.

This paper is organized as follows: Sect. 2 provides the background of information
theory, theoretical analysis and the implementation of the proposed method, Sect. 3
demonstrates the results of the experiments and discuss the results, and Sect. 4 con-
cludes this work.

2 Methods

2.1 Information Theory

This section briefly introduces the related concepts of information theory that will be
used in this work. Suppose random variables X and Y represent feature vectors, and
random variable C denotes the class label.

The entropy is a measure of the amount of uncertainty before a value of random
variable is known, for a discrete random variable which takes value x from the alphabet
v, i.e. x 2 v, with probability pX(x), the entropy is defined as

H Xð Þ ¼ �
X

x2X pX xð Þlog pX xð Þð Þ ð1Þ

The entropy is positive and bounded, i.e. 0�H Xð Þ� log Xj jð Þ. Similarly, when taking
two discrete random variables X and Y and their joint probability p(x, y) into con-
sideration, the joint entropy can be represented as

H X; Yð Þ ¼ �
X

x2X
X

y2Y p x; yð Þlog p x; yð Þð Þ ð2Þ

The conditional entropy of X given that C is a measure of the average additional
information in X when C is known, which is defined as

H XjCð Þ ¼ �
X
c2C

X
x2X

p x; cð ÞlogðpðxjcÞÞ ð3Þ
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where p(x|c) is the conditional probability for x given that c, and according to the chain
rule,

H X;Cð Þ ¼ H XjCð ÞþH Cð Þ ð4Þ

Mutual information of X and Y is the average amount of information that we get
about X from observing Y, or in other word, the reduction in the uncertainty of X due
to the knowledge of Y, it is represented as

I X; Yð Þ ¼ H Xð Þ � H XjYð Þ ¼ H Xð ÞþH Yð Þ � H X; Yð Þ ð5Þ

The mutual information is symmetrical and non-negative, it equals to 0 only when the
variables are statistically independent. Similarly, the conditional mutual information of
X and Y given that C is represented as

I X; Y jCð Þ ¼ H XjCð Þ � HðXjY ;CÞ ð6Þ

Kullback-Leibler divergence, also known as relative entropy, is another important
concept that will be used in this work. It measures the difference between two prob-
ability mass vectors, if we denote the two vectors as p and q, then the relative entropy
between p and q is defined as

D pjjqð Þ ¼
X
x2X

p xð Þlog p xð Þ
q xð Þ

� �
ð7Þ

Obviously, it is asymmetric between p and q.

2.2 Minimum Distribution Similarity Feature Ranking

We try to rank the features according to their distribution similarities between classes to
separate the objects, where the distribution similarity can be measured by the relative
entropy.

Recalling the mathematic representation of relative entropy, Eq. (7) in Sect. 2.1, D
(p||q) represents the “distance” between the probability mass vectors p and q, and it also
can be regarded as the measurement of information loss of q from p. Here, we regard
x as the event representing the instances in one type of feature whose values located in a
certain range, or a small bin, X as the event set, and p and q as the distributions of x for
two classes separately. In this work, we use small bins rather than using the exact value

of feature, because when q(x) = 0, p(x) 6¼ 0, logðpðxÞqðxÞÞ ! 1; when p(x) = 0, q(x) 6¼ 0,

pðxÞ log pðxÞ
qðxÞ

� �
¼ 0. Obviously, if there is no overlapped feature values in two classes,

pðxÞ log pðxÞ
qðxÞ

� �
would either equal to ∞ or 0, under this circumstance, D(p||q) would

equal to ∞ or 0. It is worth noting that if a large number of features do not have
overlapped values in different classes, all these features would be assigned value of
infinity or zero and we cannot know which one is more important.
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Although introducing small bins can solve the above problem, if the bin number is
selected too small, the difference for two classes cannot be captured accurately; if it is
too large, the relative entropy value would tend to be the same as when taking exact
value stated above. Therefore, several choices of bin number determined according to
the corresponding total instance amount are evaluated to select the proper solution here.
Furthermore, since D(p||q) 6¼ D(q||p), we use D = D(p||q) + D(q||p) as the measure to
sort the features.

Another problem is how to deal with the circumstance when D ! ∞ in practical.
In this work, we use qðxÞ ¼ 1

instance number of class II in D(p||q) to replace q(x) = 0 to avoid
D becomes infinity. This practice, although may not so accurate, can reflect the trend of
D. On one side of the spectrum, when the number of total instances in a certain bin is
large, the measure of distribution similarity when there is only one sample of class II in
this bin is almost the same as that when there is no sample of class II, both of the two
circumstance means an extremely low similarity between the distribution for two
classes. At another extreme, when the instance number in a certain bin is small and
there is only samples of class I in this bin, due to its small sample number, p(x) tends to

be 0, pðxÞ log pðxÞ
qðxÞ

� �
would be an extremely small value and would not contain too

much information. Therefore, replacing q(x) = 0 with qðxÞ ¼ 1
instance number of class II in

the practical calculation is rational. This practice can reflect the real distribution sim-
ilarity trend, especially under the truth that this circumstance would not happen too
much with the application of bin. The above algorithm has been briefly described in a
previous work [25].

2.3 Minimum Distribution Similarity with Removed Redundancy
(mDSRR)

In Sect. 2.2, we already got a feature list sorted according to their potential importance
to classification, where the irrelevant features will be ranked in the back. However, the
redundancy may still exist. The combination of the features redundant to each other
may not contribute to higher performance but lead to overfitting. Therefore, removing
redundant features is necessary to improve model’s performance and efficiency Dif-
ferent from previous works which use MI or conditional MI between features and label,
in this work, we consider the conditional MI between features under the condition of
label as the criteria to remove redundancy. In particular, we adopt conditional MI rather
than the MI because according to, features have high mutual information may have
different information within the class, hence taking labels into consideration is
essential.

The complexity to calculate the conditional MI between two features within a
feature set with feature size n is proportional to n� 1ð Þþ n� 2ð Þþ � � � þ 1 ¼ n2�n

2 , as
the increase of n, the calculation complexity will grow as n2. In case of the feature
number is large, it would be impractical to find all conditional MI as the time con-
sumption would be large. Hence, we only calculate the conditional MI for the first m
ranked features.

Information Theory-Based Feature Selection 7



From Eq. (4) and (6), we can obtain

I X; Y jCð Þ ¼ H XjCð Þ � H XjY ;Cð Þ ¼ H XjCð Þ � H X; Y jCð ÞþH Y jCð Þ
¼ H XjCð ÞþH Y jCð ÞþH Cð Þ � H X; Y ;Cð Þ ð8Þ

to calculate the conditional MI between two features under the condition of labels. The
relationship among the items in Eq. (8) is illustrated in Fig. 1. From the Venn diagram,
the redundancy between feature X and Y under the condition of class C can be
measured as the percentage of I(X; Y|C) taken in H(X, Y|C), which can be represented as
the ratio r between I(X; Y|C) and H(X|C) + H(Y|C) − I(X; Y|C), that is

r ¼ I X; Y jCð Þ
H XjCð ÞþH Y jCð Þ � I X; Y jCð Þ ð9Þ

where 0� r� 1. In Eq. (9), r = 0 means X and Y are independent under the condition
of C; the larger the r is, the larger the redundancy between X and Y; when r = 1, X and
Y are totally dependent, or totally redundant under the condition of the label. And once
r exceeds the predefined threshold, the feature which is ranked in later position between
two redundant features will be removed from the feature subset.

Algorithm 1. mDSRR method

1 Input: class I data feature set , class II data feature set , bin number n.
2  Initialize: initial feature set .
3  Begin
4      for
5          
6      end
7      sort from largest value to smallest value, get a new feature set .
8      take the first items in , . 
9      for : 
10        calculate 

12       if : 
1
14       end
15 end
16 End 
17 Output: .

is the number of features.
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Combining the feature ranking algorithm in Sect. 2.2 and the remove redundancy
step described above, our feature selection method is finally developed and named as
mDSRR (minimum Distribution Similarity with Removed Redundancy). The algorithm
is summarized in Algorithm 1.

3 Results

To highlight the effectiveness of mDSRR in feature selection, five state-of-the-art
methods, including mRMR [15], DISR [24], ICAP [19], CIFE [22], and CMIM [21]
are used for comparison. These five approaches are chosen because that, (i) they are all
Filter methods based on information theory; (ii) they cover information theory mea-
sures like MI, joint MI and conditional MI; (iii) they are classic and popular feature
selection methods which have been applied widely in diversity of areas. All methods
are evaluated on 11 public datasets and 4 kinds of classifiers, including Supporting
Vector Machine (SVM), Decision Tree (DT), Random Forest (RF) and Naïve Bayes
(NB). The average classification accuracy (Acc) for the 10-fold cross validation, which
can reflect the general performance while avoiding the bias, is recorded and works as
the criteria to evaluate different methods.

3.1 Datasets

Eleven public datasets from UCI Repository [26] are used for comparison, they were
all in two classes with multivariate and integer or real attributes, and covering a
diversity of areas, such as life, economic, chemistry and biology, medical, computer,
artificial and physical. These datasets vary in instance numbers and feature numbers,
hence can be used for fair comparisons, the related information for these datasets are
briefly listed in Table 1.

Fig. 1. Venn diagram of the relationship among items in Eq. (8).

Information Theory-Based Feature Selection 9



3.2 Parameter Determination in mDSRR

In mDSRR, the parameter bin number needs to be assured, to achieve it, we did
experiments on 11 datasets to see the impacts of the selection of bin number. Following
the rules what we described in Sect. 2.2, the bin number cannot be selected too large
and too small, we consider the circumstance when bin number equals to 1

10 ;
1
15 ;

1
20 ;

1
30

and 1
50 of the total number of instance for dataset with a relatively large instance

amount, i.e. > 600, and 1
2 ;

1
5 ;

1
10 ;

1
15 and 1

20 of the total number of instance for dataset
with a relatively small instance amount, i.e. < 300. The comparison of the Acc
achieved by feature subsets with different choices of bin number for 11 datasets are
plotted in Supplementary Figure S1 and S2. The best choice of bin number is selected
as the one that achieves the best Acc most times in four classifiers, if two or more

Table 1. Datasets used in this work.

Dataset name Number of instances Number of features

Arcene 200 10000
Audit 776 17
Biodegradation 1055 41
Breast Cancer Wisconsin 683 (origin 699) 10
Breast Cancer Coimbra 116 9
Diabetic Retinopathy Debrecen 1151 19
Madelon 2600 500
Musk 7074 166
Parkinson 756 751
Sonar 208 60
Spambase 4601 57

Table 2. The best choice of bin number for 11 datasets.

Datasets Number of instances Best bin number in portion*

Breast Cancer Coimbra 116 1/5
Arcene 200 1/15
Sonar 208 –**
Breast Cancer Wisonsin 683 –

Parkinson 756 1/20
Audit 776 1/20 or 1/30
Biodegradation 1055 1/50
Diabetic Retinopathy Debrecen 1151 1/50
Madelon 2600 1/50
Spambase 4601 1/50
Musk 7074 1/50

*Best bin number in portion is the portion of bin number taken up in total instance
number.
**Means the choice of best bin number percentage is hard to define according to the
existing results.
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choices of bin number realize the best Acc equal times, then we consider their per-
formance under the same feature subset size. The times for different choices of bin
number which achieving the best Acc are counted in Supplementary Table S1, and the
summarize of the best choices of bin number for these datasets are listed in Table 2.

From the experiment results, the portion that the bin number taking up in the total
instances decreased as the total number of instances increases. For datasets with
instance number at around 100, we use bin number roughly as 1/5 of the total instance
number; for total instance number around 200–500, we use its 1/15 as bin number; for
total instance number around 500–1000, we use 1/20; for total instance number larger
than 1000, we use 1/50.

Actually, with the histogram idea, there is no best choice of bin number without a
strong assumption about the shape of the distribution, and the parameter we chose is a
suboptimal one, but in later sections, we will show the good performance of mDSRR
with such choices of bin number.

The other parameter in mDSRR is the redundancy remove threshold rth. Although
sometimes the redundancy between two features may be large, they may still contain
useful information and should not be deleted, hence we consider the circumstances
when rth = 0.9, 0.99 and 0.9999. The feature subset sizes after removing redundancy
with different selection of rth are recorded in Supplementary Table S2 and their
comparisons are plotted in Supplementary Figure S3. 0.9999 is chosen as the final
value of rth which achieves the best performance most times, although in some cases no
feature is removed with such a high threshold.

3.3 Performance Comparison on Datasets with Large Feature Size

To compare the performance of different feature selection methods on datasets with a
relatively large feature set size, we plotted the average Acc of 10-fold cross validation
for feature subsets with different sizes in Fig. 2. For datasets whose feature size
exceeding 100, e.g. Arcene, Madelon, Musk and Parkinson, the results of feature
subsets with size from 1 to 50 are shown, and for the others (Biodegradation, Spambase
and Sonar), the results of feature subsets with all possible sizes are shown. The bin
numbers are chosen following the rules we concluded in Sect. 3.2.

The application of mDSRR method on dataset Arcene, Parkinson and Sonar has
obvious advantages over other methods, the feature subset determined by mDSRR can
achieve the highest value with only a small feature subset size. For example, in Arcene
dataset, the feature subset with size 10 selected by mDSRR realize 85% Acc with SVM
classifier, while other methods never reach this value no matter how many features are
added; although mDSRR does not realize the best Acc in this dataset with NB clas-
sifier, the feature subset it determined with only 2 features achieve Acc as high as 71%,
which is almost the same as the best Acc achieved by ICAP (71.5%), with feature
subset size 32. Furthermore, with the same feature subset size which are less than 25,
40 and 10 in dataset Arcene, Parkinson and Sonar, respectively, the performance of
mDSRR are much better than other methods in most cases.

Although the general performances of mDSRR on the remaining 4 datasets is not as
outstanding as the above datasets, the advantages of mDSRR still can be found. For
Biodegradation dataset, the best Acc are achieved by mRMR with SVM and DT

Information Theory-Based Feature Selection 11



Fig. 2. The average Acc of different feature subset sizes for different feature selection methods
with classifier SVM, DT, RF and NB on dataset (a) Arcene, (b) Parkinson, (c) Sonar,
(d) Biodegradation, (e) Musk, (f) Spambase, and (g) Madelon.
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classifier, but when the feature number is smaller than 16 and 18 in two classifiers
separately, the Acc value of mDSRR are higher than that of mRMR with up to 9.7%
and 18.7% within the same feature subset sizes. Additionally, mDSRR reaches 75.1%
Acc with only 5 features in NB classifier, while DISR, the one realizes the best Acc,
reaches the same value with 17 features. For Musk dataset, mDSRR achieves Acc of
93% and 90.9% in SVM and DT separately with only 5 features, while mRMR and
ICAP, the methods that achieve the best Acc in two classifiers, reach the same value
with 10 and 17 features separately. For Spambase dataset, mDSRR achieves the best
Acc of 89.5% with only 14 features in SVM classifier, and when the feature subset
sizes are smaller than 18 and 29 in DT and NB classifiers, mDSRR leads to much
higher performances than other methods. And for Madelon dataset, the feature subset
determined by mDSRR realizes the second-highest Acc value with only 3 features in
NB classifier, which far exceeding the performance with the same feature subset size
defined by other methods.

3.4 Performance Comparison on Datasets with Small Feature Size

For datasets with a relatively small feature number, the impact of a single feature can be
significant. We plotted the average Acc achieved by 10-fold cross validation obtained
by the feature subsets with different sizes selected by different methods for four datasets
whose feature set sizes are relatively small, as shown in Fig. 3.

Fig. 3. The average Acc of different feature subset sizes for different feature selection methods
with classifier SVM, DT, RF and NB on dataset (a) Breast Cancer Wisconsin, (b) Breast Cancer
Coimbra, (c) Diabetic Retinopathy Debrecen, and (d) Audit.
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The overall performance of mDSRR is much better than the other methods on all
datasets except Audit, where mDSRR achieves the highest Acc with only several
features in most cases. For instances, in Breast Cancer Wisconsin dataset, the Acc for
feature subsets with size from 1 to 9 selected by mDSRR remain at a high Acc value,
i.e. no less than 92%, while the feature subsets determined by other methods only reach
this value when the subset size is larger than 4 for DT and RF classifiers, but never
exceed 90% for SVM and NB classifiers. In Breast Cancer Coimbra dataset, the remove
redundancy step in mDSRR removes 2 to 5 features in 10-fold split datasets, hence we
only kept the first 4 features for plotting. The feature subset selected by mDSRR with
size 3 in SVM and size 1 in NB classifier achieve the best values, while the feature
subsets determined by other methods never reach the same values no matter how many
features are used. Similarly, in Diabetic Retinopathy Debrecen dataset, mDSRR
removes one feature and it achieves the best Acc with only 8 features in SVM classifier,
and with 6 features in DT and RF classifiers, which is superior to other methods with
better performance but smaller feature subset size. In addition, for the above three
datasets, when feature subset sizes are same and less than a certain value, mDSRR keep
leading to higher performance than other methods. As to the Audit dataset, the first
feature selected by all methods remains the same which realize 100% Acc, although the
performance for later feature subsets may vary, all feature selection methods can be
regarded as performing equally.

3.5 Evaluation of the Ability of MI to Find the Initial Feature

Most Filter feature selection methods enlarge their feature subsets on the initial feature
according to a loss function, hence the selection of the initial feature is extremely
important. The common practice to select the initial feature is to find the one that
maximizes the MI between the feature and classes, i.e. max{I(Xi; C)}, as this solution is
proved to be near the optimal to minimize the Bayes error [22, 27]. All 5 methods used
for comparison in this work employ MI to identify their initial feature. However,
determining the initial feature according to MI may not be a good practice in practical,
the initial feature chosen in this way may have a poor classification performance or its
performance is worse than that of other features, under this circumstance, the feature
subset chosen followed by this feature would perform poor either or require more
features to reach the same result as those determined with a good initial feature.

A good example to show the weakness of MI as the criteria to select the initial
feature in those subsequent iteration methods is Breast Cancer Wisconsin dataset. In
this dataset, mDSRR determines the 4th feature and the 1st feature in the original feature
set as the first and the last feature to be added to the feature subset separately, while the
other 5 methods select the 1st feature in original feature set as the initial feature.
However, combining the results in Sect. 3.4, the 1st feature in original feature set leads
to poor performances with SVM and NB classifiers, whose Acc are around 65% and
53% separately, and when this feature is added to the feature subset found by mDSRR,
the high performances of other features, i.e. over 90% Acc, decrease significantly.
Particularly, when the 1st feature exists, the accuracies of SVM and NB classifiers can
never exceed 65% and 90% separately. Hence, when using the initial feature identified
by MI in Breast Cancer Wisconsin dataset, the performance with SVM and NB

14 Y. Zhang et al.



classifier can hardly be improved. The finding here proved that it is important to
properly select the initial feature for methods which based on the subsequent iteration,
and the criteria of maximum MI may not be a good choice to determine the initial
feature.

4 Conclusion

In this paper, we proposed a new feature selection method based on information theory:
minimum Distribution Similarity with Removed Redundancy (mDSRR). mDSRR
employs the concept of relative entropy, combined with the histogram idea to rank the
features, and the redundancy is removed according to the conditional MI between two
features under the condition of classes. The idea of mDSRR is different from previous
information theory related Filter feature selection method, which usually follow the
practice of determining an initial feature and then enlarging the feature subset on the
initial feature according to a loss function.

The comparison results between mDSRR and five state-of-the-art methods on 11
public datasets with four kinds of classifiers in this work show that mDSRR is a
valuable method to select effective feature subset. mDSRR leads to better performance
than other methods under the same sizes of the feature subsets especially when the sizes
are small. Besides, by taking Breast Cancer Wisconsin dataset as an example, we also
demonstrate that MI may not be a good practice to determine the initial feature in those
subsequent iteration methods.

However, one limitation of mDSRR is that it can only be utilized to two-class
classification problems, while are not suitable for multi-class classification problems.
Because the relative entropy only can calculate the “distance” between two distribu-
tions. For multi-class classification problems, if we measure the distribution similarity
of any two classes and then integrate the results, the workload would be heavy.

In a nutshell, mDSRR is a good method to select feature subset, especially to select
small size feature subset due to its high efficiency in ranking the features according to
their potential contribution to distinct the classes. The successful applications of
mDSRR on a range of datasets in different fields with different classifiers highlight its
value in feature selection.

Supplementary Data

Supplementary data are available at https://github.com/yuuuuzhang/feature-selection/
blob/master/fs_supplementary.docx.
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Abstract. With the advent of big data, interest for new data mining
methods has increased dramatically. The main drawback of traditional
data mining methods is the lack of comprehensibility. In this paper,
the firefly algorithm was employed for standalone binary classification,
where each solution is represented by two classification rules that are
easy understandable by users. Implicitly, the feature selection is also
performed by the algorithm. The results of experiments, conducted on
three well-known datasets publicly available on web, were comparable
with the results of the traditional methods in terms of accuracy and,
therefore, the huge potential was exhibited by the proposed method.

Keywords: Firefly algorithm · Data mining · Binary classification

1 Introduction

Data Mining is the most complex part of the Knowledge Discovery from Data
(KDD) process that is comprised of: Data selection and creation, preprocess-
ing (i.e., data cleaning and transformation), data mining, and evaluation [9].
Typically, the data preprocessing captures the feature extraction and feature
selection. The aim of the former is to derive a new, less complex dataset, while
the latter to find the best subset of features from a set of features. Classification
and clustering are two of the most widely studied tasks of data mining, where
the classification is referred to a prediction of the class labels on the basis of test
observations during the process of learning [16].

Mainly, the traditional classification methods are Decision Trees [14],
Bayesian networks [6], Neural Networks [7], and Support Vector Machines [8].
Although these methods are able to find the local optimal classification models
in some situations, the majority of them are not very comprehensible, and thus
hard to handle by casual users. Usually, they are time consuming too. Fortu-
nately, searching for the best classification model of all the possible candidates
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can be defined as an optimization problem appropriate for solving with stochas-
tic nature-inspired population-based algorithms. Here, the quality of solutions
can be evaluated according to classification accuracy and comprehensibility. The
majority of these algorithms represents the classification model in terms of “If-
then” rules, and are, therefore, close to human comprehension.

Stochastic nature-inspired population-based algorithms have frequently been
applied to data mining in the last three decades. For instance, Srikanth et al.
in [18] proposed the Genetic Algorithm (GA) for clustering and classification. In
the Swarm Intelligence (SI) domain, Particle Swarm Optimization (PSO) and
Ant Colony Optimization (ACO) attracted many scientists to use them for solv-
ing the problems in data mining. For instance, Sousa et al. [17] compared the
implemented PSO algorithms for data mining with the GA, while Ant-Miner,
developed by Parpinelly et al. [11] using ACO, was proposed to discover classi-
fication rules. The more complete surveys of using EAs in data mining can be
found in [4,5,15], while the review of papers describing SI-based algorithms in
data mining was presented in [10]. Recently, a Gravitational Search (GS) has
achieved excellent results in discovering classification models, as reported by
Peng et al. [13].

This paper tries to answer the question whether the stochastic nature-
inspired population-based algorithms can be competitive tool for pure binary
classification compared with the classical data mining methods. Here, the “pure”
means that algorithms perform classification task standalone, i.e., without any
interaction with traditional methods. The Firefly Algorithm (FA) [20] for binary
classification was proposed, capable of discovering the classification models and
evaluating their quality according to a classification accuracy. In our opinion,
the main advantage of the FA against the PSO algorithm lays in the principle
of FA working, because particles in this algorithm are not dependent on the
global best solution as in PSO only, but also on the more attractive particles in
the neighborhood. On the other hand, the model in the proposed FA consists
of two classification rules, i.e., one for True Negative (TN) and the other for
True Positive (TP) classification results. Prior to classification, feature selection
is executed implicitly by FA.

The proposed FA was applied to three well-known datasets for binary clas-
sification that are publicly available on the web. The obtained results showed
big potential in binary classification field that could also be applied for general
classification.

The main goals of this paper are as follows:

– to develop the new classification method based on real-coded FA,
– to encode two classification rules simultaneously, and decode by the new

genotype-phenotype mapping,
– to perform the feature selection implicitly by the classification,
– to evaluate the proposed method on some binary classification datasets.

In the remainder of the paper, the structure is as follows: Sect. 2 intro-
duces fundamentals of the FA. In Sect. 3, the proposed classification method is
described in detail. The experiments and results are presented in Sect. 4, while
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the paper is concluded with Sect. 5, in which directions for the future work are
also outlined.

2 Fundamentals of the Firefly Algorithm

The inspiration for the Firefly Algorithm (FA) was fireflies with flashing lights
that can be admired on clear summer nights. The light is a result of complex
chemical reactions proceeding in a firefly‘s body and has two main purposes
for the survival of these small lightning bugs: (1) To attract mating partners,
and (2) To protect against predators. As follows from a theory of physics, the
intensity of the firefly‘s light decreases with increasing the distance r from the
light source, on the one hand, and the light is absorbed by the air as the distance
from the source increases, on the other.

Both physical laws of nature are modeled in the FA developed by Yang at
2010 [20], as follows: The FA belongs to a class of SI-based algorithms, and
therefore operates with a population of particles representing solutions of the
problem in question. Thus, each solution is represented as a real-valued vector,
in other words:

x(t)
i = {x

(t)
i,1, . . . , x

(t)
i,D}, for i = 1, . . . , N, (1)

where N denotes the population size, D a dimension of the problem to be solved,
and t is a generation number. Here, the elements are initialized according to the
following equation:

x
(0)
i.j = U(0, 1) · (Ubj − Lbj) + Lbj , for i = 1, . . . , N ∧ j = 1, . . . , D, (2)

where U(0, 1) denotes the random number drawn from uniform distribution in
interval [0, 1], and Ubj and Lbj are the upper and lower bounds of the j-th
element of the vector.

The physical laws of a firefly flashing are considered in the FA by introducing
the light intensity relation, as follows:

I(r) = I0 · exp−γr2
, (3)

where I0 denotes the light intensity at the source, and γ is a light absorption
coefficient. Similar to the light intensity, the attraction between two fireflies,
where the brighter is capable of attracting a potential mating partner more, is
calculated according to the following equation:

β(r) = β0 · exp−γr2
, (4)

where β0 is the attraction at r = 0.
The distance r

(t)
i,j between two fireflies x(t)

i and x(t)
j is expressed as an Euclid-

ian distance, as follows:

r
(t)
i,j = ‖x(t)

i − x(t)
j ‖ =

√
√
√
√

D∑

k=1

x
(t)
i,k − x

(t)
j,k. (5)
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The variation operators are implemented as a move of a definite virtual firefly i
towards the more attractive firefly j according to the following equation:

x(t+1)
i = x(t)

i + β0 · exp−γr
(t)2

i,j

(

x(t)
j − x(t)

i

)

+ α · εi, (6)

which consists of three terms: The current position x(t)
i of the i-th firefly, the

social component determining the move of the i-th firefly towards the more
attractive j-th firefly, and a randomization component determining the random
move of the same firefly in the search space.

Typically, the step size scaling factor α is proportional to the characteristics
of the problem, while the randomization factor εi is a random number drawn
from Gaussian distribution with mean zero and standard deviation one, denoted
as N(0, 1). Contrarily, the uniform distribution U(0, 1) from interval [0, 1] was
used in our study instead of the normal distribution.

The quality of the solution, expressed by the fitness function, is, in the FA,
proportional to the light intensity as I(xi) ∝ f(xi). The pseudo-code of the FA is
illustrated in the Algorithm1, from which it can be seen that this consists of the
following components: (1) Representation of a solution, (2) Initialization (line 1),
(3) Termination condition (line 4), (4) Move operator (line 8), (5) Evaluation
function (lines 2 and 11), and (6) Ranking and finding the best solution (line
13).

Algorithm 1. Pseudo code of the basic Firefly algorithm
Input: Population of fireflies x = (x1, . . . ,xN ), objective function f(xi).
Output: The best solution xbest and its value fmin = min(f(xbest)).

1: generate initial population x(0) = (x
(0)
1 , . . . ,x

(0)
N );

2: f(x
(0)
i ) = evaluate new solution and update light intensity;

3: t = 0;
4: while t < MAX GEN do
5: for i = 1 to N do
6: for j = 1 to N do
7: if Ij > Ij then
8: move firefly i towards j using Gaussian distribution;
9: end if
10: end for
11: f(x

(t)
i ) = evaluate new solution and update light intensity;

12: end for
13: rank fireflies and find the best;
14: t = t + 1
15: end while

3 Proposed Method

The task of the proposed stochastic nature-inspired population-based algorithm
is to search for the model appropriate for binary classification of an arbitrary
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dataset. The model consists of two rules containing features of the dataset for
predicting the True Negative and True Positive values. Thus, the learning is
divided into a training phase, in which 80% of dataset instances are included,
and a test phase, where we operate with the remaining 20% of the instances in
the same dataset. The search for a model is defined as an optimization, where
the fitness function is defined as a classification accuracy metric that is expressed
mathematically as:

Acc =
TN + TP

TN + FN + TP + FP
, (7)

where TN= True Negative, TP= True Positive, FN= False Negative, and FP=
False Positive.

Solutions xi for i = 1, . . . ,N in the proposed algorithm are represented as
real-valued vectors with elements xi,j ∈ [0, 1] for j = 1, . . . , L, representing fea-
tures, where L is the length of a solution, to which the binary vector bi = {bi,j}
is attached with elements bi,k ∈ {0, 1} for k = 1, . . . ,M , and M is the number
of features. These are obtained in the preprocessing phase, where the dataset
in question is analyzed in detail. The features can be either categorical (i.e.,
bi,k = 0) or numerical (i.e., bi,k = 1). The former consists of attributes drawn
from a discrete set of feasible values, while the latter of continuous intervals
limited by their lower and upper bounds. Each feature has its own predecessor
control , determining its presence or absence in the specific rule.

In summary, the length of the solution L is calculated as:

L = 2 · num of category attr + 3 · num of numeric attr + 1, (8)

where num of category attr denotes the number of categorical features, num of
numeric attr is the number of numerical features, and one is reserved for
threshold that determines if the definite feature belongs to the rule or not. Obvi-
ously, the feature belongs to the rule when the relation control ≥ threshold is
satisfied.

In order to transform the representation of solutions into their problem con-
text, the genotype-phenotype mapping is needed. The genotype-phenotype map-
ping determines how the genotype xi of length L, calculated according to Eq. (8),
is mapped into the corresponding phenotype yi for k = 1, . . . ,M , where the vari-
able M denotes the number of features in a dataset.

There are two ways in which to perform the genotype-phenotype mapping,
depending on the type of feature: Actually, the categorical variables demand
two, and the numerical even three elements for this mapping. In general, the
mapping is expressed mathematically as (Fig. 1):

yi,k =

⎧

⎪⎪⎨

⎪⎪⎩

−1, if x
(k)
i,0 < xi,L,

⌊

|Attrk| · x
(k)
i,1

⌋

, if bi,k = 0,
[⌊

|Dk| · x
(k)
i,1

⌋

,
⌊

|Dk| · x
(k)
i,2

⌋]

, if bi,k = 1,

(9)
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Fig. 1. Genotype-phenotype mapping.

for k = 1, . . . ,M , where |Attrk| denotes the size of the k-th attribute set Attrk =
{a1, . . . , ank

}, and Dk is a domain of feasible values of attributes, expressed as
(Maxk − Mink), where Maxk and Mink represent the maximum and minimum
values of the numerical feature found in the dataset.

In summary, the phenotype value yi,k can obtain three values after the
genotype-phenotype mapping: (1) −1, If the feature is not present in the rule,
(2) The attribute of the feature set, if the feature is categorical, and (3) The
interval of the feasible values, if the feature is numerical.

4 Experiments and Results

The aim of conducting experiments was twofold: (1) To evaluate the performance
of the proposed method on some well-known binary datasets, and (2) To compare
the obtained results with the results of some classical classification methods. In
line with this, the results of the FA for binary classification were compared with
the results obtained by: (1) Random Forest (RF) [3], (2) Multi-Layer Percep-
tron (MLP) [21], and (3) Bagging [2]. All algorithms in the experiments were
applied to three well-known datasets for binary classification taken from the UCI
Machine Learning Repository [1], whose characteristics are depicted in Table 1.
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Table 1. Datasets used in our experiments.

Dataset name No. of features No. of instances

Pima Indians Diabetes dataset 8 768

Haberman survival dataset 3 306

Breast cancer 9 683

As can be seen from the table, binary datasets in question are relatively
elementary, because the number of features are less than 10, while the number
of instances does not exceed the value of 1,000.

The parameter setting of the FA during the tests is presented in Table 2, from
which it can be seen that the maximum number of fitness function evaluations
amounts to 5, 000. Settings of the other algorithm parameters were taken from
the existing literature. This means that no specific optimization of parameter
settings was performed in the study. Moreover, the proposed FA did not include
any domain-specific knowledge about imposed classification problems incorpo-
rated in the sense of adaptation or hybridization.

Table 2. Parameter settings of firefly algorithm.

Parameter Abbreviation Value

Maximum number of generations nFES 5,000

Population size N 90

Step size scaling factor α 0.5

Attractiveness at r = 0 β0 0.2

Light absorption factor γ 1.0

Indeed, the proposed FA for binary classification was implemented in the
Python programming language using the external NiaPy library [19]. The imple-
mentations of the remaining three methods were taken from the scikit-learn
Python package [12], where default parameter settings were adopted. Let us
emphasize that 25 independent runs were conducted for each method in ques-
tion, where the achieved classification accuracy was collected after each run. As
a result, the quality of the methods was evaluated according to the five afore-
mentioned standard statistical measures: minimum, maximum, average, median,
and standard deviation values.

The detailed results of the comparative analysis according to classification
accuracy are illustrated in Table 3, where five statistical measures are analyzed
according to the used algorithms and the observed datasets. Here, the best results
are presented in bold case. As can be seen in the Table 3, the best results were
achieved by the RF and MLP classification methods, where the RF gained the
better accuracy by classifying the Pima dataset, the MLP was better at the
Haberman’s, while, at the Breast’s, both mentioned methods obtained the same
classification accuracy.
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Table 3. Detailed results of the binary classification according to accuracy.

Dataset Algorithm Min Max Mean Median Stdev

Pima FA 0.5844 0.7662 0.6849 0.6818 0.0519

RF 0.6688 0.7987 0.7387 0.7402 0.0342

MLP 0.5779 0.7467 0.6800 0.6818 0.0437

Bagging 0.6948 0.7922 0.7407 0.7402 0.0273

Haberman FA 0.6451 0.7903 0.7264 0.7419 0.0368

RF 0.5645 0.8064 0.7070 0.6935 0.0565

MLP 0.6612 0.8709 0.7658 0.7741 0.0587

Bagging 0.5645 0.7903 0.6741 0.6774 0.0558

Breast FA 0.8029 0.8978 0.8616 0.8686 0.0293

RF 0.9270 0.9854 0.9623 0.9562 0.0162

MLP 0.9343 0.9854 0.9620 0.9635 0.0133

Bagging 0.9270 0.9781 0.9570 0.9562 0.0146

According to Table 4, where the percent in deviation of the results of the
definite method from the best results designated by ‘‡’ in the Table, are cal-
culated, the RF and MLP classification methods exhibit the best percent in
general, because they outperformed all the others even three times. The bagging
achieved the best mean results by classification of the Pima dataset. Although
the FA for binary classification did not achieve the best accuracy in any instance
of dataset, its best, as well as mean results, were no worse than 10 percentage
points of the best results, except at Breast’s, where the accuracy was close to
this border value (precisely 89.49 %).

Table 4. Summary results of the binary classification according to accuracy.

Dataset Measure FA RF MLP Bagging

Pima Max [%] 95.93 ‡ 93.49 99.19

Mean [%] 92.47 99.73 91.81 ‡
Haberman Max [%] 90.75 92.59 ‡ 90.75

Mean [%] 94.86 92.32 ‡ 88.03

Breast Max [%] 91.11 ‡ ‡ 99.26

Mean [%] 89.49 ‡ 99.92 99.40

Finally, an example of classification rules generated by the proposed FA in
classifying the Pima Diabetes dataset is illustrated in Table 5 that is divided into
two parts: (1) Feature, and (2) Classification rules. The former consists of three
fields: Sequence number, feature name and type. The latter is divided into two
rules, i.e., for True Negative TN, and for True Positive TP classifications.
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Table 5. An example of classification rule in classifying Pima Diabetes dataset gener-
ated by the proposed FA for binary classification.

Feature Classification rules

Num. Name Class TN TP

1 Number of times pregnant Numeric [0.79,16.04] [13.69,16.28]

2 Plasma glucose concentration Numeric [25.92,148.08] n/a

3 Diastolic blood pressure Numeric [6.18,84.45] [53.71,81.74]

4 Triceps skin fold thickness Numeric [8.33,52.15] [15.39,27.88]

5 2-h serum insulin Numeric [435.02,730.53] [759.30,840.51]

6 Body mass index Numeric [36.43,37.96] [31.75,58.41]

7 Diabetes pedigree function Numeric n/a n/a

8 Age Numeric [68.45,75.98] 34.29,41.01]

As can be seen from the Table, there are eight features in the dataset. Inter-
estingly, the dataset supports only numerical attributes. These attributes are,
therefore, represented as continuous domains of values. Thus, the first rule deter-
mines the combination attributes that are classified as True Negative predictions,
while the second rule as True Positive predictions.

From this table, it can be concluded that this representation of rules is
undoubtedly comprehensive, and, in that way, is easily understandable by the
user.

5 Discussion

The huge progress in big data has caused rapid development of new data mining
methods that need to satisfy two requests: (1) To process enormous volumes of
data, and (2) To ensure enough processing time for their analysis. The classical
data mining methods suffer from a lack of comprehensibility that disallows users
to use them as effectively as possible. Mainly, the stochastic nature-inspired
population-based algorithms are well-known general tools suitable for solving
the hardest optimization problems. Recently, this family of algorithms has been
applied to data mining field, in order to search for the best model in the model
search space.

In this preliminary study, the FA was proposed for the binary classification
task, with the following advantages: The FA search process searches for new
solutions, not only on basis of the best global solution, but moves each parti-
cle in the search space with regard to its neighborhood consisting of the more
attractive particles. Furthermore, the original FA operates with real-valued vec-
tors, which represent the solutions of the problem in question. The genotype-
phenotype mapping must be performed in order to transform the representation
in the genotype space into the solution in the problem context. In our case, the
mapping decodes two classification rules from each solution, where the first is
dedicated for classification of TN predictions, while the second for classification
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of TP. Moreover, the algorithm is capable of performing the feature selection
implicitly, because only the more important features must be presented in the
solution. Finally, the features can be either categorical or numerical. Both types
are represented as real values and, therefore, no discretization is necessary.

The proposed FA for binary classification was applied to three well-known
datasets publicly available on the web. The obtained results were compared with
three classical classification methods: RF, MLP, and boosting. Although the FA
did not improve the results achieved by the classical methods, they showed that
this has a big potential for improving its results in the future, especially due to
the fact that the algorithm was used as is, i.e., no features were implemented to
improve it.

In line with this, the improvement of the FA in the sense of adaptation and
hybridization should be a reasonable direction for the future. However, testing
the behavior of the algorithm on general classification problems could also be
challenging.
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Abstract. In the information age, one of the main research field that is being
developed is the one related to how to improve the quality of the search engine
as regards knowing how to manage the information contained in a document in
order to extract its content and interpret it. On the one hand due to the
heterogeneity of the information contained on the web (text, image, video,
musical scores), and on the other hand to satisfy the user who generally searches
for information of a very different type. This paper describes the development
and evaluation of an analytical method for the analysis of musical score con-
sidered in its symbolic level. The developed method is based on the analysis of
the fundamental elements of the musical grammar and takes into account the
distance between the sounds (which characterize a melody) and their duration
(which makes the melody active and alive). The method has been tested on a set
of different musical scores, realizing an algorithm in order to identity a musical
score in a database.

Keywords: Musical DNA � Information retrieval �Musical score search engine

1 Introduction

Internet and the Web are an immense information resource. As such, it represents the
first global communication network that allows users to transmit, receive, communi-
cate, and make available information contents. Given the complexity and heterogeneity
of the information contained on the web [1], search engines are becoming crucial to
allow easy navigation through the data.

Search engines are based on specific algorithms for Information Retrieval (IR). The
main objective is to make the right information available to the user based on his
requests and expectations [2]. In order to be identified by Information Retrieval
(IR) Systems, documents are generally transformed into an adequate representation [3].
Each method of information recovery has a different model based on the type of
document [4, 5]: text, image, video.

From these considerations one can immediately infer that while in the case of a
linguistic text it is easy to create indexes [6, 7], in the case of a musical language
significant difficulties emerge. As far as a musical piece is concerned, the indexes are
created exclusively in reference to the title, the name of the author, the tonality and
other information of a purely textual and informative kind [8]. Recent research
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analyzed the audio files, creating Audio Search Engines, through the audio fingerprint
technique that may be used not only to identify an audio file [9] but also to synchronize
multiple audio files [10, 11].

However, in the case of a musical text examined at a symbolic level (i.e. the
musical score), it becomes difficult to create indexes in the absence of specific indi-
cations that often lead to approximate results. There are many scientific researches in
the ambit of the musical text that have the objective of searching for more accurate
systems in order to determine the identifying elements of a composition, as for instance
a melody, a motif, a rhythmic structure [12–14] and so forth, that might be used in
order to create an indexation of the same composition.

This document presents a method for the analysis of a musical score considered in
its symbolic level to analytically represent its distinctive characters. These refer to the
score and are unique: each music is different from another music and each person can
interpret these differences by listening and segmenting the continuous sonorous. The
representation of these characters through a vector permits to define an objective
comparison criterion. The method is based on the mathematical formalization of the
distinctive elements of the sound: pitch and duration.

This paper is organized as follows.
Section 2 analysis the concept of “sound” and its characteristics. Section 3 explains

the method used to obtain the Fingerprint of a musical score. available experimental
results are shown that illustrate the effectiveness of the proposed method. Finally,
Sect. 5 concludes this paper with a brief discussion.

2 The Concepts of Sound

Melody and rhythm are two fundamental components as far as musical structuring is
concerned, two nearly inseparable components: a melody evolves along the rhythm in
the absence of which it does not exist [15]: “melody in itself is weak and quiescent, but
when it is joined together with rhythm it becomes alive and active” [16] (Fig. 1).

2.1 The Melody

The melody of a musical piece is represented by a number of sounds, each one
separated from the next by a number of semitones: the melodic interval.

Fig. 1. Excerpt from the score of Ravel’s “Bolero”. The initial notes of the theme are
represented on the first staff without any indication with respect to rhythm; the same notes are
represented of the second staff together with the rhythm assigned by the composer.
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The various melodic intervals were classified as symbols of the alphabet [17]. The
classification of an interval consists in the denomination (generic indication) and in the
qualification (specific indication) [18, 19]. The denomination corresponds to the
number of degrees that the interval includes, calculated from the lowest one to the
highest one; it may be of a 2nd, a 3rd, 4th, 5th, and so on.; the qualification is deduced
from the number of tones and semi-tones that the interval contains; it may be: perfect
(G), major (M), minor (m), augmented (A), diminished (d), more than augmented (A+),
more than diminished (d-), exceeding (E), deficient (def).

A melody is usually represented as a sequence Si of N intervals nx indexed on the
basis of their order of occurrence x [17]:

Si ¼ ðnxÞx2½0;N�1�

The musical segment may, therefore, be seen as a vector the elements of which are,
respectively, the intervals that separate the various sounds from one another. The
corresponding value of every interval equals the number of semi-tones between the i-th
note and the preceding one: this value will be respectively positive or negative
depending on whether the note is higher or lower than the preceding note (Fig. 2) [17].

2.2 The Rhythm

The rhythm is associated with the duration of the sounds: duration intended as the time
interval in which sound becomes perceptible, regardless of whether it is due to a single
sign or to several signs joined together by a value connection [17, 20, 21].

If we were to analyze a score, the sound duration will not be expressed in seconds
but calculated on the basis of the musical sign (be it sound or rest) with the smallest
duration existing in the musical piece [17]. The duration of every single sign will
therefore be a (integer) number directly proportional to the smallest duration. In the
example shown in Fig. 3, the smallest duration sign is represented by the thirty-second
note to which the value 1 is associated (automatically): it follows that the sixteenth note
shall have the value 2, the eighth note the value 4, …

Si =<2, 2, 1, -3, 2, -4> 

Fig. 2. Melodic segment and its related vector.

Ri=<2, 4, 4, 4, 4, 4, 4, 4, 4, 1, 1> 

Fig. 3. Rhythmic segment and its related vector.
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On the base of all the above considerations related to the concept of melody, it is
possible to deduce that each melody has a succession of sounds that differentiates it
from other melodies (i.e. there are different intervals that separate sounds) and each
sound has a specific duration that confers meaning to the whole melody. Figure 4
shows two incipits derived from two different songs that have the same sounds but
different rhythm.

3 The DNA of a Musical Score

The aim of this study is to mathematically formalize the features of the sound that allow
a listener to recognize a particular composition: the pitch and the duration. These
elements are unique for each composition and therefore allow to delineate the “DNA”
of the composition.

The difference in pitch between two sounds allows you to define the musical interval;
the sequence of intervals within the composition allows the definition of the melody. In
order to analyze and represent the succession of the interval within themusical piece it has
been used the Markov Process (or Markov Stochastic Process – MSP): the choice was
made to describe the passage from one sound to the next sound considering the number of
semitones between the two sounds (melodic interval), the trend of the interval (a = as-
cending or d = descending) and the duration of the two sounds.

Table 1 shows an excerpt of a transition matrix: the first column (and first row)
indicates the denomination of the interval (classification), the second column (and the
second row) presents the number of semi-tones that make up the interval (qualifica-
tion), the third column (and the third row) displays the ascending (a) or descending
(d) movement between two consecutive sounds, and the fourth column (and forth row)
presents the time-space between two consecutive sounds.

A B

Fig. 4. A) “Frere Jacque” (French popular song), B) “DO-RE-MI” (from the Musical “The
sound of Music”).

Table 1. Example of a transitions matrix.
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To determine the DNA of the score (or of the musical research segment) it is
necessary to fill in the matrix of the transitions and then for each row it is necessary to
add the values present in the matrix: if the result is zero in the DNA column (and in the
cell corresponding to the same row) the number zero is written, while if the value is
different from zero in the DNA column (and in the cell corresponding to the same row)
the number 1 is written.

Given a musical segment S2 of length N1 < N0, where N0 is the length of the music
score, it is necessary to define its representative vector following the procedure
described above, and compare it with the representative vector of the music score. To
identify the DNA of the segment S2 it is necessary to use a transition matrix with the
same columns and rows of the music score: only in this way it is possible to obtain a
vector with the same length as the vector of the score.

The comparison takes place by making a bit-to-bit difference, in correspondence
with the bits with value 1 of the segment S2: if the resulting difference is zero for each
bit, the score was identified (Fig. 5) otherwise the choice is made considering the
musical score with the greatest number of zeros (which means a greater number of
common elements between the musical segment S2 and the musical sores) (see Fig. 6).
In this case the concept of similarity is taken into consideration, as a discriminating
factor [22]. The distinction between similarity and identity of two musical segments is
very rigorous [23]: similarity is defined as partial identity, that is, two entities (A and B)
are similar if they share some properties, but not necessarily all. Therefore, the simi-
larity between A and B depend on their common features: the more common features
they share, the more similar they are (Fig. 6). At the same time, the similarity between
A and B depend on the differences between them: the more differences they have, the
less similar they are.

Table 2. DNA of the musical object in Fig. 1.

Analytical Techniques for the Identification of a Musical Score 33



4 Application and Analysis: Obtained Results

The aim of this research was to develop an analytical method in order to realize a
Search Engine able to identify a musical score in a database.

To evaluate the proposed method, it has been realized an algorithm the structure of
which takes in consideration each and every single aspect previously described. The
algorithm does not provide any limitations with regard the number of notes that can be
wrote for the research and therefore the musical score representative matrix that is
automatically dimensioned on the base of the features of the musical score. The
algorithm presents some limitations related to the duration of the notes used for the
research. This is due to the fact that the solidity of the algorithm had to be checked
against complex rhythmic structures (typical of the contemporary music).

4.1 Database Preparation

The collection of documents was prepared using musical scores of 18th, 19th and 20th

Century of different authors, for a total of 220 musical scores.
All of the musical scores were stored in MIDI format (a symbolic music inter-

change format), or in the Lilypond notation format (a textual notation for music based

Musical segment S2 

Frére Jacque
DNA 0 1 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 …

Vector S2 1 1 …
Check 0 -1 …

DO-RE-MI
DNA 1 1 0 1 1 0 0 0 0 1 1 1 1 1 1 0 0 1 0 1 …

Vector S2 1 1 …
Check 0 0 …

Fig. 5. Musical score identification.

DNA 1 1 0 1 1 0 0 0 0 0 1 1 1 1 1 0 0 1 0 1 …

Vector S2 1 1 1 1 …
Check -1 -1 0 0 …

Musical Score 2

Musical Score 1

DNA 1 1 0 1 1 0 1 0 0 0 1 1 1 1 1 0 0 1 0 1 …

Vector S2 1 1 1 1 …
Check 0 -1 0 0 …

Fig. 6. Musical score identification.
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on the set of ASCII characters) [24], or in the more recent MusicXML file (a text-based
language that permits to represent common Western musical notation) [24].

All the musical scores were for piano, in order to take polyphony into considera-
tion; grace notes (or musical ornaments) were removed from each score (Fig. 7),
because musically they are secondary notes and do not characterize the musical
structure.

4.2 Musical Score Decoding

In the decoding stage, it is important to underline the fact that in the case of two or
more sounds connected together, these are considered as a single sound whose duration
is equal to the sum of the durations of the individual sounds [17] (see example in
Fig. 8).

Each musical score (read from the file) is transformed into a list of numbers
(Musical DNA) [17]: each sound is associated with two values, the first one related to
the distance with the next sound and the second one related to its duration [25, 26]
(Fig. 9).

In case the musical score is composed of several voices placed on different staves
(such as the piano score) the list of sounds is composed first of all by the relative
numbers of the first staff, then those of the second staff and so on (Fig. 10) [12].

Fig. 7. Database preparation: removing grace motes.

duration             4       1                        8                 8                 2.                 2.  6            4 
rappresentative vector Ri = <5>                   Ri = <18> Ri = <12>

Fig. 8. Sound duration.

duration             1  1          4          2                        Ri = <1  1  4  2>
interval vector 12  2 6 Ii = <12  2  6>                        

Fig. 9. Musical DNA.
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4.3 Input Sample Music

After filling in the representative matrix of the musical score, its binary representative
vector (Musical DNA) is defined: see example in Table 2.

The search for a score in a database is performed by writing the sounds of a sample
musical segment (with their respective durations) within a dialog similar to the dialog
of a search engine, with the difference that this is represented by a musical pentagram
(Fig. 11).

4.4 Obtained Results

The initial tests were carried out on a set of sample musical segments of two different
lengths, 5 and 10 musical notes. For the tests the processing time was not taken into
consideration, because it was strictly connected to the type of computer used for the
analysis.

It was not important that the durations of the sounds indicated in the sample were
the same as the durations present in the scores: the durations could be different under
the condition that the mathematical proportion was always respected (Fig. 12).

The results of information retrieval are present in Table 3. The percentage
improvement obtained considering 10 notes instead of 5 notes is approximately 5% in
the case of musical scores of the 18th Century, 7% in the case of musical scores of the
19th Century and 4% in the case of the musical scores of the 20th Century. This is
explained by the fact that: in the 18th Century music, the type of intervals present in a
score is not very varied; in 19th Century music the type of intervals increases and

A A B F … B G …
40 42 44 45 … 28 30 …

Fig. 10. Sequential representation of the score.

Fig. 11. Music search engine interface.
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therefore a greater number of notes allows to diversify the research results; finally, in
the music of the 20th Century there is a particular element, namely the presence of
complex rhythms which reduces the similarity between musical segments.

5 Discussion and Conclusions

The Internet and the Web represent an immense and heterogeneous information
resource for a vast and heterogeneous public like current Internet users. However, the
nature and characteristics of the Internet highlight problems relating to how to search
and find information online, in order to satisfy the user’s requests.

This study has been able to successfully develop an algorithm (a sort of IR system)
that allows the identification of a musical score within a database, through the indi-
cation of musical notes. The results show that to obtain a satisfactory result it is
necessary to insert a suitable number of notes, capable of analytically describing the
identifying characteristics of the musical score.

In addition, the following study areas can be improved in future studies to create a
more robust IR:

• Increase in the size of the database size (number of musical scores);
• Representation of irregular musical rhythms (typical of contemporary music).

Ri = <1, 1, 4, 2>

Ri = <1, 1, 4, 2>

Fig. 12. Proportional duration.

Table 3. Comparative performance under different length of the sample musical segment.

Period of the musical scores Averaged recognition rate (%)
5 musical notes 10 musical notes

18th century 87 92
19th century 84 91
20th century 63 67
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Abstract. Electromagnetic (EM) simulation models are ubiquitous in the design
of microwave and antenna components. EM analysis is reliable but CPU inten-
sive. In particular, multiple simulations entailed by parametric optimization or
uncertainty quantification may considerably slow down the design processes. In
order to address this problem, it is possible to employ fast metamodels. Here, the
popular solution approaches are approximation surrogates, which are versatile
and easily accessible. Notwithstanding, the major issue for conventional mod-
eling methods is the curse of dimensionality. In the case of high-frequency
components, an added difficulty are highly nonlinear outputs that need to be
handled. A recently reported constrained modeling attempts to broaden the
applicability of approximation surrogates by confining the surrogate model setup
to a small subset of the parameter space. The said region contains the parameter
vectors corresponding to high-quality designs w.r.t. the considered figures of
interest, which allows for a dramatic reduction of the number of training samples
needed to render reliable surrogates without formally restricting the parameter
ranges. This paper reviews the recent techniques employing these concepts and
provides real-world illustration examples of antenna and microwave structures.

Keywords: Microwave engineering � Antenna engineering � Electromagnetic
simulation � Surrogate modeling � Performance-driven modeling � Kriging
interpolation

1 Introduction

Design of contemporary microwave and antenna components has been increasingly
dependent on full-wave electromagnetic (EM) simulation tools. EM analysis permits
reliable evaluation of arbitrary geometries and taking into account cross-couplings
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between system components, dielectric anisotropy, or the effects of installation fixtures
and radomes. The growing involvement of EM simulation packages is especially
pertinent to parameter tuning also referred to as design closure [1]. This is where the
performance parameters of the structure at hand are enhanced subject to the assumed
design constraints. It is most often achieved through numerical optimization, which
entails significant computational expenses. Handling massive EM analyses is one of the
major challenges pertaining to EM-based design processes even if local optimization is
of concern. Solving tasks such as global optimization [2], uncertainty quantification or
tolerance-aware design [3], may become computationally unmanageable when
attempted directly at full-wave EM simulation level.

Reducing the CPU cost of EM-driven design has been the subject of extensive
research. One possible option is the development of more efficient numerical algo-
rithms, e.g., incorporation of adjoint sensitivities to speed up gradient-based procedures
[4], or the employment of (local) surrogate models [5]. A notable example of the latter
is space mapping [6]. Other approaches include response correction methods [7],
feature-based optimization [8], or machine learning frameworks, often surrogate-
assisted [9]. Another option is an overall replacement of the EM model by its faster
surrogate, which permits a rapid execution of all types of simulation-based design
procedures. Data-driven surrogates belong to the most popular ones due to their ver-
satility [10]. They are constructed by approximating the data sampled from the original
(here, EM) model with no physical insight required. Commonly used modeling tech-
niques include polynomial regression [11], radial basis functions [12], kriging [13],
support vector regression (SVR) [14], and polynomial chaos expansion (PCE) [15].
Available alternatives include, among others, hybridization of one of the aforemen-
tioned methods. One of these is PC kriging [16], in which polynomial chaos expansion
surrogate becomes a trend function, whereas kriging interpolation is employed to
account for the residuals.

Despite their merits and popularity, applicability of approximation models is lim-
ited by the curse of dimensionality. In the case of high-frequency structures, which
often feature nonlinear responses, reliable data-driven surrogates can be constructed for
systems described by up to four or five variables. Design utility of such models is of
course questionable given the complexity of contemporary devices (both antennas and
microwave). A range of methods have been developed to mitigate these problems,
including high-dimensional model representation (HDMR) [17], feature-based mod-
eling [18], orthogonal matching pursuit (OMP) [19], as well as variable-fidelity
methods (Bayesian model fusion [20], co-kriging [21], or two-stage GPR [22]).

In [23], an alternative approach has been suggested, where the issue of high cost of
training data acquisition is addressed by confining the surrogate model domain to a
region that contains the designs that are of high quality with respect to the figures of
interest relevant for the system at hand. The volume of such a region is dramatically
smaller than the conventional box-constrained domain so that restricting the model
validity (and, consequently, training data allocation) leads to significant computational
savings. Determination of the constrained domain requires additional knowledge,
normally in the form of the reference designs pre-optimized with respect to the chosen
figures of interest of choice. Several variations of the constrained modeling have been
reported, including rudimentary frameworks rendering surrogates that can handle a
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single operating condition [23], versions that allow accounting for supplementary
figures of interest (e.g., substrate permittivity [24]), to techniques that permit arbitrary
allocation of the reference designs [25]. The nested kriging of [26] also allows for
straightforward uniform domain sampling and surrogate model optimization, which
was not possible in the earlier versions.

This paper reviews the recent developments of the constrained modeling, focusing
on three approaches: (i) modeling with structured reference design set [23, 24],
(ii) triangulation-based modeling [25], as well as (iii) the nested kriging framework
[26]. The presented methods are illustrated using real-world microwave and antenna
structures, and benchmarked against conventional surrogate modeling methods.
A generic formulation of the constrained modeling concept is also provided.

2 Surrogate Modeling with Domain Confinement

We start by formulating the constrained modeling concept. One of the most important
components is the confined surrogate model domain. The fundamental criterion
deciding upon the domain geometry is design optimality for the assumed design
objectives.

2.1 Fundamental Concepts. Design Variables and Figures of Interest

Let us denote by X the parameter space for the design problem at hand. It is delimited by
the lower and upper bounds on design variables l � x � u, where x = [x1 … xn]

T,
l = [l1 … ln]

T, u = [u1 … un]
T, or X = [l1 u1] � … � [ln un]. The relevant figures of

interest are fk, k = 1, …, N. Perhaps the most representative example of a performance
figure is the operating frequency (or frequencies in the case of multi-band structures)
[23]. Another example is the substrate permittivity [24]. The objective space F is defined

by the ranges fk:min � f ðjÞk � fk:max; k ¼ 1; . . .;N, i.e., F = [f1.min f1.max] � … � [fN.min

fN.max]. The design goals for a given target vector f = [f1 … fN]
T are encoded in an

objective function U(x, f). The optimum design Uf(f) w.r.t. f, is

Uf ðf Þ ¼ argmin
x

Uðx; f Þ ð1Þ

An illustration example follows: if fk are operating frequencies of a multi-band
antenna, U(�) may be defined as −min{B1, …, BN}, where Bj is the fractional band-
width corresponding to fj. Thus, minimization of Uf(f) leads to achieving the largest
possible bandwidths.

Uf(F) � X is an N-dimensional manifold (cf. Fig. 1), which determines the region
of interest from the point of view of the figures fk. It contains the designs that are of
high quality w.r.t. fk as specified by U. Hence, the surrogate constructed in the vicinity
of Uf(F) is all one needs to carry out the design tasks where fk are of concern. Focusing
on Uf(F) yields considerable savings in terms of training data acquisition as compared
to building the model in X. Yet, some problems arise: (i) how to identify Uf(F), (ii) how
to carry out design of experiments, and, (iii) how to employ the surrogate (e.g., for
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parametric optimization) given geometrical complexity of the domain. Sections 3
through 5 address these issues when discussing particular realizations of the con-
strained modeling concept.

2.2 Modeling Flow

The modeling flow is shown in Fig. 2. The fundamental step of the process is a
definition of the model domain. The latter is based on information acquired from a
certain number of reference designs optimized for the selected values of performance
figures. A particular way of utilizing this data is what distinguishes different versions of
the constrained modeling frameworks.

3 Constrained Modeling with Predefined Reference Point
Allocation

The initial versions of constrained modeling framework utilized (structurally) fixed set
of reference points. The advantage of this approach was simpler implementation. The
downside was limited flexibility. This section describes a specific technique designed
to model narrowband antennas with two figures of interest: operating frequency, and
relative permittivity of the dielectric substrate [24].

3.1 Constructing the Surrogate

Here, we assume two figures of interest, specifically, the antenna operating frequency
f and the relative substrate permittivity er. The goal is to construct the surrogate for
fmin � f � fmax, and emin � er � emax. The design that is optimum for particular
values of f and er will be denoted as Uf(f, er).

The domain of the model is a neighborhood of the surface defined using 9 reference
points allocated within the discussed ranges of the operating frequency and substrate
permittivity. We have Uf ðf �; e�r Þ, where f* 2 {fmin, f0, fmax} and e�r 2 {emin, er0, emax},
cf. Fig. 3.

f1

f2

f1.maxf1.min

f2.min

f2.max

F

x1

x2

x3

Uf (F)

f
Uf (.)

Uf ( f )
X

(a) (b)

Fig. 1. Basic concepts of constrained modeling: (a) the space F of figures of interest, and (b) the
parameter space X. Note that the set Uf(F) constitutes an N-dimensional object (surface) in the
parameter space. This set contains optimum designs for all f 2 F. In principle, restricting the
modeling process only to Uf(F) is sufficient to maintain the design utility of the surrogate [26].
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We define vectors v1 = Uf(fmin, emin) − Uf(f0, er0), v2 = Uf(fmin, er0) − Uf(f0, er0),
v3 = Uf(fmin, emax) − Uf(f0, er0), v4 = Uf(f0, emax) − Uf(f0, er0), v5 = Uf(fmax, emax) −
Uf(f0, er0), v6 = Uf(fmax, er0) − Uf(f0, er0), v7 = Uf(fmax, emin) − Uf(f0, er0), and v8 =
Uf(f0, emin) − Uf(f0, er0), see Fig. 3(a). Let M be a manifold spanned by vectors [v1, v2],
[v2, v3], …, [v8, v1].

M ¼
[8

k¼1
Mk ¼

[8

k¼1
fy ¼ Uf ðf0; er0Þþ avk þ bvkþ 1 : a; b� 0; aþ b� 1g ð2Þ

For consistency, v9 = v1. Let z be a point in the parameter space, and Pk(z) be its
projection onto Mk (cf. Fig 4(b)). We have

argmin
�a;�b

z� Uf ðf0; er0Þþ �avk þ �bv#kþ 1

h i��� ���2 ð3Þ

where v#kþ 1 ¼ vkþ 1�pkvk with pk ¼ vTk vkþ 1ðvTk vkÞ. Thus, v#kþ 1 is a component of vk+1
that is orthogonal to vk. Consider

vk v
#
kþ 1

h i
�a �b
� �T¼ z� Uf ðf0; er0Þ ð4Þ

The least-square solution to (4) (equivalent to the solution of (3)) is given as

�a �b
� �T¼ VT

kVk
� ��1

VT
k z� Uf ðf0; er0Þ
� � ð5Þ

where Vk ¼ vkv
#
kþ 1

h i
. In practice, the expansion coefficients with respect to vk and vk+1

are of interest. These are given as a ¼ �a� pk�b; b ¼ �b. Note that Pk(z) 2 Mk if and only
if a � 0, b � 0, and a + b � 1.

Objective    
space F

EM solver

Define surrogate model domain XS

Acquire training data within XS

Identify surrogate model

Parameter   
space X

Fig. 2. Performance-driven modeling flow.
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Let xmax = max{Uf(f0, er0) + v1, …, Uf(f0, er0) + v8} and xmin = min{Uf(f0, er0) +
v1, …, Uf(f0, er0) + v8}; dx = xmax − xmin is the range of variation of geometry
parameters within M. Using these, we can define the domain XS by imposing the
following conditions: a y 2 XS if

1. y is close to M in the sense that its orthogonal projection belongs to at least one Mk,
i.e., we have KðyÞ ¼ fk 2 f1; . . .; 8g : PkðyÞ 2 Mkg 6¼ £;

2. minfjjðy� PkðyÞÞ==dxjj : k 2 KðyÞg� dmax (here, //stands for component-wise
division); dmax is a domain thickness parameter (typically, 0.1 � dmax � 0.2).

Note that dmax in the second condition determines the “perpendicular” size of XS.
The size of XS is dramatically smaller (volume-wise) than the size of the hypercube
containing the reference designs. The surrogate itself is constructed using kriging
interpolation of the EM model response R based on the training data allocated in XS

[24]. The design of experiments is based on random sampling within the interval [xmin,
xmax] assuming uniform probability distribution. The samples allocated outside [xmin,
xmax] are rejected.

3.2 Case Study: Ring Slot Antenna

The method is illustrated using a ring slot antenna of Fig. 5(a) [27], implemented on
the 0.76-mm-thick substrate. The design parameters are x = [lf ld wd r s sd o g er]

T; er
represents relative permittivity of the substrate. The feed line width wf is computed for
each er to ensure 50 X input impedance. The EM is implemented in CST (*300,000
cells, simulation time 90 s). The goal is to construct the surrogate for the following
ranged of the operating frequency and substrate permittivity: fmin = 2.5 GHz to
fmax = 6.5 GHz, and emin = 2.0 to emax = 5.0. There are nine reference points generated
by optimizing the antenna [28] for the pairs {f0, er} with f 2 {2.5, 4.5, 6.5} GHz and
er 2 {2.0, 3.5, 5.0}. The optimization objective is matching improvement at f0.

f

ε

εmin

εmax

εr0

fmin fmaxf0 x1

x2

x3

Uf(fmin,εmin)

Uf ( fmax,εmax)
Uf ( fmax,εmin)

Uf ( fmin,εmax)

Uf ( f0,εr0)

(a)  (b) 

Fig. 3. Graphical illustration of reference points: (a) objective space, and (b) parameter space.
The domain-defining surface is marked as the dotted area between the reference points [24].
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Fig. 6. Reflection characteristics of the ring-slot antenna at the selected test locations. The
surrogate constructed with N = 1000 training samples: EM simulations (—), constrained
surrogate (o) [24].
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Fig. 4. Auxiliary concepts for domain definition: (a) the surface of Fig. 3(b); (b) the kth surface
Mk marked along with its corresponding vectors vk and vk+1. Also shown is an exemplary point
z and its projection onto Mk [24].
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Fig. 5. Ring slot antenna: (a) geometry [27], (b) uniform versus constrained sampling for
selected two-dimensional projections onto the lf-wd plane and the lf-sd plane [24].
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For the sake of validation, the surrogate model was constructed using the training
set of various sizes, from 100 to 1000 samples. In all cases, we used dmax = 0.2. Model
validation was performed using the split-sample method with 100 test designs. The
benchmark was kriging interpolation surrogate established in the original domain
X = [xmin, xmax] using 1000 samples. The numerical results are gathered in Table 1, see
also Fig. 6. Furthermore, Fig. 5(b) illustrates selected projections of the training data
set for conventional (uniform) and proposed design of experiments. It can be observed
that the accuracy improvement due to constrained sampling is considerable (by a factor
of about 3.5). The constrained surrogate that exhibits the same predictive power as the
corresponding conventional model can be obtained using around ten times less data
samples.

4 Constrained Modeling Using Domain Triangulation

In [25], a generalization of the technique presented in Sect. 3 has been proposed, which
is based on triangulation of the reference designs. This technique does not only allow
for arbitrary distribution of the reference points but it also has no limitations in the
number of figures of interest that can be handled.

4.1 Constructing the Surrogate

The parameter and objective spaces are defined as in Sect. 2. The reference designs

xðjÞ ¼ ½xðjÞ1 . . .xðjÞn 	T ; j ¼ 1; . . .; p, are optimized with respect to the figure of interest

vectors f ðjÞ ¼ ½f ðjÞ1 . . .f ðjÞN 	T . The reference designs x(j) are subject to Delaunay triangu-
lation [29] to form simplexes S(k), k = 1, …, NS, whose vertices are S(k) = {x(k.1), …,
x(k.N+1)}, where x(k.j) 2 {x(1), …, x(N)}, j = 1, …, N + 1 (cf. Fig. 7(a)).

Table 1. Ring slot antenna: modeling results.

Design space sampling and surrogate modeling technique* Average relative RMS error

Uniform sampling in the original space, N = 1000 7.3%
Constrained sampling, N = 100 7.8%
Constrained sampling, N = 200 5.5%
Constrained sampling, N = 500 3.3%
Constrained sampling, N = 1000 2.1%
*In all cases, the surrogate model constructed using kriging interpolation [28].
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The model domain XS is determined as a vicinity of the manifold M defined as

M ¼
[
k

fy ¼
XNþ 1

j¼1
ajxðk:jÞ : 0� aj � 1;

XNþ 1

j¼1
aj ¼ 1g ð6Þ

The region is defined using the distance from the surface M in the orthogonal
complements of the subspaces containing S(k). Given a point z, it is necessary to find the
distance from it to M, which can be done by considering a projection Pk(z) onto the
affine subspace Hk 
 S(k). We also define the simplex anchor x(0) = x(k.1), and its
spanning vectors v(j) = x(k.j+1) − x(0), j = 1, …, N (cf. Fig. 7(b)). The projection cor-
responds to the expansion coefficients w.r.t. v(j) [25]

arg min
½�að1Þ;:...�aðNÞ	

z� xð0Þ þ
XN

j¼1
�aðjÞ�vðjÞ

h i��� ���2 ð7Þ

where the vectors �vðjÞ are obtained from v(j) by orthogonalization (i.e., �vð1Þ ¼ vð1Þ,
�vð2Þ ¼ vð2Þ � a12vð1Þ where a12 = v(1)Tv(2)(v(1)Tv(1), etc.). In general

�V ¼ �vð1Þ �vð2Þ . . . �vðNÞ
h i

¼ vð1Þ vð2Þ . . . vðNÞ
h i

A ð8Þ

Note that A is a triangular matrix that contains coefficients obtained from the above
orthogonalization procedure. The problem (7) is equivalent to

�vð1Þ �vð2Þ . . . �vðNÞ
h i �að1Þ

..

.

�aðNÞ

2
6664

3
7775 ¼ z� xð0Þ ð9Þ
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Fig. 7. Surrogate modeling using design reference triangulation: (a) triangulation of the
reference designs (left plot) and corresponding objective vectors (right plot); (b) simplex S(k) a,
point z and its projection onto the hyper-plane Hk containing S(k).
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The expansion coefficients can be found analytically as

�að1Þ . . . �aðNÞ
h iT

¼ ð�VT �VÞ�1 �VTðz� xð0ÞÞ ð10Þ

The critical factor is whether Pk(z) 2 hull(S(k)) (hull() stands for the convex hull).
For that, it is necessary to identify the expansion coefficients a(j) of z w.r.t. {v(j)}. The
latter can be obtained as ½að1Þ . . . aðNÞ	T ¼ A½�að1Þ . . . �aðNÞ	T . It should be noted that
Pk(z) 2 S(k) if

1. aðjÞ � 0 for j ¼ 1; . . .;N; and
2. að1Þ þ . . .þ aðNÞ � 1.

that is, if Pk(z) is a convex combination of the vectors v(j).
The next step of surrogate modeling domain definition is to define xmax ¼

maxfxðkÞ; k ¼ 1; . . .; pg and xmin ¼ minfxðkÞ; k ¼ 1; . . .; pg. The vector dx ¼ xmax �
xmin is an indication of the geometry parameter variability within the surface M. Using
these, the surrogate model domain XS can be defined as in [24]. More specifically, a
vector y 2 XS if

1. KðyÞ ¼ fk 2 f1; . . .;NSg : PkðyÞ 2 SðkÞg 6¼ £;
2. minfjjðy� PkðyÞÞ==dxjj : k 2 KðyÞg� dmax (//stands for component-wise division);

dmax is a user-defined parameter determining the domain thickness.

The major benefit of this definition is that XS is considerable smaller than the
original domain X ¼ ½xmin; xmax	 volume-wise, thus the surrogate can be constructed
using a reduced training set. Notwithstanding, the domain still contains the optimum
designs (with respect to the selected performance figures) so that the surrogate retains
its design utility. This is demonstrated in the next section by modeling a dual-band
antenna over broad ranges of both geometry and material parameters.

4.2 Verification Case: Uniplanar Dipole Antenna

For the sake of verification, let us consider a dipole antenna of Fig. 8(a) [30]. The
structure is realized on Taconic RF-35 substrate of relative permittivity er = 3.5 and
thickness h = 0.762 mm. There are six adjustable variables x = [l1 l2 l3 w1 w2 w3]

T.
Other parameters are fixed: l0 = 30, w0 = 3, s0 = 0.15 and o = 5 are fixed (dimensions
in mm). The computational model R is simulated in CST Microwave Studio
(*100,000 cells; simulation time 1 min).

We aim at constructing the surrogate within the following objective space:
2.0 GHz � f1 � 4.0 GHz (lower band), and 4.5 GHz � f2 � 6.5 GHz (upper
band). Figure 8(b) shows the allocation of the reference designs. The latter have been
generated using variable-fidelity feature-based optimization [28].

Validation has been carried out by rendering the surrogates using various numbers
of training samples, from 100 to 1600. In all cases, dmax = 0.05 was employed. The
numerical results are gathered in Table 2. Conventional kriging metamodel is used as a
benchmark. The antenna reflection characteristics according to the surrogate and EM
simulation have been shown in Fig. 9.
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Fig. 8. Uniplanar dipole antenna: (a) geometry [30], (b) allocation of the reference designs and
their triangulation [25].
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Fig. 9. Reflection characteristics of the antenna of Fig. 8: electromagnetic simulations (—),
triangulation-based surrogate rendered with N = 1600 training samples (o).

Table 2. Modeling results and benchmarking for antenna of Fig. 8.

Number of training samples# Relative RMS error*

Conventional surrogate$ Triangulation-based surrogate

100 17.2% 4.6%
200 12.7% 3.5%
400 9.3% 2.8%
800 6.9% 2.6%
1600 5.7% 2.3%
*In all cases, the surrogate model constructed using kriging interpolation.
#The cost of finding the reference designs for constrained modeling is about 400
evaluations of the EM antenna model.
$Conventional surrogate established in the parameter space X ¼ xmin; xmax½ 	.
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5 Modeling Using Nested Kriging

The nested kriging framework proposed in [26] employs two kriging metamodels. One
of these models is used to establish the surrogate model domain by mapping the figure-
of-interest space into the parameter space and to provide the first approximation of the
region of interest. The major advantage of [26] is that design of experiments but also
model optimization can be implemented in a convenient way.

5.1 Surrogate Model Construction

We use the same definitions as in Sect. 2.1 for the objective and parameter spaces. The

reference designs optimized w.r.t. f ðjÞ ¼ ½f ðjÞ1 . . .f ðjÞN 	 are denoted as xðjÞ ¼ ½xðjÞ1 . . .xðjÞn 	T ;
j ¼ 1; . . .; p. The technique employs two kriging metamodels. The first-level one
sI(f) transforms F into the parameter space X. The model sI is set up using the training
pairs {f(j), x(j)}j=1,…,p (see Fig. 10 for a graphical illustration).

The surrogate model domain XS is defined to contain the designs that are optimum
w.r.t. fk, k = 1,…, N. The information obtained from the reference designs only permits
for establishing an initial approximation of the optimum design set Uf(f). As the
domain should contain the entire Uf(f) (or a vast majority of it), sI(F) must be enlarged.
This is realized by an orthogonal extension of sI(F) towards its normal vectors. We

denote by vðkÞn ðf Þ
n o

; k ¼ 1; . . .; n� N, an orthonormal basis of vectors normal to

sI(F) at f, and define xmax = [xmax.1 … xmax.n]
T, xmin = [xmin.1 … xmin.n]

T, with

xmax:k ¼ max xðjÞk ; j ¼ 1; . . .; p
n o

, and xmin:k ¼ min xðjÞk ; j ¼ 1; . . .; p
n o

. We also define

xd = xmax − xmin (parameter variations within sI(F)). Further, extension coefficients are
defined as follows:

aðf Þ ¼ ½a1ðf Þ . . . an�Nðf Þ	T ¼ 0:5dmax jxdvð1Þn ðf Þj . . . jxdvðn�NÞ
n ðf Þj

h iT
ð11Þ

Similarly as for the method discussed before, dmax denotes the domain thickness.
The coefficients ak are used to delimit XS (see also Fig. 10(b)) [26] by defining

M� ¼ x 2 X : x ¼ sI fð Þ �
Xn�N

k¼1
akðf ÞvðkÞn ðf Þ

n o
ð12Þ

Using (12), we get

XS ¼ x ¼ sIðf Þþ
Pn�N

k¼1 kkakðf ÞvðkÞn ðf Þ : f 2 F;
�1� kk � 1; k ¼ 1; . . .; n� N

� �
ð13Þ

The second-level surrogate is a kriging model rendered in XS based on

fxðkÞB ;RðxðkÞB Þgk¼1;...;NB, where R is the EM-simulation model of the structure of interest.
Note that the definition of XS facilitates design of experiments which was a problem

for both [23] and [25]. It is implemented using (13) and the mappings from the unit
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interval [0, 1]n onto XS. Let {z
(k)}, k = 1, …, NB, where z

(k) = [z1
(k) … zn

(k)]T, denote the
set of uniformly distributed data points in [0, 1]n (here, using LHS [31]). The mapping
is realized in two stages. First, the function h1.

y ¼ h1ðzÞ ¼ h1ð½z1. . .zn	TÞ
¼ ½f1:min þ z1ðf1:max � f1:minÞ. . .fN:min þ zNðfN:max � fN:minÞ	 � ½�1þ 2zN þ 1. . .� 1þ 2zn	

ð14Þ

transforms the unit hypercube onto a F � [−1,1]n−N (� is a Cartesian product). Sub-
sequently, a function h2 is defined as

x ¼ h2ðyÞ ¼ h2ð½y1 . . . yn	TÞ
¼ sIð½y1 . . . yN 	TÞþ

Xn�N

k¼1
yNþ kakð½y1 . . . yN 	TÞvðkÞn ð½y1 . . . yN 	TÞ ð15Þ

which maps F � [−1, 1]n−N onto XS. Hence, uniformly distributed samples xB
(k) in XS

are obtained as xðkÞB ¼ HðzðkÞÞ ¼ h2ðh1ðzðkÞÞÞ.
The surjective mapping H also allows for implementing surrogate model opti-

mization in its domain XS. In particular, the optimization process can be formally
carried out in the primary domain F � [−1, 1]n−N, whereas the mapping H can be
employed to perform evaluation of the structure.

5.2 Verification Case: Miniaturized Impedance Transformer

The modeling technique described in Sect. 5.1 has been validated using a miniaturized
impedance matching transformer [32]. The structure is shown in Fig. 11(b). It is
realized on Taconic RF-35 substrate of relative permittivity er = 3.5 and thickness
h = 0.762 mm. The circuit employees compact microstrip resonant cells (CMRCs)
shown in Fig. 11(a).

The adjustable variables are x = [l1.1 l1.2 w1.1 w1.2 w1.0 l2.1 l2.2 w2.1 w2.2 w2.0 l3.1 l3.2
w3.1 w3.2 w3.0]

T. The figure-of-interest space contains the operating bands [f1 f2] with
the following ranges: 1.5 GHz � f1 � 3.5 GHz, and 4.5 GHz � f2 � 6.5 GHz.
Here, the optimum design is understood by minimization of the maximum reflection |
S11| within [f1 f2] (which is a minimax problem). The allocation of the reference designs
has been shown in Fig. 11(c).

Surrogate model validation has been carried out for various numbers of training
data samples from 50 to 800. All models were generated using dmax = 0.05. The
modeling error was calculated using the split-sample method with 100 random testing
designs. The numerical results are shown in Table 3 (see also Fig. 12). The benchmark
includes conventional kriging and RBF metamodels. It can be observed that the nested
kriging framework enables two- or even three-fold reduction of the modeling error
assuming the same training data set size. It should be emphasized that for this case the
predictive power of all conventional surrogates is poor. The primary reason is a large
number of geometry parameters and, consequently, a large volume of the conventional
domain.
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Fig. 11. Compact impedance transformer as verification case study for the nested kriging
framework: (a) CMRC cell, (b) impedance transformer structure [32], (c) reference points [26].

1 2 3 4 5 6 7

Frequency [GHz]

-40

-30

-20

-10

0

|S
11

| [
dB

]

Fig. 12. Reflection characteristics of the circuit of Fig. 11(b): full-wave electromagnetic
simulations (—), and the nested kriging surrogate rendered with N = 800 training samples
(o) [26].
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6 Conclusions

This paper discussed the recent developments in constrained modeling of high-
frequency structures. Domain confinement permits a reduction of the computational
overhead related to training data acquisition. At the same time, reliable surrogates can
be rendered without formally restricting the ranges of geometry and material param-
eters as well as the operating conditions. There were three specific realizations of this
concept discussed in the work. The main differences between these were in analytical
formulation of the surrogate model domain. The simplest technique, discussed in
Sect. 3, requires structured allocation of the reference designs. The second method, the
triangulation-based modeling of Sect. 4, is more flexible, allows for an arbitrary
placement of the reference set, and it can directly handle arbitrary number of operating
conditions. The downside is a non-trivial design of experiments. The nested kriging
framework is the most comprehensive: the very formulation of the model domain
incorporates the means to carry out uniform design of experiments as well as opti-
mization of the surrogate. Notwithstanding, implementation of this approach is more
involved. In general, surrogate modeling with domain confinement can be considered a
viable workaround dimensionality and parameter range issues, both of which are the
fundamental challenges of conventional methods. At the same time, the initial com-
putational overhead required to generate the reference points is well justified when the
surrogate is reused, for example, for the purpose of dimension scaling for various
operating conditions.

Acknowledgement. The authors would like to thank Dassault Systemes, France, for making
CST Microwave Studio available. This work was supported in part by the Icelandic Centre for
Research (RANNIS) Grant 174573051 and by National Science Centre of Poland Grant
2017/27/B/ST7/00563.

Table 3. Modeling results and benchmarking for impedance matching transformer.

Number of training samples Relative RMS error

Conventional
models

Nested Kriging model

Kriging RBF

50 49.1% 56.2% 17.3%
100 31.1% 33.0% 13.9%
200 25.9% 27.5% 10.3%
400 20.4% 23.1% 7.4%
800 15.7% 16.8% 6.1%
$Conventional surrogate established in the parameter space
X ¼ xmin; xmax½ 	.
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Abstract. The phenomenon of dynamic stall produce adverse aerody-
namic loading which can adversely affect the structural strength and life
of aerodynamic systems. Aerodynamic shape optimization (ASO) pro-
vides an effective approach for delaying and mitigating dynamic stall
characteristics without the addition of auxiliary system. ASO, how-
ever, requires multiple evaluations time-consuming computational fluid
dynamics models. Metamodel-based optimization (MBO) provides an
efficient approach to alleviate the computational burden. In this study,
the MBO approach is utilized for the mitigation of dynamic stall char-
acteristics while delaying dynamic stall angle of the flow past wind tur-
bine airfoils. The regression Kriging metamodeling technique is used to
approximate the objective and constrained functions. The airfoil shape
design variables are described with six PARSEC parameters. A total of
60 initial samples are used to construct the metamodel, which is further
refined with 20 infill points using expected improvement. The metamodel
is validated with the normalized root mean square error based on 20 test
data samples. The refined metamodel is used to search for the optimal
design using a multi-start gradient-based method. The results show that
an optimal design with a 3◦ delay in dynamic stall angle as well a reduc-
tion in the severity of pitching moment coefficients can be obtained.

Keywords: Dynamic stall · Unsteady CFD · Surrogate-based
optimization · Regression Kriging · Expected improvement

1 Introduction

The dynamic stall phenomenon was first observed on retreating blades of heli-
copter rotor [6]. Horizontal and vertical axis wind turbines are prone to dynamic
stall. Wind turbines are subjected to dynamic loading from multiple sources, such
as wind shear, turbulence, yaw angles, upwind turbine wake, and tower shadow,
that cause unsteady inflow to the turbine rotor which results in dynamic stall.
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In vertical axis wind turbines (VAWT), dynamic stall arises from rapid changes
in angle of attack on each blade in every rotation cycle [2,25]. The dynamic load-
ing in wind turbines generates adverse loading conditions, significantly impacting
the blade, hub, tower structure, performance and turbine life.

Significant research has been conducted to mitigate or control dynamic stall
via active and passive control systems [10,15,27,28]. The addition of structures
and control systems to the wind turbines increases their mass as well as their cost
and complexity. Mitigating the adverse dynamic stall characteristics passively
through aerodynamic shape optimization (ASO) has recently received interest
from multiple researchers offering promising improvement in airfoil performance
[12,16,23,24,26]. ASO studies for dynamic stall mitigation are typically done
with adjoint-based computational fluid dynamics (CFD) simulations [4,12,16,26]
and have shown promising results for multiple dynamic stall optimization cases.
Adjoint-based CFD simulations is a modern approach to solve ASO problems
using gradient-based optimization (GBO) algorithms [8]. The advantage of the
adjoint method is the ability to estimate gradient information cheaply. The GBO
approach, however, can get easily get stuck in local minima, especially if the CFD
data is noisy. Wang et al. [23,24] used sequential quadratic programming (SQP)
to alleviate aerodynamic loads during dynamic stall cycle on rotor airfoils.

Genetic algorithms have the ability to search the design space globally, but
they require multiple design evaluations and can be impractical to use for high
dimensional design problems. Ma et al. [11] used a multi-island genetic algorithm,
which is a global search method, for VAWT performance improvement.

Metamodel-based optimization (MBO) (also called surrogate-based opti-
mization) [22] is an approach to alleviate the computational burden of costly
simulation-based design problems. In MBO, a metamodel (also called a surro-
gate) of the objective function is constructed using a limited number of the
time-consuming simulations. The surrogate model is fast to evaluate and can be
used within GBO or with genetica algorithms to search for the optimal design.
To the best of our knowledge, MBO has not yet been utilized for ASO to mitigate
dynamic stall characteristics of airfoils.

In this work, MBO is used for ASO of wind turbine airfoils to delay stall. The
surrogate is constructed using regression Kriging [7] and is sequentially refine-
ment using expected improvement infill criteria. The PARSEC airfoil parame-
terization technique [20] with six design variables is used for generating the air-
foil shapes. The surrogate model is searched using a multi-start gradient-based
optimizer.

The next section presents the problem statement for dynamic stall mitigation
and the setup of the computational model. The following section describes the
MBO approach. Results of numerical experiments are presented for the ASO.
Conclusions and suggestions of future work are then described.

2 Problem Statement

This section describes the problem formulation and the airfoil parameterization
method used for the current study, as well as the CFD modeling and validation.
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2.1 Problem Formulation

The dynamic stall phenomenon is generally studied with sinusoidal oscillat-
ing airfoil in a uniform free-stream flow. The pitching motion of the airfoil is
described using the angle of attack as a function of time t given as

α(t) = αm + A sin(ωt), (1)

where αm, A and ω represent the mean angle of attack, amplitude of oscillation,
and rotational rate, respectively. The reduced frequency, k, is another important
parameter and is defined as

k =
ωc

2U
, (2)

where c is the airfoil chord length, and U is the free-stream speed. In this work,
a deep dynamic stall case from Lee et al. [9] is used. The parameters defining the
case are: αm = 10◦, A = 15◦, k = 0.05, and a Reynolds number of Re = 135, 000.

The objective of the study is to produce an optimum airfoil shape which
mitigates the dynamic stall adverse loading by delaying the dynamic stall angle.
This objective is achieved by delaying the formation of the dynamic stall vortex
responsible for sudden divergence in the drag and pitching moment coefficients.
The optimization problem is formulated as:

min
x

f(x) =

(∑N
i=1 cdi

Fcd0

)
+

(∑N
i=1 |cmi

|
Gcm0

)
(3)

s.t. g1(x) = αds0 + Δα − αds ≤ 0 (4)
xl ≤ x ≤ xu (5)

Here, Fcd0
=

∑N
i=1(cd0)i, Gcm0

=
∑N

i=1 |(cm0)i|. x is the design variable vector.
xl and xu are the lower and upper bounds of x, respectively. The parameters cdi

,
cmi

, αds represent the time variant drag coefficient, pitching moment coefficient
at the ith timestep and dynamic stall angle of the airfoil. The subscript ‘0’
represents the baseline airfoil shape, which is the NACA0012 airfoil. Δα denotes
the minimum delay in the dynamic stall angle expected in the optimum design,
which is set to Δα = 3◦ in this work. N denotes the number of time steps in
each pitching cycle. For this study, we will only consider the upstroke part of the
pitching cycle, which is predominantly affected by formation of dynamic stall
vortex.

2.2 Design Variables

In this work, the PARSEC [20] parameterization technique is used for describing
the airfoil shapes. In PARSEC, there are 12 parameters defining the airfoil shape
of unit chord. The parameters affecting only the upper surface of the airfoil are
considered in this study. The trailing edge offset and thickness are set to zero,
which generates a sharp trailing edge airfoil. For this study, we have selected six
parameters (see Table 1).
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Table 1. Design variables and their bounds for upper airfoil surface

Description x xu xl

Surface crest x coordinate X 0.5011 0.2733

Surface crest z coordinate Z 0.09 0.054

Second order surface derivative Zxx −0.4036 −0.6726

Leading edge radius RLE 0.0222 0.0104

Trailing edge directional angle θTE −7.0294 −11.7156

TE wedge angle βTE 5.8803 3.52818

2.3 Computational Fluid Dynamics Modeling

The current study is performed with the Stanford University Unstructured (SU2)
unsteady compressible Navier-Stokes (URANS) solver [17]. The dynamic stall
simulations are performed using dual time stepping strategy, rigid grid motion
and Menter’s shear stress transport (SST) turbulence model [14]. The convective
fluxes calculated using second-order Jameson-Schmidt-Turkel (JST) scheme [17]
and time discretization is done by the Euler implicit scheme [17] with maximum
Courant-Friedrichs-Lewy (CFL) number selected as 4. The two-level multigrid
W-cycle method [17] is also used for convergence acceleration. The Cauchy con-
vergence criteria [1] is applied with Cauchy epsilon as 10−6 over last 100 itera-
tions. No-slip boundary condition is used on airfoil surface with farfield condition
on external boundary with Reynolds number of 135,000 and Mach number of
0.1. The c-grid mesh is set up an with outer boundary at 55c from airfoil is gen-
erated using blockmesh utility provided by OpenFoam [3]. The mesh is refined
near the airfoil surface with first layer thickness to obtain y+ ≤ 0.5 and growth
ratio of 1.05, which is necessary to accurately capture the onset of the dynamic
stall vortex. Figure 1 show a coarse version of the mesh.

The grid and time independence study is done in two steps. Initially, the spatial
resolution of the mesh is obtained by grid study. This mesh is then used to conduct
time study to attain accurate physical time step. The flow and motion parameters
are selected from study done by Lee et al. [9] as mentioned in Sect. 2.1. The grid
study is done at Re=135,000, angle of attack α = 4◦ and turbulence intensity
TI = 0.08%. The details of grid study are shown in Table 2. Meshes 2, 3 and 4
show minimal change in lift coefficient Δcl ≤ 0.003 with the drag counts variation
within 4 counts. Considering the simulation time requirement and accuracy of the
results, mesh 2 with 387,000 cells is selected for the study.

After selecting the spatial resolution, a time independent study is conducted
with multiple time steps of an airfoil in a sinusoidal pitching cycle in order to
select the temporal resolution. This is done using the generalized Richardson
extrapolation method (REM) [18] with the use of average drag coefficient per
oscillation cycle cdavg

as a lower order value to an estimation parameter. The
REM estimate cdEst

represents the average drag coefficient per cycle at a zero
time step, which is calculated as cdEst

= 2, 108 counts. Table 3 summarizes the
results. The simulation time and estimated error Esterr are then considered to
select time step of 0.0015 for all further investigations.
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Fig. 1. Coarse mesh with NACA0012 airfoil (a) computational domain, (b) mesh
around airfoil (zoom view)

Table 2. Grid convergence study at Re=135000, α = 4◦

Mesh Number of cells× 103 cl cd, counts *Simulation
time (min)

1 259 0.395 174.3 75

2 387 0.414 180.4 146

3 540 0.416 184.7 220

4 720 0.417 184.2 298

*Computed on high-performance cluster with 64 processors

Table 3. Time study at α = 10◦ + 15◦sin(ωt) with k = 0.05 at Re = 135, 000

dt cdavg **Simulation Time Esterr = [cdavg − cdEst ]

[s] [counts/cycle] [hrs/cycle] [counts]

0.004 2,019 51 88.4

0.002 2,093 65 14.9

0.0015 2,103 69 4.8

0.0010 2,105 78 2.1

0.0005 2,107 99 0.52

**Computed on high-performance cluster with 112 processors

3 Methods

This section describes the MBO algorithm and the mathematical details of the
metamodeling. In particular, the details of the workflow, sampling plan, regres-
sion Kriging, infill criteria, and validation are described.
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3.1 Workflow

A flowchart of the MBO algorithm is shown in Fig. 2. The presented algorithm
consist of an automated loop which sequentially improves the metamodel accu-
racy. The optimization algorithm starts with a sampling plan where the design
space is sampled for initial samples. The initial samples are then evaluated with
the CFD model. The regression Kriging metamodel is then constructed for the
objective and constraint functions from the initial samples. The constructed
metamodel is validated against a test data set. If the model does not pass ter-
mination criteria, then an infill strategy is used to refine the metamodel and the
above steps are repeated until the metamodel accuracy satisfies the termination
criteria. Finally, an optimum design is found by optimizing the metamodel.

3.2 Sampling Plan

The accurate construction of metamodel requires an appropriate sampling plan
which captures the trend of objective function throughout design space. In this
study, Latin hypercube sampling (LHS) [5,13] is used to generate initial and test
data samples. For this study, an initial sample size is considered as ten times the
number of design variables.

Fig. 2. Flowchart of the metamodel-based optimization algorithm
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3.3 Regression Kriging

Kriging [19] is a Gaussian based interpolation method widely used in surrogate
based optimization [19]. It mainly takes the training point as the realization of
the unknown process and approximates as a combination of global trend function
plus a localised departure as

y(x) = G(x) + Z(x), (6)

where x is any sample x = [x1 x2 ... xP ]T ⊂ R
P , y(x) is the unknown func-

tion, G(x) is a known polynomial function and Z(x) is a normally distributed
Gaussian process with a zero mean, variance σ2, and non-zero covariance [19]
providing localised deviation to global trend function. The training samples
(x1,x2, ...,xns) in design domain D are correlated with each other through
covariance matrix of function Z(x) given by

Cov[ Z(xi), Z(xj) ] = σ2 R
( [

R(xi,xj)
] )

, (7)

where R is (ns, ns) symmetric correlation matrix with Rij = R(xi,xj) a corre-
lation function between any two sample points xi and xj . In this work, we have
used the Gaussian spatial correlation function

R(xi,xj) = exp
[

−
P∑

p=1

θp
∣∣xi

p − xj
p

∣∣2 ]
, (8)

where θp denotes pth component of vector θ = [θ1 θ2... θP ]T , a vector of unknown
hyper-parameters to be tuned.

The Kriging predictor is given by [19]

ŷ(x) = β̂ + rT (x) R−1( y − Gβ̂ ), (9)

where y is the column vector (ns,1) containing response at sample points, G is
a column vector (ns,1) and filled with ones when G(x) is considered constant.
The vector rT (x) = [R(x,x1), R(x,x2), ..., R(x,xns)] is the correlation vector
between known observed points (x1,x2, ...,xns) and the new sample points x.

The vector β̂ in (9) can be evaluated as

β̂ = (GTR−1G) GTR−1y. (10)

The Kriging model is trained over sample data by tuning hyperparameters θ to
maximize concentrated likelihood function [5] given by

l(θ) =
ns

2
ln(σ̂2) − 1

2
ln|R|, (11)

where estimated variance of Kriging model σ̂2 is computed as

σ̂2 =
(y − Gβ̂)T R−1 (y − Gβ̂)

ns
. (12)
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The Kriging method assumes that the sampled responses are true and do not
contain any errors. Typically, most of the engineering functions does have some
inherent errors due to involved evaluation process. The objective function in this
study could involve errors from the CFD simulation of separated flow region in
the dynamic stall cycle. This would produce error in the Kriging approximation
when more points are added in close proximity to each other during the opti-
mization process. This problem can be alleviated by using regression Kriging
[7], which allows the Kriging model to do a regression over the sampled data [7].
This is achieved by the addition of a regularization parameter λ to the diago-
nal terms of the Kriging correlation matrix R, making it R + λI for regression
Kriging method where I is an identity matrix. The regularization parameter λ
is evaluated by maximizing likelihood function along with θ hyperparameters.
The regression Kriging predictor is now given as [5]

ŷr = β̂r + rT (x) (R + λI)−1( y − Gβ̂r ), (13)

where
β̂r = (GT (R + λI)−1G) GT (R + λI)−1y (14)

and variance σ̂r
2 of regression Kriging model is computed by

σ̂r
2 =

(y − Gβ̂r)T (R + λI)−1(y − Gβ̂r)
ns

, (15)

where the subscript r denotes regression.

3.4 Infill Criteria

The metamodel constructed with regression Kriging using the initial sample data
is an approximation of true objective function. The search of the optimal design
depends on the accuracy of the metamodel. Although, higher number of initial
samples will improve model accuracy it is wise to add infill points strategically
in the design space where further improvements in the metamodel are possi-
ble. For this study, we will use the expected improvement (EI) infill criteria to
provide a balanced exploration and exploitation of the objective function. The
EI for regression Kriging is an extension of the EI for Kriging, which uses a
re-interpolation technique to make sure resampling of points are avoided. The
infill points are obtained by the maximizing EI function, which is written as

E[I(x)] =

{
(ymin − ŷ) Φ

(
ymin−ŷr

ŝ

)
+ ŝ φ

(
ymin−ŷr

ŝ

)
when ŝ > 0,

0 when ŝ = 0,
(16)

where ymin is the current minimum response, Φ() and φ() are normal cumulative
distribution and probability density functions, respectively. The mean square
error of the regression Kriging metamodel is given by

ŝri(x) = σ̂ri
2
[
1 − rTR−1r +

1 − GTR−1r
GTR G

]
, (17)
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where σ̂2
ri is the variance of the metamodel with re-interpolation technique given

as

σ̂2
ri =

(y − Gβ̂r)T (R + λI)−1 R (R + λI)−1(y − Gβ̂r)
ns

. (18)

The EI method for regression Kriging with the re-interpolation technique is
described in detail by Forrester et al. [7].

3.5 Validation

In this work, the global accuracy of the metamodel is validated using the nor-
malized root mean squared error (NRMSE) defined as

NRMSE =

√∑nT

i=1
(yi

Test−ŷi
Test)

2

N

(ymax − ymin)I
, (19)

where yi
Test and ŷi

Test represent responses from the CFD evaluation and meta-
model prediction at ith test samples, respectively. The response value y could be
an objective function f(x) or constraint function g1(x) values for their respec-
tive error estimation. The nT indicates the number of test data samples. The
denominator of (ymax − ymin)I represents maximum and minimum of response
values of initial sample I data. In this work, NRMSE ≤ 10% and a fixed bud-
get of 20 infill samples are considered as acceptable criteria for accurate global
metamodel.

3.6 Optimization

Once an accurate metamodel is obtained it is used by the optimizer to find an
optimal design for given problem. For this study, we use a multi-start gradient-
based search algorithm to find the optimal design. The sequential least squares
programming (SLSQP) algorithm offered by Scipy [21] python package is utilized
in this work. A total 240 starting points are used in this study. These start
points are distributed over the design space by using the LHS technique. The
best obtained result is reported as optimal design.

4 Results

This section presents the results of the metamodel generation and the validation
study for the dynamic stall mitigation problem. The optimization results are
discussed.
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4.1 Metamodel Construction

As discussed earlier, the optimization algorithm generates the metamodel and
sequentially refines it. Initially, the design space is sampled using LHS. A total of
60 design samples (10× number of design variables) are generated. Each design
sample is then evaluated with the CFD module to generate the objective and
constraint function values. Note that in this study we only simulated the upstroke
of the pitching cycle where dynamic stall vortex formation occurs. The obtained
observations are used to construct two separate metamodels, one for the objec-
tive and another for the constrained function. Both these metamodels are vali-
dated with 20 test data points (one third of initial samples). The test data points
are also generated using LHS technique separately and evaluated with the CFD
module. The global accuracy of the metamodel is tested using the NRMSE
metric. If the accuracy of the model satisfies the termination criteria then it is
passed to the optimizer, else an infill point is evaluated and added to the ini-
tial sampling plan to construct a new metamodel. This process is iterated until
the metamodel satisfies the termination criteria of NRMSE ≤ 10% and fixed
budget of 20 infill points.

Figure 3 shows a plot of the NRMSE for the objective and constraints func-
tions every 5 infill points. It can be seen that both the metamodels satisfy global
accuracy error criteria well before infill points reach the fixed budget criteria.
The constraint function metamodel shows a higher accuracy than the objective
function metamodel reaching 2.4% and 8.8%, respectively, by total 80 sample
points (60 initial samples plus 20 infill points).

4.2 Optimal Design

Figure 4 shows the baseline and optimum airfoil results. Table 4 gives the
aerodynamic characteristics of the airfoils. There are major shape variations
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Fig. 3. Objective (f) and constraint (g1) function metamodel validation
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Fig. 4. Comparison between baseline and optimized designs (a) airfoil shapes (b) lift
coefficient, (c) drag coefficient, (d) pitching moment coefficient. Time dependant aero-
dynamic coefficients results are with oscillation cycle parameters α = 10◦ +15◦ sin(ωt)
and k = 0.05

between the baseline (NACA0012) and the optimized airfoil. The optimized air-
foil has a higher maximum thickness (t/cmax = 0.146) with a maximum camber
(M) = 1.89% located at x/c = 0.62. The optimum design is able to delay the
dynamic stall angle (αds) by more than 3◦, whereas the moment stall angle αms

is delayed to 20.26◦. The αms indicates formation of dynamic stall vortex which
is responsible for sudden divergence in drag and pitching moment coefficients.
The delay in dynamic stall vortex formation provides an increase in operational
range without adverse loading on the airfoil. Moreover, optimum shape also
shows the reduction in severity of pitching moment (Fig. 4d).

Figure 5 shows z-vorticity contour plots of baseline and optimum airfoil near
moment stall and dynamic stall angles. It can be seen that near the moment stall
and dynamic stall point of baseline airfoil, the optimal shape does not show any
signs of dynamics stall vortex formation which verify details given in Table 4.
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Table 4. Aerodynamic and shape characteristics of baseline and optimized airfoil

Airfoil αds αms (t/c)max M(%)

Baseline (NACA0012) 19.15◦ 16.55◦ 0.12 0

Optimized 22.52◦ 20.26◦ 0.146 1.89

Fig. 5. Z-vorticity contour plot for (a) baseline at α = 16.55◦ (b) optimized at α =
16.55◦, (c) baseline at α = 18.9◦, (d) optimized at α = 18.9◦

5 Conclusion

In this work, efficient aerodynamic shape optimization using regression Kriging
metamodeling is used for mitigating the adverse effects of dynamic stall on wind
turbine airfoil shapes. The optimal airfoil shape shows a significant delay in the
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dynamic stall angle when compared to a baseline airfoil. It was found that the
optimal shape has a higher maximum thickness and maximum camber compared
to the baseline airfoil. Future work will consider global sensitivity analysis to
provide the sensitivities of the individual variables with respect to objective and
constraint functions, and to explore the interaction effects of variables. This will
reveal how the airfoil aerodynamics affects dynamic stall response.
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Abstract. Model-based sensitivity analysis is crucial in quantifying
which input variability parameter is important for nondestructive testing
(NDT) systems. In this work, neural networks (NN) and convolutional
NN (CNN) are shown to be computationally efficient at making model
prediction for NDT systems, when compared to models such as poly-
nomial chaos expansions, Kriging and polynomial chaos Kriging (PC-
Kriging). Three different ultrasonic benchmark cases are considered. NN
outperform these three models for all the cases, while CNN outperformed
these three models for two of the three cases. For the third case, it per-
formed as well as PC-Kriging. NN required 48, 56 and 35 high-fidelity
model evaluations, respectively, for the three cases to reach within 1%
accuracy of the physics model. CNN required 35, 56 and 56 high-fidelity
model evaluations, respectively, for the same three cases.

Keywords: Nondestructive testing · Sensitivity analysis ·
Metamodeling · Neural networks · Convolutional neural networks

1 Introduction

The process of testing, inspecting or evaluating assemblies or components for
discontinuities or damages without affecting the serviceability of the part is
known as nondestructive testing (NDT) [1]. Various NDT methods, such as
electromagnetic testing [2] and ultrasonic testing (UT) [3], have been developed
and used in different engineering fields such as automobile manufacturing, in-
service inspection of aircraft and wind turbines.

To quantify the effect of the different variability parameters on the model
responses from NDT systems, sensitivity analysis (SA) [4] can be utilized. SA
can be local [5] or global [6]. Local SA focuses on quantifying the effects of small
perturbations near an input space value on the model response. Global SA is
used to quantify the effects of the input variability on the output responses. For
this study, global SA based on Sobol’ indices [7] is used.
c© Springer Nature Switzerland AG 2020
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Traditional NDT measurements have relied heavily on experimental meth-
ods. These methods, however, are time-consuming and costly. To speed up this
process, various physics-based NDT models, such as finite element methods [8]
and boundary element methods [9], have been developed. Unfortunately, for SA,
a large number of model evaluations are required in order to propagate the
random input uncertainties to the model responses. This results in high compu-
tational cost, which renders SA for NDT systems challenging to complete within
a required time frame.

To overcome the computational burden, metamodeling methods [10] can
be used. These models replace the time-consuming, but accurate high-fidelity
physics-based models with a computationally efficient one. Metamodeling meth-
ods can be broadly categorized in two classes: data-fit methods [11] and multi-
fidelity methods [12]. In data-fit methods, a response surface is fit through the
evaluated model responses at sampled high-fidelity data points. Multifidelity
metamodeling reduces the computational burden by using information from two
or more fidelities. Low-fidelity data can be used to provide the cost function
trend to high-fidelity data.

In this work, two data-fit methods, namely neural networks (NN) [13] and
convolutional NN (CNN) [14] are used as a part of model-based SA for three UT
benchmark cases. The results from this case is compared to Kriging [15], least-
angle regression (LARS) [16] based polynomial chaos expansions (PCE) [17]
and polynomial chaos-based Kriging (PC-Kriging) [18]. Model-based SA can
be used as a precursor to experimental testing, as it would provide important
information on which input variability parameters are most crucial for NDT.
This would result in a reduction of the total number of physical experiments
that need to be performed, hence saving time and cost.

The paper is organised as follows. The next section introduces the method
used to construct the NN and CNN as well perform SA. These algorithms are
then applied to the three UT benchmark cases in the following section. The final
section concludes the paper and provides suggestions for future work.

2 Methods

This section details the construction of the NN and CNN as well as the SA. The
Keras [19] wrapper with Tensorflow [20] is used in this study to construct the
NN and CNN. The following subsections describe the workflow, the sampling
plan, the NN and CNN architectures, as well as SA using Sobol’ indices.

2.1 Workflow

The model-based SA flowchart is shown in Fig. 1. The process starts by sampling
for the training data. At these sample points, the high-fidelity physics-based
model responses are observed from which the metamodel is constructed. This
metamodel is then validated using a separate testing set. If the required accuracy
is not met, resampling is done with a higher number of training points. Once
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Fig. 1. Flowchart for the model-based sensitivity analysis

the required accuracy is met, the model-based SA is performed. The following
subsections describe each step of the algorithm in Fig. 1.

2.2 Sampling Plan

The first step in the model-based SA involves sampling. In order to capture
the trend of the model responses, sampling needs to be performed at a fixed
combinations of the input variability parameters. The training data in this study
is generated using Latin Hypercube sampling (LHS) [10], while the testing data
is generated using Monte Carlo sampling (MCS) [21]. The training data is first
generated using ten data points, which is increased during resampling until the
required accuracy is met. The testing data is fixed to 1,000 points.

2.3 Neural Networks

Figure 2 depicts a NN [13] with an input layer with three inputs, one hidden
layer with “n” neurons, and an output layer. A NN is constructed through linear
combination of inputs followed by nonlinear transformations through activation
functions. Each neuron has an activation function given by

zj = a
( ∑3

i=1
ωijxi

)
, (1)

where a is the activation function and ωij is the weight between the ith input
layer and jth neuron in the hidden layer. Here, the maximum value of i is three
as there are three inputs to the NN. x and z are the input values and outputs
of the neurons respectively. The NN output prediction is given by

ŷ =
∑n

i=1
ηizi, (2)
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Fig. 2. Depiction of the neural network structure

where ηi is the weight between the ith neuron in the hidden layer and the output
layer. To obtain the weights, a minimization problem is solved with a gradient-
based algorithm. The cost function used is the mean squared error (MSE), given
by

MSE =
∑Nt

i=1
(ŷ(i) − y(i))2/Nt, (3)

where the physics-based model observation are given by y. Nt is the total num-
ber of testing data points. For this study, the following hyperparameters are
used: hyperbolic tangent activation function, 50 neurons in the hidden layer and
total number of epochs (iterations) of 10,000. The Nesterov-accelerated Adap-
tive Moment Estimation [22] stochastic gradient descent algorithm with a batch
size of 20, learning rate of 0.01 and momentum rate of 0.99 are also used. Details
of these terms can be found in Goodfellow et al. [13]. In general, there is no rule-
of-thumb on how to setup the NN architecture and its hyperparameters. This
was done using trial and error in this work.

2.4 Convolutional Neural Networks

Figure 3 shows the CNN architecture used this in study. The input layer has
been replaced by an input grid of size 3 × 1. CNN was originally developed to
work on images [14], where each grid location contains the pixel value. For this
study, the pixel values used are the variability parameters values, scaled to have
values between zero and one. A kernel of size 1×1 passes over this grid from top
to bottom. During this process the convolutional operation is preformed. The
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Fig. 3. Flowchart for the model-based sensitivity analysis

convolutional operation here is the product of the input and the value of the
kernel. The resulting value in the convolutional feature map layer is given by

ci = a
(
εxi

)
, (4)

where c is the value in the feature map, a is the activation function, ε is the
value of the kernel and x is the input value. This layer is then connected to the
hidden layer, which is similar to that of the standard NN. The output of the
hidden layer is given by

zj = a
(∑3

i=1
ωijci

)
. (5)

The weight between the ith grid location of the convolutional feature maps layer
and jth neuron in the hidden layer is ωij . The CNN output prediction ŷ is same
as (2). The hyperparameters used for this study, in the case of CNN, are the
same as those of the NN, except for the batch size and the number of neurons
in the hidden layer. These values are set to 10 and 100, respectively.

2.5 Validation

The root mean squared error (RMSE), given by

RMSE =
√

MSE, (6)

and the normalized RMSE (NRMSE), given by

NRMSE = RMSE/(max(y) − min(y)), (7)
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are used to validate the metamodel in this work. The maximum and minimum
model observation of the testing points are given by max(y) and min (y), respec-
tively. An RMSE less than or equal to 1%σtesting (standard deviation of testing
points) is taken as the acceptable global accuracy criterion in this work.

2.6 Model-Based Sensitivity Analysis

Variance-based Sobol’ indices [6] are used in this work. To determine by how
much each variability parameter affects the model response. In this work, MCS
is used to estimate these indices.

Given a black-box model,

M(X) = f(X), (8)

where X is the input vector of m random variables. This equation can be decom-
posed as

M(X) = f0 +
m∑
i=1

fi(Xi) +
m∑
i<j

fi,j(Xi,Xj) + ... + f1,2,...,m(X1,X2, ...,Xm), (9)

where f0 is a constant, and fi is a function of Xi. The functional decomposition
terms are orthogonal, which can then be decomposed in terms of conditional
expected values

f0 = E(M(X)), (10)

fi(Xi) = E(M(X)|Xi) − f0, (11)

fi,j(Xi,Xj) = E(M |Xi,Xj) − f0 − fi(Xi) − fj(Xj), (12)

and so on. The variance of (9) is then

Var(M(X)) =
m∑
i=1

Vi +
m∑
i<j

Vi,j + ... + V1,2,...,m, (13)

where
Vi = VarXi

(EX∼i
(M(X)|Xi)), (14)

Vi,j = VarXi,j
(EX∼i,j

(M(X)|Xi,Xj)) − Vi − Vj , (15)

and so on, where X∼i notation denotes the set of all variables except Xi.
The main effect indices, given by the first-order Sobol’ indices are

Si =
Vi

Var(M(X))
. (16)

The total-order indices, given by the total-effect Sobol’ indices are

STi
=

EX∼i
(VarXi

(M(X)|X∼i))
Var(M(X))

= 1 − VarX∼i
(EXi

(M(X)|X∼i))
Var(M(X))

. (17)
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3 Numerical Examples

The model-based SA using NN and CNN used in this paper are demonstrated on
three UT benchmark cases. These metamodels are compared to PCE, Kriging
and PC-Kriging. The computational cost is computed as the total number of
training samples required to reach the desired accuracy.

3.1 Problem Setup

Three benchmark cases developed by the World Federal Nondestructive Eval-
uation Center [23] are used in this work. The three cases are the spherically-
void-defect case under focused transducer (Case 1), spherically-void-defect cases
under planar transducer (Case 2), and the spherically-inclusion-defect case under
focused transducer (Case 3).

The setup of the UT system is shown in Fig. 4. The variability parameters
for Cases 1 and 3 are the probe angle (θ), the x location of the probe (xp) and
the F -number (F ). The F -number is the focal length divided by the diameter of
the transducer. For Case 2, the F -number is replaced with the y location of the
probe (yp). For all the cases θ and xp have the normal distribution N(0 deg, 0.52

deg2) and uniform distribution U(0 mm, 1 mm), respectively. F has a U(13,15)
and U(8,10) for Case 1 and 3, respectively. yp has a distribution U(0 mm, 1mm).
A summary of the variability parameter is given in Table 1.

Fig. 4. Setup of the ultrasonic testing system for the benchmark cases

Table 1. The variability parameters used in the numerical examples

Parameters Case 1 Case 2 Case 3

θ (deg) N(0, 0.52) N(0, 0.52) N(0, 0.52)

xp (mm) U(0, 1) U(0, 1) U(0, 1)

yp (mm) N/A U(0, 1) N/A

F U(13, 15) N/A U(8, 10)
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The Thomspon Grey model [24] is used to predict the voltage wave forms
at the receiver, while the multi-Gaussian beam model [25] evaluates the velocity
diffraction coefficient. Separation of variables [26] is then used to calculate the
scattering amplitude, which results in a closed-form expression. For this study,
the transducer has a center frequency of 5 MHz. The fused quartz block has a
density of 2,000 kg/m3, a longitudinal wave speed of 5,969.4 m/s and a shear
wave speed of 3,774.1 m/s. For more information about the models, refer to Du
et al. [27].

3.2 Results

The NN and CNN model used in this study are compared to the PCE [17], Krig-
ing [15] and PC-Kriging [18] metamodels. To measure the global accuracy, RMSE
and NRMSE metrics are used. This is done at the defect size (a) of 0.5 mm. The
number of training points used to generate the metamodel is increased until
the desired accuracy of 1%σtesting is reached. Once this accuracy is reached,
the model is retrained on data for different defect size and the accuracies mea-
sured again. Note that the same number of training points are used to measure
accuracy at different defect sizes.

Figures 5(a), 6(a) and 7(a) show the RMSE for all the metamodels for an
increasing number of training points, for Cases 1, 2 and 3, respectively. In Case
1, both NN and CNN outperform the remaining metamodels. CNN, however,
required only 35 training points, compared to 48 for NN (Table 2). For Case 2,
both CNN and NN require the same number of training data to reach the desired
accuracy and outperform all the other metamodels (Table 3). Table 4, shows that
NN outperforms all the other training models, however, CNN performs as well as
the PC-Kriging model. Figures 5(b), 6(b) and 7(b) show that all the metamodels
fall within the desired accuracy for the NRMSE for all the defect sizes and all
the cases.
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Fig. 5. Case 1 setup and model validation: (a) RMSE (a = 0.5 mm), (b) NRMSE with
respect to defect size
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Fig. 6. Case 2 setup and model validation: (a) RMSE (a = 0.5 mm), (b) NRMSE with
respect to defect size
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Fig. 7. Case 3 setup and model validation: (a) RMSE (a = 0.5 mm), (b) NRMSE with
respect to defect size

Table 2. Case 1 computational cost

Model Per defect size Total

Kriging 1,000 5,000

PCE 120 600

PC-Kriging 56 280

NN 48 240

CNN 35 175
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Table 3. Case 2 computational cost

Model Per defect size Total

Kriging 800 4,000

PCE 455 2,275

PCK 84 420

NN 56 280

CNN 56 280

Table 4. Case 3 computational cost

Model Per defect size Total

Kriging 800 4,000

PCE 120 600

PCK 56 280

NN 35 175

CNN 56 280

SA plots for the three cases are shown in Figs. 8, 9 and 10. 75,000 MCS were
used to perform the physics-based model evaluations to obtain the sensitivity
information for each of the three cases. This serves as the baseline to compare
the metamodeling results. In the case of the PCE metamodel, its coefficients can
be used to provide the 1st and total order Sobol’ indices [27]. For the remaining
metamodels, 75,000 MCS points were used to provide satisfactory results for
the SA for each of the cases. Figures 8 and 10 show that the F -number has
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Fig. 8. Case 1 sensitivity analysis: (a) 1st-order Sobol’ indices, (b) Total-order Sobol’
indices
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Fig. 9. Case 2 sensitivity analysis: (a) 1st-order Sobol’ indices, (b) Total-order Sobol’
indices
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Fig. 10. Case 3 sensitivity analysis: (a) 1st-order Sobol’ indices; (b) Total-order Sobol’
indices

negligible effect on the model response and can be neglected while setting up
the NDT experiments. For Case 2, yp is small enough to be ignored, as shown
in Fig. 9.

4 Conclusion

In this work, NN and CNN are used to perform model-based SA for three dif-
ferent UT benchmark cases. These metamodels are compared to other data-fit
metamodels, namely, PCE, Kriging and PC-Kriging. NN is shown to outperform
these three metamodeling methods for all the UT benchmark cases in terms of
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number of training points required to reach an accuracy of 1%σtesting. CNN out-
performs NN for Case 1, performs equally well for Case 2 as NN, and performs
similarly to PC-Kriging for Case 3.

The SA shows that NN and CNN match the physics-based model results well.
The F -number and yp are shown to be of no importance while measuring the
model response and can be neglected for experimental NDT. The remaining two
parameters, xp and θ, are important and cannot be ignored during experimental
measurements. This study shows how machine learning algorithms, such as NN
and CNN, can be used to perform accurate and fast SA for NDT systems. This
help decide which variable parameters should be used for NDT using exper-
imental methods, resulting in time and cost savings. Future work will include
problems with high number of variability parameters, which require significantly
more data to reach the desired accuracy.
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Abstract. This paper addresses a mathematical model of the boiling
of subcooled liquid in an annular channel. The model is presented by
a mixed system of ordinary differential equations, algebraic relations
and a single partial differential equation, which, written together, can
be viewed as an underdetermined differential algebraic equation with a
partial differential equation attached. Using the tools of the differential
algebraic equation theory, we reveal some important qualitative proper-
ties of this system, such as its existence domain, and propose a numerical
method for its solution. The numerical experiments demonstrated that
within the found existence domain the mathematical model adequately
represents real-life boiling processes that occur in the experimental setup.

Keywords: Differential algebraic equations · Index · Boiling ·
Subcooled liquid · Heat mass transfer

1 Introduction

Many technical systems and processes can be described by mathematical models
in the form of differential algebraic equations (DAEs). Generally speaking, a
DAE is a generalization of ordinary differential equations and can be viewed
as an incomplete system of differential equations closed with a set of algebraic
relations. DAEs have received much attention due to a wide range applications
in electric circuits simulation [1–3], mechanics of multibody systems [4–6], flow
networks [7,8], etc. The complete coverage of the topic can be found, for example,
in [9–12] and the references therein. In this paper, we focus on a particular case
of DAEs that arises as a mathematical model of boiling of subcooled liquid in
a steam generating channel of an experimental unit. This model appears to be
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an underdetermined DAE with a partial differential equation attached to it. We
present a qualitative analysis of this particular system and reveal some important
properties of underdetermined DAEs. We propose a numerical method that takes
into consideration all important features of the model and discuss the compliance
of the results of numerical experiments with the real-life process.

2 The Self-oscillatory Boiling Model

We consider a mathematical model of the coolant boiling-up under the conditions
of unsteady heat generation on the wall of the flow-through duct, which detailed
description can be found in [13], where the model was addressed by solving all
equations individually. However, a closer look at a set of equations that comprise
the model shows that it can be written as a system of the following form

Au̇(t) + B(u(t)) = 0, t ∈ [0, ϑ], ϑ ∈ R, (1)

A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 k3 0 0 0 0 0
0 0 0 k3 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, u(t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

u1(t)
u2(t)
u3(t)
u4(t)
u5(t)
u6(t)
u7(t)
u8(t)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

B(u) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

B1(u)
B2(u)
B3(u)
B4(u)
B5(u)
B6(u)
B7(u)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

= −

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

k1Akof (u6(t) − u1(t)/u2(t)
k2Akof (u6(t) − u1(t)/u2(t)
p1 − u7(t) − k4u3(t)|u3(t)|
u7(t) − p2 − k4u4(t)|u4(t)|

k5(u4(t) − u3(t)
Rvu6(t)

2

(L−Rvu6(t))u5(t)

[
k5(u4(t) − u3(t)k7Akof

(
(u1(t)−u6(t)

u2
+ u8(t)

)]

u7(t) − ps exp
(

L
RvTs

− L
Rvu6(t)

)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where u(t) is the desired vector-function with the following components: u1(t) is
the temperature of the surface on which the unsteady heat transfer crisis devel-
ops; u2(t) is the thickness of the liquid microlayer, which evaporation dynamics
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determines heat transfer; u3(t) and u4(t) are the interfacial velocities in the
upper and lower part of the channel, respectively; u5(t) is the vapor layer thick-
ness which is determined by the interfacial velocity; u6(t) is the temperature
inside the vapor layer; u7(t) is the vapor pressure inside the vapor layer; u8(t) is
the liquid temperature gradient at the boundary with a cooling metal surface:〈

∂T
∂z

〉
|z=0

, where z is a coordinate axis perpendicular to the heating surface;
kj , j = 1, 7, Akof , Ts, ps, Rv, L, p1, p2 are some given parameters (their detailed
description and values can be found in [13]). All units of measurement are given
in the SI metric system.

The initial conditions are also given

(u1(0), u2(0), u3(0), u4(0), u5(0), u6(0))� = (u1,0, u2,0, u3,0, u4,0, u5,0, u1,6)�.
(2)

One of the issues in the problem statement is that the domain [0, ϑ] is unknown
to us and should be determined on the basis of numerical calculations.

The DAE (1) is underdetermined and in [13] the authors of the model used
a solution to a partial differential equation to obtain the necessary closure for
the system

u8(t) = 2(Tl − u6(t))

√
u3(t) + u4(t)

2πAkof b
.

However, from a mathematical viewpoint, such underdetermined DAEs require
special research. If we could not express the function 〈∂T

∂z 〉|z=0 via the other
seven components of the vector-function u(t), we would have to rely only on
experimental observations. The practical meaning of studying the model (1) is
ensued by the recently discovered heat transfer enhancement under conditions of
the rapidly oscillating interface. It was shown in [13–16] that this enhancement
is mainly associated with the short-term presence of a metastable liquid on a
metal surface. The direct experimental observation and analysis of the dynamics
of such processes are limited in view of the smallness of time periods and the
geometric dimensions of the objects. Therefore, one of the most important tools
in this area is the numerical integration of the equations that comprise the
mathematical model.

3 Porperties of Underdetermined DAEs

The DAE (1) is underdetermined in the sense that the number of equations
exceeds the dimension of the desired vector-function u(t). Such systems can be
generalized as

Λ1(u) := A(u(t), t)u̇(t) + B(u(t), t) = 0, t ∈ T = [α, β], α, β ∈ R. (3)

where A(u, t) is an (ν × n)-matrix, B(u, t) is an ν-dimensional vector-function,
u̇ = du(t)/dt, u ∈ U ⊆ Rn, and the following condition holds

rank A(u, t) < min (n, ν) ∀(u, t) ∈ U × T. (4)
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If n = ν in (3) (i.e. (3) is closed), the condition (4) is equivalent to

det A(u, t) = 0 ∀(u, t) ∈ U × T.

Usually, we also have a set of initial data

u(α) = a ∈ U. (5)

We consider that U = {u : ‖a − u‖ ≤ � ∈ R1, � > 0}. Below we assume that
all entries are sufficiently smooth. One of the most important characteristics
of DAEs is index. An index is a way of measuring the distance from a DAE
to its related ordinary differential equation (ODE). The concept of index for
DAEs has several definitions, most of which are extensively covered in [12] and
[18]. However, each new type of DAEs often requires a refinement of one of the
popular notations.

Definition 1. Let there exist an operator of the form

Λ̃(u) :=
l∑

j=0

Lj(u)
(

d

dt

)j

, (6)

where Lj(u) = Lj(u(m), · · · , u̇, u, t) are continuous in R(m+1)n × T (ν × ν)-
matrices, and

Λ̃(u)[Λ1(u)] = Al(u(t), t)u̇(t) + Bl(u(t), t) ∀u(t) ∈ Ci+1(T ), i = max{l,m} (7)

where rank Al(a, α) = min (n, ν). Then, (6) it is said to be the left regularizing
operator for the DAE (3) and the smallest possible i is said to be the index of
the DAE (3).

Now we will show one of the ways of building the LRO. Let there exist a
(ν × ν)-matrix P(u, t) ∈ C1(U×T ) with the properties: det P(u, t) 	= 0∀(u, t) ∈
C1(U × T ),

P(u, t)Λ1(u) =
(

A1(u, t)
0

)
u̇ +

(
B1(u, t)
B2(u, t)

)
∀u ≡ u(t) ∈ C1(T ), u(t) ∈ U, (8)

where the zero block has the dimension ([ν−r]×n), r = max{rankA(u, t), (u, t) ∈
U× T}. Differentiate with respect to t the algebraic relations in (8). We obtain

(
Er 0
0 (d/dt)Eν−r

)
P(u, t)Λ1(u) = A1(u, t)u̇ + B1(u, t) =

=
(

A1(u, t)
∂B2(u, t)/∂u

)
u̇ +

(
B1(u, t)

∂B2(u, t)/∂t

)
.

(9)

Let rank A1(a, α) = min (n, ν). Then the system

A1(u(t), t)u̇(t) + B1(u(t), t) = 0
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can be rewritten as

(
A1

11(u1(t), u2(t), t) A1
12(u1(t), u2(t), t)

) (
u̇1(t)
u̇2(t)

)
+B1 (u1(t), u2(t), t) = 0, (10)

where the block A1
11(u1, u2, t) has the dimension (ν × ν), det A1

11(a, α) 	= 0,
u� = (u�

1 , u�
2 )�. Set u2 = ψ(t), where ψ(t) is an arbitrary smooth function,

ψ(α) = a2, (u�
1 (α), u�

2 (α))�) = (a1, a2)� = a�. Then, taking into consideration
that the matrix A1

11(u1, u2, t) is continuous, we can obtain a system of regular
ODEs in the neighborhood of the point (a, α):

u̇1(t) = − (
A1

11(u1(t), ψ(t), t)
)−1 ×

×
[
A1

12(u1(t), ψ(t), t)ψ̇(t) − B1(u1(t), ψ(t), t)
] (11)

The reasoning presented above can be formulated as the following theorem.

Theorem 1. If rank A(a, α) = rank(A(a, α)|B(a, α)), then (8) satisfies the con-
dition B2(a, α) = 0, and there exists a segment [α, α + ε] ⊆ T , on which the
solution (u�

1 (t), ψ�(t))� to the initial problem (3), (5) can be found.

The transition from (3) to (9) is equivalent to multiplication of (3) by the
operator

Ω0 = R0(u, t) +
d

dt
S0(u, t) =

(
P1(u, t)

0

)
+

d

dt

(
0

P2(u, t)

)
,

P(u, t) =
(

P1(u, t)
P2(u, t)

)
.

(12)

If in (9) rank A1(u, t) < min (n, ν) ∀(u, t) ∈ U×T, then, similarly, we can build
an operator

Ω1 = R1(u, t) +
d

dt
S1(u, t).

Suppose that after l steps of such a process we arrive at

l−1∏
i=0

Ωi[Λ1(u)] = Al(u(t), t)u̇(t) + Bl(u(t), t), u(t) ∈ U, (13)

where rank Al(a, α) = min (n, ν) and

Ωi = Ri(u, t) +
d

dt
Si(u, t).

If the conditions

rank Ai(a, α) = rank(Ai(a, α)|Bi(a, α))

are satisfied, we can prove solvability of the initial problem (3), (5). The number
l is said to be a rough index of the DAE (3).
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If the matrices that define operators Ωi in (13) are sufficiently smooth, then

the product
l−1∏
i=0

Ωi can be represented in the form of the operator Λ̃l(u).

If a DAE is closed, then the notion of index for underdetermined DAEs
introduced in this paragraph fully coincides with the LRO based index from
[17], which was further developed in [20] and [19].

Remark 1. The matrices Ri(u, t), Si(u, t) from (13) can be built differently (see,
for example, [12]).

Example 1. Consider the following DAE:

Λ1(u) :=
(

u2 0 0
0 0 0

)
u̇ + Bu = 0, B =

(
1 0 1
0 1 0

)
,

where u =
(
u1, u2, u3

)�. The rough index for this DAE is not determined,
because the matrix A1(u, t) in (9) is singular on the solutions of the system.
However, the LRO exists and can be written as

Λ̃(u) :=
(

0 −ü1

0 0

)
+

(
1 −u̇1

0 1

)
d

dt
,

and the index of the system is 1 in terms of Definition 1. Indeed,

Λ̃(u)[Λ1(u)] = Bu̇ ∀u ≡ u(t) ∈ C2(T ).

Let the DAE have the form:

Λ1(u) :=
(

0 u2 0
0 0 0

)
u̇ + Bu = 0,

In this case, the LRO is defined and

Λ̃(u) :=
(

0 −ü2

0 0

)
+

(
1 −u̇2

0 1

)
d

dt
,

so the system has index 2 in terms of Definition 1. It can be readily seen that

Λ̃(u)[Λ1(u)] = Bu̇ ∀u ≡ u(t) ∈ C2(T ).

It can be easily verified that this system has a rough index and it is equal to 2.

If in Example 1 we set u3 as a given smooth function ψ(t), we obtain closed
systems with unique solutions. Technically, these systems have index 1: the LRO
is of the first order, but if we take into account the derivatives that participate
in the LRO’s coefficients, the rough index coincides with the index in terms of
Definition 1.
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4 Analysis of the Physical Model

If we differentiate (1) with respect to t, we can see that its index is equal to
1 in terms of Definition 1. Therefore, (1) has a unique local solution in the
neighborhood of the initial data. To find out if the system has a solution on a
given segment, investigate its Lyapunov stability. Find the stationary solution
of (1) by solving the following system of non-linear equations

B(u) = 0.

From the equations B1(u) = 0, B3(u) = 0, B7(u) = 0 and the expression for
u8, we obtain

u∗
1 = u∗

6, u∗
4 = u∗

3,

p1 − p2 = 2k4u
∗
3|u∗

3|, u∗
6 = Tl,

u∗
7 = ps exp

(
L

RvTs
− L

RvTl

)
.

Now multiply the first equation of the system by k2/k1 and subtract it from the
second equation. We arrive at

u̇2(t) − k2
k1

u̇1(t) = 0, u2(t) − k2
k1

u1(t) = c,

where c is an arbitrary constant.
For calculate c, we can use the stationary solution of the system. Taking into

consideration the values for the initial data and coefficients from [13], we have

c = u2(0) − k2
k1

u1(0) = u1,0 − k2
k1

u1,0 = −0.01065,

u∗
2 = c +

k2
k1

Tl = −0.003537.

The component u2(t) is present in the denominator of the right-hand part of the
system: it participates in B1(u(t)), B2(u(t)), B7(u(t)). At some point t = ϑ,
u2(t) turns into zero, since u2(0) = 0.0001 > 0. Therefore, we can find the seg-
ment [0, ϑ], on which the solution to the initial problem (1), (2) exists. However,
the system is quite stiff. We have the following values for the derivatives of the
solution’s components in the starting point:

du(t)
dt

|t=0 =

⎛
⎜⎜⎜⎜⎜⎜⎝

−109063.32
−2.47

−1089.51
1107.58
−0.4

−428733.403

⎞
⎟⎟⎟⎟⎟⎟⎠

,

and the eigenvalues of the Jacobi matrix are of the same order. This fact pre-
conditions the choice of the numerical method.
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5 Numerical Method

Due to the fact that the right-hand part of (1) has only the first continuous
derivative, we have to choose among the first order methods. Therefore, to solve
(1) numerically, we applied the implicit Euler method:

Â
wi+1 − wi

τ
+ B(wi+1) = 0,

t ∈ (0, t∗), τ = t∗/N, w0 = u(0),
(14)

where N is a number of integration steps, Â is a square matrix that was obtained
from (1) by excluding a zero column from the matrix A, t∗ is derived from the
empirical data. We solve the nonlinear system (14) for each i by the Newton
method taking only the first iteration. As the result, the calculation algorithm
has the form:

[Â + τJ(wi)]wi+1 = Âwi − τB(wi) + τJ(wi)ui,

J(wi) =
∂B(u)

∂u
|u=wi

. (15)

Since (1) has index 1, the matrix [Â+τJ(wi)] is non-singular for a sufficiently
small τ [17] and the method has the first convergence order. The integration step
was selected taking into account the eigenvalues of the Jacobi matrix J(w0). The
solution to the initial value problem (1), (2) in a mathematical sense exists only
on the semi-interval [0, ϑ). However, numerical experiments showed that we can
apply the difference scheme (15) beyond ϑ. Numerical calculations also revealed

Fig. 1. Dynamics of the liquid layer thickness u2(t).
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that when u2(t) reaches a zero-crossing, the solution surges up, which is fully
consistent with the physical experiment (Fig. 1): at some moments, the liquid
microlayer described by the component u2(t) completely evaporates and gets
refilled.

In particular, the performed numerical calculations allowed us to define the
semi-interval [0, ϑ) = [0, 0.02] millisecond. This result coincides with the empir-
ical findings from [13].

6 Conclusions

We presented a qualitative and numerical study of the model for the boiling of
subcooled liquid in an annular channel. We obtained the solvability conditions
and proposed a numerical method of solution. The analysis of the mathematical
model (1) was performed under the assumption that the elements of the matrix
A and a number of other given parameters are constant. In fact, their values
depend on the solution to the system and are located within a certain range
determined by the physical meaning of the problem. Further research implies
refinement of the model and investigation of its properties to determine the
possible ranges for variable parameters.
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ical Solution. EMS Publishing House, Zürich (2006). https://doi.org/10.4171/017

12. Lamour, R., März, R., Tischendorf, C.: Differential-Algebraic Equations: A Pro-
jector Based Analysis. Springer, Berlin (2013). https://doi.org/10.1007/978-3-642-
27555-5

13. Aktershev, S.P., Levin, A.A., Mesentsev, I.V., Mesentseva, N.N.: Self-oscillatory
regime of boiling of a highly subcooled liquid in a flow-passage annular duct. Thermo-
phys. Aeromech. 25, 875–887 (2018). https://doi.org/10.1134/S0869864318060082

14. Levin, A.A., Tairov, E.A., Spiryaev, V.A.: Self-excited pressure pulsations in
ethanol under heater subcooling. Thermophys. Aeromech. 24, 61–71 (2017).
https://doi.org/10.1134/S0869864317010073

15. Yagov, V.V., Zabirov, A.R., Kanin, P.K.: Heat transfer at cooling high-temperature
bodies in subcooled liquids. Int. J. Heat Mass Transf. 126, 823–830 (2018). https://
doi.org/10.1016/j.ijheatmasstransfer.2018.05.018

16. Kang, J.Y., Lee, G.C., Kim, M.H., Moriyama, K., Park, H.S.: Subcooled water
quenching on a super-hydrophilic surface under atmospheric pressure. Int. J. Heat
Mass Transf. 117, 538–547 (2018). https://doi.org/10.1016/j.ijheatmasstransfer.
2017.09.006

17. Chistyakov, V.F.: Algebro-differentsial’nye operatory s konechnomernym yadrom
(Algebraic Differential Operators with a Finite-Dimensional Kernel). Nauka,
Novosibirsk (1996)

18. Mehrmann, V.: Index concepts for differential-algebraic equations. In: Engquist, B.
(ed.) Encyclopedia of Applied and Computational Mathematics. Springer, Berlin
(2015). https://doi.org/10.1007/978-3-540-70529-1120

19. Chistyakova, E.V., Chistyakov, V.F.: Solution of differential algebraic equations
with the Fredholm operator by the least squares method. Appl. Numer. Math.
149, 43–51 (2020). https://doi.org/10.1016/j.apnum.2019.04.013

20. Chistyakov, V.F., Chistyakova, E.V.: Evaluation of the index and singular points of
linear differential-algebraic equations of higher order. J. Math. Sci. 231(6), 827–845
(2018). https://doi.org/10.1007/s10958-018-3852-7

https://doi.org/10.1137/1.9781611971224
https://doi.org/10.1137/1.9781611971224
https://doi.org/10.1007/978-3-642-05221-7
https://doi.org/10.1007/978-3-642-05221-7
https://doi.org/10.4171/017
https://doi.org/10.1007/978-3-642-27555-5
https://doi.org/10.1007/978-3-642-27555-5
https://doi.org/10.1134/S0869864318060082
https://doi.org/10.1134/S0869864317010073
https://doi.org/10.1016/j.ijheatmasstransfer.2018.05.018
https://doi.org/10.1016/j.ijheatmasstransfer.2018.05.018
https://doi.org/10.1016/j.ijheatmasstransfer.2017.09.006
https://doi.org/10.1016/j.ijheatmasstransfer.2017.09.006
https://doi.org/10.1007/978-3-540-70529-1120
https://doi.org/10.1016/j.apnum.2019.04.013
https://doi.org/10.1007/s10958-018-3852-7


Fully-Asynchronous Fully-Implicit
Variable-Order Variable-Timestep
Simulation of Neural Networks
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Abstract. State-of-the-art simulations of detailed neurons follow the
Bulk Synchronous Parallel execution model. Execution is divided in
equidistant communication intervals, with parallel neurons interpolation
and collective communication guiding synchronization. Such simulations,
driven by stiff dynamics or wide range of time scales, struggle with fixed
step interpolation methods, yielding excessive computation on intervals
of quasi-constant activity and inaccurate interpolation of periods of high
volatility in solution. Alternative adaptive timestepping methods are
inefficient in parallel executions due to computational imbalance at the
synchronization barriers. We introduce a distributed fully-asynchronous
execution model that removes global synchronization, allowing for long
variable timestep interpolations of neurons. Asynchronicity is provided
by point-to-point communication notifying neurons’ time advancement
to synaptic connectivities. Timestepping is driven by scheduled neuron
advancements based on interneuron synaptic delays, yielding an exhaus-
tive yet not speculative execution. Benchmarks on 64 Cray XE6 compute
nodes demonstrate reduced number of interpolation steps, higher numer-
ical accuracy and lower runtime compared to state-of-the-art methods.
Efficiency is shown to be activity-dependent, with scaling of the algo-
rithm demonstrated on a simulation of a laboratory experiment.

Keywords: Simulation of neural networks · Asynchronous
computing · Variable timestep · Parallel computing · Distributed
computing

1 Introduction

Simulation of the electrical activity of large networks of biologically detailed neu-
ron models is a major impact scientific problem, allowing for a better understand-
ing of the brain. State-of-the-art neuron models follows from the Hodgkin-Huxley
c© Springer Nature Switzerland AG 2020
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Fig. 1. Left: A1: a sample neuron morphology; A2: the spatially-discretized model of
a compartmental tree of neuron dendrites; A3: The RC circuit representing the elec-
trical activity of a compartment represented by the extended Hodgkin-Huxley model,
with Sodium (Na), Potassium (K), Calcium (Ca) and leak (L) currents. Right: The
four interpolation methods discussed, illustrated by left-to-right execution timelines of
the simulation of four neurons. Gray cells represent the duration of interpolation steps.
Inverted green triangles represent delivery of synaptic events. B1: Bulk Synchronous
Parallel (BSP) model with fixed timestepping and collective synchronization. Vertical
bars across all neurons represent collective communication; B2: BSP model with vari-
able timestepping and collective synchronization implemented in NEURON [8]; B3:
Fully-asynchronous parallel (FAP) fixed-step method, pioneered by our previous work
[11]. Vertical bars across single neurons represent limit of stepping dictated by synaptic
dependencies; B4: FAP variable-step method presented in this document.

(HH) formalism [5], modeling the electrical currents passing though connecting
sections of neuron morphologies (spatially discretized as a tree of cylindrical
leaky capacitors, henceforth referred to as compartments). Neurons are cou-
pled via electro-chemical transductors, denominated synapses. When the volt-
age at a (pre-synaptic) neuron soma reaches a specific action potential thresh-
old, it spikes (or fires), leading to a chain of biological reactions that changes the
voltage at their post-synaptic counterparts. Due to the long simulation time
required to express biological phenomena such as learning and synaptic plastic-
ity, the acceleration of the simulation of neural networks is a relevant problem.
Existing acceleration efforts follow the Bulk Synchronous Parallel (BSP) exe-
cution model, computing several neurons simultaneously via synchronized mul-
tithredead and distributed execution [4,7]. Execution time is divided in com-
munication intervals equivalent to the time duration of the shortest synaptic
delay across all neuron pairs in the network. Equidistant synchronous collec-
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Fig. 2. Illustrative workflow of the two methods for variable timestep (vardt) interpola-
tion described. Left: Speculative interpolation (state-of-the-art): I. Neuron 1 performs
a step (blue area) and spikes during the step interval, with spike time marked with an
inverted triangle, and delivery times marked with blue arrow heads; II. The current
interpolation time of neuron 2 exceeds the spike delivery time. A back stepping to the
delivery time follows (red arrow); III. Neuron 3 interpolates until the next (spike) event
time. Right: Non-Speculative scheduled time-stepping. I. Neuron 1 advances to the
earliest time instant allowed (green area), given by the time instant of pre-syn. neurons
2, 3 and 4 and the shortest synaptic delays 2→1, 3→1, and 4→1, respectively (green
arrow heads); II. Neuron 3 is now the earliest neuron in time, and follows analogously
based on the delays of neurons 1 and 4; III. Neuron 2 advances similarly. (Color figure
online)

tive communication calls performs both synchronization of stepping and synaptic
exchange. Interpolation of neurons is performed independently within the bound-
aries of each intervals, typically with fixed timestep methods, as illustrated in
Fig. 1 B1). Variable timestep interpolation on the BSP execution model (Fig. 1
B2) has been presented on single compute nodes, with speculative interpolation
of individual neurons [8]. Further acceleration can be achieved with finer-grained
parallelism of individual neuron models via graph-parallelism of Ordinary Differ-
ential Equations (ODEs) [9] and branch-parallelism of neuron topology sections
[10]. Cache-efficient acceleration has been demonstrated via a barrier-free fixed-
timestep simulation on a fully-asynchronous parallel (FAP) execution model [11]
(Fig. 1 B3), henceforth referred to as our previous work.

We introduce a method for the distributed fully-asynchronous variable-order
variable-timestep implicit interpolation of detailed neuron models, benefiting
from cache-efficient barrier-free synchronization and performing long variable
timesteps on the FAP execution model, as illustrated in Fig. 1 B4). We study
the numerical instability and performance dependency of our methods on the
biological activity of the network. An implementation of our methods on the
core kernel of the NEURON simulator [4] is detailed and benchmark on 64
Cray XE6 compute nodes. Distributed asynchrony and multicore executions on
a global memory address space are provided by the HPX runtime system [13].
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Benchmarks demonstrate lower time to solution, higher numerical accuracy, the
removal of speculative computing and synchronization barriers, and good scaling
properties, tested on a simulation of a laboratory experiment.

The methods presented provide insights for the exploration of modern asyn-
chronous runtime systems on large networks of compute nodes, and for the
redesign of future simulators across a wide range of scientific domains, driven by
large systems of ODEs and highly-heterogeneous activity.

2 Methods

2.1 Mathematical Model

The RC circuit that models the electrical current passing through the membrane
of a compartment n is modelled as:

C
dVn

dt
= −

∑

i

gixi(Vn − Ei) + I(t) +
∑

c:p(c)=n

Vc − Vn

rc
− Vn − Vp(n)

rp(n)
(1)

where gi and Ei describe the conductance and reversal potential of the ionic
channels. xi models the opening probability of the transmembrane ion channel
currents, typically described by a voltage-gated ODE, and omitted for brevity.
Synaptic currents or injected current stimuli, if any, are included in I(t). The
branching contributions are provided by Ohm’s Law and the neuronal cable
theory: the subscript p(n) refers to the index of the parent compartment of n,
and c to an iterator over the indices of its children in the compartmental tree.
The variable r defines the axial resistance as a function of the diameter and the
cytoplasmic resistivity. The RC circuit underlying the current passing through
a compartment is illustrated in Fig. 1, layout A3. The solution of this system
is solved numerically. The complexity of the spatio-temporal model of the neu-
ron activity is reduced by performing a spatial discretization of the neuronal
morphology, from biologically inspired to HH-based compartmental representa-
tion, and assume the spatial discretization to be small enough, so that the state
across compartments’ length is constant (Fig. 1, A1 and A2). Thus, interpola-
tion of solution is performed for consecutive discrete time intervals only. The
resolution follows a fixed step defined as small enough to capture the currents
with fastest dynamics, set to 0.025 ms. The fastest synaptic delay across our net-
work model has been measured as 0.1 ms or equivalently 4 computation steps,
accounting for 0.13% of the total synapses.

Simple and Complex Neuron Models: A problem specific optimization allows for
a speed-up on the resolution of simple neuron models such as the Hodgkin-
Huxley, where state variables are described by linear ODEs and depend only
on the voltage V , and vice-versa. An implicit resolution based on interleaved
timestepping of voltage and states, by solving voltages at a given time t and
states at time t + Δt/2, allows for the resolution of the system of ODEs as
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Fig. 3. Voltage potential at soma and interpolation steps for a sample neuron dur-
ing 6ms (left) and 100ms simulation (right) of a 1.3 mA continuous current injection,
interpolated with Backward Euler (top) and CVODE (bottom) methods. The refer-
ence implementations are the Backward Euler with Δt = 1 μs and CVODE with abso-
lute tolerance 10−1, presented in black and considered indistinguishable. The standard
NEURON step size and tolerance are Δt = 25 μs and 10−3 and are presented in red.
(Color figure online)

a system of linear equations. Resolution of complex models, including non-
linear and/or correlated state equations (such as synaptic plasticity presented
by Graupner et al. [3]) cannot be resolved with the aforementioned method, and
require a fully-implicit (non-staggered) resolution. Reliable resolutions rely on
fixed-step iterative implicit methods such as Backward Euler. Alternatively, an
implicit variable timestep method with variable order is possible. Its implemen-
tation to our use case is detailed next.

Variable Step Implementation: The CVODE (C Variable-step solver for ODEs,
[2]) is an implementation of the Backward Differentiation Formula (BDF) for
the variable-step multistep implicit method solving the Initial Value Problem
(IVP, ẏ = f(t, y), y(t0) = y0 where y ∈ R

N ) for ODEs as:

q∑

i

αn,iyn−i + Δtnβn ẏ = 0 (2)

where y = [..., Vk−1, Vk, Vk+1, .., xi−1, xi, xi+1, ...] is a vector representing the
state variables of a neuron or a set of neurons following the variable nota-
tion in Eq. 1, q is the order of the current iteration, and α and β are the q-
dependent BDF-method coefficients. BDF-1 is the Backward Euler. In brief,
CVODE returns the Δtn and yn that solve BDF-q for an user-provided toler-
ance (atol). The computation is performed iteratively, with a suggested step
size for each iteration based on the solution gradient and order q. Given and
user-provided function that computes the ODE right-hand side and a Jacobian
j = ∂f/∂y (or an approximation to it), the resolution relies on Newton itera-
tions, with a stop condition based on the test ‖yn(m) −yn(0)‖ ≤ ε for iteration m
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in step n: If error is greater than threshold, a reiteration follows with a smaller
Δtn(m+1); if error is smaller, proceeds to step n + 1 with larger Δt(n+1)(0).

2.2 Asynchronous Timestepping of Neuron Networks

Control of neurons time advancement on synchronized distributed executions is
a solved problem, by enforcing a BSP-like synchronization barrier [4], as in lay-
outs B1 and B2 in Fig. 1. Barrier-free variable-timestep interpolation are possible
with a speculative interpolator on a single compute node and small networks of
neurons. Neurons are described by individual interpolators, and advance in time
under the best assumption that no discontinuity of solution (synaptic current)
will arrive with a delivery time earlier than the neuron current time. Disconti-
nuities lead to a reset of the IVP problem and interpolator state history, and
consequently to small steps in the following iterations. When a discontinuity is
required to be delivered in a past instant in time, a backstepping operation
must precede, in order to reset the recent step and interpolate neuron state back
to a time instant of confidence (the time of the discontinuity). Simulations of
small neuron networks on single compute nodes are possible and have previously
shown a substantial runtime acceleration utilising this model [8]. Distributed exe-
cutions and/or large neural network are infeasible with this method due large
number of IVP resets, the complexity of backstepping cascades of events across
several compute nodes, large amount of time spent on speculative stepping, and
computational imbalance at synchronization barriers.

An alternative approach was implemented, based on the non-speculative
asynchronous stepping methodology detailed in our previous work [11]. Neu-
rons hold a map storing the time instant of their pre-synaptic connectivities.
The map is updated by stepping notifications received actively at a certain fre-
quency, throughout the stepping of its pre-synaptic dependencies. Neurons step
to the maximum time allowed by their synaptic connectivities. This guarantees
synapses to be delivered in future time instants, thus removing backstepping
and reversion of sent synaptic spikes. The method is improved with an earliest
neuron steps first scheduler at each compute node that keeps track of neurons
advancement, and picks the earliest neuron in time as the next to interpolate.
This guarantees the maximisation of the step length and provides a larger vari-
able step interval, with the benefit of reduced communication and computation,
the removal of solution resets and backstepping, and larger stepping intervals.
For completion, both approaches described are pictured in Fig. 2.

2.3 Implementation Details

Our methods were implemented on the core kernel of the NEURON simulator
[7]. Single Instruction Multiple Data (SIMD) capabilities—supported only by
fixed-step method—were added to variable-step implementations. Communica-
tion, synchronisation control objects, memory allocation, threading, distributed
memory space, distributed execution and parallelism were implemented with
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Fig. 4. Interpolation steps and runtime for 1000 ms simulation of a pyramidal cell on
an Intel core i5 at 1.6 GHz. Left: injection of a continuous current as a percentage of the
threshold current (0.206 mA). Right: injection of short 1 μs current pulses of different
amplitudes I at different frequencies. Results presented for the Backward Euler with
Δt = 25 μs and CVODE with atol = 10−3.

HPX [13], the runtime system for the Parallex execution model [6]. The Imple-
mentation details have been covered in our previous manuscript [11], and are
omitted for brevity. Efficient point-to-point communication and remote direct
access memory is provided with specialized Infiniband network hardware.

3 Results

3.1 Numerical Accuracy

We compare the numerical accuracy of both fixed and variable step models by
measuring the time difference of the main unit of interest in the activity of spik-
ing neuron networks—the spiking time instants. Figure 3 presents the voltage
trajectory and number of steps of a 1.3 mA current clamp experiment for a sin-
gle (6 ms) and several (100 ms) spikes of a layer 5 pyramidal cell. Results on
the single spike voltage trajectory (6 ms) display a reduced step count and bet-
ter adaptation to trajectory change when comparing CVODE to Euler method.
The rationale behind the better performance is adaptive stepping is gradient
sensitive, thus better adapting to the trajectory of a neuron voltage. CVODE
displays less steps during long periods of low gradient (e.g. 1–2.5 ms), and greater
number of steps for steep trajectories (the spike trajectory). The 100 ms simula-
tion displays a phase shift in solution (measured as the time difference between
peak voltage values of reference and benchmark curves) that increases with the
increase of the step size on the Euler methods. In practice, the timestep deter-
mines the fastest reaction time of the system, thus large timesteps will inevitably
cause the system dynamics to be slow. The analysis show that a CVODE toler-
ance value of 10−2 approximates the resolution of the default Euler method (step
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Fig. 5. Number of incoming spikes (bin size 0.25 ms) measured throughout 7.5 s of
simulation, for a sample neuron collected from the top, median and bottom 1% on a
network of 219K neurons.

size 25 μs), with a reduction of 7× in step count. At longer runs, the variable step
demonstrated to be more precise, due to no accumulation of phase shift, with
the maximum trajectory shift measured at approximately 1.1 ms. On the other
hand, a tolerance value of 10−3 approximates closely the optimal solution with
40% less steps, and with a margin of error similar to its 5μs Euler counterpart
for the period of 100 ms, while yielding 22× less interpolations.

3.2 Performance Dependency on Stiffness and Discontinuities

We measured the response of both stepping methods to spiking frequency. Per-
formance was measured in terms of steps count and time to solution on an Intel
i5 at 1.6 GHz. Changes in trajectory were enforced by injecting a continuous
current of a given amplitude on a neuron during 1000 ms. Current intensity is
measured as a percentage of the threshold current, the minimum continuous
current value that needs to be injected to force a neuron to spike. Results are
presented in Fig. 4 (left), and demonstrate that high dynamics of the solution
degrade the CVODE performance. This is due to CVODE requiring smaller steps
on high trajectory variations in order to respect the absolute tolerance value. For
the range of tested scenarios, the measured CVODE to Euler reductions were:
(1) 434× in step count and 98× in runtime for injected currents below 50% of
the threshold current; (2) 62× steps and 11.6× runtime for 100%; and (3) 9.4×
and 2.5× runtime for 500%, a worst case scenario of little prob. of occurrence.

We measured the effect of discontinuities on both methods by injecting sev-
eral current pulses at a fixed frequency on a neuron soma, mimicking synaptic
events. The experiment results are displayed in Fig. 4 (right) and suggest that
the CVODE performance depends on the trajectory change incurred by each
discontinuity, i.e. the amplitude of the current injected: the larger the voltage
increase, the larger the change in trajectory gradient, thus the more interpola-
tion steps are required. As expected, results demonstrate that the number of
discontinuities plays a major role in performance. CVODE is shown to deliver
a reduction of steps in the order of 153–322× for a frequency of 10 discontinu-
ities per second for current values of 1 mA to 0.1μA. The step count equilibrium
between Euler and CVODE method lies in the interval of 103.2–104.0Hz for sim-
ilar currents interval. The runtime demonstrates a similar dependency on the
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Fig. 6. Runtime for the simulation of one second of biological activity described by
five spiking rate dynamics, measured for increasing input network sizes, on 64 Cray
XE6 compute nodes. Key: BSP: Bulk Synchronous Parallel; FAP: Fully-Asynchronous
Parallel; atol: absolute tolerance; EG: event grouping interval; †: able to solve non-linear
ODEs implicitly, and unable to solve correlated mechanism states implicitly.

injected current, yielding a speed-up of 51× for 10 Hz decreasing linearly up to
the speed-up equilibrium value at 1000 Hz for the strongest current. For the
lightest current injected, a speed-up of 100× is visible for a 10 Hz discontinuity
rate, decreasing to an Euler matching value at circa 1600 events/s (103.2 Hz).

3.3 Simulation of a Laboratory Experiment

We tested the suitability of variable step methods to our problem by measuring
the spiking activity of a simulation of 7.5 s of electrical activity mimicking a lab-
oratory experiment. The experimental set-up performs a fixed step simulation of
the spontaneous activity of 219.247, detailed in section Simulating Spontaneous
Activity in [12]. A representative distribution of discontinuity events for three
groups of neurons—organized by highest 1%, median 1%, and lowest 1% num-
ber of discontinuities—is displayed in Fig. 5. The simulation incurred a total of
circa 155 million events, with the following distribution: (a) top 1% of neurons,
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between 3040 and 6146 events in 7.5 s, or 405–820 Hz; (b) median 1%, from 541 to
558 events (72–74.4 Hz); and (c) bottom 1%: less than 100 events (≤10 Hz). The
average number of events was of 707 events for the 7.5 s of simulation, or equiva-
lently, 94 Hz, significantly below the 1000 Hz threshold discussed in the previous
section. Moreover, the results on the distributions of time interval between dis-
continuities, plotted in red on the right, display large periods of silence between
events arrival in the median and bottom use cases, but not on the top, sug-
gesting the suitability of adaptive stepping to most (but not all) neurons in the
population.

3.4 Large-Scale Benchmark

We simulate one second of the electrical activity of a digitally reconstructed
neural network extracted from the model of Markram et al. [12]. Execution times
were collected on 64 Cray XE6 compute nodes, powered by an AMD Opteron
6380 with 16 cores at 2.5 GHz, 64 GB of RAM and 256-bit floating point units.
CVODE was defined to utilise the default maximum BDF order value of 5.

On the set-up of the test bench, it is relevant to mention that neuronal
activity is highly dependent on the mammal specie, brain region and momen-
tary activity. Simulations must approximate real use cases, as spiking activity
affects heavily the performance of variable step methods, as shown previously.
Thus, our test bench benchmarks the efficiency of five different brain dynam-
ics described in literature: (1) a model of quiet dynamics with a mean spiking
rate of 0.25 Hz per neuron, representative of circa 90% of neurons in the human
brain during regular activity; (2) slow dynamics at 1.5 Hz, representing the lower
bound of active neurons; (3) moderate dynamics at 6.5 Hz, an approximation of
the regime of slow oscillations regime from the Brunel network model [1] and an
upper limit to the rat frontal cortex; (4) fast dynamics at 38 Hz, characterizing
neuronal activity during periods of high vigilance; and the inhibition-dominated
model of the Brunel Network [1]; and (5) burst dynamics at 55.8 Hz, typically a
byproduct of strong current injections, similar to the first instants of simulation
in Fig. 5; and the fast spiking regime of the Brunel Network [1]. Neurons activity
is triggered by a constant current injection in all neurons throughout the whole
duration of the simulation, strong enough to approximate the spiking rate to the
regimes described. The input neural networks are retrieved from layers 4 and 5 of
the rodent brain, where the longest dendritic trees and densest synaptic connec-
tivity exist, thus representing a worst-case scenario for variable-step methods,
and favourable to fixed-step methods. Thus, the results presented are a lower
bound of possible acceleration. For complete coverage of the topic, we include
the following state-of-the-art solvers for simple neuron models (labelled 1a to
1c, and restrained to linear ODEs with uncorrelated states) and complex models
(2a–2c): (1a) the cnexp fixed step solver in NEURON, with added SIMD, pro-
viding an interleaved resolution of current and states as linear equations, with
an analytical resolution of first-order ODEs describing state variables; (1b) the
Euler solver in NEURON, with added SIMD, resolving the current-states depen-
dency with an explicit Euler method with staggered timestepping, and as a linear
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equations; (1c) the same Euler method on a FAP execution model, presented
in our previous work (Fig. 1 B3); (2a) the BSP fixed step derivimplicit solver
available in NEURON, with added SIMD, with interleaved-timestep resolution
of current as a linear equation, and implicit resolution of individual mecha-
nism state ODEs; (2b) the BSP variable step method in NEURON with added
SIMD and a collective communication barrier (Fig. 1 B2); and (2c) the SIMD-
enabled FAP with variable timestepping introduced in this paper (Fig. 1 B4).
We tested our methods in neural networks ranging from 1024 to 65536 neurons,
a scale that approximates two columns in the rodent neocortex, and the max-
imum allowed due to memory requirements of the BDF order. The benchmark
results are presented in Fig. 6. The FAP variable step method (2c•) is presented
alongside two variants—labelled 2c• and 2c•—that group and deliver instantly
the discontinuity events within an interval equivalent to the timestep Δt/2 and
Δt of the interleaved- and fixed timestep methods, respectively. This approach
yields a level of reduced precision in the delivery of events—similar to fixed step
methods—while maintaining the same high variable-order variable-step accuracy
during continuous periods of activity and reducing significantly the number in
IVP resets. CVODE-based executions are displayed for an absolute tolerance
(atol) of 10−3, the default value in the NEURON simulator. For brevity, we
omit CVODE executions with an absolute tolerance of 10−2—tested and deliv-
ering a runtime reduction of 5%−8%)—and the analysis comparing only simple
fixed-step solvers (1a–1c), covered in our previous work [11].

4 Discussion

4.1 Fixed- vs Variable-Timestep Interpolators

Fixed step methods do not yield significantly-different execution times across dif-
ferent spiking regimes. This is due to the homogeneous computation of neuron
state updates throughout time, and the light computation attached to synaptic
events and collective communication not yielding a substantial increase of run-
time. As expected, variable step executions are penalized on regimes with high
discontinuity rates. Runtimes of fixed- and variable-step solvers approximate as
we increase the spiking rate, i.e. the increase of runtimes with the input size
is steeper for variable timestep (2b• and 2c•••) compared to fixed timestep
methods (2a•). This is due to discontinuities in variable-step being delivered
throughout a continuous time line, compared to the discrete delivery instants of
the fixed-step methods,—therefore increase the number of interpolation steps;
and the iterative model of the variable timestep reinitializing the state compu-
tation with small step sizes on each IVP reset. A remarkable performance is
visible on the quiet dynamics use case, where our fully-implicit ODE solver of
complex models (with Newton iterations), still runs faster than the simple solver
resolving only a system of linear equations. The underlying rationale is that—
despite the inherent computation cost of Newton iterations in the variable step
methods—the low level of discontinuities allow for very long steps, that surpass
the simulation throughput of fixed step methods. The measured speed-up of our
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reference method (2c•) compared to the reference fixed step method (2a•) was
of 544-65× across input sizes for the quiet dynamics, down to 7.7-1.8× to the
moderate dynamics. The fast dynamics presented a speed-up of twofold for the
dataset of 1024 neurons, and a similar runtime for the 66K neurons. The burst
dynamics, although of very unlikely probability of occurrence, demonstrated an
acceleration of 1.5× for 1024 neurons and a deceleration of 1.5× for 66K neurons.

4.2 Variable Step Event Grouping

On the analysis of the performance of the CVODE with grouping of events
within half fixed timestep (2c•), when applied to the largest dataset tested, the
previous acceleration was reduced to 47× for quiet, 4.4× for slow, and 1.2× for
moderate dynamics, with an inferior performance on the remaining regimes. A
further reduction of speed-up to 33× for quiet and 1.9× for slow dynamics was
noticeable on the CVODE implementation without events grouping (2c•), with
lower performance for the remaining spike regimes. Although being more pre-
cise and solving correlated states implicitly, this method runs slower than the
reference implicit fixed step method 2a• in the use cases characterized by a high
number of neurons and/or strong network activity. This goes in line with the
conclusions in Sect. 3.3, confirming that performance is activity dependent, and
the performance depends on the network connectivity. The speed-up introduced
across FAP CVODE variants (2c•••) increases with the amount of discontinu-
ities in the system—correlated to high network activity or size—as the efficiency
of the event grouping method is related to the amount of events in the same
grouping interval that are delivered at once.

4.3 Fully-Asynchronous vs Bulk-Synchonous Execution Models

We study the performance difference between the BSP and FAP execution mod-
els. Results show that runtimes of both implementations approximate with an
increase of input. This is visible by comparing the fixed step trajectories 1b� and
1c�, and the variable step trajectories 2b• and 2c•. For small network sizes, the
difference in runtime is few orders of magnitude higher than for larger network
sizes. On large models, the runtimes are similar. This property was demonstrated
in our previous work: in brief, an increase of network leads to a higher number
of network connectivity, reducing the maximum stepping interval per neuron,
and approximating it to the communication delay in BSP methods. On fixed
step methods, it is noticeable a similar runtime on large (66K) networks of neu-
rons, as timesteps are computationally homogeneous. On variable step methods,
similar runtimes are only noticeable when significant network activity is present
(moderate, fast and burst dynamics), as little network activity leads to few dis-
continuities and analogously large variable step intervals.

4.4 Runtime Dependency on Input Size and Spike Activity

It is known that, on simulations of small networks, variable-timestep methods
yield a significant acceleration in time to solution compared to fixed timestep
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methods [8], due to little interneuron connectivity. However, the larger networks
yield up to 10 thousand synapses per neuron, with the number of discontinuities
in the system being related to the network activity. The question lies now on
which conditions are required for similar computation complexity in both inter-
polators. To that extent, we measured the regions of similar runtime growth for
the reference fixed step (2b•) and our variable step methods (2c•). The region
is labelled as in Fig. 6. As expected, fixed step methods yield a quasi-linear
runtime growth with the increase of the input size, and are independent of the
spiking regime, due to almost ideal scaling of the algorithm in the BSP model.
On the other hand, the runtime of variable timestep methods—dependent on
the number of discontinuities—demonstrates a rapidly increasing growth with
the input size outside the region of similar growth, and almost linearly inside.
Moreover, as it depends on the network activity, the lower limit of the region
increases with the spiking rate, and is delimited at 16.4K, 32.8K and 32.8K
neurons or more for the quiet, slow and moderate dynamics, while not visible
in the fast and burst dynamics. In the three spiking regimes where such region
exists, the similar growth in both approaches provides a confidence of the scaling
capabilities of our methods in larger network models. This is of high importance
as it provides an estimation of runtime upper bound in simulations combining
neurons with heterogeneous spiking rates, as discussed next.

4.5 Overall Runtime Speed-Up Estimation

To conclude our analysis, we computed an estimation of the performance accel-
eration on a simulation combining several spiking regimes. We measured the
distribution of neuron spike rates and neurons per spiking regime, following the
laboratory experiment simulation described in Sect. 3.3. Estimations were col-
lected from 2–4 s of simulation time from the central minicolumn (31.3K neurons)
of a 219K neurons network, to avoid boundary-effects from reduced connectivity
and the initial artificial synaptic burst from the current injection. The measured
percentage of neurons on each regime is 31.43%, 38.44%, 27.02%, 3.10% and
0.01%, relating to 68.9K, 84.3K, 59.2K, 6.8K and 22 neurons. Following the
runtimes described in Sect. 4.1, the speed-up range for the interval of 1024-66K
neurons when comparing our methods with the state-of-the-art solver for com-
plex models (2a•) are estimated as: 224.5-11.9× for the variable step method
with precise event delivery (2c•); 225.1-17.1× for the similar implementation
with delivery of events within the next half timestep (2c•); and 228.5-24.6× for
the use case with full-timestep event group delivery (2c•). Since the quiet, slow
and moderate dynamics regimes weight over 95% in the runtime calculation, and
as for datasets above 32.8K the reference vs benchmark runtimes have a simi-
lar runtime growth in those regimes, we believe the overall runtime and scaling
properties are almost fully-preserved on larger networks.
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5 Summary and Closing Remarks

This paper presented a distributed simulation of detailed neuron models with
variable-order variable-timestep methods on a fully-asynchronous execution
model, yielding asynchronous computation, communication and synchronisation.
We detailed state-of-the-art approaches based on the Bulk Synchronous Parallel
execution model (BSP), their limitations on the numerical resolution of com-
plex neuron models, computation load imbalance, and speculative computing
in variable-step simulations. We simulate five spiking regimes that characterize
several dynamics of the mammal brain, on up to 65536 neurons on 64 Cray XE6
compute nodes, and compare our methods against five state-of-the-art numerical
solvers. Results demonstrate higher numerical accuracy, with a speed-up of 544-
65× for a quiet spiking regime of 0.25 Hz representing a majority of neurons in
regular brain activity, down to 7.7-1.8× to a moderate regime of 6.5 Hz, and 2×
to no acceleration for 38 Hz, a pattern of unlike occurrence or short duration. An
analysis of performance achievable on the simulation of a laboratory experiment
demonstrates a speed-up of 224.5-11.9× for an execution with precise delivery of
events, increasing to 225.1-17.1× and 228.5-24.6× for two optimized alternatives
that group events delivery in the next half and full timestep. With the scaling
properties of our methods preserved on larger networks of neurons.

As a final remark, although being applied to a network of neurons, most meth-
ods presented are problem-independent and do not require intrinsic knowledge
of the problem domain, therefore opening the prospectus for the acceleration of
a wide domain of scientific problems modelled by complex systems of ODEs.
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Abstract. Finding the shortest route between a pair of origin and desti-
nation is known to be a crucial and challenging task in intelligent trans-
portation systems. Current methods assume fixed travel time between
any pairs, thus the efficiency of these approaches is limited because the
travel time in reality can dynamically change due to factors including
the weather conditions, the traffic conditions, the time of the day and
the day of the week, etc. To address this dynamic situation, we propose a
novel two-stage approach to find the shortest route. Firstly deep learning
is utilised to predict the travel time between a pair of origin and des-
tination. Weather conditions are added into the input data to increase
the accuracy of travel time predicition. Secondly, a customised Memetic
Algorithm is developed to find shortest route using the predicted travel
time. The proposed memetic algorithm uses genetic algorithm for explo-
ration and local search for exploiting the current search space around
a given solution. The effectiveness of the proposed two-stage method
is evaluated based on the New York City taxi benchmark dataset. The
obtained results demonstrate that the proposed method is highly effec-
tive compared with state-of-the-art methods.

Keywords: Shortest route problems · Memetic algorithm · Deep
learning · Travel times

1 Introduction

Finding shortest routes is crucial in intelligent transportation systems. Short-
est route information can be utilised to enable route planners to compute and
provide effective routing decisions [8,11,14,16,24]. However, shortest route com-
putation is a challenging task partially due to dynamic environments [3]. For
instance, the shortest path is impacted by various spatio-temporal factors, which
are dynamic in nature, including weather, the time of the day, and the day of the
week. That makes the current shortest route computation techniques ineffective
[3,7]. Moreover, it is a challenging problem to incorporate these dynamic factors
into shortest route computation.
c© Springer Nature Switzerland AG 2020
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In recent years, the proliferation of pervasive technologies has enabled the
collection of spatio-temporal big data associated with user mobility and travel
routes in a real-time manner [15]. Modern cars are equipped with telematics
devices including in-car GPS (Global Positioning System) devices which can be
used as a source of valuable information in traffic modelling [23]. The traces gen-
erated from GPS devices has been leveraged by many scenarios such as Spatio-
temporal context recognition, taxi-passenger queue time prediction, study of city
dynamics and transport demand estimation [3,12,13,17,23].

One important aspect of finding shortest routes in realistic environments,
which are inherently dynamic, is travel time prediction [8,22]. Due to the
dynamic nature of in the travel routes, traditional machine learning methods
cannot be applied directly onto travel time prediction. One of the key challenge
for traditional machine learning models is the unavailability of hand-crafted fea-
tures which requires substantial involvement of domain experts. One relevant
approach is the recent use of evolutionary algorithms in other domains to work
along with deep learning models for effective feature extraction and selection [18–
21]. In this study, we aim to identify relevant features for shortest route finding
between an origin and destination, leveraging the auto-feature generation capa-
bility of deep learning. Thereby we propose a novel two-stage architecture for
the travel time prediction and route finding task. In particular we design a cus-
tomized memetic algorithm to find shortest route based on the predicted travel
time from the earlier stage. The contributions of this research are summarised
as follows:

– A novel two-stage architecture for the shortest route finding under dynamic
environments.

– Development of a deep learning method to predict the travel time between a
origin-destination pair.

– A customised memetic algorithm to find shortest route using the predicted
travel time.

The rest of the paper is organized as follows. In Sect. 2, we present our pro-
posed methodology for this study. Section 3 describes the experimental settings
which is followed by the discussion of experimental results in Sect. 4. Finally, we
conclude the paper in Sect. 5.

2 Proposed Methodology

In this paper, we propose a deep learning assisted memetic algorithm to solve
the shortest route problems. The proposed method has two stages which are (1)
prediction stage and (2) optimisation stage. The prediction stage is responsible
to predict the travel times between a pair of origin and destination along the
given route by using deep learning. The second stage uses memetic algorithm to
actually find the shortest path to visit all locations along the given route. In the
following subsections, we discuss the main steps of the proposed method and the
components of each stage in detail. Figure 1 shows our proposed approach.
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Memetic algorithm

Deep learning approach

Data

Fig. 1. Flowchart of the proposed two-stage approach

2.1 Prediction Stage

Conventional route finding methods assume fixed cost or travel time between
any pairs of points. That is rarely the case in reality. One approach to the
dynamic travel time issue is prediction. In this work, we incorporate the weather
data along with the temporal-spatial data to develop a deep learning predictive
approach. The goal of the proposed predictive approach is to predict future
travel time between any points in the problem based on historical observations
and weather condition. Specifically, given a group of historical travel time data,
weather data and road network data, the aim is to predict travel time between
source (s) and destination (d) si, di ∈ R, i ∈ [1,2, ..., n], where n is the number of
locations in the road network. Our predictive approach tries to predict the travel
time at t+1 based on the given data at t. The proposed predictive approach has
three parts: input data, data cleaning and aggregation, the prediction approach.
Figure 2 shows the deep learning approach.

Input Data. In this work, we use data from three different sources. The data
involves around 1.5 million trip records. These include the travel time data,
weather data and road network data.

– Travel time data. The travel times between different locations were col-
lected using 2016 NYC Yellow Cab trip record data.

– Weather data. We use the weather data in New York City - 2016. The
data involves: date, maximum temperature, minimum temperature, average
temperature, precipitation, snow fall and snow depth.

– Road network data. The road network data involves temporal and spatial
information as follows:

• Id - a trip identifier.
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• Vendor id - a code indicating whether the provider is involved with the
trip record.

• Pickup date-time - date and time when the meter was started.
• Drop-off date-time - date and time when the meter was disconnected.
• Passenger count - indicates the total number of riders in the vehicle.
• Pickup longitude - the longitude of picked passenger.
• Pickup latitude - the latitude of the picked passenger.
• Dropoff longitude - the longitude of the dropped passenger.
• Dropoff latitude - the latitude of the dropped passenger.
• Store flag - indicates if the trip record was saved in vehicle memory before

sending to the vendor where Y = store and forward; N = not a store and
forward trip.

• Trip duration - duration of the trip in seconds.

Data Preparation. This process involves removal of all error values, outliers,
imputation of missing values and data aggregation. To facilitate the predic-
tion we bound the data ranges between (average + 2) × standard deviation to
(average − 2) × standard deviation. Values outside of these ranges are consid-
ered as outliers and are removed. The missing values are imputed by the average
values. Any overlapping pick-up and drop-off locations are also removed. In the
aggregation step, we combine the travel time data, weather data and road net-
work each time step so that it can be fed into our deep networks.

Prediction Approach. The main goal of this step is to provide high accuracy
prediction of the travel times between different locations in the road network.
The processed and aggregated data is provided as an input for the prediction
approach. Once the prediction model is trained and retrieved, it is then ready
to actually predict the travel times between given locations.

Fig. 2. Illustration of the deep network based prediction model
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In this work, we propose a deep learning technique based on feedforward
neural network to build our prediction approach. The deep neural network con-
sists of one input layer, multiple hidden layers and one output layer. Each layer
(input, hidden and output) involves a set of neurons. The total number of neu-
rons in the input layer is same as the number of input variables in our input data.
The output layer has one single neuron which represents the predicted value. In
deep neural network, we have m number of hidden layers and each one has k
number of neurons. The input layer takes the input data and then feed them
into the hidden layers. The output of the hidden layers are used as an input for
the output layer. Given the input data X (X =x1, .. xn) and the output value
Y, the prediction approach aims to find the estimated value Yest using a simple
approach is as follows:

Yest = x1w1 + x2w2 + x3w3 + b (1)

Where w is the weight and b is the bias. Using a four-layer (one input, two
hidden and one output) neural network as example, the Yest can be calculated
as follows:

Yest = x
(4)
1 = f(w(2)

11 x
(2)
1 + w

(2)
12 x

(2)
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Where is the x(4)
1 is the output of the network and f is the activation function.

In this work, Keras [1] based on TensorFlow [2] is used to develop our predication
model.

2.2 Optimisation Stage

This subsection presents the proposed memetic algorithm (MA) for shortest
route problems. MA is a population-based metaheuristic that combines the
strengths of local search algorithm with population-based metaheuristic to
improve the convergence process [9,10]. In this paper, we used genetic algo-
rithm (GA) and local search (LS) algorithm to form our proposed MA. GA is
responsible for exploring new areas in the search space of solutions. LS is used
to accelerate the search convergence. The pseudocode of the proposed MA is
presented in is shown in (1). The overview of the process is given below followed
by detailed description of these steps.

Our proposed algorithm starts from setting parameters, creating a popula-
tion of solutions, calculating the quality of each solution and identifying the best
solution in the current population. Next, the main steps of MA will iterate over
a number of generations until the stopping criterion is met. At each genera-
tion, good solutions are selected from the population by the selection procedure.
Then the crossover operator is applied on the selected solutions to generate new
solutions. After that the mutation operator is applied on the new solutions by
randomly changing them. A repair procedure is applied to check the feasibility
of the generated solutions and fix the infeasible solutions as some solutions are
no longer feasible. Afterwards a local search algorithm is invoked to iteratively
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Algorithm 1: The proposed memetic algorithm
1 Input: Population size, PS, crossover rate, CR, mutation rate, MR, the

maximum number of generations, Max G and consecutive non-improvement
iterations;

2 Set P Sol=Randomly generate a population of solutions (PS) ;
3 Evaluate the population of solutions;
4 Set iter=0;
5 while iter <Max G do
6 /*Selection procedure*/ ;
7 FirstParent= Select one individual (P Sol);
8 SecondParent= Select one individual (P Sol);
9 /*Check the crossover probability*/;

10 if Rand[0,1] <CR then
11 /*Apply the crossover operator*/;
12 Offspringscx= Crossover(FirstParent, SecondParent);

13 end
14 /*Check the mutation probability*/;
15 if Rand[0,1] <MR then
16 /*Apply the mutation operator*/;
17 Offspringsmutation=Mutate(Offspringscx);

18 end
19 /*Apply local search to Offsprings */;
20 Offsprings=LS(Offspringsmutation);
21 Update the population (P Sol);
22 iter = iter + 1;

23 end
24 Output Best solution found ;

improve the current solutions. If one of the stopping criteria is satisfied, then
the whole MA procedure will stop and the current best solution will be returned
as the output. Otherwise, the fitness of the current pool of solutions will be
calculated. Then the population is updated since new solutions have been gen-
erated by crossover, mutation, repair procedure and local search. After that a
new iteration starts from the selection procedure again.

Set Parameters. The main parameters of the proposed MA are initialised in
this step. The proposed MA has several parameters. These are: population size,
the number of generations, crossover rate, mutation rate and the number of non
improvement iterations for the local search.

Initial Population. The initial population is randomly generated. Each solu-
tion is represented as one chromosome, e.g. one-dimensional array. Each cell of
the array contains an integer number which represent the location.



Deep Learning Assisted Memetic Algorithm for Shortest Route Problems 115

Fitness Function. In this step, the fitness value of each solution based on the
objective function is calculated. The better the fitness value is, the higher chance
the solution will be selected to reproduce the next generation of solutions. For
shortest route problems, the fitness is the total travel time between the origin
and destination locations. Therefore, solution with shortest travel time is the
better.

Selection Procedure. This step is responsible for selecting two solutions for
producing the next generation. In this paper, we adopted the traditional tourna-
ment selection mechanism [4–6]. The tournament size is set to 2, indicating that
each tournament has two solutions competing with each other. At each call, two
solutions are randomly selected from the current population and the one with
highest fitness value will be added to the reproduction pool.

Crossover. This step is responsible to generate new solutions by taking the
selected solutions and mixes their genetic materials to produce new offsprings.
In this paper, single-point crossover method is used which only swap genetic
materials at one point [5,6]. It first finds a common point between source node
and destination node and then all points behind the common point are exchanged
between the two solutions, thus resulting in two offspring’s.

Mutation. Mutation operator helps explore a large search space by producing
some random changes in various solutions. In this paper, we used a one-point
mutation operator [5]. Crossover point is randomly selected and then all points
behind the selected mutation point are changed with a random sequence.

Repair Procedure. The aim of this step is to turn infeasible solutions into
feasible ones. After crossover and mutation operations, the resulting solutions
may become infeasible [5,6]. In this paper, The MA in our experiments has repair
procedure that ensure all infeasible solutions are repaired.

Local Search Algorithm. The main role of this step is to improve the con-
vergence process of the search process in order to attain higher quality solu-
tions [9,10]. In this paper, the utilised local search algorithm is the steepest
descent algorithm. Steepest descent algorithm is a simple variation of the gra-
dient descent algorithm. It starts with a given solution as an input and uses
a neighbourhood structure to move the search process to other possibly better
solutions. It uses an “accept only” improving acceptance criterion whereby only
a better solution will be used as a new starting point. Given si, It applies a
neighbourhood structure to create sn. Replace sn with si if sn is better. The
pseudocode of the steepest descent algorithm is shown in (2).
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Algorithm 2: Steepest descent algorithm
1 Set MaxIter; Iter = 0;
2 si ← GenerateInitialSolution;
3 while Iter <MaxIter do
4 sn ← apply neighbourhood structure to si;
5 if f(sn) <= f(si) then
6 si ← sn;
7 end

8 end
9 Return the best solution;

Stopping Condition. If the stopping condition is met, terminate the search
process and return the best found solution. For our proposed memetic algorithm,
it will stop if the maximum number of generations is reached. Otherwise, go to
step 24.

Table 1. The parameter settings of the deep learning approach

Parameter Value

Number of input parameters 12

Number of output parameters 1

Number of hidden layers 2

Hidden units in each layer 45, 35

Activation function ReLU

Table 2. The parameter settings of the memetic algorithm

Parameter Tested range Suggested value

Number of generations 5−100 40 fitness evaluations

Population size 5−30 20

Crossover rate 0.1−0.9 0.4

Mutation rate 0.1−0.9 0.2

Consecutive non-improvement iterations 5−20 10

3 Experimental Settings

In this section, the parameter settings of the deep learning and the proposed
algorithm are provided. The values of parameters were selected empirically based
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on our preliminary experiments, where we tested the deep learning model and the
proposed algorithm with different parameter combination using different values
for each parameter. The values of these parameters are determined one by one
through manually changing the value of one parameter, while fixing the others.
Then, the best values for all parameters are recorded. The final parameter values
of the deep learning and the proposed algorithm are presented in Tables 1 and 2.

4 Experimental Results

This section is divided into two subsections. The first examines the performance
comparison between the deep learning approach and other machine learning
models (Sect. 4.1). The second assesses the benefit of incorporating the proposed
components on search performance (Sect. 4.2).

4.1 Deep Learning and Machine Learning Results

In this paper, we have implemented a number of machine learning models and
the results of these models are compared with the deep learning model proposed
in this work. We have tested the followings methods: XGBoost, Random forest,
Artificial neural network, Multivariate regression.

The root-mean squared-error (RMSE) was used as an evaluation metric.
Table 3 shows the results in term of RMSE on the NYC Taxi dataset.

Table 3. Comparing our deep prediction model with other machine learning models
in term of RMSE

Model RMSE

XGBoost 24.06

Random forest 21.34

Artificial neural network 70.21

Multivariate regression 27.19

Our deep learning model 11.01

In the table, the best obtained result is highlighted in bold. From Table 3,
it can be seen that our deep prediction model is superior to the other machine
learning models in term of RMSE. The best values with the lowest RMSE is
11.01 achieved by our approach, followed by 21.34 from random forest, 24.06
from XGBoost, 27.19 from multivariate regression and 70.21 from artificial neural
network.

This good result can be attributed to the factor that deep learning consider
all input features and then utilise best ones through the internal learning process.
On the other hand, other machine learning methods require feature engineering
step to identify the best subset of features which is a very time consuming and
needs a human expert.
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4.2 The Proposed Memetic Algorithm Results

This section evaluates the effectiveness of the machine learning models and the
proposed memetic algorithm. To this end, genetic algorithm (GA) and memetic
algorithm (MA) with different machine learning models are tested and compared
against each other. These are: GA with XGBoost, GA with random forest, GA
with artificial neural network, GA with multivariate regression, GA with deep
prediction model, MA with XGBoost, MA with random forest, MA with artificial
neural network, MA with multivariate regression and MA with deep prediction
model. The main aim is to evaluate the benefit of using our deep prediction
model and local search algorithm within MA.

Table 4. Results of the GA and MA with different prediction models (Part I)

Algorithm Number of locations

500 1000

Best std Best std

GA with XGBoost 5933.61 243.76 7671.84 136.72

GA with random forest 5844.78 194.14 7533.67 153.98

GA with artificial neural network 9401.86 215.61 10154.01 707.65

GA with multivariate regression 6217.77 227.02 7907.34 256.39

GA with deep prediction model 4602.03 153.69 6837.17 142.24

MA with XGBoost 5774.54 116.07 7405.12 120.02

MA with random forest 5637.81 96.16 7360.04 119.18

MA with artificial neural network 9293.44 196.01 10093.88 693.31

MA with multivariate regression 6171.63 138.09 7499.22 155.03

MA with deep prediction model 3234.11 71.3 6411.72 127.69

To ensure a fair comparison between the compared algorithms, the initial
solution, number of runs, stopping condition and computer resources are the
same for all instances. All algorithms were executed for 30 independent runs
over all instances. We also used 4 instances with a different number of locations
ranging between 500 and 2000 locations, which can be seen as small, medium,
large and very large.

The computational comparisons of the above algorithms are presented in
Tables 4 and 5. The comparison is in terms of the best cost (travel time) and
standard deviation (std) for each number of locations, where the lower the better.
The best results are highlighted in bold. A close scrutiny of Tables 4 and 5
reveals that, of all the instances, the proposed MA algorithm with deep learning
approach outperforms the other algorithms in all instances. From Tables 4 and
5, we can make the following observations:

– GA with deep prediction model obtained better results when compared to
GA with all other prediction models across all instances.
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Table 5. Results of the GA and MA with different prediction models (Part II)

Algorithm Number of locations

1500 2000

Best std Best std

GA with XGBoost 12908.11 998.91 13634.01 501.94

GA with random forest 12833.67 1076.14 13593.47 529.61

GA with artificial neural network 15751.01 1703.07 15882.33 992.84

GA with multivariate regression 13012.41 1047.41 13809.41 591.56

GA with deep prediction model 10571.09 607.99 12946.67 388.14

MA with XGBoost 12641.08 613.12 13436.42 481.08

MA with random forest 12607.91 684.74 13309.01 503.44

MA with artificial neural network 15603.17 980.01 15206.93 755.31

MA with multivariate regression 12988.14 721.36 13498.96 564.05

MA with deep prediction model 9561.36 131.29 12721.45 129.15

– GA with deep learning obtained better results when compared to MA with
all other machine learning models (apart from MA with deep learning) across
all instances.

– MA with deep learning obtained better results when compared to GA and
MA with all other machine learning models across all instances.

This justifies the benefit of using deep learning approach to predict the travel
time and the proposed memetic algorithm to exploit the current search space
around the given solution.

5 Conclusion

In this study, we proposed a novel two-stage approach for finding the shortest
route under dynamic environment where travel time changes. Firstly, we devel-
oped a deep learning method to predict the travel time between the origin and
destination. We also added the weather conditions into the input to demon-
strate that our approach can predict the travel time more accurately. Secondly,
a customised memetic algorithm is developed to find shortest route using the
predicted travel time. The effectiveness of the proposed method has been evalu-
ated on New York City taxi dataset. The obtained results lead to our conclusion
that the proposed two-stage shortest route is effective, compared with conven-
tional methods. The proposed deep prediction model and memetic algorithm are
beneficial.

Acknowledgements. This work is supported by the Smarter Cities and Suburbs
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Abstract. We develop a class of numerical methods for solving optimal
control problems governed by nonlinear conservation laws in two space
dimensions. The relaxation approximation is used to transform the non-
linear problem to a semi-linear diagonalizable system with source terms.
The relaxing system is hyperbolic and it can be numerically solved with-
out need to either Riemann solvers for space discretization or a non-linear
system of algebraic equations solvers for time discretization. In the cur-
rent study, the optimal control problem is formulated for the relaxation
system and at the relaxed limit its solution converges to the relaxed equa-
tion of conservation laws. An upwind method is used for reconstruction
of numerical fluxes and an implicit-explicit scheme is used for time step-
ping. Computational results are presented for a two-dimensional inviscid
Burgers problem.

Keywords: Optimal control problems · Conservation laws ·
Relaxation approximation · Implicit-explicit schemes

1 Introduction

In many applications, optimal control problems consist of a class of differential
equations whose evolution and the behavior of their solutions can be controlled
by involving external control laws. In the current study, we are interested in
optimal control problems subject to the following two-dimensional nonlinear
conservation law

∂tu + ∇ · F(u) = 0, (x, y) ∈ Ω, t > 0, (1a)
u(0, x, y) = u0(x, y),
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where Ω is an open bounded domain in R
2, (x, y) the space coordinates, t the

time, u(t, x, y) is the control function, u0(x, y) the initial state and the fluxF(u) =
(f(u), g(u))T , with f(u) and g(u) are nonlinear functions. In practice, optimal con-
trol problems require minimizing a cost functional J (u(T, x, y);ud(x, y)) based
on the least-square method that associates a cost value to each possible behavior.
Thus, the problem statement is

min
u0

J (u(T, x, y);ud(x, y)) := min
u0

1
2

∫∫

Ω

(
u(T, x, y) − ud(x, y)

)2
dxdy, (1b)

subject to the conservation law (1a). In (1b), ud(x, y) is the desired state at the
final time T . Optimal control problems of type (1b) have received growing atten-
tion in both theoretical and numerical studies over recent decades. In most of
these studies, control problems governed by hyperbolic equations have been less
extensively treated compared to elliptic and parabolic control problems. This is
mainly due to the fact that the semi-group generated by the hyperbolic con-
servation law is non-differentiable in L1 whereas its domain of definition is an
L1 closed subset of BV . In the case of nonlinear conservation laws in one space
dimension, a differential structure on general BV solutions has been presented
and discussed in [4,19] among others. The first-order optimality conditions for
hyperbolic systems have been introduced in [5] based on the derived calculus. It
turned out that the resulting adjoint equations are non-conservative which fail
to recover stable solutions for problems with shocks. In [13,14,19], numerical
results for one-dimensional scalar problems with distributed control have been
presented. More results for the case of a one-dimensional linear hyperbolic sys-
tems can be found in [8,10,15]. In [11], a TVD Runge-Kutta method for the time
discretization of such problems has been employed. It was shown that requiring
high stability for both the discrete and adjoint states is too strong, limiting the
method to first-order, regardless of the number of stages used in the method.
Using the same discretization, authors in [11] have studied other conditions for
the discrete adjoint such that the numerical approximation is of the best possi-
ble order. In [1], the emphasis was placed on high-order linear multistep schemes
for the time discretization of adjoint equations arising within optimal control
problems. The authors reported that the so-called Adams methods may reduce
to the first-order accuracy and that only BDF schemes may be used as higher
order discretization for the hyperbolic relaxation systems in combination with
a Lagrangian scheme. Theoretical and numerical methods using finite difference
schemes combined with an immersed boundary method have been developed in
[9] for a special class of optimal control problems namely, problems involving
the shallow water equations and a geometric parameter to be optimized in the
terminal cost. More recently, theoretical studies including a posteriori error esti-
mates have been carried out for numerical schemes to solve multi-dimensional
problems, based on adjoint equations, see for instance [16,18].

In the present work, we are interested in developing numerical algorithms
for control problems of two-dimensional nonlinear conservation laws to achieve
numerical stability without need to inclusion of extra artificial diffusion in the
problem under study. For this purpose we consider the relaxation approximation
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of nonlinear conservation laws in the same manner as introduced in [12]. This
approach approximates the nonlinear problem to semi-linear system with linear
characteristic speeds, while preserving the hyperbolic structure on the expense
of an additional equation and stiff source terms. Thus, the resulting relaxation
system is semi-linear which allows for a Riemann-solver free treatment. The
relaxation methods have been investigated by many authors, see [3] among oth-
ers. First studies of relaxation systems with respect to control problems have
been reported in [2] in case of one-dimensional scalar conservation laws. Numer-
ical results are still very limited in the multi-dimensional cases and we therefore
restrict ourselves to a numerical study including a first-order relaxation approxi-
mation. For the space discretization, we consider an upwind reconstruction of the
numerical fluxes and an implicit-explicit method is used for the time integration.

The remainder of this paper is structured as follows. In Sect. 2, the relax-
ation approximation for the coupled optimal control problem and the nonlinear
conservation laws is formulated. The space and time discretizations along with
the approximation procedure of the solution is presented in Sect. 3. In Sect. 4,
numerical results are presented for a test example of inviscid Burgers equation.
Section 5 contains concluding remarks.

2 Relaxation Approximations for Conservation Laws

Following [12], the relaxation approximation for (1a) allows to construct a cor-
responding linear hyperbolic system with a stiff source term that approximates
the original problem with a small dissipative correction. Thus, the relaxation
associated with (1a) reads

∂tu + ∂xv + ∂yw = 0,

∂tv + a2∂xu = −1
τ

(v − f(u)) , (2a)

∂tw + b2∂yu = −1
τ

(w − g(u)) ,

where τ is a small positive parameter that measures the relaxation rate, v and
w are the relaxation variables, a2 and b2 are the characteristic speeds satisfying
the sub-characteristic condition [12]

f ′(u)2

a2
+

g′(u)2

b2
≤ 1, ∀ u. (2b)

The initial conditions for the relaxation system (2a) are selected as

u(0, x, y) = u0, v(0, x, y) = f(u0), w(0, x, y) = g(u0). (2c)

It is clear that, when τ tends to 0, the relaxation system (2) converges to the
system of conservation law (1a). Note that the main advantage of numerically
solving the relaxation system (2) over the original conservation law (1a) lies
in the special structure of the linear characteristic fields and localized lower
order terms. Indeed, the linear hyperbolic nature of (2) allows to approximate
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its solution easily by underresolved stable numerical discretization that uses
neither Riemann solvers spatially nor nonlinear system of algebraic equations
solvers temporally. Hence, using the relaxation approximation, the optimal con-
trol problem (1b) becomes

min
u0

1
2

∫∫

Ω

((
u(T, x, y) − ud(x, y)

)2 +
(
v(T, x, y) − f(ud(x, y))

)2+
(
w(T, x, y) − g(ud(x, y))

)2)
dxdy, (3)

subject to the relaxation system (2a). Notice that a formal adjoint calculus leads
to a first-order optimality conditions for the function u0. The calculations are
rigorous provided that the solutions have sufficient regularity which however in
general is not the case. Hence, we formulate the adjoint equations for the system
(2) as

− ∂tp − a2∂xq − b2∂yr =
1
τ

(qf ′(u) + rg′(u)) ,

−∂tq − ∂xp = −1
τ

q, (4a)

−∂tr − ∂yp = −1
τ

r,

with terminal conditions given by

p(T, x, y) = u(T, x, y) − ud(x, y), q(T, x, y) = v(T, x, y) − f(ud(x, y)),
r(T, x, y) = w(T, x, y) − g(ud(x, y)). (4b)

It should be stressed that the adjoint equations (4) have to be solved backwards
in time and the gradient of the reduced cost functional is defined as

p(0, x, y) + q(0, x, y)f ′ (u0(x, y)) + r(0, x, y)g′ (u0(x, y)) = 0. (5)

Again, when τ tends to 0, the system (4) converges to the adjoint problem
associated with the conservation law (1a). Then, from the second and third
equations in (4a), an expansion in terms of τ gives

q = τ∂xp + O(τ2), r = τ∂yp + O(τ2).

Inserting these terms in the first equation of (4a) leads to

− ∂tp − f ′(u)∂xp − g′(u)∂yp = τ
(
a2∂xxp + b2∂yyp

)
, (6)

which is a viscous approximation to the formal adjoint of (4). Note that the gra-
dient eventually vanishes at the minimum of the cost functional. Since u might
develop discontinuities we will have to scope with discontinuous derivatives of
the flux functions f ′(u) and g′(u). However, since we use the relaxation approxi-
mation, the derivative functions f ′(u) and g′(u) appear as source terms and not
as a discontinuous transport coefficient as in (6). This problem has been inves-
tigated for one-dimensional problems in [19]. However, as pointed out in [2,19],
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the problem reappears in the small τ limit. In the one-dimensional case it can be
shown that the first-order relaxation discretization converges to the reversible
solution of a transport equation with discontinuous coefficient. Here, we focus
on a numerical study of the optimality system (1a). Using the characteristic
variables

v± = v ± au, w± = w ± bu,

an equivalent system associated with (2) can be reformulated as

∂tv
± ± a2∂xv± = −1

τ

(
v+ + v−

2
− f

(
v+ − v−

2a

))
,

(7)

∂tw
± ± b2∂yw± = −1

τ

(
w+ + w−

2
− g

(
w+ − w−

2b

))
.

The adjoint equations in characteristic form are therefore given by

− ∂ts
± ∓ a∂xs± = −1

τ

(
s+ + s−

2
∓ s+ + s−

2a
f ′

(
(v + au) − (v − au)

2a

))
,

(8)

−∂to
± ∓ b∂yo±

y = −1
τ

(
o+ + o−

2
∓ o+ + o−

2b
g′

(
(v + bu) − (v − bu)

2b

))
.

This system is equivalent to a spatial splitting approximation of the adjoint
equations (4). Introducing

q = s+ + s−, p = a
(
s+ − s−)

(9a)

we obtain from the equations in s that the solutions (p, q) satisfy

− ∂tq − ∂xp = −1
τ

q, −∂tp − a2∂xq = +
1
τ

(qf ′(u)) . (9b)

Similarly, for

r = o+ + o−, p = b(o+ − o−). (9c)

we have

− ∂tr − ∂xp = −1
τ

r, −∂tp − b2∂xr = +
1
τ

(rg′(u)) . (9d)

Hence, the formulation (9) is precisely the spatial splitting applied to (4). There-
fore, the adjoints in characteristic form are the same as the adjoint of the char-
acteristic form when applying a dimensional splitting in the spatial variable. For
the optimize-then-discretize approach discussed below it is therefore sufficient to
state the discretization of the forward equations in characteristic form. A rigorous
discussion of the relation between discrete adjoints, the characteristic variables
and higher-order schemes can be found in [2] in the case of one-dimensional
scalar advection equations.
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3 Numerical Solution of Optimal Control Problems

Relaxation schemes are in fact a combination of non-oscillatory upwind space
discretization and an implicit-explicit time integration of the resulting semi-
discrete system, see for instance [3,12]. The fully discrete system of the equations
(2a) is referred to as a relaxing system, while that of the limiting system as the
relaxation rate τ tends to zero is called a relaxed system. In this section, we
formulate the space and time discretizations used for the numerical solution of
optimal control problems and also formulate the algorithm used for the discrete
gradient.

3.1 Space and Time Discretizations

For the space discretization of the equations (2a), we cover the spatial domain
with rectangular cells Ci,j := [xi− 1

2
, xi+ 1

2
]× [yj− 1

2
, yj+ 1

2
] of uniform sizes Δx and

Δy for simplicity. The cells, Ci,j , are centered at (xi = iΔx, yj = jΔy). We use
the notations ωi± 1

2 ,j := ω(xi± 1
2
, yj , t), ωi,j± 1

2
:= ω(xi, yj± 1

2
, t) and

ωi,j :=
1

Δx

1
Δy

∫ x
i+1

2

x
i− 1

2

∫ y
j+1

2

y
j− 1

2

ω(x, y, t)dxdy,

to denote the point-values and the approximate cell-average of a generic function
ω at (xi± 1

2
, yj , tn), (xi, yj± 1

2
, tn), and (xi, yj , tn), respectively. We define the

following finite differences

Dxωi,j :=
ωi+ 1

2 ,j − ωi− 1
2 ,j

Δx
, Dyωi,j :=

ωi,j+ 1
2

− ωi,j− 1
2

Δy
. (10)

Then, the semi-discrete approximation of (2a) is

dui,j

dt
+ Dxvi,j + Dywi,j = 0,

dvi,j

dt
+ a2Dxui,j = −1

τ
(vi,j − f (ui,j)) , (11)

dwi,j

dt
+ b2Dyui,j = −1

τ
(wi,j − g (ui,j)) .

Similarly, the semi-discrete approximation of the adjoint equations (4a) is

− dpi,j

dt
− a2Dxqi,j − b2Dyri,j = 0,

−dqi,j

dt
− Dxpi,j = −1

τ
qi,j , (12)

−dri,j

dt
− Dypi,j = −1

τ
ri,j .

Most relaxation schemes can be described as fractional step methods, in which
the relaxation step is just a projection of the system into the local equilibrium.
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The fully-discrete formulation of systems (11) and (12) can be obtained by the
well-established IMEX methods, see for instance [17]. Indeed, the special struc-
ture of the nonlinear terms in (11) and (12) makes it trivial to evolve the flux
terms explicitly and the stiff source terms implicitly.

The semi-discrete formulations (11) or (12) can be rewritten in common
ordinary differential equations notation as

dY
dt

= F(Y) − 1
τ

G(Y), (13)

where the time-dependent vector functions are defined accordingly for the for-
ward problem (11) or for the backward problem (12). Due to the presence of
stiff terms in (13), one can not use fully explicit schemes to integrate the equa-
tions (13), particularly when τ tends to 0. On the other hand, integrating the
equations (13) by fully implicit scheme, either linear or nonlinear algebraic equa-
tions have to be solved at every time step of the computational process. To find
solutions of such systems is computationally very demanding. In this paper we
consider an alternative approach based on the implicit-explicit (IMEX) Euler
method. The non stiff stage of the splitting for F is straightforwardly treated by
an explicit scheme, while the stiff stage for G is approximated by a diagonally
implicit scheme.

Let Δt = tn+1−tn be the time step and Yn denotes the approximate solution
at t = nΔt. We formulate the first-order IMEX scheme for the forward system
(13) as

K1 = Yn − Δt

τ
G(K1),

Yn+1 = Yn + ΔtF(K1) − Δt

τ
G(K1). (14)

For the backward system (13), the IMEX scheme is implemented as

K1 = Yn+1 + ΔtF(K1),

Yn = Yn+1 + ΔtF(K1) − Δt

τ
G(K1). (15)

Note that, using the above relaxation scheme neither linear algebraic equation
nor nonlinear source terms can arise. In addition the relaxation schemes are
stable independently of τ , so that the choice of Δt is based only on the usual
CFL condition

CFL = max
(

Δt

δ
, a2 Δt

Δx
, b2

Δt

Δy

)
≤ 1, (16)

where δ denotes the maximum cell size, δ = max(Δx,Δy). For the space dis-
cretization, a first-order upwind scheme is applied to the characteristic variables
in (11) to obtain the numerical fluxes as

(v + au)i+ 1
2 ,j = (v + au)i,j , (v − au)i+ 1

2 ,j = (v − au)i+1,j ,

(w + bu)i,j+ 1
2

= (w + bu)i,j , (w − bu)i,j+ 1
2

= (w − bu)i,j+1. (17)
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Thus, a first-order reconstruction of the numerical fluxes in the forward problem
(11) yields

ui+ 1
2 ,j =

ui,j + ui+1,j

2
− vi+1,j − vi,j

2a
,

ui,j+ 1
2

=
ui,j + ui,j+1

2
− wi,j+1 − wi,j

2b
, (18)

vi+ 1
2 ,j =

vi,j + vi+1,j

2
− a

ui+1,j − ui,j

2
,

wi,j+ 1
2

=
wi,j + wi,j+1

2
− b

ui,j+1 − ui,j

2
.

The numerical fluxes in the backward problem (12) are obtained by applying
first order upwind scheme to the characteristic variables

(p + aq)i+ 1
2 ,j = (p + aq)i,j , (p − aq)i+ 1

2 ,j = (p − aq)i+1,j ,

(p + br)i,j+ 1
2

= (p + br)i,j , (p − br)i,j+ 1
2

= (p − br)i,j+1. (19)

Thus, a first-order reconstruction of the numerical fluxes in the backward prob-
lem (12) yields

pi+ 1
2 ,j = −pi,j + pi+1,j

2
− a

qi+1,j − qi,j

2
,

pi,j+ 1
2

= −pi,j + pi,j+1

2
− b

ri,j+1 − ri,j

2
, (20)

qi+ 1
2 ,j = −qi,j + qi+1,j

2
− pi+1,j − pi,j

2a
,

ri,j+ 1
2

= −ri,j + ri,j+1

2
− pi,j+1 − pi,j

2b
.

In this study, the characteristic speeds a and b in the relaxation systems (2) and
(4) are calculated locally at every cell as

ai+ 1
2 ,j = max

u∈
{

ux,−
i+1

2 ,j
,ux,+

i+1
2 ,j

}∣∣f ′(u)
∣∣, bi,j+ 1

2
= max

u∈
{

uy,−
i,j+1

2
,uy,+

i,j+1
2

}∣∣g′(u)
∣∣. (21)

It is worth saying that, larger a and b values usually add more numerical dissi-
pation.

3.2 Discrete Gradient and Solution Procedure

The implementation of the iterative optimization along with the Eulerian-La-
grangian numerical approach used in the implementation are performed in the
same way as detailed in [7]. Thus, starting from the basic optimal control problem
formulated as follows: Given a terminal state ud(x, y), find an initial datum
u0(x, y) which by time t = T will either evolve into u(T, x, y) = ud(x, y) or will
be as close as possible to ud in the L2-norm. To solve the problem iteratively,
we implement the Algorithm 1 and generate a sequence of solutions u

(m)
0 (x, y),

with m = 0, 1, 2, . . . . It should also be pointed out that, the solution u(t, x, y)
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Algorithm 1: Optimization procedure used in the present study.

u
(0)
0 (x, y): Chosen initial guess

ud(x, y): Desired solution
ε: Given tolerance
T : Final simulation time
– Solve the problem (2) subject to u(0, x, y) = u

(0)
0 (x, y), v(0, x, y) = f

(
u
(0)
0 (x, y)

)

and w(x, y, 0) = g
(
u
(0)
0 (x, y)

)
forward in time from t = 0 to t = T by using the

relaxation method to obtain u(0)(T, x, y), v(0)(T, x, y) = f
(
u
(0)
0 (T, x, y)

)
and

w(0)(T, x, y) = g
(
u
(0)
0 (T, x, y)

)
.

for m = 0, 1, 2, . . . do

– Compute the cost function J(m) =
1

2

∫∫

Ω

((
u(m)(x, y, T )− ud(x, y)

)2
+

(
v(m)(x, y, T )− f(ud(x, y))

)2
+

(
w(m)(x, y, T )− g(ud(x, y))

)2
)

dxdy

while J(m) > ε or
∣∣J(m) − J(m−1)

∣∣ > ε do

– Solve the linear system (4a) backward in time from t = T to t = 0 using
the relaxation method to obtain p(m)(0, x, y), q(m)(0, x, y) and r(m)(0, x, y).

– Update the control u0, v0 and w0 using either a gradient descent or
quasi-Newton method as described in [7].

– Solve the problem (2) subject to u(0, x, y) = u
(m+1)
0 (x, y),

v(0, x, y) = f
(
u
(m+1)
0 (x, y)

)
and w(0, x, y) = g

(
u
(m+1)
0 (x, y)

)
forward

in time from t = 0 to t = T by using the relaxation method to obtain

u(m+1)(T, x, y), v(m+1)(T, x, y) = f
(
u
(m+1)
0 (T, x, y)

)
and

w(m+1)(T, x, y) = g
(
u
(m+1)
0 (T, x, y)

)
.

end

– Set m:= m + 1.

end

does not have to be stored during the iterations by using the developed method.
In addition, although Algorithm 1 is similar to the continuous approach used
in [6], the focus is on the proposed numerical method to solve the problem (2)
and thus, we do not need an approximation to the generalized tangent vectors
to improve the gradient descent method.

4 Results for an Inviscid Burgers Problem

To examine the performance of the relaxation algorithm to solve optimal control
we present numerical results for a two-dimensional inviscid Burgers problem. In
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all the computational results presented in this section, the characteristic speeds
a and b are locally chosen as in (21), the CFL number is fixed to 0.5 and time
steps Δt are calculated according to the condition (16). Here, the flux functions
are defined by

f(u) =
u2

2
and g(u) =

u2

2
. (22)

The optimal control problems are solved in the domain [0, 1] × [0, 1] subject to
period boundary conditions and equipped with the following initial data

u(0, x, y) = sin2(πx) sin2(πy).

We solve the optimization problem for terminal time T = 0.2 using a relaxation
rate τ = 10−6 on three different meshes with 100× 100, 200× 200 and 400× 400
control volumes. For each of these runs, we display the initial data u0, reference
solution and the optimized solution ut along with the gradient of the reduced
cost functional defined in (5).

Fig. 1. Numerical results obtained on a mesh with 100 × 100 control volumes.
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Fig. 2. Numerical results obtained on a mesh with 200 × 200 control volumes.

In Fig. 1 we present numerical results obtained on a mesh with 100 × 100
control volumes. Those results obtained on meshes with 200×200 and 400×400
control volumes are displayed in Fig. 2 and Fig. 3, respectively. It is clear that the
proposed algorithm resolves the desired solution for this problem and it captures
all small features appearing in computational domain. The reference solution
and the initial condition appear to be similar confirming the convergence of
the proposed numerical techniques. As can be seen in the presented results, a
shock is formed in the solution ut propagating along the main diagonal in the
domain. The effect of mesh refinement on the computed solutions is noticeable in
these figures. It is also clear that our relaxation methods accurately capture the
shock and its propagation along the diagonal. However, due to the numerical
dissipation, the resolved shock has been smeared out in the results obtained
on a mesh with 100 × 100 control volumes. As expected, the numerical results
obtained on this mesh are more diffusive than those computed using meshes
with 200×200 and 400×400 control volumes. To further visualize this effect we
display in Fig. 4 the cross-sections along the main diagonal y = x for the results
on the considered meshes.
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Fig. 3. Numerical results obtained on a mesh with 400 × 400 control volumes.

Fig. 4. Cross-sectional results at the main diagonal y = x on different meshes.

It is apparent that the gradient resolution is deteriorated with the excessive
dissipation included by the coarse mesh with 100 × 100 control volumes. On the
other hand, the solutions are completely free of spurious oscillations and the
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shocks are well resolved by the proposed method without nonlinear computa-
tional tools. It should be that the number of iterations in the optimal control
problem does not overpass 23 iterations for all considered meshes. These features
clearly demonstrate the efficiency achieved by the proposed method for solving
optimal control problems for the inviscid Burgers equation. The performance of
the method is very attractive since the computed solution remains stable and
accurate even when coarse meshes are used without requiring Riemann solvers
or complicated techniques to reconstruct the numerical fluxes.

5 Concluding Remarks

A class of numerical methods for solving optimal control problems governed by
nonlinear conservation laws in two space dimensions has been presented and
assessed. As solvers for the forward and backward problems we implement a
relaxation method combining the upwind reconstruction for space discretization
and implicit-explicit scheme for time integration. These techniques solve the non-
linear conservation laws without relying on Riemann solvers or linear solvers of
algebraic equations. The optimal control problem is formulated for the relaxation
system and at the relaxed limit its solution converges to the relaxed equation of
conservation laws. The proposed method has been tested on an optimal control
problem for the two-dimensional inviscid Burgers. The obtained results indicate
good shock resolution with reasonable accuracy in smooth regions and without
any nonphysical oscillations near the shock areas. Although, we have studied
only the case of first-order relaxation methods, the extension to high-order recon-
structions would be an encouraging next step and requires an in-depth study on
optimal control problems to deal with the nonlinear structure of hyperbolic sys-
tems of conservation laws. Finally, we should point out that d the algorithm
presented in this paper can be highly optimized for vector computers, because
it does not require nonlinear solvers and contain no recursive elements. Some
difficulties arise from the fact that for efficient vectorization the data should be
stored contiguously within long vectors rather than two-dimensional arrays.
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Abstract. Genetic learning particle swarm optimization (GL-PSO) is a hybrid
optimization method based on particle swarm optimization (PSO) and genetic
algorithm (GA). The GL-PSO method improves the performance of PSO by
constructing superior exemplars from which individuals of the population learn
to move in the search space. However, in case of complex optimization prob-
lems, GL-PSO exhibits problems to maintain appropriate diversity, which leads
to weakening an exploration and premature convergence. This makes the results
of this method not satisfactory. In order to enhance the diversity and adaptability
of GL-PSO, and as an effect of its performance, in this paper, a new modified
genetic learning method with interlaced ring topology and flexible local search
operator has been proposed. To assess the impact of the introduced modifica-
tions on performance of the proposed method, an interlaced ring topology has
been integrated with GL-PSO only (referred to as GL-PSOI) as well as with a
flexible local search operator (referred to as GL-PSOIF). The new strategy was
tested on a set of benchmark problems and a CEC2014 test suite. The results
were compared with five different variants of PSO, including GL-PSO, GGL-
PSOD, PSO, CLPSO and HCLPSO to demonstrate the efficiency of the pro-
posed approach.

Keywords: Genetic learning particle swarm optimization � Enhanced
diversity � Particle swarm optimization � Optimization

1 Introduction

Developed by Kennedy and Eberhart [1, 2] particle swarm optimization (PS0) is a
stochastic optimization method modeled on social behavior and intelligence of animal
such as flocks of birds and fish schooling. Similar to other evolutionary methods, it is
based on the population. The mechanism of the PSO method relies on particles fol-
lowing their best personal particle and globally the best particle in the swarm towards
the most promising areas of the search space. Because of its easy implementation and
high convergence rate, it is widely used in solving various optimization problems,
including energetic [3], mechanics [4], scheduling problem [5], antenna design [6, 7],
control systems [8], image classification [9] and many others. However likewise other
evolutionary algorithms, PSO encounters some troubles including stagnation in local
optima, excessive loss of diversity and premature convergence [10]. A variety of
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different variants of PSO have been introduced to counteract these disadvantages and
enhance the efficiency of PSO. Among them, the following improvements can be
distinguished:

• Adjustment of basic coefficients. According to Shi and Eberhart [11], a key to the
improvement of the PSO performance is inertia weight, which should be linearly
decreased from 0.9 to 0.4. Clerc [12] recommended to use fixed factors, and
indicates that inertia weight of 0.729 with fixed acceleration coefficients of 1.494
can enhance convergence speed. Five years later Trelea [13] proved that PSO with
inertia weight of 0.6 and constant acceleration coefficients of 1.7 allowed to get
faster convergence than that achieved by Eberhart [11] and Clerc [12]. The PSO
method with nonlinear factors were proposed by Borowska [14, 15]. Furthermore,
the efficiency of changing factors was examined by Ratnawera et al. [16]. The cited
authors concluded that time-varying acceleration coefficients (TVAC) helped to
control local and global searching process more efficiently.

• Modification of the update equations. To improve searching process the researches
propose to use a new update equation [17, 18] or add a new component to existing
velocity equation [19]. Another approach is to introduce, for ineffective particles, a
repair procedure [10] with other velocity updating equations that helps more pre-
cisely determine swarm motion and stimulate particles when their efficiency
decreases.

• Topology structure. According to Kennedy [20] topology structure affects the way
information exchange and the swarm diversity. Many different topological struc-
tures have been proposed including: square, four clusters, ring, pyramid and the von
Neumann topology [20–23]. Another approach is a multi-swarm structure recom-
mended by Liang and Suganthan [24] and Chen et al. [25]. In contrast, Gong et al.
[22] have introduced a two-cascading-layer structure. In turn, Wang et al. [26]
developed PSO based on multiple layers.

• Learning strategy. It is used to improve performance of algorithm by breading high
quality exemplars from which other swarm particles can acquire knowledge and
learn to search space. A multi-swarm PSO based on dynamic learning strategy has
been presented by Ye et al.[27]. Likewise, Liang et al.[28] has proposed a com-
prehensive learning strategy (CLPSO) according to which, particle velocity is
updated based on historical best information of all other particles. To greater
improve the performance and adaptability of CLPSO, Lin et al. [29] recommend to
use an adaptive comprehensive learning strategy with dynamically adjusting
learning probability level according to the performance of the particles during the
optimization process. Another approach is based on social learning PSO as
described by Cheng et al. [30].

• Hybrid methods combine beneficial features of two or more approaches. They are
used to strength PSO efficiency and achieve faster convergence as well as better
accuracy of the resultant solution. Holden et al. [31] have proposed to join PSO
with an ant colony optimization method. Li et al.[32] have combined PSO with
jumping mechanism of SA (simulated annealing). A modified version based on
PSO and SA has been developed by Shieh et al. [33]. In turn, PSO with chaos has
been presented by Tian and Shi[34], whereas Chen et al. [35] have proposed
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learning PSO based on biogeography. Furthermore, a hybrid approach based on
improved PSO, cuckoo search and clustering method has been developed by Bouer
and Hatamlou [36].

In order to enhance the PSO performance, Gong et al. [22] have merged the latter
two categories and proposed genetic learning particle swarm optimization (GL-PSO).
In GL-PSO, except PSO and genetic operators, a two layer structure have been applied
in which the former is used to generate exemplars whereas the latter to update particles
through the PSO algorithm.

The GL-PSO method improves the performance of PSO by constructing superior
exemplars from which individuals of the population learn to move in the search space.
Unfortunately, this approach is not free from disadvantages. In fact, the algorithm can
achieve high convergence rate but in case of complex problems, due to global topol-
ogy, the particle diversity quickly decreases and, as a result, impairs the exploration
capability.

In order to enhance the diversity and adaptability of GL-PSO as well as to improve
its performance in solving complex optimization problems, in this paper, a new
modified genetic learning method, referred to as GL-PSOIF, has been demonstrated.
The proposed GL-PSOIF method is based on GL-PSO in which two modifications
have been introduced. Specifically, instead of global topology, an interlaced ring
topology has been introduced. The second modification relies on introducing a flexible
local search operator. The task of the interlaced ring topology is to increase the pop-
ulation diversity and improve effectiveness of the method by generating better quality
exemplars. In turn, a flexible local search operator has been introduced to enrich
searching and improve the exploration and the exploitation ability. To evaluate the
impact of the proposed modifications on performance of the proposed method, the
interlaced ring topology has been first integrated with GL-PSO only (referred to as
GL-PSOI) and then together with a flexible local search operator (referred to as
GL-PSOIF). Both methods were tested on a set of benchmark problems and a
CEC2014 test suite [38]. The results were compared with five different variants of PSO,
including the genetic learning particle swarm optimization (GL-PSO) [22], the com-
prehensive particle swarm optimizer (CLPSO) [28], the standard particle swarm opti-
mization (PSO), the global genetic learning particle swarm optimization (GGL-PSOD)
[23], and the heterogeneous comprehensive learning particle swarm optimization
(HCLPSO) [39].

2 The PSO Method

The PSO method was inspired by the social behavior of flocks of organisms (bird
flocking, fish schooling, bees swarm) living in their natural environment [2, 3].
Likewise other evolutionary method, PSO is based on a population. Individuals of the
population are called particles, and the population itself is called a swarm. In the PSO,
the optimisation process is achieved by migration the particles towards the most
promising area of the search space. Assuming that migration occurs in the D-dimen-
sional search space, we can imagine particle swarm as a set of points each of which
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possess knowledge about: its actual position described by the position vector xj = (xj1,
xj2, …, xjD), its current speed of movement described by velocity vector vj = (vj1,
vj2, …, vjD), its best position encountered by itself described by pbestj = (pbestj1,
pbestj2, …, pbestjD), and the best position encountered in all swarm described as
gbest = (gbest1, gbest2, …, gbestD). In the first iteration, the position vector value and
the velocity vector value are randomly generated. In subsequent iterations, values of the
vectors are updated based on the knowledge and acquired experience of the particles.
Changing of the particles velocity is achieved based on the Eq. (1).

vjðlþ 1Þ ¼ w � vjðlÞþ c1 � r1ðpbestj � xjðlÞÞþ c2 � r2ðgbest � xjðlÞÞ ð1Þ

Changing the particle position is realized by adding its actual velocity to its pre-
vious position (2)

xjðlþ 1Þ ¼ xjðlÞþ � vjðlþ 1Þ ð2Þ

where: w - inertia weight, pbestj -the best j particle position., gbest - the best
position. in a swarm, r1, r2 .-random numbers generated from (0, 1), c1, c2- acceleration
coefficients.

3 Genetic Learning Particle Swarm Optimization

In contrast to PSO, the GL-PSO algorithm possess a two-cascading-layer structure.
One layer is used to generate exemplars, the other to update particles position and
velocity through the PSO algorithm. To generate exemplars, three operators (crossover,
mutation and selection) of the GA algorithm [37] are applied.

Exemplars ej are selected from offspring. To generate offspring oj for each
dimension of particle j, a crossover operator is applied according to the formula:

oj ¼ r � pbestj;þ 1� rð Þ � gbest; if f pbestj
� �

\f ðpbestkÞ
pbestk otherwise

�
ð3Þ

where k is random selected particle, r –random number from (0, 1).
Next, for each dimension, a random number r 0; 1½ � is generated and then if r < pm,

(where pm probability mutation) the offspring is mutated. Then the offspring undergoes
the selection operation according to the formula:

ej  oj; if f oj
� �

\f ðejÞ
ej; otherwise

�
ð4Þ

The particle velocity is updated based on the following equation:

vjðlþ 1Þ ¼ w � vjðlÞþ c � rðej � xjðlÞÞ ð5Þ

where ej is the exemplar of the j particle.
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4 The Proposed Method

In order to improve the performance of global genetic learning particle swarm opti-
mization (GL-PSO), in this article two modifications have been proposed: interlaced
ring topology and flexible local search operator.

4.1 Interlaced Ring Topology

One of the main reason for inability to obtain and pursue satisfactory performance of
the GL-PSO is the lack or weakennes ability to maintain diversity of the population
(swarm). This leads to a loss of balance between exploration and exploitation and
consequently to premature convergence and unsatisfactory results. To avoid this, it is
necessary to develop tools that could help increase adaptability of the algorithm, which,
in turn, should give satisfactory results.

Lin et al. [22] have introduced ring and a global learning component with linearly
adjusted control parameters to enhance a GL-PSO diversity. This improves the
adaptability of the method but is not sufficient. Hence, the problem remains open and
other solutions should be sought. To improve the adaptability of the GL-PSO, in this
paper, instead of global learning, the interlaced ring topology has been proposed. This
approach uses two neighbour particles, like in the ring topology, but in every next
iteration (except the first one), the order of the particles is changed as follows. The
particle collection is divided into two parts (sets) and particles of the second part take
up spaces between the particles of the first part alternately (one particle from the first
set, another particle from the second set, and next one from the first set, another from
the second set etc.) according to Eq. 6 and 7.

nj ¼ jþ 1
2 for odd j ð6Þ

nj ¼ jþN
2 for even j ð7Þ

where nj is the position of the particle to be moved to the j place in the ring, j = 1… N,
N is a swarm size (for example n2 = 5 means that the second position in the ring is
occupied by a particle from 5th place in the swarm).

Then, the position of exemplars are generated according to Eqs. 8, 9 and 10.

oj ¼ r � pbestnj1 þð1� rÞ � pbestnj2 ð8Þ

nj1 ¼ N; j ¼ 1
j� 1; j[ 1

�
ð9Þ

nj2 ¼ 1; j ¼ N
jþ 1; j\N

�
ð10Þ

where according to the ring topology nj1 and nj2 are the indexes of the adjacent particles
from the left and right side of the particle j, respectively.
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4.2 Flexible Local Search Operator

To improve the searching behavior of PSO and improve the exploitation capacity of the
swarm, a flexible local search operator is introduced. The particle positions are updated
according to the formula:

xkþ 1
j ¼ pbestj � ð1þNð0; 1ÞÞ; otherwise

xkj þ vkþ 1
j ; if p\s

�
ð11Þ

where p is a a randomly selected number in the range [0,1], s is a real number linearly
increasing from 0.6 to 0.8. This means that each particle has a 40 to 20% possibility to
perform search in the vicinity of its personal best position. This means that, according
to [16], in the early stage of the optimization process, the exploration is enhanced, and
the local exploitation in the latter stage is facilitated.

Table 1. Optimization test functions.

Function Formula fmin Range Accept

Sphere 0 [-100, 100]n 10-5

Schwefel 0 [-100, 100]n 100 

Rosenbrock 0 [-5, 5]n 10-5

Rastrigin 0 [-32, 32]n 10-5

Ackley 0 [-600,600]n 10-5

Penalized 0 [-50, 50]n 10-5
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5 Test Results

In order to investigate the efficiency of the proposed modifications, the GL-PSOI (in
which only the interlaced ring topology was adopted) and GL-PSOIF (with interlaced
ring topology and flexible local search operator) were evaluated, separately. Both
strategies were tested on a set of classical benchmark problems, and on the CEC2014
test suite. Twelve of them (6 selected benchmark function and 6 CEC2014 functions)
are described in this article and depicted in Tables 1 and 2.

The results of the tests were compared with performances of CLPSO, HCLPSO,
PSO, GL-PSO and GGL-PSOD. The parameter settings of this algorithms are listed in
Table 3.

Both in the GL-PSOI and GL-PSOIF, the inertia weight w = 0.6 [13]. The accel-
eration coefficients used in the computations were equal c1 = c2 = 1.7. In case of the
set of benchmark functions, the population consisted of 20 particles, the dimension of
the search space was 30, the maximum number of function evaluations was 300000.
The search range depends on the function used as shown in Table 1. For each problem,
the simulations were run 30 times. For CEC2014 functions, the population consisted of
50 particles, the dimension of the search space was D = 30, and the maximum number
of function evaluations was D � 104. The search range was [-100,100]n. For CEC2014
functions, the algorithms were run 31 times independently.

The exemplary results of the tests are summarized in Tables 4 and 5.

Table 2. Selected CEC2014 test suite.

Functions Name Range F(x*)

F7 Rotated Bent Cigar Function [−100,100]n 100
F8 Shifted and Rotated Rosenbrock’s Function [−100,100]n 400
F9 Shifted and Rotated Ackley’s Function [−100,100]n 500
F10 Shifted Rastrigin’s Function [−100,100]n 800
F11 Shifted and Rotated Rastrigin’s Function [−100,100]n 900

Table 3. Parameters settings.

Algorithm Parameter settings

CLPSO w = 0.9-0.4, c = 1.496
HCLPSO w = 0.99-0.2, c1= 2.5-0.5, c2 = 0.5-2.5, c = 3-1.5
PSO w = 0.9-0.4, c1 = 2.0, c2 = 2.0
GL-PSO w = 0.7298, c = 1.49618, pm = 0.01, sg = 7
GL-PSOD w = 0.7298, c = 1.49618, pm = 0.01, sg = 7
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The exemplary charts showing the mean fitness selected functions in the following
iterations for GL-PSO, GGL-PSO, CLPSO, HCLPSO, PSO, GL-PSOI and GL-PSOIF
algorithms, are depicted in Figs. 1, 2 and 3.

Table 4. The comparison test results of the PSO algorithms on the benchmark functions.

Functions Criteria CLPSO HCLPSO GL-PSO PSO GGL-PSOD GL-PSOI GL-PSOIF

F1 Mean 0.00E+00(=) 0.00E+00(=) 0.00E+00(=) 3.48E−25(+) 0.00E+00(=) 0.00E+00 0.00E+00

Std 0.00E+00 0.00E+00 0.00E+00 2.08E−24 0.00E+00 0.00E+00 0.00E+00

F2 Mean 6.88E+01(+) 5.57E+00(+) 2.43E−20(+) 2.71E−11(+) 6.74E−20(+) 3.15E−22 4.52E−21

Std 3.24E+01 4.03E+00 3.16E−20 4.29E−11 4.82E−20 2.67E−21 3.84E−20

F3 Mean 2.34E+01(+) 2.16E+00(+) 6.48E−01(+) 4.16E+01(+) 6.53E−01(+) 5.02E−01 5.16E−01

Std 1.58E+01 4.24E+00 2.54E−01 3.92E+01 6.07E−01 5.48E−01 2.58E−01

F4 Mean 1.02E−11(+) 6.32E−12(+) 7.14E−14(+) 3.89E+01(+) 4.32E−14(+) 6.44E−15 3.50E−16

Std 3.21E−12 8.40E−12 3.62E−14 9.22E+00 5.36E−14 5.37E−14 3.68E−15

F5 Mean 2.05E−14(+) 1.41E−12(+) 7.86E−15(+) 3.59E−13(+) 6.29E−15(+) 5.85E−15 5.32E−16

Std 3.41E−15 4.07E−13 3.92E−15 7.91E−14 2.23E−15 2.73E−15 1.98E−15

F6 Mean 1.82E−32(+) 1.65E−32(+) 1.73E−31(+) 3.47E−02(+) 2.11E−31(+) 1.62E−32 1.57E−32

Std 5.56E−48 5.56E−48 1.94E−32 5.89E−02 3.73E−32 5.04E−36 4.86E−34

Table 5. The comparison test results of the PSO algorithms on the CEC2014 test suite.

Functions Criteria CLPSO HCLPSO GL-PSO PSO GGL-PSOD GL-PSOI GL-PSOIF

F7 Mean 3.24E+02(-) 4.15E +02(-) 5.96E+02(+) 8.09E+02(+) 7.12E+02(+) 4.58E+02 4.41E+02

Std 4.85E+02 6.73E+02 3.63E+02 3.34E+02 7.29E+02 6.73E+02 1.18E+02

F8 Mean 6.93E+01(+) 3.82E+01(-) 2.76E+01(-) 1.62E+02(+) 6.27E+01(+) 5.75E+01 4.64E+01

Std 3.15E+01 3.36E+01 6.59E+01 5.16E+01 3.49E+01 5.18E+01 2.37E+01

F9 Mean 2.08E+01(=) 2.00E+01(=) 2.05E+01(=) 2.32E+01(+) 2.00E+01(=) 2.00E+01 2.00E+01

Std 5.37E−02 6.24E−03 3.42E−02 8.89E−02 3.27E−02 2.83E−02 2.12E−02

F10 Mean 4.07E−02(+) 2.38E−01(+) 1.95E−10(+) 2.66E+01(+) 2.43E−12(+) 2.35E−13 1.57E−13

Std 2.19E−02 5.40E−01 7.23E−11 8.19E+00 7.68E−13 6.48E−13 1.88E−13

F11 Mean 4.20E+01(+) 4.43E+01(+) 5.84E+01(+) 7.81E+01(+) 3.57E+01(+) 2.97E+01 2.35E+01

Std 7.17E+00 1.26E+01 2.13E+01 2.69E+01 1.49E+01 1.56E+01 1.06E+01

Table 6. The comparison test results of the PSO algorithms.

Signature CLPSO HCLPSO GL-PSO PSO GGL-PSOD

+ 8 7 8 11 8
− 1 2 1 0 1
¼ 2 2 2 0 2
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Fig. 1. Convergence performance for f2 function.
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Fig. 2. Convergence performance for f4 function.
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Fig. 3. Convergence performance for f6 function.
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The results of the tests confirmed that both GL-PSOI and GL-PSOIF are more
effective and can achieve superior performance over the remaining tested methods. In
case of unimodal functions, the GL-PSOI with interlaced ring topology obtained
superior results over the ones for GL-PSOIF. For multimodal functions superior results
were achieved by GL-PSOIF.

In case f2 function, GL-PSO achieved worse results than GL-PSOI and GL-PSOIF
but better than those obtained by the CLPSO, HCLPSO and PSO. For f3 function, GL-
PSOI achieved the best result. The performance of GL-PSO was worse than that
obtained by GL-PSOI but superior then performance of GL-PSOIF. For unimodal f7
function the best results were obtained by CLPSO. The outcomes achieved by GL-
PSOI and GL-PSOIF were worse than results obtained by CLPSO but better than the
results achieved by the remaining tested methods. For multimodal functions, the results
show that (almost in all cases) GL-PSOIF exhibit the best performance.

The convergence curves presented in Figs. 1, 2, and 3 indicate that both GL-PSOI
and GL-PSOIF converge slower in the early stage of the optimization process than
most of the compared methods. At this stage, each algorithm, except PSO, is faster.
Then both algorithms accelerate and converge faster than the others.

In case of the unimodal f2 function, both algorithms initially revealed slower
convergence, which was followed by a further rapid acceleration after about 5x104

iterations showing superiority over the rest evaluated methods. For the unimodal f2
function, GL-PSOIF performed a bit slower than GL-PSOI, which could be due to the
introduction of flexible search operator, which did not improved the GL-PSOIF run. In
case multimodal functions (Figs. 2 and 3), GL-PSOIF converges slowly (other methods
are faster) but after about 1.3x105 iterations accelerates and after 2x105 iterations
becomes the fastest.

6 Statistical Test

In order to evaluate the differences between algorithms, a statistical t-test was used.
A confidence level of 0, 05 was selected for all statistical comparisons. Tables 4 and 5
shows the results of the t-test performed on the test functions. The signature ‘+’
indicates that GL-PSOIF is significantly better than the other algorithms, ‘−’ worse to
the other algorithms, and ‘=’ equal to the other algorithms. The rows in Table 6 named
‘+’, ‘−’and ‘=’ mean the number of times that the GL-PSOIF is better than, worse than
or equal to the other algorithms. The results of the t-test indicate that proposed algo-
rithm is significantly better than other methods with 95% confidence level in a sta-
tistically meaningful way.

7 Conclusion

In this study, a new genetic learning particle swarm optimization with interlaced ring
topology and flexible local search operator (GL-PSOIF) has been proposed. To assess
the impact of introduced modifications on performance of the evaluated method, first
the interlaced ring topology was integrated with GL-PSO only (referred to as GL-
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PSOI) and then with the flexible local search operator (GL-PSOIF). The efficiency of
the new strategy was tested on a set of benchmark problems and the CEC2014 test
suite. The results were compared with five different variants of PSO, including GL-
PSO, GGL-PSOD, PSO, CLPSO and HCLPSO. The results of the experimental trials
indicated that the genetic learning particle swarm optimization with interlaced ring
topology is effective for unimodal function. In case of the multimodal function, GL-
PSOIF showed superior performance over the remaining tested methods.
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Abstract. We investigate the classical Taylor’s swimming sheet prob-
lem in a viscoelastic fluid, as well as in a mixture of a viscous fluid and
a viscoelastic fluid. Extensions of the standard Immersed Boundary (IB)
Method are proposed so that the fluid media may satisfy partial slip or
free-slip conditions on the moving boundary. Our numerical results indi-
cate that slip may lead to substantial speed enhancement for swimmers
in a viscoelastic fluid and in a viscoelastic two-fluid mixture. Under the
slip conditions, the speed of locomotion is dependent in a nontrivial way
on both the viscosity and elasticity of the fluid media. In a two-fluid
mixture with free-slip network, the swimming speed is also significantly
affected by the drag coefficient and the network volume fraction.

Keywords: Swimming sheet · Viscoelastic fluid · Slip condition ·
Immersed boundary method

1 Introduction

How micro-organisms move in their surrounding fluid environment is of sig-
nificant biological and clinical importance. Examples include the locomotion of
E.coli in intestinal fluid [1], and the swimming of mammalian spermatozoa within
cervical mucus in the process of reproduction [2]. Such problems involve the
dynamical interactions between elastic boundaries and a complex fluid medium,
which often exhibits complicated Non-Newtonian responses. Recent theoretical,
experimental and computational investigations are characterized by the com-
plexity of different ways in which biological locomotion may depend on fluid
properties. Analysis of the infinite undulatory sheet with small amplitude found
that fluid elasticity always reduces the swimming speed [3]. Further analytical
work indicated that swimming can be boosted by elasticity under specified gaits
[4]. Numerical simulations of finite swimmers with large amplitude of motion
showed that swimming speed may be enhanced by elasticity [5]. Experimentally,
the self-propulsion of C. elegans was observed to be hindered significantly in vis-
coelastic fluid [6]. However, the artificial swimmers in [7] exhibited systematic
elastic speed-ups. In [8] and [9], it was shown that favorable stroke asymme-
try, swimmer body dynamics and fluid elasticity may work together to cause
increases in speed.
c© Springer Nature Switzerland AG 2020
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In most of the analytical and numerical works to date, the fluid environment
is treated as a single continuous medium. No-slip boundary condition is assumed
on the swimmer’s surface so that the fluid medium always moves together with
the swimmer. Such models and assumptions may not be appropriate for many
applications. First, biological fluids such as mucus are mixtures of a solvent and
a polymer network. There may be significant relative motions between different
components within the mixture so that it can not be adequately described by a
single phase continuum medium [10]. Furthermore, it has been long known that
slip may occur for polymer solutions near a solid boundary. This can be caused
by the phase separation over the solvent-rich boundary region where the polymer
phase is driven away [11]. Recent studies highlight the importance of boundary
conditions and fluid models in locomotion problems. The analysis in [12] exam-
ined swimming in a medium consisting of a mixture of a Newtonian fluid and an
elastic solid. Both elastic speed-up and slow-down can be obtained, depending
on the type of boundary conditions imposed. In [13], it was shown analytically
that the introduction of apparent slip or the reduction of fluid viscosity near
the swimmer in Newtonian fluids may lead to faster swimming. In [14] and [15],
different variations of the Immersed Boundary Method were proposed to simu-
late interactions between elastic boundaries and a two-phase medium. Despite
these advances, a comprehensive analysis for the role of slip on swimmers in
viscoelastic media is lacking.

In this paper, we present the first computational investigation of the role
of slip for Taylor’s classical swimming sheet in a single phase viscoelastic fluid,
as well as in a mixture of a viscous fluid and a viscoelastic fluid. Our com-
putational method is based on extensions of the classical Immersed Boundary
Method [16] so that elastic boundaries are allowed to slip through the surround-
ing fluid media. In Sect. 2 and 3, the model equations and numerical methods
are presented first, followed by simulation results which highlight the influence
of slip on locomotion in complex fluids. The concluding remarks are given in
Sect. 4.

2 Swimming in a Single Phase Viscous/Viscoelastic Fluid

2.1 Model Equations

Consider an infinite 2D sheet immersed in a incompressible, viscoelastic Oldroyd-
B fluid. In its own frame, the movement of the sheet is described by y = ε sin(kx−
ωt). The fluid equations are given by:

∇ · σ − ∇p = 0, (1)

∇ · u = 0, (2)

where u is the fluid velocity, and p is the pressure. The total stress tensor is
composed of viscous and polymeric contributions: σ = μs(∇u+∇uT)+σp, with
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μs be the shear viscosity of the fluid. The polymer stress σp evolves according
to constitutive equation:

σp + λ

(
∂σp

∂t
+ u · ∇σp − ∇uT · σp − σp · ∇u

)
= μp(∇u + ∇uT). (3)

Here μp is the polymer viscosity and λ is the polymer relaxation time. On the
sheet surface Γ , the fluid velocity u satisfies the following boundary conditions:

[u · n]|Γ = 0. (4)

[u · τ ]|Γ = 2Ξ(τ · σ · n)|Γ . (5)

n and τ are unit vectors normal and tangential to the surface, respectively. The
square bracket terms represent the components of the fluid velocity relative to
the surface of the sheet (slip velocity). Ξ is the slip coefficient. Condition (4)
states that the fluid and the sheet move together in the direction normal to
the sheet surface. According to (5), the fluid is allowed to slip relative to the
sheet in its tangential direction. The extent of slip is proportional to the local
shear stress, as well as the slip constant Ξ. This is the well known Navier Slip
Condition [17]. Note that the boundary conditions (4) and (5) apply to both the
upper and lower surfaces of the sheet. Since Taylor’s classical work [18], there
have been many analytical and computational studies on different versions of
the swimming sheet problem. See [19] for a complete review.

2.2 IB Method with Partial Slip Condition

The “classical” Immersed Boundary (IB) Method [16] is a powerful computa-
tional method capable of handling dynamic fluid-structure interactions. An Eule-
rian description is used for the fluid variables such as velocity and pressure, while
a Lagrangian coordinate is used for each immersed elastic object. The simplicity
and robustness of the IB method have led to its successful applications to many
biological problems. Let x denote the fixed Eulerian coordinates and X(q, t) be
the physical location of material points on the immersed object, which is param-
eterized by q. Let Ω be the fluid domain and Γ denote the Lagrangian domain.
The equations for the coupled fluid-structure system are given by:

∇ · σ − ∇p + f = 0, (6)

f(x, t) =
∫

Γ

F(q, t)δ
(
x − X(q, t)

)
dq = SF, (7)

∂X(q, t)
∂t

=
∫

Ω

u(x, t)δ
(
x − X(q, t)

)
dx = S∗u. (8)

Here δ denotes the Dirac delta function. (7) describes how the Lagrangian force
density F is spread to the fluid and S represents the force spreading operator.
(8) is based on the assumption that the immersed object moves with local fluid
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velocity (no-slip condition). S∗ is the velocity interpolation operator which is the
adjoint of the spreading operator S.

IB method described above needs to be modified to handle slip conditions
such as (5). This involves the evaluation of the interfacial fluid stresses on the
irregular boundary, which can be computationally challenging [20]. On a Stokes
swimmer, the elastic force F is balanced by the hydrodynamics forces (both
viscous and viscoelastic), which can be calculated from the jump in fluid stress
across the swimmer. For Taylor’s sheet within an infinite domain, the tangential
hydrodynamics forces on the two surfaces (Γ+ and Γ−) of the sheet are equal
because of symmetry. So we have τ · σ+ · n = −τ · σ− · n. Thus the force
balance on the sheet in the tangential direction gives F ·τ = −τ · [σ] ·n = −2τ ·
σ+ · n, where [σ] = σ+ − σ− is the stress jump across the sheet. Therefore, the
tangential component of the elastic force (which is straightforward to compute in
IB method) can be directly used to enforce the slip boundary condition. Denote
the boundary fluid velocity obtained from right hand side of (8) by U

(
X(q, t)

)
,

the sheet velocity UΓ can then be computed by:

UΓ (X) · n = U(X) · n, (9)

UΓ (X) · τ = U(X) · τ + ΞF · τ . (10)

2.3 Discretization and Numerical Solutions

All fluid variables are discretized using a Cartesian grid, with constant grid space
h. A MAC-type staggered computational grid is used for spatial discretization.
Scalars are located at the grid centers and vectors are located at the grid edges.
All components of the viscoelastic stress tensor σp are placed at the cell centers.
The sheet is represented by a set of discrete IB points. Using centered difference
for all spatial derivatives, the discretized equations from time tk to tk+1 = tk+Δt
are:

μsΔhuk+1 + ∇h · σk+1
p − ∇hpk+1 + Sk

hF(Xk) = 0, (11)

∇h · uk+1 = 0, (12)

Xk+1 = Xk + Δt
(
(S∗

h)kuk+1 + Ξ
(
F(Xk) · τ k

)
τ k

)
. (13)

Here Δh and ∇h are discretized Laplacian and gradient operators, respectively.
Sk
h and S∗

h are discretized version of the spreading and interpolation operators
as defined in (7) and (8). The time iteration for the proposed scheme can be
summarized as following:

1. Compute the elastic forces F(Xk) on the sheet from its geometric configura-
tion at tk. Spread the Lagrangian force to the fluid grid.

2. Update the viscoelastic stress tensor σk+1
p from the discretization of (3) using

extrapolated velocity at time level tk+1/2 from values at tk and tk−1.
3. Solve (11) and (12) to get the values of u and p at tk+1.
4. Update the positions of the IB points on the sheet according to (13).
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Each IB point is connected by linear springs to its two neighboring points. It is
also connected by a stiff spring to a corresponding “tether” point whose role is
to impose the desired motion of the sheet. The unit tangent vector τ j at the jth

IB point Xj is approximated by τ j = τ j+1/2+τ j−1/2

2 , where τ j+1/2 = Xj+1−Xj
||Xj+1−Xj|| .

Surface normal nj is obtained by a π/2 rotation of τ j. The discretized operators
Sk
h and S∗

h are constructed with the four-point cosine-based discrete delta func-
tion proposed by Peskin [16]. A multigrid solver with the box-type smoother is
used to solve the coupled linear system from (11) and (12) [21]. Finally, to solve
the stress Eq. (3), a high-resolution unsplit Godunov scheme is used to approx-
imate the advection term explicitly. Crank-Nicolson approximation is used for
the remaining terms. For each Eulerian grid cell, a 3 × 3 linear system is solved
to update all components of σp. See [22] for the detailed algorithm.

Our simulations are carried out in the domain [0, 1] × [−1, 1]. The boundary
condition in the x direction is periodic and that at y = ±2 is no-slip. The grid
size is 128 × 256 and a constant time step Δt = 10−4 is used for all simulations.
For all results presented in this paper, we use ε = 0.012, k = ω = 2π, and μs = 1.
The swimming speed of the sheet is calculated by averaging the x velocity over all
the IB points and over one wave period until a steady state value is obtained. To
verify the proposed method, we first set σp to zero and compare the numerical
results with the analytical solution given by [13]:

U
U0

= 1 + 4kμsΞ, (14)

where U and U0 are the second order swimming speeds of the sheet with and
without slip, respectively. The no-slip swimming speed is given by U0 = − 1

2kωε2.
Note that the slip velocity in [13] is proportional to the shear rate, instead of
the shear stress. So the slip length Λ as defined in [13] is related to our slip coef-
ficient by Λ = 2μsΞ. From Fig. 1, it is clear that the numerical swimming speed
increases linearly with the slip coefficient. And our simulation results agree well
with the analytical solution. Next, we study the effect of slip on the swimmer in

0 0.05 0.1 0.15 0.2

1

3

5

7

U
/U

0

Analysis (14)
Numerical Solution

Fig. 1. Scaled swimming speed as a function of the slip coefficient: Taylor’s sheet in a
viscous fluid.
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a viscoelastic medium. We carry out simulations with different slip coefficients
under three fixed values of the relaxation time λ = 2, λ = 0.2, and λ = 0.05,
respectively. The polymer viscosity is fixed at μp = 2. The scaled swimming
speed U

U0
is plotted as the function of the slip coefficient in Fig. 2(a). Here the

Deborah Number defined as De = λω is used to quantify the fluid elasticity. Note
that in the plot, the analytical solution is plotted from (14), with μs replaced
by the total viscosity of the fluid μs + μp. The numerical results indicate that
apparent slip always enhances the swimming speed in a viscoelastic fluid. It
seems that for a fixed Deborah Number, the swimming speed increases linearly
with the slip coefficient Ξ, which is similar to the swimmer in a viscous fluid.
For the same slip coefficient, the swimming speed decreases with the increase
of the fluid elasticity. As the Deborah Number De → 0, the numerical solutions
approach asymptotically to the analytical solution for the viscous fluid. Next,
we fix the relaxation time λ = 0.2 and study the influence of polymer viscos-
ity on swimming under different slip coefficients. As shown in Fig. 2(b), when
Ξ = 0, the swimming speed decreases monotonically with the increase of μp.
The result matches well with the analytical solution given by (15) [3]. When
the slip coefficient is moderately increased to 0.02, the swimming speed is not
significantly impacted by the change of μp. And the variation is no longer mono-
tone. For larger Ξ values of 0.05 and 0.1, greater values of μp always lead to a
faster swimmer, whose speed changes more dramatically with μp than the one
with smaller Ξ. Overall, the simulation results indicate that there exists a slip
threshold beyond which the polymer viscosity can benefit swimming.
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(b) λ = 0.2 (De = 0.4π)

Fig. 2. Scaled swimming speed as a function of the slip coefficient (a) and polymer
viscosity (b): Taylor’s sheet in an Oldroyd-B fluid.
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Fig. 3. Relative boost in swimming speed as a function of the slip coefficient: Taylor’s
sheet in an Oldroyd-B fluid. Note that Uno−slip has different values for curves with
different Deborah Numbers.

In Fig. 3(a), a different scaling is used for the same swimming speed U shown
in Fig. 2(a). Here Uno−slip is the analytical second order swimming speed for an
infinite sheet in an Oldroyd-B fluid (without slip) [3]:

(a) Ξ = 0, ||u||max = 0.075 (b) Ξ = 0.2, ||u||max = 0.073

Fig. 4. Distribution of u and σ12
p at t = 8 for different Ξ.
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Uno−slip =
1 + μs

μs+μp
De2

1 + De2
U0. (15)

Therefore, U
Uno-slip

measures the relative slip boost for a swimmer in the same
medium. Interestingly, for a fixed μp, the numerical results with different Debo-
rah Numbers all match well with the analytical solution with De = 0. Therefore,
for the range of parameters tested in this work, our results indicate that the rel-
ative slip boost for the infinite waving sheet is similar for a single phase viscous
and a single phase viscoelastic fluid (with fixed fluid viscosity). In Fig. 3(b), the
scaled speed is plotted for a fixed ratio of polymer viscosity to relaxation time
μp
λ = 1. Here the analytical solution is plotted from (14) without viscosity con-

tribution from the polymer (μp = 0). For fixed μs and ω, the ratio μp
λ measures

the relative contribution of the polymeric stress to the force balance in fluid [5].
It is clear that for the same slip coefficient, the relative speed boost increases
with the increase of Deborah Number. As the values of μp and λ decrease, the
fluid behaves more like a viscous fluid with viscosity μs. In Fig. 4, the distri-
butions of fluid velocity u and stress component σ12

p at t = 8 are plotted for
two simulations both with μp = 2 and λ = 0.2. The one on the left has no-slip
condition while the one on the right has slip coefficient Ξ = 0.2. Compared with
the no-slip case, the magnitude of σ12

p and u is slightly lower for the simulation
with slip.

3 Swimming in Viscoelastic Two-Fluid Mixture

3.1 Model Equations and Two-Phase IB Method

In this section, we study the swimming sheet problem in a two-fluid mixture,
which is modeled as a mixture of a viscous solvent phase (denote by s) and a
viscoelastic network phase (denoted by n). The viscous solvent fluid satisfies the
standard no-slip condition on the swimmer while the viscoelastic network fluid
can slip freely in the direction tangential to the swimmer. Two-fluid models
of this kind have been widely used to describe dynamics of biofluids such as
blood clot, biofilm and cytoplasm [10,23]. At any spatial location x, the relative
amounts of the two fluids are given by their volume fraction, θs(x, t) and θn(x, t)
for the solvent and network, respectively. In this work, we treat θs and θn as
model parameters with spatially uniform values constant in time. The solvent
and network fluids move with their own velocity fields, us(x, t) and un(x, t).
Mass conservation gives the incompressibility condition on the volume-averaged
velocity:

∇ · (θsus + θnun) = 0. (16)

For a small Reynolds number, the force balance equations for the two fluids are
given by:

∇ · (θsσs) − θs∇p + ξθnθs(un − us) + fs = 0, (17)

∇ · (θnσn) + ∇ · (θnσp) − θn∇p + ξθnθs(us − un) + fn = 0. (18)
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Here, σs and σn are the viscous stress tensors for the solvent and network,
respectively. σp is the viscoelastic stress tensor for the network fluid. ξθnθs(un −
us) represents the frictional drag force between the two fluids due to relative
motions where ξ is the drag coefficient. fs and fn are force densities generated by
immersed elastic structures on the two fluids. σs and σn are taken to be those
of Newtonian fluids:

σs = μs(∇us + ∇us
T) + (λs∇ · us)I, (19)

σn = μn(∇un + ∇un
T) + (λn∇ · un)I. (20)

Here I is the identity tensor, μs and μn are the shear viscosities and λs,n+2μs,n/d
are the bulk viscosities of the solvent and network (d is the dimension). We choose
λs,n = −μs,n so that the bulk viscosities in both phases are zero. The network
fluid is treated as an Oldroyd-B fluid with constitutive equation given by (3),
where u is replaced by network velocity un. In [14], an Immersed Boundary
Method was proposed to simulate interactions between elastic structures and
mixtures of two fluids. A penalty method was used to enforce the no-slip con-
dition for both fluids on the elastic boundaries. In this work, we propose an
extension to the method which allows the elastic structure to slip through one
of the materials in the mixture. As shown in Fig. 5, the infinite sheet is repre-
sented by the immersed boundary Γ s, where the associated IB points Xs(q, t)
move with local solvent velocity us (no-slip condition). A “virtual IB” Γ n is
introduced to enforce the no-penetration condition for the network fluid on the
boundary. Material points on the virtual IB are denoted by Xn(q, t), which move
with local network velocity un. As indicated in the figure, each Xn is connected
by a stiff spring (with zero rest length) to a corresponding “anchor point” Xa

n

located on Γ s. Similarly, each Xs is connected to an anchor point Xa
s located on

Γ n. The resulting force penalizes separation between Γ s and Γ n in the normal
direction, without penalizing the relative motion tangential to the sheet surface.
Using an analog of (7), Lagrangian force on Γ s is distributed only to the solvent
fluid and Lagrangian force on Γ n is distributed only to the network fluid. In (17)
and (18), the Eulerian force densities have the form fs = θsSFo

s + θsθnSFp
s and

fn = θnSFo
n + θsθnSFp

n. Here S is the force spreading operator defined before.

Fig. 5. Dual IB representation of an infinite swimmer •−Xs, ◦−Xn, �−Xa
s , �−Xa

n.
Xn and Xs are material points on the boundary. Xa

s and Xa
n are anchor points to

enforce the no-penetration boundary condition for the network fluid.



158 H. Alshehri et al.

Fp
s and Fp

n are penalty forces on Γ s and Γ n, respectively. At each IB point and
the associated anchor point, we have Fp

s = −Fp
n. The spread contributions from

the penalty forces are scaled by the product of the volume-fractions θsθn so that
no penalty force is applied if either of the volume fractions goes to zero. This
also ensures that the total net penalty forces applied to the two fluids approxi-
mately add up to zero, provided that an IB point and its anchor point are always
close (small normal separation between Γ n and Γ s). Other Lagrangian forces Fo

s

and Fo
n are scaled by the fluid’s volume fraction after they are spread to that

fluid. These include forces from the springs connecting an IB point to its two
neighbors. Additionally, Fo

s also include forces from the springs connecting Γ s

to tether points with prescribed waving motion.

3.2 Numerical Solutions

To solve the model equations presented in the previous section, we use the same
space-time discretization as described in Sect. 2.3. The time iteration scheme is
given by:

1. From the boundary configurations Xs(q, tk) and Xn(q, tk), identify the anchor
points Xa

s and Xa
n for all IB points on the two boundaries. Compute boundary

forces Fo
s , F

o
n, F

p
s , and Fp

n at tk. Use the values to calculate the Eulerian force
densities fs and fn on the two fluids.

2. Update the viscoelastic stress tensor σk+1
p using extrapolated network veloc-

ity at time level tk+1/2.
3. Solve discrete versions of (16), (17) and (18) to get the values of us, un and

p at tk+1.
4. Update the positions of all IB points by Xj(q, tk+1) = Xj(q, tk)+Δt(S∗

h)kuk+1
j

for j = s,n.

In step 1, Fp
s and Fp

n are computed at and spread from all IB and anchor
points. For a specific Xs, the associated anchor point Xa

s is defined as the point on
the piece-wise linear boundary Γ n such that ||Xs − Xa

s || is the shortest distance
between Xs and Γ n. The anchor point Xa

n on Γ s for Xn is identified similarly.
In step 3, a multigrid preconditioned GMRES solver is used to solve the linear
system [22]. All simulation parameters such as computational domain, grid size
and time step are the same as ones used in Sect. 2.3. For all simulations, we set the
viscosity values to μs = μn = 1.0. In the first set of test, we fix the drag coefficient
ξ = 1.0 and fluid volume fractions θs = θn = 0.5. The influence of relaxation time
on swimming is studied for three different values of polymer viscosities μp = 0.5,
μp = 2 and μp = 4. In Fig. 6(a) and (b), the relative velocity un − us and
the stress component σ12

p are plotted for μp = 0.5 and μp = 2, respectively, at
t = 12. In both plots, the relative velocity is approximately tangent to the sheet,
indicating the boundary condition is properly enforced. With a larger polymer
viscosity, the stress component has larger magnitude while the motion of the
network relative to the solvent fluid is less significant. The scaled swimming
speed is shown in Fig. 7(a) as the function of λ for different values of μp. The
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(a) μp=0.5, ||un − us||max = 0.05 (b) μp = 2, ||un − us||max = 0.043

Fig. 6. Distribution of un − us and σ12
p for λ = 2 at t = 12.

plots indicate that the sheet always swims much faster in the mixture than in a
viscous fluid, even when the mixture contains a highly elastic network. For fixed
polymer viscosity, the increase of the network elasticity monotonically hinders
the swimming speed. For a fixed λ, the sheet moves faster in mixtures with
larger values of μp. The speed enhancement due to polymer viscosity is more
significant for less elastic mixture. Next, we carry out simulations in which both
μp and λ are varied while the values of their ratio μp

λ remain fixed. As seen from
Fig. 7(b), with fixed μp

λ , the swimming speed is always moderately enhanced
when μp and λ increase with the same rate. Together with the data shown
in Fig. 2(b), our simulation results suggest that for a swimmer that is allowed
to slip through a viscoelastic material (or mixture of materials), the speed of
locomotion is dependent in a nontrivial way on both the viscosity and elasticity
of the material. In Fig. 8(a), the swimming speed is plotted as the function of
the drag coefficient ξ for θn = 0.5. The sheet moves slower with the increase of
drag. For a drag coefficient of ξ = 104, the swimming speed is about 60% of
that in a viscous fluid. In Fig. 8(b), U

U0
is plotted for different network volume

fraction θn with ξ fixed at 1. The increase of the network volume fraction in the
mixture leads to significant swimming speed-ups. In a separate test with no-slip
network, we observe smaller swimming speed with the increase of θn (result not
shown).
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Fig. 7. Scaled swimming speed as a function of relaxation time λ: Taylor’s sheet in a
two-fluid mixture with no-slip solvent fluid and free-slip network fluid.

100 101 102 103 104
0

2

4

6

8

10

12

U
/U

0

(a) θn = 0.5

0 0.2 0.4 0.6 0.8

n

0

10

20

30

40

U
/U

0

(b) ξ = 1

Fig. 8. Scaled swimming speed as a function of the drag coefficient (a) and the network
volume fraction (b): Taylor’s sheet in a two-fluid mixture. μp = 2, λ = 2.

4 Conclusion

We simulate the infinite swimming sheet problem in complex fluids under slip
boundary conditions with extensions of the classical IB method. For swimmers
in a viscoelastic fluid, interpolated fluid velocities are modified using tangential
components of the Lagrange force to account for the partial slip condition. This
can be thought as the single-phase version of the force calculation strategy pro-
posed in [15]. In a viscoelastic two-fluid mixture, a dual IB representation of
the immersed structure is used where the free-slip condition is enforced through
a penalty method. Instead of the projection-based fractional step methods as
used in [15], we solve the momentum equations and the incompressibility con-
straint simultaneously. This makes it more straightforward to enforce the veloc-
ity boundary conditions. Furthermore, our method can be directly applied to
problems where fluid volume fractions are spatially variable. For such problems,
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methods for Stokes equations that decouple the velocity and the pressure, such
as the pressure-Poisson formulation, can not be used. Our numerical results show
that: (1) Slip may lead to substantial speed enhancement for the swimmer in a
viscoelastic fluid or two-fluid mixture relative to the swimmer in a no-slip vis-
cous fluid. (2) For a viscoelastic fluid with fixed viscosity and relaxation time, the
swimming speed increases linearly with the slip coefficient. With fixed viscosity
and slip coefficient, the swimming speed decreases with the increase of relaxation
time (fluid elasticity). (3) While polymer viscosity always hinders swimming for
a no-slip viscoelastic fluid, it can benefit the swimmer in a viscoelastic fluid if the
slip coefficient is large enough. (4) In a two-fluid mixture where the swimmer is
allowed to slip freely through the viscoelastic network, speed enhancement can
be obtained by reducing the drag coefficient, increasing the polymer viscosity,
and increasing the network volume fraction.
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Abstract. Simulating atomic evolution for the mechanics and struc-
ture of materials presents an ever-growing challenge due to the huge
number of degrees of freedom borne from the high-dimensional spaces
in which increasingly high-fidelity material models are defined. To effi-
ciently exploit the domain-, data-, and approximation-based hierarchies
hidden in many such problems, we propose a trilateration-based mul-
tilevel method to initialize the underlying optimization and benchmark
its application on the simple yet practical Lennard-Jones potential. We
show that by taking advantage of a known hierarchy present in this prob-
lem, not only a faster convergence, but also a better local minimum can
be achieved comparing to random initial guess.

Keywords: Multilevel optimization · Lennard-Jones potential ·
Nonlinear optimization

1 Introduction

Simulating interactions between atoms/molecules is particularly essential for
understanding materials properties in materials science, chemistry, and biology.
However, such problem presents an ever-growing challenge related to the huge
number of degrees of freedom borne from the high-dimensional spaces in which
increasingly high-fidelity material models are defined. One way is to simulate
the arrangement of atoms by minimizing the potential energy. Among various
mathematical models describing the interaction, the Lennard-Jones (LJ) poten-
tial [9] has attracted a lot of theoretical and computational attention due to its
mathematical simplicity yet practical importance of discovering low energy con-
figurations of clusters of atoms. There are two main difficulties in solving this
problem. First, the non-convexity and highly non-linearity of many variables
lead to a large number of local minima [3,13], and second, the intensive compu-
tational burden of many variables leads to slow convergence [3,6]. Therefore, an
acceleration of LJ potential with potentially better local minimum is desired.
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Given the domain-, data-, and approximation-based hierarchies present in
this problem, it is natural to exploit them to speedup the convergence of LJ
potential. One known property is that the Mackay icosahedron [4,10,19,20] dom-
inates the structures of LJ clusters at least in the size range of 10–150 atoms. In
this work, we observe similar property as icosahedronal packing by examining
the local minimum obtained by truncated-Newton method [12] using random
initial guess. This observation inspires us to adapt the successive refinement
[2,15] developed in traditional multigrid method to accelerate the LJ conver-
gence. Therefore, we propose a novel interpolation method as part of a successive
refinement framework so that a better initial guess can be obtained for a larger
system from the solution of a smaller system. We benchmark our method on
various sizes of systems and show that the proposed method can lead to a much
faster convergence. Furthermore, in our examples, we show that the proposed
hierarchical approach can potentially lead to an overall better local minimum
with a lower energy than using random initial guess.

2 Mathematical Model

Atoms arrange themselves spatially to minimize a potential that is an accumu-
lation of all the different kinds of attraction and repulsion at that scale. The
Lennard-Jones potential is a simplistic attempt to model such interaction.

Given a configuration of N atoms in a cluster V = {v1, . . . ,vN}, its potential
is given by

EN (V) = 4ε
∑

i<j

((
σ

d(vi,vj)

)12

−
(

σ

d(vi,vj)

)6
)

, (1)

where vi and vj are the locations of the ith and jth atoms, and d(vi,vj) is the
Euclidean distance between atoms vi,vj ∈ R

3. The physical constants ε and σ
are the depth of the potential well and inter-atom reaction limit, respectively,
both depending on the type of atom. Because of its importance in computational
chemistry, finding optimal configurations that locally minimize the potential
energy (1) remains an active research area. For example, Maranas et al. [11]
proposed an exotic optimization algorithm to find many stationary points, and
Asenjo et al. [1] studied the mapping of the basins of attraction for various
optimization algorithms. In this work, we follow the longstanding convention in
[8] and consider the reduced-unit optimization problem

min
V

EN =
∑

i<j

(
1

||vi − vj ||12 − 1
||vi − vj ||6

)
. (2)

The corresponding gradient is given by

∇EN (vi) = −
∑

i<j

(
12

||vi − vj ||14 − 6
||vi − vj ||8

)
(vi − vj). (3)
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To avoid unnecessary degrees of freedom, we fix atom 1 at the origin, atom
2 on the x-axis and atom 3 on the x-y plane. Figure 1 illustrates the classi-
cal Leonard-Jones potential E2. We can see that even minimizing the smallest
system can be challenging due to either the singularity as ‖vi − vj‖ → 0 or
stationary but not local minimum as ‖vi − vj‖ → ∞ . We can further extend
this visualization to E3, where we fix v1 at the origin and v2 on the y-axis at
the optimal distance of r∗ = 2

1
6 (discussed more in Sect. 3) from the origin, then

we examine the optimization performance by freeing v3 on x-y plane. Again,
through the paper, we use truncated-Newton method [12] to perform all opti-
mization procedure due to its robust performance. Figure 2a shows the number
of iterations (indicated by color intensity) needed for convergence at different
initial locations of v3 on x-y plane. Figure 2b shows the corresponding energy
(indicated by color intensity) obtained while optimization converges. Again, even
for the three atoms case, the basins of attractions are so rich in its complexity
that a good initial guess is desired for a fast optimization process.

Fig. 1. The LJ potential E2 by varying only v2.

3 Method

One standard practice for initialization of the minimization of EN is by using
random initial guess. The random locations of the atoms are obtained by uniform
sampling in a box of size 2

√
3r∗ [1]. As a side note, we compared it to another

practice where the box sizes vary as
(

N
0.8442

)1/3 [21] (0.8442 is a specific density
value). We observe that the fixed box has comparable performance for the range
of number of atoms we study, therefore we use it through the paper.

There is often visual modularity associated with the LJ minima. This fact
inspired many researchers to leverage the geometric principles of LJ minima to
generate good initial guesses (e.g., [17,22]). For example, for minimizing EN ,
instead of random initial guess, we initialize the iterate by simply adding an
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Fig. 2. Left: for E3 with only v3 can freely move on the x-y plane, the number of
iterations (indicated by color) needed for convergence for different initial location of v3.
The global minimum exists at approximately (0.56, 0.97), which can only be achieved
if the initial guess is placed near it. Right: the energy landscape (indicated by color)
of the final iterate when optimization converges. Notice that starting at the points in
yellow or green regions converges to the local but not global minimum. (Color figure
online)

atom randomly to a local minimum of EN−1. As we can see in Fig. 3, compared
to a random initial guess, using the initial guess built upon the local minimum of
EN−1 requires much fewer number of iterations to converge, without sacrificing
the quality of the local minimum. This observation prompts us to search for a
multilevel approach to the LJ optimization, where one could generate good initial
guesses by exploiting the hierarchical structure embedded in different systems,
i.e., by interpolating solutions from small systems to serve as initial guess for
large system, we could expect a more robust convergence.

Let us first consider the pairwise interaction between atoms vi and vj , which
is expressed by the following:

1
||vi − vj ||12 − 1

||vi − vj ||6 . (4)

It is easy to derive that the minimum of Eq. 4 is obtained when ||vi−vj || = r∗ =
21/6, where r∗ is the ideal distance of separation between two atoms. Therefore,
the global minima of E3 and E4 in 3D are equilateral triangle and tetrahedron,
respectively, with pairwise distance r∗.

For larger systems, we first define the neighboring atoms of the atom vi as
the ones connected with vi by edges of Delaunay triangulation [7]. Notice that
the optimal pairwise distance of r∗ is not maintained between all neighboring
atoms for N > 3 in 2D and N > 4 in 3D. Then an intuitive expectation is
that an arrangement of the atoms, where all the pairwise neighboring distances
are approximating r∗, can be a good initial guess. This motivates the main
idea we propose in this paper, which is to add new atoms to the boundary of a
coarser atomic configuration (i.e., a smaller system with fewer atoms) at its local
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Fig. 3. The number of iterations needed to find a local minimum for EN in 3D greatly
reduces when a local minimum of En−1 in addition to a random point is used as the
initial guess

minimum so that the distance between the new atom and its nearest neighbours
from amongst the existing atoms is r∗.

We employ the method generally known as trilateration to perform this
action. Simply speaking, in 2D, we choose two neighboring atoms (i.e., con-
nected by an edge in the Delaunay triangulation) and draw circles around them
with radius r∗, then the two intersection points of the circles provide two candi-
dates as the new atoms to be added. For example, given two atoms at (0, 0) and
(d, 0) where d ≤ 2r∗, respectively, then the intersection points of trilateration

are

(
d

2
,±

√
r∗2 − d2

4

)
. This idea is illustrated in Fig. 5 and can be extended

to 3D. This trilateration technique of circle-circle intersection in 2D or sphere-
sphere-sphere intersection in 3D has been used in various applications such as
surveying and GPS systems [5,14,23].

After performing trilateration on every edge on the boundary of the atomic
configuration, a list of candidate locations for the new atoms are obtained as
shown in Fig. 6. Each location is evaluated by adding an atom there and seeing
if the resulted system has smaller energy, since the energies of stable systems
should decrease as the number of atoms increase. If adding an atom at a location
increases the energy of the system, this location is discarded. For simplicity,
we summarize the detailed procedure (denoted as trilateration-based multilevel
method) in 2D as follows (Fig. 4),
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Fig. 4. Comparable potential energies obtained by the two different ways of initializa-
tion. The shaded area denotes the standard deviation. (Color figure online)

– Given a local minimum VN of EN (use the global minimum if it is available),
apply Delaunay triangulation on it to generate triangles (simplices in 3D).

– Generate the smallest convex hull which encloses all the N atoms, and identify
its corresponding edges.

– Selection of edges:

• Select edges that only have two atoms lying on it.
• If an edge on the convex hull has more than 2 atoms on it, divide that

edge into multiple edges comprising only of 2 atoms and select all the
edges thus formed.

• If the length of an edge is longer than 2r∗, identify the triangular simplex
that the edge belongs to. Select the other two edges in the triangular
simplex instead of the original edge. If any of the edges formed this way
have more than 2 atoms, divide it up into multiple edges with 2 atoms
and select them all.

– On each edge among the selected edges, use the trilateration method to find
candidate locations to place the new atoms.

– Take all the candidate locations found this way and add them one at a time to
the original system of atoms. If the corresponding potential energy decreases,
the new atom becomes part of the system. Otherwise, it is rejected.

– Once the new configuration is obtained with m atoms where m > N , it is
used as an initial guess for minimizing Em. One could also perform Delaunay
triangulation and the trilateration procedure again on the new system to get
a larger system of atoms.

– This process can be repeated until we reach a desired system size.
– Perform optimization on the final iterate giving us the generated initial guess

to find a minimum.
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Fig. 5. Using trilateration on the bottom edge to find two new locations at a distance
r∗ from both atoms on the bottom edge. One of the locations is already occupied by
an existing atom and thus only one new position is obtained (in green). (Color figure
online)

Fig. 6. Given existing atoms v1, v2, and v3, trilateration on all the edges is used to
find locations to place the new atoms (in green). The resulting structure, where the
dashed lines are the new edges, serves as an ideal initial guess for the minimum of E6.
(Color figure online)

If the user desires a minimum for a particular number of atoms, this method
can be applied to find a minimum for a system of size close to the desired
number. Then, the remaining few atoms can be added either randomly or using
trilateration as a heuristic. The resulted configuration can still serve as a good
initial guess as suggested by Fig. 3.

The selection of the edge for trilateration is a critical step. For example, trilat-
eration does not provide any points of intersection if the edge on the boundary
(obtained from the convex hull) is longer than 2r∗. If this fact is not taken
into consideration, eventually the interpolation will stagnate as shown in Fig. 8.
Therefore, in the proposed algorithm, we provide a threshold to carefully choose
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the right boundary for trilateration, i.e., if the boundary edge is too long (e.g.,
>2r∗), the algorithm opts into the concave boundary as suggested in Fig. 7. This
guarantees our method to be scalable and avoids problems as shown in Fig. 8
where the boundaries are too long for the algorithm to perform trilateration
anywhere.

In terms of the computational complexity added by the proposed multilevel
method, since the pairwise distance between all atoms is already available by
calculating the potential, it is trivial to perform the threshold criteria for edge
selection. The trilateration for each selected edge has a relatively simple analyt-
ical formula, therefore, this part of calculation is negligible as well. The main
cost then is on the generation of the convex hull and the Delaunay triangula-
tion which are O(N log N). Since these operations are one-time upfront cost, the
overall added complexity by the proposed trilateration-based multilevel method
for initialization is negligible comparing to one iteration cost of the underlying
optimization.

Fig. 7. The blue edge created by convex hull is too long for trilateration. Hence, our
algorithm chooses the concave green boundary obtained by Delaunay triangulation and
performs trilateration on the two edges that make it. (Color figure online)

4 Numerical Results

In this section, we demonstrate the performance of our proposed method for
various sizes of systems primarily in 2D, with a preliminary exploration on 3D.
Notice that in all experiments, we perform the optimization at the final step
when the number of atoms reaches a desirable number. For the optimization
step, we emphasize that any general-purpose optimization methods can be used
in conjunction with the multilevel approach proposed in this paper. For our illus-
tration purposes, we use the Truncated-Newton algorithm in the Scipy Python
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Fig. 8. Not selecting the edges carefully (i.e., simply choosing the boundary of the con-
vex hull) results in long edges of the convex hull enclosing all the atoms, and therefore
the stagnation of the proposed trilateration method due to no intersection points.

package [18]. Again, as for comparison, we evaluate the performance of our pro-
posed method against randomly initialized guesses which is a standard practice
for initialization.

Fig. 9. The multilevel process to extend a small system to a large system based on the
proposed trilateration approach.

4.1 The 2 Dimensional Case

Figure 9 demonstrates the iterates obtained at every step of the trilateration
process with the initial system as the global minimum of E3. In Fig. 10, we
compare the number of iterations needed for the convergence of the optimization
process for EN when the initial guess is chosen randomly versus if the initial
guess is obtained using the trilateration procedure. We see dramatic savings in
the number of iterations required.
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Fig. 10. The number of iterations needed for the convergence of the optimization
algorithm. Using an initial guess obtained by the trilateration method results in far
fewer iterations. The shaded area signifies the standard deviation in the random trials.

Fig. 11. The energy of the local minimum obtained by using the initial guess from the
trilateration process as opposed to taking a random initial guess.

The question that remains is if the minimum found using the initial guess
from trilateration is better than a random initial guess. Figure 11 shows that in
average, the minimum obtained by the proposed trilateration has a lower energy
than the one from averaged trials of random initial guesses.

4.2 The 3 Dimensional Case

We also demonstrate a preliminary extension of the proposed method to 3D. As
briefly shown in Fig. 12, the reduced number of iterations needed for convergence
by trilateration is maintained in the 3D case. In Fig. 13, we use the energy
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Fig. 12. The number of iterations needed for the convergence of the optimization
algorithm in 3D. The proposed method shows promise for speeding up the optimization
process with reduced number of iterations.

of the global minimum extracted from the online database [20] as a reference,
and compare it against the energies of the minima found by random initial
guesses and those found through the trilateration method, respectively. Due
to the increased geometric complexity in terms of locating the concave regions
arising in 3D, the edge selection criteria in 2D can not be trivially extended to

Fig. 13. The energy of the local minimum obtained by using the initial guess from the
trilateration process as opposed to taking a random initial guess in 3D.
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3D, therefore, we only show the results up to 35 atoms. We leave the development
of more optimal way for edge selection to the future.

5 Conclusion

Although computational resources have grown significantly over the last few
years, their growth alone will not suffice to address the volume and complexity
encountered in applications such as molecular dynamic simulations. Multilevel
methods presents one avenue for taking advantage of a known hierarchy to over-
come the intensive computational burden bearing in such problems.

In this work, we propose a trilateration-based multilevel method to speed
up the convergence by providing a better initial guess, and prototype its benefit
on the minimization of the Lennard-Jones potential. We exploit the hierarchies
embedded in the atomic configuration with different sizes so that a good initial
guess can be obtained by interpolating through trilateration from a local mini-
mum of a smaller system. We observe that for 2D, the interpolated initial guess
can save the number of iteration greatly comparing to random initial guess, with-
out sacrificing the quality of the minimum. Although only preliminary results
for 3D are shown for limited sizes of system, it is promising that the proposed
method can be scaled to practical use. However, a more careful design of the
framework is needed, for example, how to more optimally choose the edge to
perform trilateration is critical for the scalability of the proposed method.

Although the current work can not immediately address the challenge of
finding global minimum, one simple way to take advantage of our trilateration-
based multilevel method is to plug in to a more complicated framework for global
optimization such as the one proposed in [3]. For example, the random initial
guess can be simply replaced by the proposed method in this work. Alternatively,
one can utilize multistart framework for global optimization (e.g, [16]) with
the proposed trilateration-based multilevel method for each subproblem. One
could also investigate better interpolation strategy to combine trilateration with
physics to guarantee a better local minimum. We leave these questions to be the
focus for the future.
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Abstract. The fixation probability of a mutation in a population net-
work is a widely-studied phenomenon in evolutionary dynamics. This
mutation model following a Moran process finds a compelling applica-
tion in modeling information propagation through human networks. Here
we present a stochastic model for a two-state human population in which
each of N individual nodes subscribes to one of two contrasting messages,
or pieces of information. We use a mutation model to describe the spread
of one of the two messages labeled the mutant, regulated by stochastic
parameters such as talkativity and belief probability for an arbitrary
fitness r of the mutant message. The fixation of mutant information is
analyzed for an unstructured well-mixed population and simulated on
a Barabási-Albert graph to mirror a human social network of N = 100
individuals. Chiefly, we introduce the possibility of a single node speak-
ing to multiple information recipients or listeners, each independent of
one another, per a binomial distribution. We find that while in mixed
populations, the fixation probability of the mutant message is strongly
correlated with the talkativity (sample correlation ρ = 0.96) and belief
probability (ρ = −0.74) of the initial mutant, these correlations with
respect to talkativity (ρ = 0.61) and belief probability (ρ = −0.49) are
weaker on BA graph simulations. This indicates the likely effect of added
stochastic noise associated with the inherent construction of graphs and
human networks.

Keywords: Evolutionary dynamics · Human networks · Birth-death
process

1 Introduction

The spread of information within human networks remains a particularly com-
plex phenomenon, of particular interest in a time when information channels are
varied and numerous [2]. Today, information propagates through more media
than ever before; as a result, modeling the spread of information is difficult
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and must account for complexities arising from heterogeneity in communica-
tion across different channels. The phenomenon of information propagation on a
network can be seen at play in politics, public health information, and social net-
works, among other common scenarios. Thus, understanding the dynamics of its
spread is crucial to developing systems that encourage the spread of beneficial,
factual information while deterring the spread of misleading or malicious infor-
mation. The evolutionary dynamics of two competing, and often contrasting,
pieces of information can be meaningfully characterized in both deterministic
and stochastic models of human social networks.

In this paper, we model the spread of a mutant piece of information through-
out an unstructured, well-mixed population of size N . We consider the case of
one-to-one communication in which a speaker is able to speak to only one indi-
vidual at a time. We then consider the case of one-to-many communication in
which a speaker is able to simultaneously speak to multiple receivers. We then
replicate this analysis by simulating on a Barabási-Albert graph, as an approx-
imation of a classical human network.

1.1 Observed Information Propagation Models

Several mathematical models have been constructed to explain information
spread. The majority of established studies have used deterministic models [4]
such as the classic Spreader-Ignorant (SI) [5] and Spreader-Ignorant-Stifler (SIS)
[6] rumor models. A spreader is an infected, or mutated, node that can spread
the rumor to its neighbors. An ignorant is a susceptible node, which has not been
exposed to the rumor. Finally, stiflers are nodes which have been exposed to the
rumor but do not spread it. The present study attempts to establish a continuous
spectrum across these three classes of nodes, by introducing probabilistic param-
eters such as talkativity and belief probability, to quantify the likelihood of each
node believing and or sharing a piece of information. This allows for greater flex-
ibility in the model rather than classifying each node into one of three categories.
Several existing studies using deterministic models encounter problems while fit-
ting suitable parameter values to a system of differential equations. These are
unable to account for stochastic noise or probabilistic barriers. Since the spread
of information depends on probabilities at each stage, the present study presents
it as a stochastic process. We use a mutation model following a birth-death pro-
cess to illustrate the transmission of information through a population, in a
manner similar to a mutation albeit with altered parameters.

1.2 The Moran Birth-Death Process

The Moran process is a birth-death process [7] used to study the fixation of a
mutant allele in an other wild-type population of size N . There are two absorbing
states, at i = 0: where there are no mutants in the population, and i = N : where
the mutant has fixated, i.e. spread to every node in the population [1]. In each
time step of the process, there is always a single birth and a single death, so the
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number of mutants in the population can change by at most one. The present
study will extend this to a one-to-many process enabling group communication.

1.3 Barabási-Albert Graph [8]

The Barabási-Albert network is a widely used graph architecture for reproducing
the structure of a real human social network [9]. It is a stochastic scale-free
network generated by a distribution specified by the number of nodes and the
average number of neighbors for each node. The present study relies on the BA
graph, following its widespread use in literature for understanding the dynamic
nature of human activities in social networks [10] (Fig. 1).

Fig. 1. A simple Barabási-Albert Graph computer-generated by a population of N =
60 nodes and an average number of k = 10 neighbors for each node.

2 Results

We outline a model for both one-to-one and one-to-many communication, begin-
ning in an unstructured, well-mixed population. In both cases, we assume that
the population is comprised of individuals (also known as ‘nodes’). Within this
population, we consider two competing and often contrasting pieces of infor-
mation: the ‘mutated’ message and the ‘non-mutated’ message. The former is
the variant of information whose propagation and fixation are of interest to our
study. Following a mutation model, it begins as a rare event in the population
and can either fixate, die out, or coexist with the non-mutated message. We
consider only two pieces of information; each node believes one or the other,
but not both. We say that the “mutant” confers a fitness of r to all believers
(mutant nodes); r < 1 if knowledge and belief of the mutated message make
an individual less likely to share the information, while r > 1 would suggest a
heightened need to spread the mutant message.
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A node that has been exposed to the mutated message and believes it is a
mutant. A non-mutant is a node that has either not been exposed to or does
not believe the mutated message. Past exposure to the mutant message is inde-
pendent of a node’s future belief probability if/when it is re-exposed to the mes-
sage. A speaker is a node who communicates a piece of information, regardless
of whether or not it is mutated. The speaker acts as the reproducing individual
in a birth-death process. A receiver is an individual who listens to a message,
representing the ‘death’ node, regardless of whether it is mutated or not. A node
at position k has a talkativity τk where 0 ≤ τk ≤ 1. A higher τk here indicates
that the node is more likely to be a speaker and spread the message to which it
subscribes. A node at position k has belief probability βk where 0 ≤ βk ≤ 1. A
larger βk here indicates that the node is more likely to believe the information
it receives from a speaker.

In a well-mixed population of N individuals with i mutants, index posi-
tions 1 through i are mutants and index positions i + 1 through N are non-
mutants. When a node mutates, they are re-indexed into the ith position. We
disregard order within the population of mutants and within the population of
non-mutants, as only the number of mutants and non-mutants is pertinent to
the model.

2.1 One-to-One Communication Model

We begin modeling an unstructured, well-mixed population in which one speaker
node communicates to only one recipient node at a time. The population begins
with one mutant (allowing for fixation to be studied) but can have any number
0 ≤ i ≤ N of mutants at any given stage.

Population Shifts from i to i−1 Mutants: To facilitate this state change,
a non-mutant must speak to a mutant who receives and believes the non-mutated
message. The probability of this state change (see Model Equations and Ana-
lytic Results for derivation) is:

pi,i−1 =
∑N

k=i+1 τk

r
∑i

k=1 τk +
∑N

k=i+1 τk

∑i
k=1 βk

N
(1)

Population Shifts from i to i+1 Mutants: In order for this state change
to occur, a mutant must speak to a non-mutant who listens and believes the
mutated information. The probability of this transition is (see Model Equa-
tions and Analytic Results for derivation):

pi,i+1 =
r
∑i

k=1 τk

r
∑i

k=1 τk +
∑N

k=i+1 τk

∑N
k=i+1 βk

N
(2)

2.2 One-to-Many Communication Model

The following explains the transition in population states in an unstructured,
well-mixed population, in which one speaker node communicates to more than
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one recipient node simultaneously. Similar to the one-to-one model, the popu-
lation begins with 1 mutant for the sake of this paper, but the population can
have 0 ≤ i ≤ N mutants at any given stage.

The probability pm,n that a population goes from m mutants to n mutants
where m,n ∈ R and 0 ≤ m,n ≤ N is given by an (N + 1) by (N + 1) transition
matrix P . Let P consist of elements pm,n:

P(N+1×N+1) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 ... 0
p1,0 p1,1 p1,2 p1,3 ... p1,N

0 ... p2,2 ... ...
...

... ...
. . . . . . . . .

...
...

...
...

. . . . . .
...

pN−1,0 ... ... ... ... pN−1,N
0 0 0 ... ... 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(3)

The transition matrix displays two clear absorbing states in its first and last
rows. The probabilities within the transition matrix P are given by the ones
below.

Population Shifts from i to i+ j (j ≥ 0) Mutants: In the case in which
the number of mutants in the population is increasing by more than one in one
time step, the probability of a population of N individuals going from a state of
i mutants to i + j mutants is:

pi,i+j =
r

i∑

k=1

τk

r
i∑

k=1

τk +
N∑

i+1

τk

(
N

j

)

⎛

⎜
⎜
⎜
⎝

p
N∑

k=i+1

βk

N

⎞

⎟
⎟
⎟
⎠

j ⎛

⎜
⎜
⎜
⎝

N − p
N∑

k=i+1

βk

N

⎞

⎟
⎟
⎟
⎠

N−j

(4)

where p is the probability of an individual being chosen to speak. This is con-
stant for all N individuals in the population but is appropriately weighted by
talkativity τ .

Population Shifts from i to i− j (j ≥ 0) Mutants: In the case in which
the number of mutants in the population is decreasing by more than one in one
time step, the probability of a population of N individuals going from i mutants
to ij mutants, where j ≥ 0, is:

pi,i−j =

N∑

k=i+1

τk

r
i∑

k=1

τk +
N∑

i+1

τk

(
N

j

)

⎛

⎜
⎜
⎜
⎝

p
i∑

k=1

βk

N

⎞

⎟
⎟
⎟
⎠

j ⎛

⎜
⎜
⎜
⎝

N − p
i∑

k=1

βk

N

⎞

⎟
⎟
⎟
⎠

N−j

(5)

Population State Does Not Shift: We consider the final case in which
the number of mutants remains unchanged. The initial and final state of the
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population is i mutants. The general form of pi,i is given by

pi,i = 1 −
N−i∑

j=1

pi,i+j −
i∑

j=1

pi,i−j (6)

A few key elements of the transition matrix P (3) include:

p1,0 =

N∑

k=2

τk

rτ1 +
N∑

k=2

τk

(pβ1)(
N − pβ1

N
)N−1 (7)

p1,1 = 1 −
N−1∑

j=1

p1,1+j − p1,0 (8)

p1,N =
rτ1

rτ1 +
N∑

k=2

τk

⎛

⎜
⎜
⎜
⎝

p
N∑

k=2

βk

N

⎞

⎟
⎟
⎟
⎠

N−1

(

N − p
N∑

k=2

βk

)

(9)

pN−1,N =
r
N−1∑

k=1

τk

r
N−1∑

k=1

τk + τN

(pβN )
(

N − pβN

N

)N−1

(10)

P is a transition matrix for an absorbing Markov chain and can be written
in canonical form where the transient states precede the absorbing states [12].
We rearrange the horizontal and vertical indices to {N − 1, 1, ..., N − 2, 0, N}.
The canonical form of P is

S =
(

Q R
0 I

)

S(N+1)×(N+1) =

⎡

⎢
⎢
⎢
⎢
⎣

pN−1,N−1 pN−1,1 ... ... ... ... pN−1,0 pN−1,N
p1,N−1 p1,1 p1,2 p1,3 ... p1,N−2 p1,0 p1,N

...
. . . . . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . .
...

pN−2,N−1 ... ... ... ... pN−2,N−2 pN−2,0 pN−2,N
0 0 ... ... ... 0 1 0
0 0 ... ... ... 0 0 1

⎤

⎥
⎥
⎥
⎥
⎦

Then, the matrices Q and R are:

Q(N−1)×(N−1) =

⎡

⎢
⎢
⎣

pN−1,N−1 pN−1,1 ... ... ... ...
p1,N−1 p1,1 p1,2 p1,3 ... p1,N−2

...
. . . . . . . . . . . .

...
...

. . . . . . . . . . . .
...

pN−2,N−1 ... ... ... ... pN−2,N−2

⎤

⎥
⎥
⎦
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R(N−1)×2 =

⎡

⎣

pN−1,0 pN−1,N
p1,0 p1,N

. . .
...

pN−2,0 pN−2,N

⎤

⎦

To obtain the fundamental matrix M(N−1)×(N−1), we must invert the
I(N−1) − Q(N−1)×(N−1) matrix:

I(N−1) − Q(N−1)×(N−1) =

⎡

⎢
⎢
⎢
⎣

1−pN−1,N−1 −pN−1,1 ... ... ... ...
−p1,N−1 1−p1,1 −p1,2 −p1,3 ... −p1,N−2

...
. . . . . . . . . . . .

...
...

. . . . . . . . . . . .
...−pN−2,N−1 ... ... ... ... 1−pN−2,N−2

⎤

⎥
⎥
⎥
⎦

M(N−1)×(N−1) = [I(N−1) − Q(N−1)×(N−1)]−1

=

⎡

⎢
⎢
⎢
⎣

1−pN−1,N−1 −pN−1,1 ... ... ... ...
−p1,N−1 1−p1,1 −p1,2 −p1,3 ... −p1,N−2

...
. . . . . . . . . . . .

...
...

. . . . . . . . . . . .
...−pN−2,N−1 ... ... ... ... 1−pN−2,N−2

⎤

⎥
⎥
⎥
⎦

−1

B is the absorption probability matrix, a t by q matrix with entries bij where
t is the number of transient states (N − 1) and q is the number of absorbing
states (two; absorbing states are i = 0 and i = N).

B(N−1)×2 = M(N−1)×(N−1)R(N−1)×2

=

⎡

⎢
⎢
⎢
⎣

1−pN−1,N−1 −pN−1,1 ... ... ... ...
−p1,N−1 1−p1,1 −p1,2 −p1,3 ... −p1,N−2

...
. . . . . . . . . . . .

...
...

. . . . . . . . . . . .
...−pN−2,N−1 ... ... ... ... 1−pN−2,N−2

⎤

⎥
⎥
⎥
⎦

−1 ⎡

⎢
⎢
⎣

pN−1,0 pN−1,N
p1,0 p1,N

...
...

...
...

pN−2,0 pN−2,N

⎤

⎥
⎥
⎦

We examine fixation probability as the probability of beginning with one
mutant and resulting in N mutants. Thus, the absorption probability that rep-
resents fixation, the probability of interest, is b1,N .

For a well-mixed population, having set up the transition matrix Q in canon-
ical form, we find the fixation probability b1,N as the entry in the second row
and second column of the matrix MR. We go on to simulate this for well-mixed
populations and extend the result to birth-death communication as per the con-
straints of our model on Barabási-Albert graphs.

We simulate the birth-death process with one-to-many communication on
a Barabási-Albert graph of size N = 100 nodes and an average of k = 16
connections for each node. This choice of illustrative parameters was informed
by a recent study revealing that on average, Americans have sixteen friends, each
with whom they would willingly communicate in some capacity [13].
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2.3 Simulations on a Well-Mixed Population

For simulations on a well-mixed population, we studied fixation probability of
the mutated message given that the population begins with only one mutant. All
talkativities and belief probabilities were generated as random number vectors.
We examine the trend between talkativity or belief probability of the original
mutant and the likelihood of its fixation. The percentage of simulations that
reached fixation provides an indication of the fixation probability with respect
to the talkativity and the belief probability of the initial mutant.

2.4 Simulations on a Barabási-Albert Graph

For simulations on a Barabási-Albert (BA) graph, we study the effect of talkativ-
ity and belief probability on the percentage of simulations in which the mutated
message spread to at least one additional node. Fixation is fairly unlikely on a BA
graph given the added stochastic noise and the probabilistic barriers created by
the existence or lack of connection between two nodes. Thus, we chose to study
the reduced case of simulations in which the mutated message is spread to at
least one other node. The percentage of simulations that involved the mutation
spreading to at least one other individual provides an indication of the fixation
probability with respect to the talkativity and belief probability of the initial
mutant.

3 Discussion

The model offers an understanding of how word-of-mouth information propaga-
tion, the most common mechanism of information spread [14], works in human
networks. Specifically, two significant factors, talkativity and belief probability,
that affect the likelihood of information spread are incorporated to understand
the stochastic barriers a message must overcome to fixate in a population. The
fixation probability of mutated messages in different population structures with
respect to the talkativity and the belief probability of the initial mutant illu-
minates several important trends. In a well-mixed population, levels of fixation
increase near-linearly with the level of talkativity of the initial mutant (corre-
lation ρ = 0.96) (Fig. 2a). This is an intuitive result, as an initial mutant who
is more talkative is more likely to spread the mutated information, contribut-
ing to a greater likelihood of fixation. Decreasing levels of belief probability of
the initial mutant (ρ = −0.74) correspond to decreasing fixation probabilities
(Fig. 2b). One explanation for this trend is that if the initial mutant is more
likely to believe information, particularly the non-mutated message, its mutated
information has a reduced probability of spreading or fixating. Nevertheless, this
explanation may not manifest in reality, as belief probability likely depends on
the content of the information, while β in our case is independent of the message.
Thus, another parameter might be necessary to explain this trend.
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Fig. 2. Simulations of fixation of the mutated message in an unstructured, well-mixed
population of N = 100 individuals at incremental values of talkativity and belief prob-
ability of the initial mutant. In (a), the percentage of fixation of the mutated message is
measured against incremental τ values of talkativity. For each τ , 100 simulations were
run, each with 105 time steps. In (b), the percentage of fixation of the mutated message
is measured against incremental β values of the belief probability of the initial mutant.
As with talkativity, 100 simulations were run for each x value of belief probability, each
with 105 time steps. Smooth scatter lines simply connect consecutive points and do
not imply any curvature or functional form of the relationship between outcome and
parameters.
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Fig. 3. Simulations of mutation spread on a BA graph of N = 100 individuals at
incremental values of talkativity and belief probability of the initial mutant. In (a), the
percentage of mutation spread is measured against incremental τ values of talkativity.
At each τ , 100 simulations were run, each with 105 time steps. In (b), the percentage of
mutation spread is measured against incremental x values of the belief probability of the
initial mutant. As with talkativity, 100 simulations were run for each β value of belief
probability, each with 105 time steps. Smooth scatter lines simply connect consecutive
points and do not imply any curvature or functional form of the relationship between
outcome and parameters.
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Given the convoluted nature of the BA graph generated for Fig. 3a and 3b,
fixation was unlikely because of added stochastic barriers, such as the proba-
bility that two nodes are connected, thereby reducing the available number of
possible channels of communication. However, a weaker trend was observed in
the percentage of mutation spread against talkativity (ρ = 0.61) and against
belief probability (ρ = −0.49) of the initial mutant. Although, theoretically,
talkativity and belief probability still have the same effect on the graph, the
effects are diluted by other random factors intrinsic to the graph such as the
likelihood of successful communication between two nodes. This introduces ran-
domness on the graph, leading to no clear trends with respect to talkativity or
belief probability.

An interesting social implication of the mathematical results of our model is
the sheer difficulty of information becoming common knowledge or “fixating.”
Even in smaller subpopulations, the stochastic nature of information propagation
renders it difficult for information to not only reach every individual, but also for
every individual to believe the information. Due to stochastic barriers presented
by the individuals’ talkativities and belief probabilities, even the most valuable
of information may never reach the individuals it should or would most benefit,
as it cannot surpass the various probabilistic barriers required for successful
transmission. An argument for stochastic barriers proving useful against fake
news and misinformation is equally valid, but can be studied further to determine
the probabilistic factors that enable the spread of misinformation.

A limitation of the present model is that the parameters considered are lim-
ited to talkativity and belief probability. Particularly, β in our model is a node’s
belief probability independent of the content of the message, but in human net-
works, a node’s belief probability likely depends on the information itself.

An additional factor worth consideration is the relationship strength between
two individuals or nodes. While talkativity and belief probability affect the likeli-
hood of two nodes communicating, the strength of their relationship also impacts
how likely any piece of information is communicated. Two individuals with low
talkativity but with a high relationship strength may have a high probability of
fixation despite having low talkativity. This may necessitate the use of a weighted
network in the model. Along these lines, the effect of sub-networks is also signif-
icant. Within smaller networks of nodes, one node’s talkativity and belief proba-
bility may not necessarily be independent of another node’s. Nodes connected in
a sub-network may be of a similar level of talkativity or belief probability. Our
model also does not discriminate between the nature of communication through
word-of-mouth and online platforms.

Understanding how information travels through the massive network that is
humans is valuable for understanding how human beliefs evolve. Insightful con-
tributions made to the existing pool of human knowledge may not necessarily
manifest in beneficial ways due to various stochastic barriers; hence, understand-
ing the degree to which said barriers impede communication can be helpful in
ensuring information achieves its intended targets, particularly on technological
platforms.
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4 Appendix: Assumptions and Derivations

4.1 Model Assumptions:

Communication between nodes is restricted to at most one speaker speaking at a
time. Only one speaker communicates at each time step, regardless of the number
of recipients. Information spread from one node to another is assumed to have a
binary trait of being mutated or non-mutated information. The model assumes
the default state that a population begins with all the nodes believing the non-
mutated information. Any pieces of information that is not the non-mutated
information is considered a mutation. In reality, there are multiple speakers
communicating at once and there may be more nuances as to the classification
of different information.

We model mutation state as a binary state space: there are only two states a
node can be in, either it is mutated or it is non-mutated. A mutated node in this
model is a node that believes the mutated information and non-mutated node
is one that either does not believe the mutated information and/or believes the
non-mutated information.

The two forms of communication we model are one-to-one and one-to-many
communication. In the one-to-many case, we assume that the number of receivers
of a piece of information follows a binomial distribution Bin(N, p). N here is the
total population size in a well-mixed population. On a graph, N reduces to the
number of neighbors of the speaker node. p is the probability of speaking to any
one individual, independently.

4.2 Model Equations and Analytic Results

Analytic Results for One-to-One Communication:

• Population shifts from i to i − 1 mutants:
(1) is the product of the following probabilities:

∑N
k=i+1 τk

r
∑i

k=1 τk +
∑N

k=i+1 τk
(11)

∑i
k=1 βk

N
(12)

(11) is the probability that a non-mutant speaks, weighted by the ratio of its
talkativity to the sum of all individuals’ talkativity and (12) is the probability
that a mutant is the receiver and believes the non-mutated information.

• Population shifts from i to i + 1 mutants:
(2) is the product of the following probabilities:

r
∑i

k=1 τk

r
∑i

k=1 τk +
∑N

k=i+1 τk
(13)
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∑N
k=i+1 βk

N
(14)

(13) is the probability that a mutant speaks, weighted by talkativity, and (14)
is the probability that a non-mutant is the receiver and believes the mutated
information.
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Abstract. This paper proposes a line-search optimization method for
non-linear data assimilation via random descent directions. The itera-
tive method works as follows: at each iteration, quadratic approxima-
tions of the Three-Dimensional-Variational (3D-Var) cost function are
built about current solutions. These approximations are employed to
build sub-spaces onto which analysis increments can be estimated. We
sample search-directions from those sub-spaces, and for each direction,
a line-search optimization method is employed to estimate its optimal
step length. Current solutions are updated based on directions along
which the 3D-Var cost function decreases faster. We theoretically prove
the global convergence of our proposed iterative method. Experimental
tests are performed by using the Lorenz-96 model, and for reference, we
employ a Maximum-Likelihood-Ensemble-Filter (MLEF) whose ensem-
ble size doubles that of our implementation. The results reveal that,
as the degree of observational operators increases, the use of additional
directions can improve the accuracy of results in terms of �2-norm of
errors, and even more, our numerical results outperform those of the
employed MLEF implementation.

Keywords: Ensemble Kalman filter · Line-search optimization ·
Modified Cholesky decomposition

1 Introduction

Data Assimilation is the process by which imperfect numerical forecasts are
adjusted according to real observations [1]. In sequential methods, a numerical
forecast xb ∈ R

n×1 is adjusted according to an array of observations y ∈ R
m×1

where n and m are the number of model components and the number of obser-
vations, respectively. When Gaussian assumptions are made in prior and obser-
vational errors, the posterior mode xa ∈ R

n×1 can be estimated via the mini-
mization of the Three Dimensional Variational (3D-Var) cost function:

J (x) =
1
2

· ∥
∥x − xb

∥
∥
2

B−1 +
1
2

· ‖y − H (x)‖2R−1 , (1)
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where B ∈ R
n×n and R ∈ R

m×m are the background error and the data error
covariance matrices, respectively. Likewise, H(x) : R

n×1 → R
m×1 is a (non-)

linear observation operator which maps vector states to observation spaces. The
solution to the optimization problem

xa = arg min
x

J (x), (2)

is immediate when H(x) is linear (i.e., closed-form expressions can be obtained
to compute xa) but, for non-linear observation operators, numerical optimization
methods such as Newton’s one must be employed [2]. However, since Newton’s
step is derived from a second-order Taylor polynomial, it can be too large with
regard to the actual step size. Thus, line search methods can be employed to esti-
mate optimal step lengths among Newton’s method iterations. A DA method
based on this idea is the Maximum-Likelihood-Ensemble-Filter (MLEF), which
performs the assimilation step onto the ensemble space. However, the conver-
gence of this method is not guaranteed (i.e., as the mismatch of gradients cannot
be bounded), and even more, analysis increments can be impacted by sampling
noise. We think that there is an opportunity to enhance line-search methods in
the non-linear DA context by employing random descent directions onto which
analysis increments can be estimated. Moreover, the analysis increments can be
computed onto the model space to ensure global convergence.

This paper is organized as follows: in Sect. 2, we discuss topics related to
linear and non-linear data assimilation as well as line-search optimization meth-
ods. Section 3 proposes an ensemble Kalman filter implementation via random
descent directions. In Sect. 4, experimental tests are performed to assess the
accuracy of our proposed filter implementation by using the Lorenz 96 model.
Conclusions of this research are stated in Sect. 5.

2 Preliminaries

2.1 The Ensemble Kalman Filter

The Ensemble Kalman Filter (EnKF) is a sequential Monte-Carlo method for
parameter and state estimation in highly non-linear models [3]. The popularity
of the EnKF obeys to his simple formulation and relatively ease implementation.
In the EnKF, an ensemble of model realizations is employed to estimate moments
of the background error distribution [4]:

Xb
k =

[

xb[1], xb[2], . . . , xb[N ]
]

∈ R
n×N (3)

where xb[e] ∈ R
n×1 stands for the e-th ensemble member, for 1 ≤ e ≤ N , at time

k, for 0 ≤ k ≤ M . Then, the ensemble mean:

xb =
1
N

·
N∑

e=1

xb[e] ∈ R
n×1, (4)
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and the ensemble covariance matrix:

Pb =
1

N − 1
· ΔXb · [

ΔXb
]T ∈ R

n×n, (5)

act as estimates of the background state xb and the background error covariance
matrix B, respectively, where the matrix of member deviations reads:

ΔXb = Xb − xb · 1T ∈ R
n×N . (6)

Posterior members can be computed via the use synthetic observations:

Xa = Xb + ΔXa, (7)

where the analysis increments can be obtained via the solution of the next linear
system:

[[

Pb
]−1

+ HT · R−1 · H
]

· ΔXa = HT · R−1 · Ds ∈ R
n×N , (8)

and Ds ∈ R
m×N is the innovation matrix on the synthetic observations whose

e-th column reads y−H ·xb[e] +ε[e] ∈ R
m×1 with ε[e] ∼ N (0m, R). In practice,

model dimensions range in the order of millions while ensemble sizes are con-
strained by the hundreds and as a direct consequence, sampling errors impact the
quality of analysis increments. To counteract the effects of sampling noise, local-
izations methods are commonly employed [5], in practice. In the EnKF based
on a modified Cholesky decomposition (EnKF-MC) [6] the following estimator
is employed to approximate the precision covariance matrix of the background
error distribution [7]:

B̂−1 = L̂T · D̂−1 · L̂ ∈ R
n×n, (9)

where the Cholesky factor L ∈ R
n×n is a lower triangular matrix,

{

L̂
}

i,v
=

⎧

⎪⎨

⎪⎩

−βi,v , v ∈ P (i, r)
1 , i = v

0 , otherwise

, (10)

whose non-zero sub-diagonal elements βi,v are obtained by fitting models of the
form,

xT
[i] =

∑

v∈P (i, r)

βi,v · xT
[v] + γi ∈ R

N×1, 1 ≤ i ≤ n, (11)

where xT
[i] ∈ R

N×1 denotes the i-th row (model component) of the ensemble
(3), components of vector γi ∈ R

N×1 are samples from a zero-mean Normal
distribution with unknown variance σ2, and D ∈ R

n×n is a diagonal matrix
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whose diagonal elements read,

{D}i,i = v̂ar

⎛

⎝xT
[i] −

∑

v∈P (i, r)

βi,v · xT
[j]

⎞

⎠

−1

(12)

≈ var (γi)
−1 =

1
σ2

> 0, with {D}1,1 = v̂ar
(

xT
[1]

)−1

, (13)

where var(•) and v̂ar(•) denote the actual and the empirical variances, respec-
tively. The analysis equations can then be written as follows:

Xa = Xb +
[

L̃T · D̃−1/2
]−1

· E ∈ R
n×N , (14)

where

Â−1 = L̃T · D̃−1 · L̃ = B̂−1 + HT · R−1 · H (15)

= L̂T · D̂−1 · L̂ + HT · R−1 · H ∈ R
n×n,

is an estimate of the posterior precision covariance matrix while the columns of
matrix E ∈ R

n×N are formed by samples from a standard Normal distribution,
L̃T ∈ R

n×n is a lower triangular matrix (with the same structure as L̂), and
D̃−1 ∈ R

n×n is a diagonal matrix. Given the special structure of the left-hand
side in (14), the direct inversion of the matrix L̃ · D̃−1/2 ∈ R

n×n can be avoided
[8, Algorithm 1].

2.2 Maximum Likelihood Ensemble Filter (MLEF)

To handle non-linear observation operators during assimilation steps, opti-
mization based methods can be employed to estimate analysis increments. A
well-known method in this context is the Maximum-Likelihood-Ensemble-Filter
(MLEF) [9,10]. This square-root filter employs the ensemble space to compute
analysis increments, this is:

xa − xb ∈ range {ΔX} ,

which is nothing but a pseudo square-root approximation of B1/2. Thus, vector
states can be written as follows:

x = xb + ΔX · w, (16)

where w ∈ R
N×1 is a vector in redundant coordinates to be computed later. By

replacing (16) in (1) one obtains:

J (x) = J
(
xb + ΔX · w

)
=

N − 1

2
· ‖w‖2 +

1

2
·
∥∥∥y − H

(
xb + ΔX · w

)∥∥∥
2

R−1
. (17)

The optimization problem to solve reads:

w∗ = arg min
w

J (

xb + ΔX · w)

. (18)
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This problem can be numerically solved via Line-Search (LS) and/or Trust-
Region methods. However, convergence is not ensured since gradient approxi-
mations are performed onto a reduce space whose dimension is much smaller
than that of the model one.

2.3 Line Search Optimization Methods

The solution of optimization problems of the form (2) can be approximated via
Numerical Optimization. In this context, solutions are obtained via iterations:

xk+1 = xk + Δsk, (19)

wherein k denotes iteration index, and Δsk ∈ R
n×1 is a descent direction, for

instance, the gradient descent direction [11]

Δsk = −∇J (xk) , (20a)

the Newton’s step [12],

∇2J (xk) · Δsk = −∇J (xk) , (20b)

or a quasi-Newton based method [13],

Pk · Δsk = −∇J (xk) , (20c)

where Pk ∈ R
n×n is a positive definite matrix. A concise survey of Newton based

methods can be consulted in [14]. Since step lengths in (20) are based on first
or second order Taylor polynomials, the step size can be chosen via line search
[15] and/or trust region [16] methods. Thus, we can ensure global convergence of
optimization methods to stationary points of the cost function (1). This holds as
long as some assumptions over functions, gradients, and (potentially) Hessians
are preserved [17]. In the context of line search, the following assumptions are
commonly done:

C1 A lower bound of J (x) exists on Ω0 = {x ∈ R
n×1, J (x) ≤ J (

x†)}, where
x† ∈ R

n×1 is available.
C2 There is a constant L such as:

‖∇J (x) − ∇J (z)‖ ≤ L · ‖x − z‖ , for x, z ∈ B, and L > 0,

where B is an open convex set which contains Ω0. These conditions together
with iterates of the form,

xk+1 = xk + α · Δsk, (21)

ensure global convergence [18] as long as α is chosen as an (approximated)
minimizer of

α∗ = arg min
α≥0

J (xk + α · Δsk) . (22)

In practice, rules for choosing step-size such as the Goldstein rule [19], the Strong
Wolfe rule [20], and the Halving method [21] are employed to partially solve (22).
Moreover, soft computing methods can be employed for solving (22) [22].
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3 Proposed Method: An Ensemble Kalman Filter
Implementation via Line-Search Optimization and
Random Descent Directions

In this section, we propose an iterative method to estimate the solution of the
optimization problem (2). We detail our filter derivation, and subsequently, we
theoretically prove the convergence of our method.

3.1 Filter Derivation

Starting with the forecast ensemble (3), we compute an estimate B̂−1 of the pre-
cision covariance B−1 via modified Cholesky decomposition. Then, we perform
an iterative process as follows: let x0 = xb, at iteration k, for 0 ≤ k ≤ K, where
K is the maximum number of iterations, we build a quadratic approximation of
J (x) about xk

Jk(x) =
1
2

· ‖x − xk‖2
̂B−1 +

1
2

·
∥
∥
∥y − Ĥk(x)

∥
∥
∥

2

R−1
, (23a)

where

Ĥk(x) = H (xk) + Hk · [x − xk] ,

and Hk is the Jacobian of H(x) at xk. The gradient of (23a) reads:

∇Jk(x) = B̂−1 · [x − xk] − HT
k · R−1 · [dk − Hk · x]

=
[

B̂−1 + HT
k · R−1 · Hk

]

· x − HT
k · R · dk ∈ R

n×1,

where dk = y − H(xk) + Hk · xk ∈ R
m×1. Readily, the Hessian of (23a) is

∇2Jk(x) = B̂−1 + HT
k · R−1 · Hk ∈ R

n×n, (23b)

and therefore, the Newton’s step can be written as follows:

pk(x) = −
[

B̂−1 + HT
k · R−1 · Hk

]−1

·
[[

B̂−1 + HT
k · R−1 · Hk

]

· x − HT
k · R · dk

]

,

= −x +
[

B̂−1 + HT
k · R−1 · Hk

]−1

· HT
k · R · dk. (23c)

As we mentioned before, the step size (23c) is based on a quadratic approx-
imation of J (x) and depending how highly non-linear is H(x), the direction
(23c) can poorly estimate the analysis increments. Thus, we compute U random
directions based on the Newton’s one as follows:

qu,k = Πu · pk (xk) ∈ R
n×1, for 1 ≤ u ≤ U, (23d)
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where the matrices Πu ∈ R
n×n are symmetric positive definite and these are

randomly formed with ‖Πu‖ = 1. We constraint the increments to the space
spanned by the vectors (23d), this is

xk+1 − xk = range {Qk} ,

where the u-th column of Qk ∈ R
n×U reads qu,k. Thus,

xk+1 = xk + Qk · γ∗, (23e)

where γ∗ ∈ R
U×1 is estimated by solving the following optimization problem

γ∗ = arg min
γ

J (xk + Qk · γ) . (23f)

To solve (23f), we proceed as follows: generate Z random vectors γz ∈ R
U×1,

for 1 ≤ z ≤ Z, with ‖γz‖ = 1. We then, for each direction Qk · γz ∈ R
n×1, we

solve the following one-dimensional optimization problem

α∗
z = arg min

αz

J (xk + αz · [Qk · γz]) , (23g)

and therefore, an estimate of the next iterate (23e) reads:

xk+1 = xk + Qk · [α∗
k · γk] , (23h)

where the pair (α∗
k, γk) is chosen as the duple (α∗

z, γz) which provide the best
profit (minimum value) in (23g), for 1 ≤ z ≤ Z. The overall process detailed in
equations (23) is repeated until some stopping criterion is satisfied (i.e., we let
a maximum number of iterations K).

Based on the iterations (23h), we estimate the analysis state as follows:

xa = xb +
K∑

k=1

Qk · [α∗
k · γk] = xK . (24)

The inverse of the Hessian (23b) provides an estimate of the posterior error
covariance matrix. Thus, posterior members (analysis ensemble) can be sampled
as follows:

xa[e] ∼ N
(

xa,
[∇2JK (xa)

]−1
)

. (25)

To efficiently perform the sampling process (25) the reader can consult [23].
Afterwards, the analysis members are propagated in time until a new observation
is available. We name this formulation the Random Ensemble Kalman Filter
(RAN-EnKF).

3.2 Convergence of the Analysis Step in the RAN-EnKF

For proving the convergence of our method, we consider the assumptions C1,
C2, and

∇J (xk)T · qu,k < 0, for 1 ≤ u ≤ U. (26)

The next Theorem states the necessary conditions in order to ensure global
convergence of the analysis step in the RAN-EnKF.
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Theorem 1. If (2.3), (2.3), and (26) hold, then the RSLS-RD with exact line
search generates an infinite sequence {xk}∞

u=0, then

lim
k→∞

[

−∇J (xk)T · Qk · γ∗

‖Qk · γ∗‖

]2

= 0 (27)

holds.

Proof. By Taylor series and the Mean Value Theorem we know that,

J
(

x(u) + α∗ · Qk · γ∗
)

= J (xk)

+ α∗ ·
∫ 1

0

∇J (xk + α∗ · t · Qk · γ∗)T

· Qk · γ∗ · dt,

and therefore,

J (xk) − J (xk+1) ≥ −α∗ ·
∫ 1

0

∇J (xk + α∗ · t · Qk · γ∗)T

· Qk · γ∗ · dt

for any xk+1 on the ray xk + α · Qk · γ∗, with α ∈ [0, 1], we have

J (xk) − J (xk+1) ≥ J (xk) − J (xk + α∗ · Qk · γ∗) ,

hence:

J (xk) − J (xk+1) ≥ −α∗ · ∇J (xk)T · Qk · γ∗

− α∗ ·
∫ 1

0

[∇J (xk + α∗ · t · Qk · γ∗) − ∇J (xk)]T

· Qk · γ∗ · dt,

by the Cauchy Schwarz inequality we have

J (xk) − J (xk+1) ≥ −α∗ · ∇J (xk)T · Qk · γ∗

− α∗ ·
∫ 1

0

‖∇J (xk + α∗ · t · Qk · γ∗) − ∇J (xk)‖
· ‖Qk · γ∗‖ · dt

≥ −α∗ · ∇J (xk)T · Qk · γ∗

− α∗ ·
∫ 1

0

L · ‖α∗ · t · Qk · γ∗‖ · ‖Qk · γ∗‖ · dt

= −α∗ · ∇J (xk)T · Qk · γ∗

− α∗ · L · ‖Qk · γ∗‖ ·
∫ 1

0

‖t · α∗ · Qk · γ∗‖ · dt

= −α∗ · ∇J (xk)T · Qk · γ∗ − 1
2

· α∗2 · L · ‖Qk · γ∗‖2 ,
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choose

α∗ = −∇J (xk)T · Qk · γ∗

L · ‖Qk · γ∗‖2 ,

therefore,

J (xk) − J (xk+1) ≥
[

∇J (xk)T · Qk · γ∗
]2

L · ‖Qk · γ∗‖2

− 1
2

·
[

−∇J (xk)T · Qk · γ∗
]2

L · ‖Qk · γ∗‖2

=
1

2 · L
·
[

−∇J (xk)T · Qk · γ∗

‖Qk · γ∗‖

]2

.

By (2.3), and (26), it follows that {J (xk)}∞
k=0 is a monotone decreasing number

sequence and it has a bound below, therefore {J (xk)}∞
k=0 has a limit, and

consequently (27) holds.

We are now ready to test our proposed method numerically.

4 Experimental Results

For the experiments, we consider non-linear observation operators, a current
challenge in the context of DA [6,24]. We make use of the Lorenz-96 model
[25] as our surrogate model during the experiments. The Lorenz-96 model is
described by the following set of ordinary differential equations [26]:

dxj

dt
=

⎧

⎪⎨

⎪⎩

(x2 − xn−1) · xn − x1 + F for j = 1,

(xj+1 − xj−2) · xj−1 − xj + F for 2 ≤ j ≤ n − 1,

(x1 − xn−2) · xn−1 − xn + F for j = n,

(28)

where F is external force and n = 40 is the number of model components. Peri-
odic boundary conditions are assumed. When F = 8 units the model exhibits
chaotic behavior, which makes it a relevant surrogate problem for atmospheric
dynamics [27,28]. A time unit in the Lorenz-96 represents 7 days in the atmo-
sphere. We create the initial pool ̂Xb

0 of N̂ = 104 members. The error statistics
of observations are as follows:

yk ∼ N
(

Hk (x∗
k) , [εo]2 · I

)

, for 0 ≤ k ≤ M,

where the standard deviations of observational errors εo = 10−2. The com-
ponents are randomly chosen at the different assimilation cycles. We use the
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non-smooth and non-linear observation operator [29]:

{H (x)}j =
{x}j

2
·

⎡

⎢
⎣

⎛

⎝

∣
∣
∣{x}j

∣
∣
∣

2

⎞

⎠

β−1

+ 1

⎤

⎥
⎦ , (29)

where j denotes the j-th observed component from the model state. Likewise,
β ∈ {1, 3, 5, 7, 9}. Since the observation operator (29) is non-smooth, gradients
of (1) are approximated by using the �2-norm. A full observational network is
available at assimilation steps. The ensemble size for the benchmarks is N =
20. These members are randomly chosen from the pool ̂Xb

0 for the different
experiments in order to form the initial ensemble Xb

0 for the assimilation window.
Evidently, Xb

0 ⊂ ̂Xb
0. The �2-norm of errors are utilized as a measure of accuracy

at the assimilation step k,

E (xk, x∗) =
√

[x∗ − xk]T · [x∗ − xk], (30)

where x∗ and xk are the reference and current solution at iteration k, respec-
tively. The initial background error, in average, reads εb ≈ 31.73. By conve-
nience, this value is expressed in the log scale: log(εb) = 3.45. We consider a
single assimilation cycle for the experiments. We try sub-spaces of dimensions
U ∈ {10, 20, 30} and number of samples from those spaces of Z ∈ {10, 30, 50}.
We set a maximum number of iterations of 40. We compare our results with
those obtained by the MLEF with N = 40, note that, the ensemble size in the
MLEF doubles the ones employed by our method.

We group the results in Figs. 1 and 2 by sub-space size and sample size (sub-
space dimension), respectively. As can be seen, the RAN-EnKF outperforms the
MLEF in terms of �2-norm of errors, for all cases. Note that the error differences
between the compared filter implementations are given by order of magnitudes.
This can be explained as follows: the MLEF method performs the assimilation
step onto a space given by the ensemble size; this is equivalent to perform an
assimilation process by using the sample covariance matrix (5) whose quality
is impacted by sampling errors. Contrarily, in our formulation, we employ sub-
spaces whose basis vectors rely on the precision covariance (9) and, therefore, the
impact of sampling errors is mitigated during optimization steps. As the degree
β of the observation operator increases, the accuracy of the MLEF degrades,
and consequently, this method diverges for the largest β value. On the other
hand, convergence is always achieved in the RAN-EnKF method; this should be
expected based on the theoretical results of Theorem 1. It should be noted that,
as the β value increases, the 3D-Var cost function becomes highly non-linear,
and as a consequence, more iterations are needed to decrease errors (as in any
iterative optimization method). In general, it can be seen that as the number
of samples Z increases, the results can be improved regardless of the sub-space
dimension U (i.e., for Z = 10). However, it is clear that, for highly non-linear
observation operators, it is better to have small sub-spaces and a large number
of samples.
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Fig. 1. �2-norm of errors in the log-scale for the 3D-Var Optimization Problem with
different degrees β of the observation operator and dimension of sub-spaces U . For the
largest β value, the MLEF diverges and therefore, its results are not reported.



200 E. D. Nino-Ruiz

Z = 10 Z = 30 Z = 50
β
=

1

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

β
=

3

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

β
=

5

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

β
=

7

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

β
=

9

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

0 1 2 3 4
-4

-2

0

2

4

Fig. 2. �2-norm of errors in the log-scale for the 3D-Var Optimization Problem with
different degrees β of the observation operator and number of samples Z. For the largest
β value, the MLEF diverges and therefore, its results are not reported.

5 Conclusions

In this paper, we propose an ensemble Kalman filter implementation via line-
search optimization; we name it a Random Ensemble Kalman Filter (RAN-
EnKF). The proposed method proceeds as follows: an ensemble of model realiza-
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tion is employed to estimate background moments, and then, quadratic approx-
imations of the 3D-Var cost function are obtained among iterations via the lin-
earization of the observation operator about current solutions. These approxi-
mations serve to estimate descent directions of the 3D-Var cost function, which
are perturbed to obtain additional directions onto which analysis increments can
be computed. We theoretically prove the global convergence of our optimization
method. Experimental tests are performed by using the Lorenz 96 model and
the Maximum-Likelihood-Ensemble-Filter formulation. The results reveal that
the RAN-EnKF outperforms the MLEF in terms of �2-norm of errors, and even
more, it is able to achieve convergence in cases wherein the MLEF diverges.
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Abstract. Task-based paradigm models can be an alternative to MPI.
The user defines atomic tasks with a defined input and output with the
dependencies between them. Then, the runtime can schedule the tasks
and data migrations efficiently over all the available cores while reducing
the waiting time between tasks. This paper focus on comparing several
task-based programming models between themselves using the LU fac-
torization as benchmark.

HPX, PaRSEC, Legion and YML+XMP are task-based programming
models which schedule data movement and computational tasks on dis-
tributed resources allocated to the application. YML+XMP supports
parallel and distributed tasks with XscalableMP, a PGAS language. We
compared their performances and scalability are compared to ScaLA-
PACK, an highly optimized library which uses MPI to perform com-
munications between the processes on up to 64 nodes. We performed a
block-based LU factorization with the task-based programming model
on up to a matrix of size 49512 × 49512. HPX is performing better than
PaRSEC, Legion and YML+XMP but not better than ScaLAPACK.
YML+XMP has a better scalability than HPX, Legion and PaRSEC.
Regent has trouble scaling from 32 nodes to 64 nodes with our algo-
rithm.

Keywords: Parallel and distributed programming paradigms ·
Task-based programming models · Supercomputers

1 Introduction

Task-based programming models are an interesting alternative to the Message
Passing Interface (MPI) [9]. MPI is widely used and very efficient on the current
architectures. However, MPI may not be a solution efficient enough on exascale
machines, especially in terms of fault tolerance and check-pointing [16]. Task-
based approach can help in managing fault tolerance and check-pointing since
the tasks could be restarted on another location and data from tasks saved at
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any moment. The goal of this paper is to analyze and compare the task-based
programming models and languages between themselves.

While MPI focus on exchanging data between processes, other programming
models may be efficient to parallelize applications with good scalability without
being held back by global synchronizations. For instance, Partitioned Global
Address Space Languages (PGAS) programming models which let the users see
the distributed memory as a global memory address space that is partitioned
across each processing element [5] is an alternative to MPI. Task-based pro-
gramming models which allows to define fine-grain tasks (computations) on a
specific set of data (input and output) are also an alternative. Runtime sys-
tems which can optimize execution are another one. Moreover, task-based pro-
gramming models (first level of parallelism) combined with coarse-grain tasks
implemented in a PGAS language (second level of parallelism) can also be one
of them. Usually, fine-grain tasks use one process (eventually multi-threaded)
whereas coarse-grain tasks perform on several processes (eventually with dis-
tributed memory).

In Sect. 2, we will describe the languages we are using to implement the
application and how we did it. We focus on a PGAS language, task-based pro-
gramming models and a combination of the two. Furthermore, we will present
the performed experimentations and the results we obtained in Sect. 3.

2 Programming Paradigms

In this section, we present and use several languages to implement a LU fac-
torization. MPI, a message passing library, and XcalableMP, a PGAS language,
are used to implement a regular and distributed LU factorization (non blocked).
Legion, PaRSEC, HPX and YML+XMP are used to implement the block-based
version in which tasks make matrix operations on the sub-blocks of the matrix
with a subset of the processes allocated to the application. Legion, PaRSEC,
HPX are programming models based on a graph of task and YML+XMP is based
on a graph of parallel and distributed tasks. They will be succinctly described
afterwards.

2.1 MPI

The Message Passing Interface (MPI) [9] is a standardized norm designed to
work on a wide variety of parallel computers. It defines the syntax of the core
library routines to write message-passing applications. The application uses sev-
eral processes to make computation at the same time on different cores and uses
MPI to send data from one process to another one. MPI has several implemen-
tations (OpenMPI, MPICH2, IntelMPI, . . . ) which consist of a set of routines
that can be called from C, C++ and Fortran.

The MPI library interface includes point-to-point send/receive operations,
aggregate functions involving communication between all processes, synchronous
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nodes (barrier operations), one-way communication, dynamic process manage-
ment and I/O operations. MPI provides synchronous and asynchronous routines
as well as blocking and non-blocking operations. Collective routines involve com-
munications between all processes in a group, for instance MPI Bcast (broadcast
that sends an array to all of the other processes).

MPI can be used with shared memory programming models like OpenMP or
with libraries to send data and make computations on CPUs like CUDA. This
hybrid model is called MPI+X.

2.2 XcalableMP

XcalableMP (XMP) [13] is a directive-based language extension for C and For-
tran, which allows users to develop parallel programs for distributed memory
systems easily and to tune the performance by having minimal and simple nota-
tions. XMP supports (1) typical parallelization methods based on the data-/task-
parallel paradigm under the “global-view” model and (2) the co-array feature
imported from Fortran 2008 for “local-view” programming.

The Omni XMP compiler translates an XMP-C or XMP-Fortran source code
into a C or Fortran source code with XMP runtime library calls, which uses MPI
and other communication libraries as its communication layer.

2.3 Legion (Regent)

Legion [1] is a data-centric parallel programming model. It aims to make the
programming system aware of the structure of the data in the program. Legion
provides explicit declaration of data properties (organization, partitioning, priv-
ileges, and coherence) and their implementation via the logical regions. They
are the fundamental abstraction used to describe data in Legion applications.
Logical regions can be partitioned into sub-regions and data structures can be
encoded in logical regions to express locality describing data independence.

Regent [15] is a programming model which simplifies Legion. Regent compiler
translates Regent programs into efficient implementations for Legion. It results
in programs that are written with fewer lines of codes and at a higher level.

2.4 PaRSEC

PaRSEC [2,3] (Parallel Runtime Scheduling and Execution Controller) is an
engine for scheduling tasks on distributed hybrid environments.

It offers a flexible API to develop domain specific languages. It aims to shift
the focus of developers from repetitive architectural details toward meaningful
algorithmic improvements. Two domain specific languages are supported by Par-
sec, the Parameterized Task Graph [6] (PTG) and Dynamic Task Discovery [11]
(DTD).
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2.5 YML+XMP

YML [8] is a development and execution environment for scientific workflow
applications over various platforms, such as HPC, Cloud, P2P and Grid with
multilevel of parallelism. YML defines an abstraction over the different middle-
wares, so the user can develop an application that can be executed on different
middlewares without making changes related to the middleware used. YML can
be adapted to different middlewares by changing its back-end. Currently, the
proposed back-end [17] uses OmniRPC-MPI [14], a grid RPC which supports
master-worker parallel and distributed programs based on multi SPMD pro-
gramming paradigms. This back-end is developed for large scale clusters such
as Japanese K-Computer [17]. A back-end for peer to peer networks is also
available.

For the experiments, we use XMP to develop the YML components as intro-
duced in [17]. This allows two levels programming. The higher level is the graph
(YML) and the second level is the PGAS component (XMP). In the components,
YML needs complementary information to manage the computational resources
and the data at best: the number of XMP processes for a component and the
distribution of the data in the processes (template). With this information, the
scheduler can anticipate the resource allocation and the data movements. The
scheduler creates the processes that the XMP components need to run the com-
ponent. Then each process will get the piece of data which will be used in the
process from the data repository.

2.6 HPX

High Performance ParalleX (HPX) [12] is a C++ Standard Library for Con-
currency and Parallelism. HPX API implements the interfaces defined by the
C++11/14/17/20 ISO standard and respects the programming guidelines used
by the Boost collection of C++ libraries. It also extends the C++ Standard
APIs to the distributed case. It aims to improve the scalability of current appli-
cations. It also tries to expose new levels of parallelism which are necessary to
take advantage of the future systems.

HPX is an open-source implementation of the ParalleX execution model.
This model focuses on overcoming the four main barriers to achieve scalability
(Starvation, Latencies, Overhead, Waiting for contention resolution).

3 Performance Experiences

3.1 Cluster Description

The tests were performed on Poincare, the cluster of La Maison de la Simulation
in France. It is an IBM cluster mainly composed of iDataPlex dx360 M4 servers,
hosted at IDRIS, the CNRS supercomputer centre in Saclay, France. There is
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77 compute nodes with 2 Sandy Bridge E5-2670 processors (8 cores each, so 16
cores per nodes) and 32 GB of RAM. The file system is constituted of two parts:
a replicated file system with the homes of the users and a scratch file system with
a faster access from the nodes. The network is based on QLogic QDR InfiniBand.

3.2 Experiments Details

We performed performance tests on up to 64 nodes of Poincare with the LU fac-
torization implemented via MPI, ScaLAPACK, XMP, YML+XMP, HPX, PaR-
SEC and Regent. We used several sizes of matrices: 16384× 16384, 32768× 32768
and 49512 × 49512. 16384 × 16384 is the largest size we can use to perform the
tests on one node since YML+XMP cannot perform the LU factorization with
greater sizes of matrices on one node.

In HPX, PaRSEC and Regent, the performances depends on the number of
blocks in each dimension (thus, the size of the blocks). We used several values
for the number of blocks. Table 1, Table 2 and Table 3 show the block parameters
which obtained the fastest execution time for each size of matrix. The execu-
tion times shown here are the case in which we obtained the fastest time for
each number of nodes. We performed those test several times and computed the
execution times mean of the same case. We will compare the results of the task-
based programming languages to those obtained with ScaLAPACK. We will also
compare them to our MPI and XMP implementations. Tests were run on several
number of nodes in order to extract strong scaling information which will be
discussed in Sect. 3.4. We used 1, 2, 4, 8, 16, 32 and 64 nodes to factorize the
16384 × 16384 values matrix. Then, we used 4, 8, 16, 32 and 64 nodes for the
32768 × 32768 values matrix. And finally, we used 8, 16, 32 and 64 nodes for
the 49512 × 49512 values matrix.

Table 1. Number of blocks for the fastest case on a 16384 × 16384 matrix with number
of processes per tasks between parenthesis

1 2 4 8 16 32 64

HPX 902(1) 452(1) 802(1) 452(1) 452(1) 552(1) 552(1)

PaRSEC 1502(1) 2002(1) 702(1) 1202(1) 2102(1) 2402(1) 2502(1)

Regent 502(1) 502(1) 502(1) 352(1) 402(1) 352(1) 302(1)

YML+XMP 42(8) 82(8) 82(16) 82(32) 42(128) 42(128) 42(128)
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Table 2. Number of blocks for the fastest case on a 32768 × 32768 matrix with number
of processes per tasks between parenthesis

4 8 16 32 64

HPX 902(1) 902(1) 902(1) 752(1) 812(1)

PaRSEC 702(1) 1202(1) 2702(1) 3802(1) 4202(1)

Regent 702(1) 702(1) 602(1) 502(1) 502(1)

YML+XMP 12(64) 42(64) 82(32) 82(128) 82(128)

Table 3. Number of blocks for the fastest case on a 49512 × 49512 matrix with number
of processes per tasks between parenthesis

8 16 32 64

HPX 1482(1) 1482(1) 1482(1) 1452(1)

PaRSEC 2502(1) 2502(1) 4002(1) 4202(1)

Regent 702(1) 702(1) 702(1) 702(1)

YML+XMP 12(128) 22(128) 42(128) 82(128)

Our MPI application is MPI-only so we used MPI support for shared memory
and used one MPI rank per core i.e. 16 processes per core.

ScaLAPACK has a MPI only distributed implementation so it is run with
one MPI rank process per core.

Our XMP implementation only uses pure XMP directives which are con-
verted to MPI calls. It is launched as a MPI only application with one MPI rank
process per core.

Regent is a compiler that translates a Lua based code into Legion. Regent
applications are launched by passing the MPI command to Regent launcher
which will compile and run the application. It creates a Legion worker on each
node. Each one of them spawns a process to manage the local tasks, a process to
manage data and a process to execute the tasks by default. Then, the user has to
specify the number of processes on which the tasks will be executed by passing
specific arguments to Legion runtime. We used 14 processes on each node to
execute the tasks.

To launch our HPX application, we used the mpirun command to execute
one instance of HPX runtime on each node as one would use MPI to execute
one process per node. Then, HPX is able to infer the node configuration. HPX
runtime spawns a worker process on each core of the node and tasks are run as
light-weight threads on those processes. HPX is able to detect that there is two
sockets on the node and manages them internally.

PaRSEC runtime depends on MPI and is used in the applications. Therefore,
PaRSEC applications has to be run with the mpirun command. We created one
MPI rank per core i.e. 16 MPI processes per node.
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YML scheduler is launched with MPI on one core (the first one in the machine
file) which launch XMP tasks with MPI Comm spawn routine on the leftover
cores available.

3.3 Performances

Figure 1 shows the performances obtained for the LU factorization with HPX,
MPI, PaRSEC, Regent, ScaLAPACK, XMP and YML+XMP on three sizes of
matrices 16384 × 16384 (top), 32768 × 32768 (middle) and 49512 × 49512
(bottom).

On a 16384× 16384 matrix, MPI is close to XMP on a small amount of nodes.
When the number of node increases, MPI becomes significantly faster than XMP.
Indeed, Fig. 1 middle and bottom charts show that MPI is significantly faster
than XMP for each number of node. MPI and XMP applications share the same
algorithm and a similar implementation but expressed with two different models.
This may be due to an overhead from the PGAS description and access of the
data in XMP compared to MPI.

Regent, HPX and PaRSEC are relatively close to one another on a small
number of cores. However, we can outline tendencies. PaRSEC is faster than
HPX on the lower number of node then HPX becomes faster when the number
of node increases. It also seems that when the size of the matrix increases, HPX
and PaRSEC performances are becoming closer and that HPX becomes faster
than PaRSEC on the larger number of nodes. Indeed, HPX becomes faster than
PaRSEC after 4 nodes for a matrix of size 16384 × 16384, after 16 nodes for a
matrix of size 32768 × 32768 and after 64 nodes 49512 × 49512. For the later
value, the difference between the two is very small (330s vs 331) so we expect
HPX to become significantly faster for this size of matrix with a greater number
of nodes.

Regent is a little bit behind HPX and PaRSEC on each number of nodes
and size of matrices except for 2 and 4 nodes on a 16384 × 16384 matrix where
Regent is very efficient. We can also notice that Regent is taking more time on 64
nodes than on 32. This may be related to the fact that Regent does not seem to
be able to manage a large number of tasks on a large number of nodes since the
number of sub-matrices is decreasing when the number of cores is increasing as
Table 1, Table 2 and Table 3 are showing. However, other task based languages
obtain better results when the number of sub-matrices they process increase with
the number of cores. It creates more task and parallelism so that the runtime
can use the resources most efficiently.

The YML+XMP applications are the slowest compared to the applications
implemented with the other models. However, YML+XMP is the only model
where tasks are also parallel and distributed. Moreover, it also uses the file
system to perform the communications between the tasks so the communications
between tasks are not efficient.
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Fig. 1. Execution times obtained with the block-based LU factorization implemented
with several task-based programming models on a 16384 × 16384 matrix (top), a
32768 × 32768 matrix (middle) and a 49512 × 49512 matrix (bottom)
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Our last application uses the ScaLAPACK library to compute the LU factor-
ization. It performs very well on large number of nodes but HPX, PaRSEC and
Regent are faster on lower number of cores for each size of matrix. They are not
using the same block based algorithm but ScaLAPACK is using a tiled algorithm
that makes computations on rows and columns of the matrix [4]. Therefore, it
is an interesting comparison to our block-based algorithms where the operations
on the blocks are implemented with tasks. For a 16384 × 16384 matrix ScaLA-
PACK and HPX are close on 64 nodes but ScaLAPACK is faster for greater size
of matrices. This may be due to the cyclic distribution of data in ScaLAPACK
which induces a different communication pattern very efficient on this kind of
machine and algorithm.

3.4 Strong Scaling

Figure 2 shows the speed-up extracted from the performances values from Fig. 1
for HPX, MPI, PaRSEC, Regent, ScaLAPACK, XMP and YML+XMP on three
sizes of matrices 16384× 16384 (top), 32768× 32768 (middle) and 49512× 49512
(bottom). The speed-up corresponds to the ratio tS/tN where tN is the execution
time for N nodes and tF is the execution time of the first number of nodes
considered in the test. In the top chart of Fig. 2, tF is t1 since the experiments
start with 1 node. In the middle (bottom) chart, tF corresponds to 4 (8). It
translates how efficiently we are managing the addition of more resources to
solve the same problem.

Our MPI regular LU factorization is scaling very well as we can see on the
charts. It even exceeds the ideal speed-up with matrices of size 16384 × 16384
(Fig. 2 top chart) and 32768 × 32768 (Fig. 2 middle chart). We think that it may
be due to processes not having enough computations to do on 32 and 64 nodes
matrices of size 16384 × 16384. Indeed, when increasing the size of the matrix
to 32768 × 32768, the strong scalability for our MPI application seems more
reasonable. The same situation occurs for 64 nodes when increasing the size of
the matrix from 32768 × 32768 to 49512 × 49512.

Our task based applications obtain better scalability with the increase of the
data size and the number of tasks processed by the applications. Table 1, Table 2
and Table 3 show that the number of tasks for a given number of nodes increases
with the size of the matrix for each task based programming model. It produces
more parallelism and opportunities to optimize the scheduling of the tasks and
improve the use of the computing resources.

Regent strong scalability decreases from 32 to 64 nodes for each size of matrix.
We expect its strong scalability to decrease even more with the increase of the
number of cores.
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Fig. 2. Speed-ups obtained with the block-based LU factorization implemented with
several task-based programming models on a 16384 × 16384 matrix (top), a 32768 ×
32768 matrix (middle) and a 49512 × 49512 matrix (bottom) - log2 scale for the y-axis
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Our HPX application is scaling better than our PaRSEC application with
matrices of size 16384 × 16384 and 32768 × 32768. It corresponds to the results
we obtained in the previous section. We can also see that PaRSEC and HPX
are very close with matrices of size 49512 × 49512 and that HPX is exceeding
PaRSEC after 32 nodes. It seems that HPX may have a better scalability than
PaRSEC on more than 64 nodes with matrices of size 49512 × 49512 if more
nodes were available.

Finally, our YML+XMP application has the best strong scalability compared
to the other task-based programming models. Therefore, we think that this pro-
gramming model will be well adapted to larger machines with a distributed
system and integrated schedulers.

3.5 Results Summary

As expected on a relatively small cluster, MPI has the best results and scala-
bility on 64 nodes but the application does not use partial pivoting so it is not
comparable to ScaLAPACK. It is also faster than XMP since MPI routines are
highly optimized. Even though, XMP translates its directives into MPI code,
the PGAS model used in XMP is not as efficient as using directly MPI.

ScaLAPACK is faster than the applications implemented with the task based
programming models but it uses very efficient kernel routines to perform com-
putations and communications internally whereas we are using unoptimized
routines.

In term of task based programming models where we implemented every-
thing (the description of the tasks and the computations executed by the tasks)
with the language of the programming model, HPX is the most efficient on 64
nodes. However, PaRSEC also shows interesting performances in specific cir-
cumstances. Furthermore, Regent applications performances are not improving
while increasing the number of nodes from 32 to 64. We think that the difference
of performances between those programming models comes from their ability to
manage the number of tasks, the dependencies between the tasks, tasks work-
load and the data migrations between nodes. Indeed, Regent performs best with
a smaller amount of tasks than HPX and PaRSEC but its performances are
behind them (see Table 1, Table 2 and Table 3 where we can see the number of
tasks executed with the programming models to obtain their best performances).
HPX and PaRSEC are performing better than Regent and YML+XMP with a
larger number of smaller tasks since the number of tasks increase but not the
data global size. HPX and PaRSEC seem to distribute very efficiently the tasks
on the resources and optimize the data migrations between the nodes whereas
Regent does not seem to be able to do so since the user has to reserve resources
in Legion to manage the data and the computations. We would expect Legion to
be able to reserve those resources by itself. Moreover, we used the default mapper
for data and tasks provided by Regent and Legion. The default mapper may not
be efficient enough to be used on production environment. Implementing a new
mapper more adapted to our use may improve the performances of our Regent
application. However, this means that the responsibility of implementing a good
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data and computation mapper is pushed to the user. Therefore, the optimization
of the scheduling of the computations, the data positioning and data migrations
is relegated to the user and not feature of the task based programming model
anymore.

Finally, YML+XMP is the only programming model using tasks which are
also distributed but the data migrations between the tasks are performed by
reading/writing them on the file system which decrease its efficiency compared to
node to node communications. YML+XMP performances may not be impressive
on this number of nodes but with the increase of the number of nodes and
its strong scalability higher than the other task-based programming languages,
YML+XMP could be able to perform better than the other programming models
on a very large scale as already experienced on the K computer [10]. Moreover,
changing the use of the file system to make the communications between the
tasks to in-memory communications could improve the performances even more.

4 Conclusion and Perspectives

We experimented several programming models on a cluster composed of 77
nodes. Indeed, we performed strong scalability tests on up to 64 nodes (1024
cores) with our implementation of the LU factorization in several program-
ming paradigms. We implemented it with XMP, a PGAS language, with Regent
(Legion), HPX and PaRSEC, three fine-grain task-based programming models
and with YML+XMP, a coarse-grain task-based programming model combined
with a PGAS language. We compared the performances we obtained with the
different task-based programming models. We also compared to the ScaLAPACK
library and our MPI implementation.

Our study has shown that ScaLAPACK performed better than task-based
languages with a problem large enough. ScaLAPACK is expected to run better
since it uses high performance libraries (e.g. BLACS and LAPACK) to perform
the inner computations and the data migrations so it may also explain why it is
faster. Moreover, we also showed that HPX is performing better than the other
task-based languages on a large number of cores and that PaRSEC is more effi-
cient than HPX on smaller number of cores. Unfortunately, Regent performances
are close to HPX and PaRSEC but we encountered difficulties to make it scale
from 32 to 64 nodes. However, we expect fine-grain task-based programming
models them to get better performances with the increase of compute nodes and
the use of optimized routines to implement tasks. Finally YML+XMP, is the
less efficient one due to the communications between the tasks being held by the
file system. Furthermore, coarse-grain task-based programming models with two
levels of parallelism (the graph of tasks and the tasks implemented in a PGAS
language) are not adapted to this kind of machine and number of nodes. They
could possibly obtain better results with an adapted scheduler and a greater
number of nodes as shown in [10].



A Current Task-Based Programming Paradigms Analysis 215

As new perspectives, since, we only used a relatively small amount of nodes
on an already old cluster, the number of cores could be increased as well as the
size of the problem. We think that task-based programming models may get
better performances than MPI+X when the size of the problem, the number
of computing resources and the communication network involved in its solution
will greatly increase. The task approach allows to describe the computations,
the data migrations and the dependencies between them more precisely and at
a finer grain. Therefore, the scheduler will be able to predict and anticipate the
location where the data will be required. The scheduler could also optimize load
balancing in the processes available as well as run different type of task at the
same time compared to MPI where each process does almost the same thing at
the same time. Moreover, the scheduler could be able to launch computations
on resources where the data are stored and place the data in a way that reduces
their movement during the execution. Other graph of tasks based frameworks
like Pegasus [7] could also be studied.

Finally, our applications could get even better results by using existing
and efficient libraries to perform the operations on the sub-matrices. Another
improvement is to manage data sizes which are not divisible by the number of
blocks and introduce pivoting to improve numerical stability.
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Abstract. In this paper, we discuss methods for determining delay dis-
tributions in modern Very Large Scale Integration design. The delays
have a non-Gaussian nature, which is a challenging task to solve and is a
stumbling block for many approaches. The problem of finding delays in
VLSI circuits is equivalent to a graph optimisation problem. We propose
algorithms that aim at fast and very accurate calculations of statistical
delay distributions. The speed of execution is achieved by utilising previ-
ously obtained analytical results for delay propagation through one logic
gate. The accuracy is achieved by preserving the shapes of non-Gaussian
delay distribution while traversing the graph of a circuit. The discus-
sion on the methodology to handle non-Gaussian delay distributions is
the core of the present study. The proposed algorithms are tested and
compared with delay distributions obtained through Monte Carlo sim-
ulations, which is the standard verification procedure for this class of
problems.

Keywords: Timing analysis · Statistical static timing analysis · Delay
propagation · Uncertainty · Non-Gaussian · Graph optimisation

1 Introduction

The decrease of the feature size of modern Very Large Scale Integration (VLSI)
design and the increase of the transistor count on a single chip inevitably
approaches us to the end of Moore’s law. Recently, Integrated Circuit (IC) tech-
nology has already reached the 5 nm technological node. At such scales, the role
of uncertainty during the manufacturing process arises naturally due to physi-
cal fluctuations of various parameters such as the transistor channel width, its,
length, etc. The design verification for a VLSI circuit has now become even more
important since the complexity of design increases, which inevitably increase
their cost. The standard way of circuit verification is to perform the timing anal-
ysis of a design [1,7,11,13]. The most reliable analysis is done by running Monte
Carlo (MC) simulations that consider all possible variations of every parameter
in a system. However, such computations can last for weeks for a single design.
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Thus, semi-analytical methods based on delay models have been developed and
are used in addition of MC simulations.

Deterministic Static Timing Analysis (or simply STA) can effectively take
into account systematic process variations, and it was a dominant tool for sev-
eral decades. However, STA gives too pessimistic predictions of delays, which
significantly increases the cost of a chip in attempt to mitigate predicted delays.
Therefore, the need for handling random correlated processes have arisen, and
statistical approaches, known as Statistical Static Timing Analysis (SSTA), have
been developed [2,5]. Within SSTA, all the delays in a system are treated as ran-
dom variables (RVs) with some distributions. The goal of such an approach is to
determine the mean value of the delay across selected paths and critical delays
that may jeopardise the logic operation of the whole circuit. In addition, it is
required to determine the standard deviation of the delay, its distribution, prob-
ability density function (PDF) and/or cumulative distribution function (CDF).

It is accepted now that the distribution of the delay generated by an indi-
vidual logic gate is generally non-Gaussian [8]. A number of methods have been
proposed to address this issue. However, treating non-Gaussian distributions of
delays in a very large graph it still a challenge. Traditionally, approximations to
the actual forms of distributions are used, as, for example, in studies [4,15,16],
where the so-called canonical model of a delay has been proposed. Within this
method, the delay is described as a linear function of parameter variations.
Such approaches include (i) numerical approximations to the max-operator (see
Sect. 3 for the details on this issue) and/or linearisation of nonlinear functions,
and (ii) approximations to the actual distributions with Gaussians. For example,
paper [12] discusses another modification of the canonical form based on adding
a quadratic term and using skew-normal distributions.

In this study, we propose a fast and accurate algorithm for determining delay
distributions taking into account their non-Gaussian nature. The problem of find-
ing delays in VLSI circuits is formulated as that of a graph optimisation. The
speed of the algorithm execution is achieved by utilising previously obtained ana-
lytical results for delay propagation through one logic gate, which was proposed
in [6]. The accuracy is achieved by preserving the shapes of non-Gaussian delay
distribution while traversing the graph of a circuit. This requires presenting a
PDF of a gate’s delay as a mixture of radial basis functions (RBFs) and solving
the corresponding optimisation problem. The discussion on the methodology to
handle non-Gaussian delay distributions is the core of the present study. The
proposed optimisation strategies are incorporated in a traversal algorithm and
tested and compared with delay distributions obtained through Monte Carlo
simulations. The latter is the standard verification procedure for this class of
problems.

The paper is organised as follows. In Sect. 2, we give a brief introduction
to SSTA and discuss general statement of the problem. Section 3 discusses the
model of delay propagation through a logic gate. The model allows us to built
an algorithm for an accurate and fast calculation of the critical delay through
a graph, which is summarised in Sect. 4. The key steps of the algorithm and
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the optimisation problem are discussed in Sect. 5. Section 6 concludes this paper
with the verification of the algorithm via simulations and overall discussion.

Fig. 1. Example logic circuit and its timing graph.

2 Statement of the Problem

2.1 Definitions

Throughout the paper, we will use the following commonly accepted terminol-
ogy [2]. A logic circuit can be represented as a timing graph G(E,N) as illus-
trated in Fig. 1 where the graph and its paths are defined as follows.

Definition 1. A timing graph G(E,N) is an acyclic directed graph, where E
and N are the sets of edges and nodes correspondingly. Nodes reflect pins (logic
gates) of a circuit. The timing graph always has only one source and one sink.
Edges are characterised by weights di that describe delays.

The timing graph is called a statistical timing graph within SSTA when the
edges of the graph are described by RVs. The task then is to determine the
critical (longest) path.

Definition 2. Let pi(i = 1, . . . , N) be a path of ordered edges from the source to
the sink in a timing graph G and let Di be the path length of pi. Then Dmax =
max(D1, . . . , Dn) is referred to as the SSTA problem of a circuit.

Therefore, SSTA is aimed at determining the distribution of the circuit delay,
which is equivalent to calculating the longest path in the graph formalism. Since
SSTA operates with random variables, we will also use the following notation
for the probability density function of the Gaussian distribution:

g(x|μ, σ) def=
1√
2πσ

ϕ

(
x − μ

σ

)
, ϕ(x) def= e−x2/2 (1)

where μ and σ2 are the mean value and variance respectively, and ϕ(x) is the
Gaussian kernel function. The cumulative density function will be denoted as
follows:

Φ(x|μ, σ) def=
1
2

[
1 + erf

(
1√
2

x − μ

σ

)]
, (2)

where erf(x) is the error function.
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Fig. 2. Illustration of delay propagation through a logic gate. At stage (a), two signals
arrive at the input of the gate. At stage (b), the max-operation is performed, which
gives a skewed PDF. At the same time, the gate has its own operation time described
by some distribution (c). Thus, the distribution of the gate delay (d) requires the
convolution of the obtained distribution (b) and given (c). This convolution results in
a new RV, which clearly has a non-Gaussian form.

2.2 Gate Level Analysis

We will start by explaining briefly how the overall delay is generated in a single
logic gate. At the gate level, delay propagation is described by two operations:
computing the maximum (max) of two delays entering a gate and the summation
of the latter with the delay of the gate. From the statistical point of view, when
these operations are applied to RVs, the delay of a gate with two inputs reads:

max(X1,X2) + X0, (3)

where X1 and X2 are the RVs that describe the arrival times of input signals, and
X0 is the RV that gives the gate operation time. The operation of a logic gate
in terms of the arrival and operation time distributions is presented in Fig. 2.
Therefore, Eq. (3) is the convolution of the max(X1,X2, ) and X0 probability
density functions. The analytical solution to combination (3) exists in a limited
number of cases. We discuss these cases in the next section.

3 Model for a Logic Gate Delay

Consider a logic gate with two inputs, A and B, and suppose that the gate
operation time is distributed according to the normal law with a mean μ0 and
a variance σ2

0 , i.e., it is a Gaussian RV. Assume now that the arrival times of
both signals are also Gaussian RVs with means and variances μ1, σ2

1 and μ2,
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σ2
2 respectively. Even if the individual distribution in the example of Fig. 2 are

Gaussian, the application of formula (3) leads to a non-Gaussian distribution of
the delay at the gate output as shown in that figure.

In our previous work [6], the exact expression for the PDF of such an RV
was presented:

f(x) =
1√
2π

∑
i,j=1,2
i�=j

1
σ̃i

ϕ

(
x − μ0 − μi

σ̃i

)
Φ

⎡
⎣ 1√

1 + κ2
ij

y(. . .)

⎤
⎦ , (4)

where

κij =
σ0σi

σj σ̃i
, σ̃i =

√
σ2
0 + σ2

i , y(x) =
σ2
i (x − μ0) + σ2

0μi

σ̃2
i σj

− μj

σj
. (5)

Expression (4) does not take into account possible correlations between the
arrival signals. This issue will not be addressed in this study. Instead, we are
interested in demonstrating how this exact solution can speed up SSTA for a
given graph keeping precision high. Formula (4) assumes all initial delays (arrival
and gate itself) to have Gaussian distributions. In principle, both the arrival
signal and gate delay do not have to be Gaussian. If they can be decomposed
into a linear superposition of Gaussian kernel functions, the PDF of the gate
output delay can be presented as a linear combination of expressions (4) due
to the linearity of the integration operation. This idea constitutes the core of a
delay propagation algorithm which we discuss in the next sections.

4 Delay Propagation Algorithm

The algorithm for the calculation of the delay propagation through a timing
graph is outlined below. The high-level description of the algorithm is shown in
Fig. 3.

Algorithm 1. Returns a list with the parameters of Gaussian mixtures for
each node of the graph G.

Input: graph G; distributions, means and variances for graph nodes

1. Perform preprocessing: decompose each non-Gaussian PDF for input nodes
and gates and get corresponding Gaussian mixtures

2. Do forward propagation in G.
for node in G:

– calculate PDF f(x), mean μgate and standard deviation σgate

– represent via Gaussian mixture
– append to a list

Output: a list with PDFs for all nodes in the RBF representation

This algorithm relies on the decomposition procedure. This procedure aims
to represent a skewed (non-Gaussian) distribution with a mixture of RBFs that
have Gaussian form, which allows one to use the result (4). In the next section,
we discuss how such a decomposition can be performed.
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Fig. 3. High-level diagram of the Algorithm flow.

5 Optimisation

The exact function (4) can be written as frbf(x), a sum of RBFs; each of these
RBFs has a Gaussian-like shape. In other words, it can be decomposed to a
Gaussian mixture [9,14]. The decomposition procedure is equivalent to fitting
the actual PDF with a sum of RBFs, which brings us to an optimisation problem.
In this study, we discuss the minimisation of the sum of squares of the residuals

min
∑
i

|frbf(xi) − yi|2, (6)

subject to constraints (specified below). Here yi are the data points correspond-
ing to the actual function f(x) that we want to fit.

Depending on the form of the RBFs, the minimisation of (6) can vary signifi-
cantly, e.g., an approximate function frbf(x) can be either linearly or non-linearly
dependent on the fitting parameters. We discuss two alternative approaches
below.

5.1 Choice of the Cost Function

Let us consider the RBFs frbf(x) in the following form:

frbf(x) =
m∑
i=1

wiϕ

(
x − bi

ci

)
, ∀wi, ci > 0, (7)

where wi are the weight coefficients, bi determine positions of the corresponding
RBFs and ci are the shape parameters. The constraints on wi and ci are chosen
so that the resulting mixture of RBFs has the meaning of a PDF. In the most
general case, for m RBFs there are 3 m parameters to be determined from the
solution to the least-squares problem (6).
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Fig. 4. A sketch of a Gaussian comb. For a given shape parameter c, the Gaussian
kernels ϕ(x), being equally separated by Δb, form a 1D grid, which we call a Gaussian
comb. By adjusting the weights wi, the Gaussian comb can give various shapes. The
black dashed line shows the resulting curve from a mixture of Gaussian kernels in a
comb.

Allowing all three parameters to vary, the fit function frbf(x) gives the desired
shape using a small number m of RBFs. At the same time, obtaining a minimum
of (6) in such a case is not a trivial problem even for a few RBFs: the optimisation
solver may stuck in one of the local minima, which makes this approach less
reliable.

One can simplify the problem by setting a 1D grid of RBFs with given param-
eters bi and ci, therefore, only the weights wi remain unknown. Note that we get
only linear to the Gaussian kernels ϕ(x) unknown parameters in such a case. To
make the problem even simpler, let us fix the shape parameters ci for all kernels,
ci = const, and let us distribute the kernels with equal separation Δb. We shall
call such mixtures of RBFs a Gaussian comb (see Fig. 4). At the same time, such
a simplification will require more terms in a mixture of RBFs to get the desired
shape.

Thus, to construct the Gaussian comb, one needs to set up the number m of
RBFs in the comb, the Gaussian comb step Δb and the shape parameter c. The
weight coefficients wi then to be determined from (6). In this study, we assume
m and c are known a priori, and the step Δb is determined as

Δb =
Δy

m
, (8)

where Δy is the effective interval of values over which the function (PDF) must
be fit (we call it bandwidth). The choice of the bandwidth is discussed below.
In principle, the optimisation problem can be formulated in such a way that m
and c are determined simultaneously with the weights wi, making the solution
self-consistent. This will be reported elsewhere.

The distinguishable feature of such RBF decompositions is that one obtains
simple functions that allow fast and simple computations of a mean and a vari-
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Fig. 5. Cost functions for the least square problem of fitting a Gaussian PDF with
μ = 4 and σ = 0.7. Left: only one RBF is used; for w = 0.5699, the minimum is located
at b = 4 and c = 0.7. Right: two RBFs are used; for b1 = 3.5, b2 = 4.5, Δ = 1.0 and
c = 0.6, the minimum is located at w1 = w2 = 0.5299.

ance for the PDF:

μrbf =
√

2π

m∑
i=1

wibici, σ2
rbf =

√
2π

m∑
i=1

wici(b2i + c2i ) − μ2
rbf; (9)

for a case of Gaussian comb, ∀ci = c.

5.2 Comparison

For the sake of illustration, consider a problem of fitting the Gaussian PDF,
g(x|μ = 4, σ = 0.7), with only one RBF. If we pre-set the weight w, only two
parameters, b and c, are left to find. Choosing w = 1/(

√
2π0.7) ≈ 0.6599, the

parameters should be then exactly b = 4 and c = 0.7. A contour plot of the cost
function (6) for such a case is shown in Fig. 5 on the left. The cost function has
only one minimum, which lies in a valley (the point with b = 4 and c = 0.7).
However, if we allow the weight w to vary, there will be 3 parameters to find and
local minima appear. Increasing the number m of RBFs inevitably brings us to
a problem of omitting such minima.

The Gaussian comb consist of two Gaussian kernels with c = 0.6 and Δb = 1
(b1 = 3.5 and b2 = 4.5) leads to the cost function shown in Fig. 5 on the right.
One can see that the minimum is located in the bottom of a steep well that
rises dramatically as one goes away from the minimum. Thus, there will be no
difficulties in finding the minimum in higher dimensions, moreover, this problem
allows exact solution.

Consider another example. The PDF fLN(x) of the lognormal distribution
reads

fLN(x) =
1
x

· 1
σ
√

2π
exp

(
− (ln x − μ)2

2σ2

)
, (10)
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Fig. 6. Case study: representation of the lognormal distribution with a Gaussian mix-
ture. Two strategies are realised: (i) 3 RBFs with nonlinear to kernels fitting parameters
and (ii) 30 RBFs forming the Gaussian comb with linear to kernels parameters. Both
strategies give the perfect fit and desired values of μLN = 3 and σLN = 0.9 via the
approximation (9).

where μ and σ2 are the mean and variance of the corresponding normal distribu-
tion. The reciprocal relation between these μ and σ2 and the mean and variance
of the lognormal distribution, μLN and σ2

LN, is as follows:

μLN = exp
(

μ +
σ2

2

)
, σ2

LN =
[
exp

(
σ2

) − 1
] · exp

(
2μ + σ2

)
. (11)

Two different decompositions of (10) with μLN = 3 and σLN = 0.9 are shown
in Fig. 6. One can see that both approaches give perfect result, while require
different number of RBFs: (i) 3 RBFs with 3 fitting parameters each (wi, bi and
ci) and (ii) 30 RBFs in the Gaussian comb with 30 fitting parameters (weights
wi). The bandwidth is chosen as Δy = [μLN − 4σLN, μLN + 4σLN]. We shall
keep this choice for the bandwidth in this study although it is not optimal
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Fig. 7. A sequence of logic gates used in simulations.

(distributions can be significantly skewed). This issue will be addressed in a
separate study.

In the next section, the proposed Algorithm with the decomposition strate-
gies discussed above is tested and compared with the numerical experiments
(Monte Carlo simulations). The goal is to proof the concept, determine possible
issues and define future steps in the research.

6 Verification and Discussion

Let us investigate whether an error in computing the delays’ PDF is accumu-
lating or not when the decomposition into Gaussian kernels is used. To do so,
we consider a model circuit shown in Fig. 7. The inputs’ delays Ii (i = 1, . . . , n)
are described by the corresponding RVs, Xi. For simplicity (and without any
loss of generality), the operation time of the gates is considered to be the same,
thus, described by an RV X0. From the mathematical point of view, the forward
traversing of such a sequence of gates is equivalent to computing the chained
expressions of type (3). Thus, for the nth gate we have

max{. . . max[max(X1,X2) + X0,X3] + X0 . . .︸ ︷︷ ︸
n−1 times

,Xn+1} + X0. (12)

We have conducted a series of runs of the Algorithm and MC simulations for
the sequence of n = 20 (the source code is available from [10]). We have chosen
the initial delays Xi to be distributed as Xi ∼ N (μi, σi). The values for the
inputs’ means and standard deviations, μi and σi, were randomly drawn from
∼ U(2, 7) and ∼ U(0.2, 1.3) respectively for each run. One of the realisations of
the experiments is shown in Fig. 8. Since the absolute values of delays are not
important in the present study, the performance of the algorithm is measured by
relative errors in the mean values and standard deviations of delays with respect
to the Monte Carlo simulations.

For the Gaussian comb, m = 55 kernels have used with the shape parameter
c = 0.15. The relative error is less than 0.01% and remains at that level until it
starts to grow dramatically (see Fig. 8). This occurs when the chosen topology
of the comb becomes non-optimal, as it is shown for node 19. Also note that the
relative error in the standard deviation increased faster than that for the mean,
which is expected.
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Fig. 8. Results for the Gaussian comb approach (m = 55 kernels with c = 0.15):
the relative error in determination of the mean and standard deviation with respect
to the Monte Carlo values versus number of gates passed in the sequence. When the
bandwidth Δy becomes large, the topology of the Gaussian comb is no longer optimal
and the comb sprawls (node 19). For the details of the simulations see the text.

For the case of 3 RBFs with non-linear fitting parameters, the algorithm has
given poor performance. As is discussed in the previous section, the optimisa-
tion problem (6) in this case is sensitive to small deviations in an initial guess or
change of the bandwidth Δy. Thus, it has not been possible to finish the traver-
sal of the graph successfully (a Trust Region Algorithm [3] for the constrained
optimisation was used), and the results for this approach are not presented.

The obtained results allow us to conclude that the problem of VLSI circuit
delay indeed can be solved using (i) exact solution for a single gate’s delay PDF
and (ii) decomposition of non-Gaussian functions into Gaussian mixtures. The
detailed discussion and conclusions are as follows.

(i) The exact formula for an output logic gate delay, the convolution of max(X1,
X2) and X0 for Gaussian RVs Xi (i = 0, 1, 2), allows one to build a closed-
loop algorithm for forward traversal of a delay through a timing graph G.
The requirement for this is that non-Gaussian PDFs of delays are presented
via Gaussian mixtures, sums of RBFs of Gaussian form. The decomposition
is equivalent to solving the minimisation problem (6). We have considered
two different strategies for this problem.

(ii) Within the first strategy, for m RBFs it is required to determine 3m param-
eters, 3m − 1 of which are coefficients in the arguments of the RBFs. The
advantage is that only a few of RBFs is enough to obtain a fit with a desired
accuracy, but the drawback is sensitivity to small changes in the parameters
such as initial guess, choice of bandwidth Δy, etc.
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(iii) The second strategy relies on a pre-set grid of equally separated Gaussian
kernels ϕ(x) with the same shape parameter, a Gaussian comb. In such a
case, only coefficients that are linear multipliers to RBFs should be deter-
mined. The obvious advantage of this approach is that the optimisation
problem allows the exact solution, however the required number m of RBFs
increases dramatically, which increases (linearly to m) computation costs.

(iv) The comparison with MC simulations shown in Fig. 8 proofs the concept:
the timing graph can be forward traversed with the relative error less than
0.01% by decomposing real PDFs into corresponding Gaussian mixtures at
each node. However, when the topology of the Gaussian comb is fixed, it
leads to sprawling of the latter as the bandwidth Δy becomes large.

(v) In principle, the optimisation problem of finding the weights wi for the
Gaussian comb can be solved together with the problem of finding optimal
number m∗ and shape parameter c∗ of kernels in the comb. This should
not only prevent the comb sprawling but also speed up the graph traversal
procedure noticeably. At the same time, the optimisation problem for the 3-
RBF case should be analysed rigorously to avoid slipping in local minima.
This can be an alternative to the Gaussian comb decomposition. These
issues will be addressed in a separate study.
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Abstract. Reversible circuits are one of the technologies that can pro-
vide future low energy circuits. The synthesis of an optimal reversible
circuit for a given function is an np-hard problem. The meta-heuristic
approaches are one of the most promising methods for these types of
optimization problems. In this paper, a new approach for ACO reversible
synthesis is presented. Usually, authors build an ACO system with the
use of truth table or permutation representation of the reversible func-
tion. In this work, a Walsh spectral representation of a Boolean function
is used. This allows dividing search spaces into smaller “promising” areas
with well-defined transition operations between them. As a result, we
can minimize the enormous search space and generate better solutions
than obtained by ACO synthesis with classical reversible function repre-
sentation. The proposed approach was applied to benchmark reversible
functions of 4,5 and 6 variables and compared to other meta-heuristic
results and best-known solutions.

Keywords: ACO · Reversible circuits · Synthesis · Spectral methods ·
Walsh spectrum

1 Introduction

One of the most important requirements for the development of new electronic
devices is power consumption. With rapid minimization and growing demand
for computation power, the low-power design is under constant research. It is
well-known that with any loss of information the energy is dissipated [15]. On
that base, the reversible circuits, i.e the circuits that do not lose information dur-
ing computation, are recognized as one of the promising alternatives for future
low-power design [3,10]. It should be mentioned that reversible logic is strictly
connected with another promising technology - quantum computing.

Reversible circuits can be synthesized with the use of basic gates like not,
cnot, Toffoli. However, this synthesis is very different from the synthesis of clas-
sical circuits [23]. Many heuristic methods of reversible synthesis have been pro-
posed in the literature, to name a few: transformation based algorithm [19,20],
cycle-based algorithm [24], decision diagram based algorithms [28]. Most of the
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known methods are very redundant or can be applied to a reversible func-
tion with a small number of inputs [14]. Some of the authors proposed also
the use of meta-heuristic methodologies like genetic algorithms [11,27], parti-
cle swarm optimization [4,18], and ant colony optimization [17]. All presented
meta-heuristic approaches use truth-table or permutation representation of a
reversible function, in this paper a new ant colony optimization approach that
uses the spectral representation of a reversible function is used.

The paper is organized as follows. In Sect. 2 basic concepts connected
to reversible logic are introduced. Section 3 contains a description of Walsh-
Hadamard spectral methods. Section 4 is devoted to the general ACO system
while in Sect. 5 a detailed description of the algorithm is presented. Section 6 con-
tains a discussion of the results obtained. The concluding remarks are included
in the last Sect. 7.

2 Reversible Logic

In this Section, the basic definitions and ideas connected to reversible logic are
presented for the convenience of the reader.

Definition 1 (Balanced function). A Boolean function f : {0, 1}n → {0, 1}
is called balanced if it takes the value 1 the same number of times as 0.

Definition 2 (Reversible function). A mapping f : {0, 1}n → {0, 1}n is
called a reversible function if it is bijective.

Definition 3 (Component function). A reversible function f(x), x ∈ {0, 1}n

can be considered as a vector of Boolean functions f = (f1, f2, ..., fn), each of
these functions fi will be called component functions.

Table 1. Truth table of an exemplary 3 ∗ 3 reversible function f , the columns in/out
uses decimal signal encoding, while two middle ones represent signals encoded as a
binary string.

In x1 x2 x3 f1 f2 f3 Out

0 0 0 0 0 0 1 1

1 0 0 1 0 1 0 2

2 0 1 0 0 0 0 0

3 0 1 1 1 1 1 7

4 1 0 0 1 0 1 5

5 1 0 1 0 1 1 3

6 1 1 0 1 1 0 6

7 1 1 1 1 0 0 4
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Any reversible function can be represented in many ways for example as a
truth table, binary decision diagram, additionally, every reversible function is
bijective onto, and as such, it can be written as a permutation of input signals.
From the truth table representation of a reversible function (Table 1), we can
see that the function F is a bijection, every input signal appears once as an
output. Every output f(1) = f(001) = 010 = 2 is an element of a set of all
possible inputs, that is why the function can be represented as a permutation
[1, 2, 0, 7, 5, 3, 6, 4]. All of these representations are equivalent. The component
functions f1, f2, f3 are connected to appropriate columns in the truth table.

A reversible circuit is a circuit that realizes a reversible function, i.e. it per-
forms a bijective mapping of an n-bit input signal onto an n-bit output signal, the
mapping is defined by a given reversible function. The circuit can be reversible
if all internal operations are reversible, which means all building blocks of a
reversible circuit have to be reversible themselves. The classical digital circuits
are based on gates like AND and OR, these gates are not reversible, moreover,
their functions are not balanced, this implies that these gates cannot be used in
a reversible circuit. Additionally, in reversible circuit fan-outs are forbidden, this
implies that a reversible circuit is a cascade of reversible gates [22]. The most
often used library of basic reversible gates is known as multiple control Toffoli
gates (MCT) and contains three types of gates: not, cnot, Toffoli.

1. T1(s) - not gate, negates the signal on line s,
2. T2(k; s) - controlled not gate, negates the signal on line s if the signal on

control line k is equal to 1,
3. T3(k, l; s) - Toffoli gate, negates the signal on line s if the signals on controlled

lines k and l are equal to 1,
4. Tm(k1, ..., km−1; s) - generalized Toffoli gate, negates the signal on line s if

the signals on all m − 1 controlled lines k1, ..., km−1 are equal to 1,

Each of the MCT gates is self-inverse. It is known that any n ∗ n reversible
function can be implemented with the use of the gates from the MCT library.
Moreover, the number of different gates one can use to synthesize n∗n reversible
circuit increase with the number n of input binary variables, for example for
4 * 4 reversible domain, there are 32 available MCT gates: 4 * T1, 12 * T2 and
T3, 4 * T4.

2.1 Gate Cost

The simplest approach to evaluate the quality of a circuit is a gate count (GC),
this measure, however, treats all gates in the same way. It is rather obvious that
different gates will have different implementation cost, this implementation cost
can differ for technology used. The MCT gate library contains many different
gates, from the simplest ones T1 (not gate) to a very complex like T5 (generalized
Toffoli gate with 5 input lines and 4 lines are control ones). In the literature,
there are a few approaches to describe the sophistication of reversible gates. The
most recognized measures of gate costs are the so-called quantum cost (QC) [2]
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and T-count [1,21]. All these measures are connected to the representation of
reversible gates in quantum gates. QC and T-count measures grow rapidly with
the growth of the number of control lines. For gates used in the paper: T1, T2
have QC = 1, T-count = 0, T3: QC = 5, T-count = 7, T4: QC = 13, T-count = 16.
In this paper, quantum cost measure is used as it has similar behavior comparing
to T-count and has a nonzero cost to two basic gates not and cnot. The following
synthesis procedure is designed to optimize the QC of obtained circuits.

The process of reversible synthesis of a given function f is a task of gen-
erating the optimal sequence of reversible gates, that transforms input signals
into outputs with the agreement with function f . In this paper, the optimal
sequence means the sequence with the lowest total quantum cost. However the
meta-heuristic methodology is used and by default part of the solutions can be
suboptimal, the goal of the presented approach is to find solutions as near to
optimal as possible.

3 Walsh-Hadamard Transform

In the previous section two different representation of reversible function was
mentioned (truth table and permutation). In this paper, an additional - spectral
representation is used. In the domain of Boolean functions a few generalized
Fourier type transforms are well-known, i.e. Reed-Muller, Arithmetic, and Walsh
[26]. Each of these transforms can be used to define spectral representation
with different properties and was used for some time in the theory of Boolean
functions. In this paper the Walsh transform in Hadamard order is used, called
also Walsh-Hadamard transform.

Definition 4 (Walsh transform). In n variable Boolean domain the Walsh-
Hadamard transform is defined by the Kronecker product ⊗ of basic Walsh matrix

W (n) =
⊗

n

W (1), where W (1) =
(

1 1
1 −1

)
. (1)

To apply Walsh-Hadamard transform to a Boolean function, we have to apply
integer encoding of Boolean function.

Definition 5 (Integer encoding). Integer encoding of a Boolean value x is
defined as follows:

x →
{

1 when x = 0
−1 when x = 1.

(2)

Definition 6 (Walsh spectrum). The Walsh-Hadamard spectrum of n vari-
able Boolean function f(x1, x2, ..., xn) is represented as a vector of integer values
Sf defined as:

Sf = W (n)fc. (3)

where: fc is a column truth-vector of function f in integer encoding.
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Example 1 Let f = (0, 0, 1, 1, 0, 1, 0, 1)T be a truth-vector, then a vector of the
form fc = (1, 1,−1,−1, 1,−1, 1,−1)T represents integer encoded version of f .
In 3 variable domain Walsh-Hadamard transform W (3) have the form:

W (3) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (4)

Walsh-Hadamard spectrum Sf of function f is Sf = (0, 4, 4, 0, 0,−4, 4, 0)T .

The elements of spectral vector Sf are often called Walsh coefficients of
function f in Hadamard order. In the Walsh domain of three variables, these
coefficients are often designated as Sf = (S0, S3, S2, S23, S1, S13, S12, S123)T .
These spectral coefficients represent the correlation of function values with input
variables. The zero-order coefficient S0 represents the difference of the number
of occurrence of 0 and 1 values in a truth table column, for balanced functions
S0 is always 0. The first order coefficients {S1, S2, S3} represent the correlation
of function values with the values of input variables x1, x2, x3 respectively. The
second-order coefficients {S12, S13, S23} are connected with the correlation of
values of the function f and xor products: x1 ⊕ x2, x1 ⊕ x3, x2 ⊕ x3. The third-
order coefficient S123 represents the correlation of function f and x1 ⊕ x2 ⊕ x3.

In the general case we can write properties of Walsh coefficients:

– all coefficients s have an integer value, −2n ≤ s ≤ 2n,
– a sum of absolute values of any two coefficients cannot exceed 2n,
– S0 - is connected to a constant part of the function, this coefficient is equal

to 0 for balanced functions,
– Si represents the correlation of the function in consideration with the value

of variable xi,
– Sij represents the correlation of the function and xor product xi ⊕xj , where

i �= j 1 ≤ i, j ≤ n,
– Sij...m represents the correlation between the function and xor product xi ⊕

xj ⊕ ... ⊕ xm.

Definition 7 (Reverse Walsh transformation). From Walsh-Hadamard
spectrum Sf an original integer encoded Boolean function fc can be obtained
by reverse Walsh-Hadamard transform in the form:

fc = W−1(n)Sf , where: W−1(n) = 2−nW (n). (5)

As reversible function can be treated as a vector of component functions, one
can always derive Walsh transformation of a reversible function by application
of Walsh transform to each of component functions independently.
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Definition 8 (Walsh spectrum of reversible function). The Walsh spec-
trum of n∗n reversible function F can be obtained by application of Walsh matrix
to integer encoded function F c

SF = W (n)F c. (6)

It should be noted that the spectral form SF = Sf1 , Sf2 , ...Sfn
of a reversible

function F = (f1, f2, ...., fn) is a vector of spectral columns of component func-
tions, i. e. Sfi

= W (n)fc
i .

3.1 Spectral Invariant Operations

Definition 9 (Spectral invariant operations). An operation on Boolean
function f that preserve absolute values of Walsh spectral coefficients of the
function is called a spectral invariant

The set of spectral invariant operations have been used in Boolean logic
for many years [9,12,13,16]. The set of invariant operations is built from the
following function transformations:

1. negation of the function - changes sign of all spectral coefficients,
2. negation of an input variable - changes the sign of spectral coefficients con-

nected with this variable (for example when x2 → x2 then first-order coeffi-
cient change sign S2 → −S2, and similarly appropriate second-order coeffi-
cients S12, S13 and so on,

3. permutation of input variables - exchanges the coefficients connected with
appropriate variables,

4. replacement of a variable xi with xi ⊕ xj for i �= j,
5. replacement of the function truth vector f with f ⊕ xi.

All invariant operations can be implemented by application of appropriate
reversible gates, T1 gates implement operations 1 and 2 while using T2 gates one
can build operations 4 and 5. The operations 3 can be implemented by a so-called
swap gate, swap gate can be build from three T2 gates. The presented relations
divide the set of all reversible gates into a set of spectral invariant operations
(these gates have a quantum cost equal to 1) and the rest of reversible gates
that can modify the spectrum of the function in consideration.

3.2 Walsh-Hadamard Spectrum and Reversible Gates Operation

As was shown above, the simplest reversible gates T1 and T2 are connected to
spectral invariant operations. That means the rest of the reversible gates have
to modify the spectrum of a Boolean function. Every reversible function can
be represented as a permutation matrix, in particular, any reversible gate is
connected to a permutation matrix. Suppose we have a reversible circuit of the
form presented below.

x1

G1 G2

f1

x2 f2

x3 f3
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The function F = (f1, f2, f3) is represented by such a reversible gates G1 and
G2, and can be written as:

F = G2G1I, (7)

where I represent 3 ∗ 3 identity function and G1, G2 are permutation matrices
representing reversible gates G1, G2. Applying Walsh-Hadamard transform to
the resulting function F we have

WF = WG2G1I = WG2W
−1WG1W

−1WI, (8)

SF = WG2G1I = WG2W
−1WG1W

−1SI = G̃2G̃1SI , (9)

where SI denote Walsh spectral representative of identity function and G̃2 and
G̃1 are Walsh-Hadamard representatives of reversible gates G2, G1 respectively.
For any n the SI is the simplest spectrum matrix n ∗ 2n, in each column, there
is only one nonzero value. For n = 3 SI have the form:

SI =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0
0 0 8
0 8 0
0 0 0
8 0 0
0 0 0
0 0 0
0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (10)

Taking into account permutation matrices of reversible gates T1, T2, T3 we
can easily using matrices W and W−1 derive their representatives in the spectral
domain, below representatives of selected gates in Walsh domain are presented:

T1(1) →

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, T2(1; 2) →

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (11)

T3(1, 2; 3) →

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0
0 1

2 0 1
2 0 1

2 0 − 1
2

0 0 1 0 0 0 0 0
0 1

2 0 1
2 0 − 1

2 0 1
2

0 0 0 0 1 0 0 0
0 1

2 0 − 1
2 0 1

2 0 1
2

0 0 0 0 0 0 1 0
0 − 1

2 0 1
2 0 1

2 0 1
2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (12)
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As all T1 are diagonal and T2 a permutation matrices, their application to
SI will not modify absolute values in each column, these operations can only
change their positions. All other gates T3, T4, ..., Tn will change the values in
the spectrum and very often change number or zeros in the spectral columns,
the more zero values are in the spectrum the more linear the function is.

In Walsh domain, the functions are treated as a spectral matrix, all the
possible input signals are taken into account, singular input is connected to a
matrix row. The columns of the spectral matrix are connected to the spectrum
of component functions. The action of the reversible gate on the actual state is
represented as matrix state multiplication, which means all columns in the state
matrix are treated independently, i.e. all component functions can be treated
the same way.

4 Ant Colony Optimization

Ant colony optimization (ACO) is a biologically inspired meta-heuristic algo-
rithm introduced by Dorigo in [5,7]. The main idea of the algorithm is based
on the social behavior of ants during a food search. The communication in the
colony is based on pheromone residue that is left by each colony member when
traveling between nest and food source. At first, ACO was introduced to solve
traveling salesman problem later the method was applied to many other combi-
natorial problems [6,8].

Usually, the ACO algorithm is defined on a graph that represents states in
a search space, each edge in the graph represents actions (transitions between
states) that can be taken during the walk of an artificial ant. Every action
(edge) has an assigned value that represents the cost of the choice (very often
the distance between the states).

The optimization procedure used in this paper is based on a colony of m
artificial ants, in an iteration, every ant walks independently on a problem graph,
at each node the ant has to choose an edge that leads to the nest state. When
an ant reaches the end, either by reaching the final state node or the limit of
steps in one iteration, pheromones residues on visited nodes are updated. The
pheromone update rule and decision reasoning depend on ACO implementation.

At the start of the procedure, each node has been given an initial value τ0.
During the update procedure we allow the pheromones to evaporate in time.

τij ← ρτij , (13)

where ρ ∈ [0, 1) is an evaporation parameter. The pheromone update procedure
is done after evaporation, at the end of each iteration, every ant from the colony
update pheromone by an additional deposit Δτk

ij :

Δτk
ij(t) = R/Ck(t), (14)

where R is a constant and Ck(t) represents the cost of the solution obtained by
k-th ant in an iteration t, usually, Ck represents the sum of costs assigned to
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edges used in the solution. The final pheromone update procedure, that takes
into account evaporation and new deposits have the form:

τij(t + 1) = ρτij(t) +
∑

k

Δτk
ij(t). (15)

When ant moves over the graph the choice of an outgoing edge can be taken
either randomly or based on actual pheromones residue and partial heuristic
reasoning. In the procedure, a parameter ζ, the probability of pure random
choice at each graph node, is used. In the case of pheromone-based choice the
decision is based on weighted probability:

pij(t) =
τij(t)αηβ

ij∑
i,j τij(t)αηβ

ij

, (16)

where pij(t) is the probability of choosing j edge when an ant is in node i in
iteration t, τij(t) represents the actual pheromone deposit in node i attached to
edge j at the moment t. The parameter ηij represents heuristic reasoning, this
part always depends on the problem to be solved. Two additional parameters α,
β describe the relative importance of the pheromone and heuristic factors.

5 Algorithm Implementation

In this paper ACO is used to optimize the process of reversible function syn-
thesis, moreover, all the reversible functions are represented with the use of the
Walsh-Hadamard spectrum. The procedure starts with an initial function to be
synthesized. Each ant will try to convert the function spectrum into a spectrum
SI by application of reversible gates. The solution is a sequence of gates that
represents a function in consideration.

In the proposed ant colony optimization procedure state (node of the graph)
is connected to the spectrum of a reversible function, while the actions (edges
of the graph) are the gates that can be added to the solution. Each edge has an
attached value that represents the quantum cost of the appropriate gate.

5.1 Heuristic Reasoning for Designed ACO

As was mentioned before in the process of decision making the heuristic knowl-
edge about the word of reversible functions is taken into account (16). The target
state SI has only one nonzero value, that means during synthesis procedure we
should maximize the number of zeros of the actual state.

Suppose we have two states F1, F2 represented by spectral matrices SFa
and

SFb
. Additionally, there is the reversible gate Gx that transforms one state into

another one, i. e. SFa
= G̃xSFb

. The heuristic factor for edge Gx connected to
the state Fa will have the form:
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ηax = 1 +
count zeros(SFb

) − count zeros(SFa
)

min (count zeros(SFb
), count zeros(SFa

))
(17)

± σ

qc(Gx)
, (18)

where σ is a scaling parameter, count zeros(.) represent the function that
returns the number of zeros in the argument, min(., .) is the function that returns
the minimum value from given arguments, qc(.) represents the quantum cost
of a reversible gate. The sign ± corresponds to the sign of count zeros(SFb

) −
count zeros(SFa

).
The form of the heuristic factor (17) represents the main parameters that

have to be taken into account during the synthesis procedure. The main part
count zeros(SFb

)−count zeros(SFa )

min(count zeros(SFb
),count zeros(SFa ))

depends on a change of the number of zeros in
two connected states SFa

and SFb
, if the application of the gate increase the

number of zeros the factor has positive value when number of zero decreases the
factor is negative and so decrease the probability of choosing the edge. The sec-
ond element of the heuristic factor ± σ

qc(Gx)
distinguishes the gates that generate

state with the same number of zeros in the spectrum but differs in quantum
cost.

5.2 Pheromone Update Procedure

In the pheromone update procedure, the deposit from k-th ant given by Eq. (14),
the sum of quantum costs of all the gates in the solution found by an ant is used
for assessment of the cost of the solution Ck.

5.3 Additional Parameters of ACO Used in the Implementation

In the implementation of the ACO algorithm, the values of parameters that were
used are presented in Table 2.

5.4 Creation of ACO System

The ACO is based on the graph that represents the search space. It has to be
mentioned that the graph in consideration is an enormous one, for n variables,
there are 2n! reversible functions. It is impossible to build and keep in memory
all possible functions as nodes and transition gates edges. For that reason, our
search space will be built during the optimization process, whenever an ant visits
a new node, important node information will be created, that means assign all
edges, generate all heuristic factors, initialize pheromone deposit, etc. This lazy
node initialization allows us to save memory and speed up the initialization
phase. In the starting initialization phase, only the target state (node connected
to SI) and a state connected to a function f in consideration are created. The
node connected to f takes the role of the nest, it means at the beginning of a
new iteration every ant starts from this node.
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Table 2. Parameters used in implemented ACO algorithm

Name Short description Value

α The parameter connected to the influence of
pheromone in decision making (16)

1

β The parameter connected to the influence of
heuristic in decision making (16)

1

ζ The probability of random choice at every
node

0.5

m The size of the colony 30

R The scale factor used for deposit (14) 1

ρ The pheromone evaporation factor (13) 0.8

σ The scale factor in heuristic rule (17) 1

During the first tests of the algorithm, it was noticed that the ACO behaves
better (gives better results) when more than one final state was given. For that
reason, in the initialization phase, more than one target state was created. For
every gate a state that can be obtained from state SI by application of a single
gate was initialized, moreover, this states had a very simple assignment of the
pheromones for edges: 1 for the edge that leads to SI and 0 to others. This creates
an additional set of states that directly leads to the final state. This procedure
could be extended to next states with the distance of two or three gates from SI ,
it has to be noted that while for n = 4 there are only 32 nearest neighbors of SI

the number of neighbors in a distance of 3 gates can be estimated to 5000–10000
and it not seem reasonable to initialize them all.

6 Numerical Results

The proposed algorithm has been implemented in python, and run to
synthesize selected benchmark functions. At first ACO algorithm was
used to synthesize one of functions used in publication [17]: f =
[2, 9, 7, 13, 10, 4, 2, 14, 3, 0, 12, 6, 8, 15, 11, 15]. On that function, the impact of
algorithm parameter values was analyzed and their final values selected (see
Table 2).

In the literature, authors use many different functions as well as different cost
measures to test developed synthesis algorithms. Therefore, the algorithm was
tested against two sets of functions: one the set of known benchmarks and results
obtained via heuristic algorithms implemented in revkit tool [25] (Table 3), the
other set of functions taken from [17] in order to compare two ACO based
approaches (Table 4). The results from Table 3 shows that the results obtained
are not always optimal, however, most of them are near-optimal.

In the article that uses the ACO approach [17], we can find results of synthesis
that takes into account the number of gates. In order to be able to compare
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Table 3. Results of the presented ACO
algorithm for selected benchmark func-
tions compared with circuits obtained
with revkit tool [25].

Benchmark function ACO Walsh Known solutions

GC QC GC QC

4 49 35 88 36 84 [29]

4b 15g 1 27 67 34 90 [29]

4b 15g 2 32 91 35 83 [29]

4b 15g 3 25 81 32 96 [29]

4b 15g 4 26 80 35 91 [29]

4b 15g 5 35 102 34 80 [29]

aj-e11 25 53 34 90 [29]

App2.2 22 83 26 86 [29]

decode42 25 53 34 90 [29]

dmasl 24 68 30 78 [29]

gyang 30 96 16 76 [29]

hwb4 20 40 21 37 [29]

mini-alu 13 45 12 68 [29]

mod10 171 22 72 13 65 [29]

msaee 26 64 38 98 [29]

nth prime4 18 60 26 70 [29]

oc5 31 127 26 82 [29]

oc6 30 66 36 88 [29]

oc7 20 54 32 92 [29]

oc8 24 54 38 98 [29]

hwb5 34 81 33 71 [27]

hwb6 48 105 47 107 [24]

nth prime6 inc 59 281 57 485 [27]

Table 4. Results of the presented ACO
algorithm compared to the results from
[17] when minimal gate count is taken
as the goal of the synthesis.

Function Permutation

based ACO

[17]

Walsh

based

ACO

[1, 0, 3, 2, 5, 7, 4, 6] 3 3

[7, 0, 1, 2, 3, 4, 5, 6] 3 3

[0, 1, 2, 3, 4, 6, 5, 7] 3 3

[0, 1, 2, 4, 3, 5, 6, 7] 4 3

[0, 1, 2, 3, 4, 5, 6, 8, 7, 9,

10, 11, 12, 13, 14, 15]

7 8

[1, 2, 3, 4, 5, 6, 7, 0] 3 3

[1, 2, 3, 4, 5, 6, 7, 8, 9, 10,

11, 12, 13, 14, 15, 0]

3 3

[0, 7, 6, 9, 4, 11, 10, 13, 8,

15, 14, 1, 12, 3, 2, 5]

4 4

[3, 6, 2, 5, 7, 1, 0, 4] 6 6

[1, 2, 7, 5, 6, 3, 0, 4] 6 6

[4, 3, 0, 2, 7, 5, 6, 1] 5 5

[7, 5, 2, 4, 6, 1, 0, 3] 5 5

[6, 2, 14, 13, 3, 11, 10,

7, 0, 5, 8, 1, 15, 12, 4, 9]

11 10

[2, 9, 7, 13, 10, 4, 2, 14

, 3, 0, 12, 6, 8, 15, 11, 15]

11 11

[6, 4, 11, 0, 9, 8, 12, 2,

15, 5, 3, 7, 10, 13, 14, 1]

13 12

[13, 1, 14, 0, 9, 2, 15, 6,

12, 8, 11, 3, 4, 5, 7, 10]

10 9

both approaches, the cost measure was changed from quantum cost (QC) to the
number of gates in sequence (GC). For the cases presented in Table 4 the cost
of all gates was set to 1 instead of quantum cost.

The results are shown in Table 4 show that the results obtained are compa-
rable, in more difficult tasks often better to those obtained in [17]. This could be
the result of function representation used, as the Walsh spectrum contains more
global information on the function and heuristic factor of ant decision policy is
probably better suited to the synthesis task.

7 Conclusions

In the paper, a new approach for meta-heuristic reversible synthesis is presented.
The most important change is connected with different function representation
used. The Walsh-Hadamard spectrum of a function contains some global prop-
erties of the function, i.e. the correlation of the function values with input vari-
ables. This property allows the algorithm to create a choosing policy based on
the linearity of the function, the number of zeros in spectral representation of
the function in consideration. Additionally knowing that some of the simplest
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reversible gates preserve absolute values of the spectrum the artificial ants in the
ACO algorithm more often use high-cost gate only when the gate simplifies the
function. The results of the presented algorithm were compared to best-known
solutions, this comparison shows that even though the results obtained didn’t
always reach global optimal solutions, they were near the optimal ones. It has to
be noted that the global optimal reversible circuits are known only for functions
with the input variable numbers up to 4, for the functions with a higher number
of inputs the global optimal solutions are not known. Therefore all methods that
give a near-optimal solution for a high number of variables are important.

7.1 Future Areas of Research

The results obtained are promising, the extensions of the method presented are
considered. As was mentioned all columns of component functions are treated
independently, it is possible to store in the graph only component function states
while all the decisions would be taken with the use of global knowledge, the final
decision would be the sum of factors for each component function. This could
lead to an exchange of information between similar functions that share the
same component function spectral column. Additionally, it is possible to use
two-directional synthesis, i.e. one nest can be placed in target node and search
for a given function, while the other nest works the same way as presented, the
pheromones could be exchanged between these two colonies. This could lead to
better exploration and exploitation of search space in consideration.
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13. Karpovsky, M.G., Stanković, R.S., Astola, J.T.: Spectral Logic and Its Applications

for the Design of Digital Devices. Wiley, Hoboken (2008)
14. Kerntopf, P., Perkowski, M., Podlaski, K.: Synthesis of reversible circuits: a view

on the state-of-the-art. In: Proceedings of the 12th IEEE Conference on Nanotech-
nology (IEEE-NANO), pp. 1–6. IEEE (2012)

15. Landauer, R.: Irreversibility and heat generation in the computing process. IBM
J. Res. Dev. 5(3), 183–191 (1961)

16. Lechner, R.J.: A transform approach to logic design. IEEE Trans. Comput. 100(7),
627–640 (1970)

17. Li, M., Zheng, Y., Hsiao, M.S., Huang, C.: Reversible logic synthesis through ant
colony optimization. In: Proceedings of the Design, Automation & Test in Europe
Conference & Exhibition (DATE), pp. 307–310. IEEE (2010)

18. Manna, P., Kole, D.K., Rahaman, H., Das, D.K., Bhattacharya, B.B.: Reversible
logic circuit synthesis using genetic algorithm and particle swarm optimization. In:
Proceedings of the International Symposium on Electronic System Design (ISED),
pp. 246–250. IEEE (2012)

19. Maslov, D., Dueck, G.W., Miller, D.M.: Techniques for the synthesis of reversible
Toffoli networks. ACM Trans. Des. Autom. Electron. Syst. 12(4), 42–es (2007)

20. Miller, D.M., Maslov, D., Dueck, G.W.: A transformation based algorithm for
reversible logic synthesis. In: Proceedings of the 40th Annual Design Automation
Conference, pp. 318–323. ACM (2003)

21. Miller, D.M., Soeken, M., Drechsler, R.: Mapping NCV circuits to optimized Clif-
ford+T circuits. In: Yamashita, S., Minato, S. (eds.) RC 2014. LNCS, vol. 8507, pp.
163–175. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-08494-7 13

22. Nielsen, M.A., Chuang, I.L.: Quantum Computation and Quantum Information.
Cambridge University Press (2010)

23. Saeedi, M., Markov, I.: Synthesis and optimization of reversible circuits – a survey.
ACM Comput. Surv. 45(2), 21:1–21:34 (2013)

24. Saeedi, M., Zamani, M.S., Sedighi, M., Sasanian, Z.: Reversible circuit synthesis
using a cycle-based approach. J. Emerg. Technol. Comput. Syst. 6(4), 1–26 (2010)

25. Soeken, M., Frehse, S., Wille, R., Drechsler, R.: RevKit: an open source toolkit for
the design of reversible circuits. In: De Vos, A., Wille, R. (eds.) RC 2011. LNCS,
vol. 7165, pp. 64–76. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-
642-29517-1 6
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Abstract. Multitasking optimization is an emerging research field
which has attracted lot of attention in the scientific community. The
main purpose of this paradigm is how to solve multiple optimization
problems or tasks simultaneously by conducting a single search process.
The main catalyst for reaching this objective is to exploit possible syn-
ergies and complementarities among the tasks to be optimized, helping
each other by virtue of the transfer of knowledge among them (thereby
being referred to as Transfer Optimization). In this context, Evolution-
ary Multitasking addresses Transfer Optimization problems by resorting
to concepts from Evolutionary Computation for simultaneous solving
the tasks at hand. This work contributes to this trend by proposing a
novel algorithmic scheme for dealing with multitasking environments.
The proposed approach, coined as Coevolutionary Bat Algorithm, finds
its inspiration in concepts from both co-evolutionary strategies and the
metaheuristic Bat Algorithm. We compare the performance of our pro-
posed method with that of its Multifactorial Evolutionary Algorithm
counterpart over 15 different multitasking setups, composed by eight ref-
erence instances of the discrete Traveling Salesman Problem. The exper-
imentation and results stemming therefrom support the main hypothesis
of this study: the proposed Coevolutionary Bat Algorithm is a promising
meta-heuristic for solving Evolutionary Multitasking scenarios.

Keywords: Transfer Optimization · Evolutionary Multitasking · Bat
Algorithm · Multifactorial Optimization · Traveling Salesman Problem

1 Introduction

By using as its inspiration concepts from Transfer Learning [34] and Multitask
Learning [4], Transfer Optimization is an incipient knowledge field, which has
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congregated an active scientific community in recent years [28]. The principal
idea behind this field is to exploit what has been learned through the optimiza-
tion of one specific problem or task, when tackling of another related or unrelated
optimization task. Due to its relative youth, Transfer Optimization has not been
studied as deeply as other research areas. It has not been until these last years
when the transferability of knowledge among tasks has become a priority among
researchers from the Evolutionary Computation arena.

Within the Transfer Optimization paradigm, three separated categories can
be identified: sequential transfer, multitasking and multiform optimization. The
first of these classes refers to those situations in which tasks are faced sequen-
tially, assuming that for solving a new problem/instance, the knowledge collected
when solving previous tasks is used as external information [11]. The second of
these categories (Multitasking) deals with different optimization tasks simulta-
neously by dynamically scrutinizing existing complementarities and synergies
among them [16,39]. Finally, multiform optimization aims at solving a single
problem by resorting to different alternative problem formulations, which are
optimized simultaneously. In all these categories, there is a clear consensus in
the community on the capital importance of the correlation among the tasks to
be solved for positively capitalizing on the transfer of knowledge over the search
[17].

Among the three divisions pointed out above, multitasking is the one that has
arguably grasped most attention by the community. The study presented in this
manuscript is focused on this specific category. Specifically, we focus on multi-
tasking optimization through the perspective of Evolutionary Multitasking (EM,
[27]). In short, EM tackles the simultaneous optimization of several optimization
tasks by relying on concepts and methods from Evolutionary Computation [1,8].
In the last years, a particular flavor of EM grounded on the so-called Multifac-
torial Optimization strategy (MFO, [17]) has shown a superior efficiency when
dealing with different environments involving several continuous, discrete, single-
optimization and multi-objective optimization problems and tasks [14,18,38,43].
The majority of the literature related to this area is focused on a solver belonging
to this flavor: the Multifactorial Evolutionary Algorithm (MFEA, [17]). Unfor-
tunately, alternatives to MFEA still remain scarce to date.

Bearing this in mind, the research work presented in what follows revolves on
a novel EM meta-heuristic algorithm that adopts the Bat Algorithm (BA, [41])
at its core. Specifically, we present a Coevolutionary Bat Algorithm (COEBA)
for discrete evolutionary multitasking. Through this proposal, we take a step
further over the state of the art by elaborating on a new research direction in
two different directions. On the one hand, we contribute to the EM area by
introducing a new efficient meta-heuristic scheme. It is important to point out
here that, unlike most articles published so far around EM, COEBA does not
find its inspirational source in the MFO paradigm. On the other hand, COEBA
is the first attempt at using BA for Transfer Optimization.

It is also relevant to underscore here that the experimentation carried out
in this paper considers a less studied discrete environment comprising different
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instances of the Traveling Salesman Problem (TSP, [21]). Concretely, we assess
the performance of the proposed COEBA by comparing its performance to that
obtained by MFEA. Our main purpose with this performance comparison is
to elucidate that COEBA embodies a promising alternative to deal with EM
scenarios. To this end, we have chosen 8 different TSP instances, giving rise to
15 multi-tasking environments with varying degrees of phenotypical relationship.

The rest of the paper is organized as follows. Section 2 introduces the back-
ground related to both Evolutionary Multitasking and the Bat Algorithm. Next,
Sect. 3 exposes in detail the main features of the proposed COEBA. The exper-
imentation setup, analysis and discussion of the results are given in Sect. 4. The
study ends in Sect. 5 with conclusions and future research directions.

2 Background

This section is dedicated to providing a brief background on Evolutionary Mul-
titasking (Sect. 2.1) and the Bat Algorithm (Sect. 2.2).

2.1 Evolutionary Multitasking

In recent years, EM has arisen as a promising paradigm for facing simultane-
ous optimization tasks. There are two main features that motivated the first
formulation of EM. The first one is the parallelism inherent to the population
of individuals, which eases the management of diverse concurrent optimization
tasks faced simultaneously. Thanks to this feature, latent synergies between tasks
can be automatically harnessed during the solving process [28]. The second fea-
ture is the continuous transfer of genetic material between the individuals, which
allows all tasks to benefit from each other, even for those that are not strongly
correlated with the rest of the pool [17].

It is widely accepted that the concept of EM was only materialized through
the vision of the MFO until late 2017 [6]. Today, this nascent research stream
is receiving interesting contributions in terms of new algorithmic schemes, such
as the Coevolutionary Multitasking scheme proposed in [5], or the multitasking
multi-swarm optimization described in [37]. Additional alternatives to MFEA
have also been proposed, such as the multifactorial brain storm optimization
algorithm presented in [45], the Multifactorial Differential Evolution in [10] or the
hybrid particle swarm optimization-firefly algorithm introduced in [40]. Despite
these recently proposed methods, MFO and its related MFEA have monopolized
the research activity around this field since its inception. In fact, the authors of
MFEA have recently introduced an adaptive variant of MFEA, coined as MFEA-
II, thereby eliciting the momentum played by this algorithm in the field [2].

Going into mathematical details, we can formulate EM as an environment
in which K tasks or problems should be optimized in a simultaneous fashion.
This environment is characterized by the existence of as many search spaces
as tasks. Thus, for the k-th task, its objective function Tk is characterized as
fk : Ωk → R, where Ωk represents the search space of Tk. Let us assume that
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all tasks are minimization problems, so that the main objective of EM is to
find a set of solutions {x1, . . . ,xK} such that xk = arg minx∈Ωk

fk(x). A crucial
aspect to properly understand EM is that all individuals xp in the population
P to be evolved belong to a unified search space ΩU that relates to Ω1 to ΩK

by means of a encoding/decoding mapping functions ξk : Ωk �→ ΩU . Therefore,
each individual xp ∈ ΩU in P can be decoded (ξ−1

k (xp)) to represent a task-
specific solution xp,k for each of the K tasks. Shifting our attention on MFO
and MFEA, four different definitions are associated with each individual xp of
the population P : Factorial Cost, Factorial Rank, Scalar Fitness and Skill Factor.
With the intention accommodating this work to the extension requisites, we refer
interested readers to [2,17] for additional deeper details on how these definitions
are exploited during the search over the unified space ΩU .

Several significant works have been recently published around EM and MFO.
In [44], authors present an influential application of the MFEA to different dis-
crete problems. This paper also introduces the discrete unified encoding, used as
a reference in subsequent works. A related study is [47], where MFEA was applied
to the Vehicle Routing Problem. Gong et al. presented in [14] and improved
version of the MFEA, endowing the algorithm with a dynamic resource allo-
cating strategy. An interesting discrete MFEA has been also developed in [38]
for the composition of semantic web services. Gupta et al. presented in [18] a
multi-objective variant of MFEA, giving evidence of its efficiency on a real-world
manufacturing process design problem. Finally, the work in [43] follows a sim-
ilar strategy by enhancing MFEA with the incorporation of opposition-based
learning. Further theoretical studies on EM and MFEO can be found in [22,46].

2.2 Bat Algorithm

BA is a nature-inspired metaheuristic based on the echolocation system of bats.
In the nature, bats emit ultrasonic pulses to the surrounding environment with
navigation and hunting purposes. After the emission of these pulses, bats listen
to the echoes, and based on them they can locate themselves and also identify
and locate preys and obstacles. Besides that, each bat is able to find the most
“nutritious” areas performing an individual search, or moving towards a “nutri-
tious” location previously found by any other component of the swarm. It is
important to mention that some rules have to be previously established with the
aim of making an appropriate adaptation [41]:

1. All bats use echolocation to detect the distance, and they are assumed to be
able to distinguish between an obstacle and a prey.

2. All bats fly randomly at speed vi and position xi, emitting pulses with a fixed
frequency fmin, varying wavelength λ and loudness Ai to search for a prey.
In this idealized rule, it is assumed that every bat can adjust in an automatic
way the frequency (or wavelength) of the pulses, emitted at a rate r ∈ [0, 1].
This automatic adjustment depends on the proximity of the targeted prey.

3. In the real world, the bats’ emissions loudness can vary in many different ways.
Nevertheless, we assume that this loudness can vary from a large positive A0

to a minimum constant value Amin.
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Since its proposal, BA has emerged as one of the most successful meta-
heuristic solvers. It has been applied to a manifold of problems such as logistic
[32], industry [24], or medicine [19]. The literature behind BA is huge and diverse,
as manifested by comprehensive surveys on practical applications of BA [12,42].

3 Coevolutionary Bat Algorithm for Multitasking

Following concepts previously embraced by other alternatives in the literature
[5], one of the main characteristics of the designed COEBA is its multi-population
nature. By this we mean that COEBA is a method composed by a defined num-
ber of populations, or demes [25], comprised by the same number of individuals.
More specifically, the number of groups is equal to K, i.e. the number of tasks
to be optimized. Additionally, each of the K subpopulations concentrates on
solving a specific task Tk. This means that bats corresponding to the k-th deme
are only evaluated on task Tk.

As in MFEA, a unified representation ΩU is used for encoding individuals.
However, the most innovative aspect of COEBA is that each subpopulation has
its own search space. This involves a slight size readjustment when different
demes exchange individuals among them. We will hereafter use the TSP to show
this size readjustment problem. Hence, we denote the size of each problem Tk

(i.e. the number of cities) as Dk. Let us assume that individual xi is encoded
as a permutation of the integer set {1, 2, . . . ,Dk}. In this way, when xk

p ∈ Ωk is
migrated to a subpopulation in which the size of task T ′

k to be solved is D′
k < Dk,

only integers lower than Dk are considered, thus reducing the phenotype of
the individual. These integers maintain the same order as in xk

p. The reverse
procedure applies if D′

k > Dk. In that case, and considering that each time
an individual xk

p is transferred to a deme it replaces an alternative bat xk′
p , all

integers between Dk and D′
k are inserted in xk

p in the same positions as in xk′
p .

This multiple search space strategy enhances the exploitation of the search over
the demes, making the movement operators more effective.

With all these considerations in mind, Algorithm1 shows the pseudocode of
the designed COEBA. As can be seen, in the initialization process a number
X of individuals are randomly generated. After initialization, each individual is
evaluated over all K tasks. Then, within an iterative process, each subpopulation
is built by choosing the top X/K individuals for the corresponding task (the same
bat can be selected by different tasks). Once demes are composed, each one is
evolved independently by following the concepts of the discrete version of the
BA [32]. To be more concise, the distance between two different bats is measured
by means of the Hamming Distance, namely, the number of non-corresponding
elements in the sequence. Furthermore, the inclination mechanism is also used
[31]. Thanks to this feature (lines 10–14 in Algorithm1), the method intelligently
selects the movement function suited for each bat at every iteration, depending
on its specific situation regarding the leading bat of the swarm. As is shown in
Algorithm 1, 2-opt and insertions are used as movement functions.
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Algorithm 1: Pseudocode of the proposed COEBA
1 Randomly generate an initial population of X bats
2 for each bat xi in the population do
3 Initialize the pulse rate ri, velocity vi and loudness Ai

4 Evaluate each of the individual for all the K optimization tasks
5 Build the K number of subpopulations
6 while termination criterion not reached do
7 for each population k do
8 for each bat xi in the subpopulation do
9 Generate new solution

10 if vt
i<n/2 then

11 xi ← 2 − opt(xt−1
i , vt

i)
12 else
13 xi ← insertion(xt−1

i , vt
i)

14 if rand>ri then
15 Select one solution among the best ones
16 Generate a new bat by selecting the best neighbor of the

chosen bat

17 if rand<Ai and f(xi)<f(x∗) then
18 Accept the new solution
19 Increase ri and reduce Ai

20 if iteration is multiple of migr then
21 Two random individuals are migrated from k to another randomly

selected subpopulation

22 Return the best individual in P for each task Tk

Moreover, every migr iterations, each group transfers two individuals to a
randomly selected population. These two bats are selected by following this crite-
rion: the first one is selected uniformly at random among the best 10 individuals
of the population, while the second one is drawn from the complete subpopula-
tion. These two individuals substitute two randomly chosen bats, not considering
the 10 best ones of the deme where the replacement is done. Finally, COEBA
finishes its execution after I iterations, returning as its solution the best bat of
each subpopulation. Any other stopping criterion can be adopted with no further
consequences to the design of the algorithm.

4 Experimentation and Results

To assess the performance of the designed COEBA solver, an extensive exper-
imentation has been carried out, which is described in depth in this section.
As such, Subsect. 4.1 elaborates on the group of TSP instances used in the
experiments, whereas Subsect. 4.2 details the experimentation setup. Finally,
the obtained results are analyzed and critically examined in Subsect. 4.3.
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4.1 Benchmark Problems

As introduced in Sect. 1, the experiments performed in this work consider the
TSP as their benchmark problem to be optimized simultaneously. Readers inter-
ested on the formulation and theoretical aspects of this classical problem are
referred to [3] or [26]. Arguably, TSP has become one of the most often used prob-
lems for performance analysis of discrete optimization algorithms. A plethora of
meta-heuristic solvers have been applied to the TSP, or to any of its variants,
from traditional techniques such as the Genetic Algorithm [15], Ant Colony
Optimization [9] or Tabu Search [13], to modern discrete solvers such as Firefly
Algorithm [20], Cuckoo Search [33], or the Water Cycle Algorithm [30]. Before
proceeding further, it is important to bear in mind that the goal of the experi-
ments is not to reach the optimal solution of the TSP instances under consider-
ation, but to statistically compare the performance of both MFEA and COEBA
when using the same instances and evaluation conditions.

This being said, the performance of COEBA and its counterpart MFEA has
been measured over 8 TSP instances, which are combined to yield 15 different
test scenarios. All instances have been retrieved from the TSPLIB repository
[36]. Specifically, the first 8 instances of the Padberg/Rinaldi benchmark have
been employed: pr76, pr107, pr124, pr136, pr144, pr152, pr226, and pr264.

4.2 Experimental Setup

For the sake of fairness in the comparisons, similar parameters and operators
have been used for both MFEA and COEBA. This way, we can objectively con-
clude which solver reaches better outcomes using similar evaluation conditions.
To ensure the replicability of this study, parameters employed for the imple-
mented algorithms are depicted in Table 1. For this parameter setting, not only

Table 1. Parameter values set for MFEA and COEBA.

MFEA COEBA

Parameter Value Parameter Value

Population size 200 Population size 200

Crossover Function Order
Crossover [7]

Short movement
function

2-opt [23]

Mutation Function 2-opt [23] Short movement
function

Insertion [31]

Crossover Prob. 0.9 Initial A0
i Random number in

[0.8,1.0]

Mutation Prob. 0.1 Initial r0i Random number in
[0.0,0.4]

migr 100 migr 100

α & γ 0.98
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works focused on MFEA and BA have been considered [17,42,44], but also good
practices reported in the community for tackling routing problems [29]. In addi-
tion, all bats are initialized uniformly at random. As the termination criterion,
each algorithm is stopped after I = 500 · 103 objective function evaluations.

As mentioned before, 15 different test scenarios have been built for the experi-
mentation. Each of these multitasking configurations implies that both COEBA
and MFEA should face the resolution of all the tasks assigned to that sce-
nario simultaneously. Among these test cases, 10 of them are composed by 4
TSP instances, 4 scenarios are comprised by 6 TSP instances, and the last one
includes all the 8 instances. Table 2 summarizes all the considered configurations.
The main rationale for building these tests scenarios is twofold: i) to reach con-
clusions over a diverse and heterogeneous set of multitasking scenarios, involving
each TSP instance in exactly the same number of cases, and ii) to exploit the
possible genetic complementarities of the instances.

Table 2. Summary of the 15 tests cases built for the experimentation.

Test case pr76 pr107 pr124 pr136 pr144 pr152 pr226 pr264

Test Case 4 1 × × × ×
Test Case 4 2 × × × ×
Test Case 4 3 × × × ×
Test Case 4 4 × × × ×
Test Case 4 5 × × × ×
Test Case 4 6 × × × ×
Test Case 4 7 × × × ×
Test Case 4 8 × × × ×
Test Case 4 9 × × × ×
Test Case 4 10 × × × ×
Test Case 6 1 × × × × × ×
Test Case 6 2 × × × × × ×
Test Case 6 3 × × × × × ×
Test Case 6 4 × × × × × ×
Test Case 8 × × × × × × × ×

Finally, all tests have been carried out on an Intel Xeon E5 – 2650 v3 com-
puter, with 2.30 GHz and a RAM of 32 GB. Moreover, each test case has been run
20 times to account for the statistical significance of performance gaps encoun-
tered during the experimentation.

4.3 Results and Discussion

Table 3 depicts the comparisons in the results reached by COEBA and MFEA.
Due to lack of space, we omit all the average outcomes for each test case. Instead,
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we show graphically the comparison using two colored circles. A green circle
( ) implies that COEBA has performed better than MFEA in terms of fitness
average. On the contrary, a red circle ( ) means that MFEA has achieved better
results on average. Using Test Case 4 3 as an example, and considering Table 2,
we observe that COEBA performs better in pr76, pr226, and pr264, while
MFEA is better in pr107. Thus, analyzing the content of the Table 3, we conclude
that COEBA clearly outperforms MFEA over these EM scenarios, being superior
to MFEA in all but 4 TSP instances evolved jointly. It is also crucial to highlight
that COEBA obtains better outcomes in all the eight instances evolved jointly
in Test Case 8.

Table 3. Comparison of the results for the 15 tests cases built for the experimentation.
( ) means COEBA outperforms MFEA. ( ) means MFEA performs better.

Test Case COEBA vs. MFEA comparison

Test Case 4 1 - - -

Test Case 4 2 - - -

Test Case 4 3 - - -

Test Case 4 4 - - -

Test Case 4 5 - - -

Test Case 4 6 - - -

Test Case 4 7 - - -

Test Case 4 8 - - -

Test Case 4 9 - - -

Test Case 4 10 - - -

Test Case 6 1 - - - - -

Test Case 6 2 - - - - -

Test Case 6 3 - - - - -

Test Case 6 4 - - - - -

Test Case 8 - - - - - - -

For extending the coverage and insights provided by this experimentation, we
depict in Table 4 the outcomes obtained by COEBA and MFEA for the 8 TSP
instances that compose Test Case 8. We show the average, best and standard
deviation of results for each instance. Furthermore, we also provide the best
known optima reported for each TSP instance in the literature. These results
confirm that the proposed COEBA is a promising meta-heuristic for solving EM
environments, outperforming MFEA in terms of both average and best outcomes
in this context. Even though it is not the goal of this work, it is also relevant to
note that the difference between the optimal outcomes and the average results
obtained by COEBA ranges between 0.4% and 5.6%, thereby showing that our
proposal not only performs competitively for multitasking environments, but
also gets close to optimality of the tasks under consideration.



Coevolutionary Bat Algorithm 253

Table 4. Results (best/average/standard deviation of the fitness over 20 runs) obtained
by COEBA and MFEA for the 8 instances in the Test Case 8, and results of the
Wilcoxon Rank-Sum test. Best results between COEBA and MFEA achieved over
each TSP instances are highlighted in bold.

Method pr76 pr107 pr124 pr136 pr144 pr152 pr226 pr264

COEBA

108602.4 44927.3 59380.8 99741.1 59045.5 74819.1 81425.7 51924.3

108234.0 44610.0 59087.0 99741.1 58771.0 74000.0 81048.0 51079.0

402.54 242.27 226.89 534.30 244.37 420.50 248.55 458.87

MFEA

113116.5 47110.5 62104.2 106729.3 62179.2 76117.3 84586.3 54031.7

111073.0 46052.0 61419.0 104998.0 60534.0 74294.0 82320.0 52728.0

2355.08 858.99 601.06 1461.53 1770.25 1756.13 6065.24 3489.31

Optima 108159.0 44303.0 59030.0 96772.0 58537.0 73682.0 80369.0 49135.0

Wilcoxon test

In order to buttress our conclusions with the statistical significance of these
identified gaps, the Wilcoxon Rank-Sum test has been applied, rendering the
results depicted in the last row of Table 4. The confidence interval has been set
to 95%. We have compared the outcomes obtained for all the 8 TSP instances
separately. Accordingly, the last row of Table 4 represent the outcomes of these
statistical tests. Specifically, a green circle ( ) means that COEBA outperforms
MFEA with statistical significance. On the contrary, the red circle ( ) would have
indicated the non-existence of evidences for ensuring the statistical significance
of a gap between MFEA and COEBA. As can be seen in this table, Wilcoxon
Rank-Sum test confirms that COEBA significantly outperforms MFEA in all
the 8 instances embedded in this test scenario. The obtained average z-value is
−2.68, with an average p-value equal to 0.00888. Considering that the critical zc

value is −1.64, and because −2.68 < −1.64 and 0.00888 < 0.05, these outcomes
support the significance of the performance differences at 95% confidence level.
Thus, the difference is significant at this confidence level, thereby concluding
that the COEBA is statistically better than MFEA for this test scenario.

5 Conclusions and Future Work

This manuscript has elaborated on the design, implementation and validation
of a novel approach for solving evolutionary multitasking environments, wherein
tasks are optimization problems. For reaching this goal, we have introduced the
Coevolutionary Bat Algorithm (COEBA), which finds its source of inspiration
from the concepts of evolutionary co-evolution and the discrete adaptation of
the Bat Algorithm. A subpopulation is devoted for the optimization of each
problem, with a migration policy that allow exchanging genotype information
and exploiting synergies among problems. For showcasing the application of
the proposed multitasking approach, an experimental setup has been devised
embracing instances of the Traveling Salesman Problem as benchmark problems
to be jointly solved. We have compared the outcomes attained by COEBA with
the ones furnished by Multifactorial Evolutionary Algorithm (MFEA) over 15
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different multitasking test cases. The results validate our hypothesis: COEBA is
a promising meta-heuristic for addressing multitasking scenarios.

Several research lines have been planned to gain insight beyond the findings
reported in this study. In the short term, we will gauge the scalability of COEBA
by analyzing its performance and computational efficiency when simultaneously
solving test cases comprising TSP instances of larger dimensionality. We also plan
to design additional search mechanisms (such as alternative migration strate-
gies), all targeted at reinforcing the transfer of knowledge among related tasks
(positive transfer), and lowering the genotype exchange among those tasks that
are not related to each other (correspondingly, negative transfer). In the longer
term, we will explore the application of COEBA to problems stemming from
other research fields [35] with discrete optimization problems at their core, such
as community detection in social networks.
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Abstract. In this work, we propose new packing algorithm designed for
the generation of polygon meshes to be used for modeling of rock and
porous media based on the virtual element method. The packing problem
to be solved corresponds to a two-dimensional packing of convex-shape
polygons and is based on the locus operation used for the advancing
front approach. Additionally, for the sake of simplicity, we decided to
restrain the polygon rotation in the packing process. Three heuristics
are presented to simplify the packing problem: density heuristic, grav-
ity heuristic and the multi-layer packing. The decision made by those
three heuristic are prioritizing on minimizing the area, inserting poly-
gons on the minimum Y coordinate and pack polygons in multiple layers
dividing the input in multiple lists, respectively. Finally, we illustrate the
potential of the generated meshes by solving a diffusion problem, where
the discretized domain consisted in polygons and spaces with different
conductivities. Due to the arbitrary shape of polygons and spaces that
are generated by the packing algorithm, the virtual element method was
used to solve the diffusion problem numerically.

Keywords: Polygonal meshes · Geometric packing · Virtual element
method · Computational geometry

1 Introduction

In the last decade, the use of finite element methods (FEM) have been the
common engineering practice to design and evaluate the performance of different
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systems. However, in many applications, the FEM has shown some limitations
related to the complexity involved in the mesh generation, specially for problems
in which the domain is defined by an arrangement of irregular sub-domains. In
particular, these situations are found in problems related to the flux of fluid
and heat in porous media, fracture mechanics of conglomerate rocks, stability
of tailing dams, concrete modeling, amount others. Here, one of the issues is to
deal with the random nature of the sub-domains, requiring the statistical study
of the problem with multiple simulations. As consequence, the computational
burden increases since it is required to draw the geometry and create the mesh
several times.

With the advent of the virtual element method (VEM) [15] very general
polytopal meshes (polygons can even be non-convex) can now be used to sim-
ulate problems based on Galerkin methods in a manner similar to FEM. In
porous media, microstructure, rock accumulation, among others, the bidimen-
sional domain is composed naturally of arbitrary polytopal shapes, which in a
simulation can be represented by virtual elements. In this regard, the mentioned
issues could be solved using the packing perspective together with numerical
methods that employ polytopal meshes (i.e., Virtual Element Method). In a
general perspective, packing is an optimization problem on how to organize the
content of a container as densely as possible. A particular example of pack-
ing is the geometric packing; this packing comprises fitting geometric figures
as much as possible inside a container. For example, packing polygons inside a
rectangle container, or packing tetrahedra inside a cube container. Then, these
polygons/polyhedrons could be used to define the sub-domains at the same time
that could be used as a mesh under VEMs schemes.

Different packing strategies have been developed in the past employing dif-
ferent packing geometries. For example, adopting a circle and sphere packing
[3,8,10] and exploring applications of circle packing through simulations of dis-
crete earthquakes [16] or employing packing geometries based on square-like or
rectangular-like shapes [6,7]. However, the use of convex polygon shapes had
been received a limited attention, being the advancing front approach [4] one of
the seminal works in this matter.

In this work, we propose a new packing algorithm designed for the generation
of polygonal meshes to be used for modeling of rock and porous media based on
VEM. Here, the packing problem to be solved corresponds to a two-dimensional
packing of convex-shape polygons, where the designed algorithm is based on
the locus operation used for the advancing front approach [4]. Additionally, for
the sake of simplicity, we decided to restrain the polygon rotation in the pack-
ing process. In the following sections, the locus operation principle is presented
first. Then, it is explained how the new algorithm works, and subsequently, to
demonstrate the potential and the feasibility of the proposed algorithm, a diffu-
sion problem is solved using the virtual element method on a domain discretized
with a packing-based mesh.
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2 Advancing Front Approach

From the computational complexity theory, the packing problem is considered as
a NP problem [2], which indicates the imperative use of an heuristic to establish a
proper solution. The heuristic employed here is based on the so called Advancing
Front Technique [4] to allocate a new polygon on the boundary of the current
polygon cluster. The algorithm determines the position of the new polygon by
applying an operation to all active polygons in the cluster. The concept of active
polygons is used to identify the polygons that belong to the top layer of polygons
in the packing container. In particular, the algorithm builds a locus over each
of these active polygons, which is defined as the resulting polygon after sliding
the new polygon around the active polygons. This operation is similar to the
Minkowski addition [1]. However, the Minkowski addition extends the polygon
in a particular direction, contrary to the locus that extents the polygon in all
directions. The locus generated from the active polygons of the layer (loci) help
to identify the possible positions of the new polygon on the cluster. In this
regard, the intersection of two loci results in the possible positions to allocate
the center of the new polygon. Note that this approach enforce the intersection
of the polygon with the active layer. Figure 1 shows a scheme to exemplify the
algorithm steps to build the locus polygons. In the figure, it is possible to observe
the locus of each polygon and the possible positions of the new polygon defined
by the intersection between the locus. The computational cost to obtain the
locus is of order O(n + m) using a cross product to determine intersection on
each step with n and m the number of vertices of P and Q, respectively.

Fig. 1. Example of the locus algorithm with two polygons P and Q. a) Positions where
the polygon moves around and the resulting locus. b) Intersection points of the two
loci and the possible positions to allocate the center of the new polygon.
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Note that the advancing front approach has been used before for packing
circles, specifically using the locus of polygons to fill the domain [5]. Similarly,
the algorithm has also been used to perform a sequential sphere packing [9].

3 Convex Polygon Packing Algorithm

As it was stated before, the packing algorithm is considered a NP problem
which requires an heuristic approach. For this purpose, we propose three dif-
ferent approaches on how to generate the mesh. These approaches are:

1. Density heuristic: Aims to place the polygons on a position that minimize the
area generated between the packed polygons.

2. Gravity heuristic: Prioritizes the Y position overall. It tries to place the poly-
gon as low as it can.

3. Multi-layer packing: This packing works differently, groups the input on dif-
ferent batches of polygons, so it simulates multiple layers piled up. In each of
these layers, the multi-layer packing uses either the density heuristic or the
gravity packing heuristic.

Figure 2 shows a scheme to exemplify a comparison between the density
heuristic and the gravity heuristic. We show the decision the algorithm takes
when inserting a polygon on the layout. On both images, the polygons with
striped lines are the positions where the next polygon could be placed. The
green polygon the position selected to place the polygon.

Fig. 2. Gravity heuristic and density heuristic decision example. (a) Decision made by
the area heuristic choosing the middle position because the empty space left by the
polygon has the smallest area. (b) Decision made by the gravity heuristic choosing the
bottom position.
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3.1 Input Construction

The input construction refers to the definition of any new polygon that will be
introduced in the container. Here, two restrictions are imposed: only convex-
shape polygons are generated, and the rotation is restrained. Additionally, two
variables are introduced to control the roundness and size. Then, the polygons are
generated adopting a strategy based on circumscribed circles [13] following three
steps: (1) create a circle, (2) placing points randomly on the circle perimeter,
and (3) connecting the points in a counterclockwise order. As a summary, the
input of this algorithm is a list of radius and number of vertices, while the output
corresponds to a list of convex polygons.

3.2 Inserting a New Polygon

Once the new polygon is defined, it is necessary to define the algorithm to
allocate it. The first step corresponds to insert the first polygon, which comprises
of inserting the polygon at the bottom left corner of the layout (container). For
this purpose, the algorithm searches for the minimum x and y coordinates of the
polygon. Then, the polygon is translated to the corner applying a translation.
In the second step, the process is repeated until there is no polygon left to pack
or cannot pack the remaining polygons. Inside the loop, the next polygon on the
list is take and located in the best position it could be placed depending on the
heuristic decision. If the polygon cannot be inserted, the algorithm returns null,
and it is discarded.

Additionally, it is important to highlight that at the moment to insert a new
polygon, the algorithm iterates over the active polygons to identify if the new
element suits. Thus, the algorithm does the following steps to determine the best
position:

1. It looks for the neighbors of the polygons and checks if the distance between
them is less than the longest diagonal of the inserted polygon.

2. Then, it obtains the locus polygon of both packed polygons and intersects
those loci to get the intersection points.

3. Finally, it tests the obtained position with the used heuristic. If the result
of the evaluation is better than the current best one, it saves the position;
otherwise, the position is discarded.

After the algorithm allocates the polygon, it checks if the neighbor polygons
of the inserted polygon are not suitable for following iterations. For example,
if none of the next polygons can be place near them, then that polygon is not
suitable. This check helps the algorithm to discard polygons and also improve
the computational cost.

3.3 Neighborhood Data Structure

The allocation of new polygons could have a significant computational cost. In
order to alleviate this computational burden, we propose the construction of a
neighborhood data structure that is consulted in each iteration.
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In particular, the data structure consists of a graph with nodes defined by
the centroid of each polygon and the links between the polygon and its neigh-
bors. There are concave or convex polygons between polygons, those polygons
are named “spaces” and also those spaces are inserted to the graph. The graph
is initialized inserting the container. The container is accounted employing two
nodes, one that represents the container itself and another that represents the
empty space. After inserting the container, the graph is updated in the same
fashion after each polygon insertion: (1) identify the space that contains the
inserted polygon, (2) generate two new spaces from allocating the polygon, (3)
add the new spaces and the polygon as new nodes, and (4) update the neigh-
borhood links. Figure 3 shows (a) the mesh of an intermediate iteration of the
algorithm and (b) the graph build from the polygon insertions.

Fig. 3. Packing mesh and its graph data structure. Each of the polygons is named
with a P, and the spaces with H. (a) Intermediate stage of the algorithm. (b) Graph
representation of the intermediate stage (a)

In each step of the packing algorithm, the next inserted polygon or the target
polygon is processed in the same way. After we insert the target polygon, a space
inside is divided into two spaces. So we need to look for that space to update
the graph. Note that this space can be a concave or convex polygon. So to find
this space we use the Shimrat’s algorithm [14], which finds if a point lies inside
a polygon. The Shimrat’s algorithm uses ∞ to cast a ray, for this purpose, we
use a point far away from the layout and then casting a ray from there to the
centroid of the target polygon. Then we use this algorithm on each space across
the graph, if this ray intersects even times, the centroid of the target polygon is
outside that space, and if the ray intersects odd times, the centroid of the target
polygon is inside.

After getting the space to divide or the overlapping space, the algorithms
divide this space into two new ones. Thus for this division, we need to find
the intersection points between the target polygon and the overlapping space.
For this intersection, we use a simple algorithm of order O(n2), but it can
be improved with an algorithm that uses a sweep line approach [17] to order
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O(nlog(n)). Then the algorithm uses intersection points to build the new spaces,
iterating across the overlapping hole in clockwise order from one intersection
point to the other intersection point. Then calculates the same route but start-
ing with the second intersection point. The same algorithm is applied to the
target polygon generating 4 routes. Although we have these four routes, the
algorithm does not know how to connect these routes correctly. For example,
it can merge two routes and have a wrong representation of the layout gener-
ating a space containing the target polygon. This error can cause an incorrect
construction of the mesh. We solve this problem efficiently with the Shimrat’s
algorithm. In this way, the algorithm connects two random routes, one from the
target polygon and from the overlapping space. If the space built contains the
centroid of the target polygon, this means we are connecting the wrong routes,
so we change one of these and get the correct polygon. We get the other space
from the two remaining routes.

Finally, with the new two spaces, we update the graph structure linking the
spaces to the polygons linked with the overlapping space. We get the neigh-
bor polygons with the intersection points between the space and the neighbor
polygons. Also, we add the target polygon into the graph, link it with the neigh-
bor polygons, and the two new spaces. This concludes an insertion step of the
algorithm.

4 Complexity Analysis

In this section, we analyze the computational order of the algorithm by com-
puting the computational complexity of each step and, finally, the order of the
whole algorithm. Being p the number of packed polygons and n the number of
vertices of the resulting mesh, the order of each step is:

1. First, we look for pairs of polygons and test first if they are close. This test
costs c ∗ p being c the number of neighboring polygons, but the number of
neighbors is negligible compared to the number of polygons of the mesh. So
looking for pairs of polygons cost O(p).

2. After we have a pair of polygons, we get the locus of the two chosen polygons.
Getting the locus costs O(n) [4].

3. We got the loci for the possible positions for the target polygon. Then, we
intersect the loci and get the points where we can allocate the centroid of the
target polygon. The intersection of the loci costs O(n) because the loci are
convex.

4. Now that we got a possible position, we test the position on each heuristic:
• Density Heuristic: For this heuristic, we need to first find the overlapping

space with the target polygon. This search cost O(n2). Then, we build
two spaces generated when inserting the target polygon. This step costs
O(r) with r the number of segments of the route. In the worst case, the
route generated includes all the links of the graph, so it costs O(n). In
consequence, this step cost O(n2).
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• Gravity Heuristic: This heuristic uses the Y coordinate to test. When
we create a polygon, we previously stored the centroid on the polygon
representation. In consequence, getting the Y coordinate is constant, so
this step is order O(1).

• Multi-layer packing: This packing uses one of the previous heuristics to
test the position. So the order of this heuristic is the same as the one used
to pack multi-layers.

5. After we got the best position, we insert the target polygon on the mesh and
we update the graph. To update the graph, we need to find the overlapping
space, build the two new spaces when placing the target polygon, and update
the links. Because the spaces of the layout can be concave, we can not use
the intersection algorithm between convex polygons. We use the simplest
algorithm of order O(n2), and then updating the graph is just updating the
neighbors of the divided space. This update can cost at most the number of
segments of the graph that is order O(n). In conclusion, this step cost O(n2).

6. Finally, checking if the target polygon closed the surrounding of their neigh-
bors costs O(c), and as the number of neighbors is negligible compared to the
number of polygons of the mesh, then the step is order O(1).

In summary, being p the number of polygons inserted by the algorithm,
the algorithm costs O(p2n) for the gravity heuristic, and costs O(p2n2) for the
density heuristic. The number of polygons p is directly related to the number of
vertices n so we can replace it. The final order for the gravity heuristic packing
is O(n3), and for the density heuristic packing is O(n4).

5 Performance Experiments

To test the performance of the algorithm, we designed a variety of tests. The
first batch of tests comprised a comparison between the two heuristics. The
experiments considered an increment on the number of vertices of the packed
polygons, changing the size of the packed polygons, packing polygons close to
a regular polygon vs convex polygons generated randomly. These experiments
test time and efficiency of the heuristics, with efficiency the percentage of space
of the container covered by the inserted polygons. We ran all these experiments
on an Intel Core i5-8400 CPU.

5.1 Heuristic Comparison

The results of the experiments were that the algorithm with the density heuristic
reaches a maximum efficiency of 75% and with the gravity heuristic reaches
a maximum efficiency of 80%. Also, the density algorithm takes 4000 s when
packing polygons of 20 vertices, but the gravity heuristic takes 40 s to pack the
same list. That difference in time happens in all the experiments, concluding that
the gravity heuristic reaches its goal in less time. Figure 4 shows two examples
of resulting meshes of each heuristic. The packing on the left shows the result
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of using the density heuristic and on the right the mesh resulting of applying
the gravity heuristic. The clear differences are that the generated meshes using
the density heuristic contains spaces that have more area but zones of the mesh
where it is more dense. Instead of using the gravity heuristic produces meshes
with more uniformly distributed polygons. These differences reflect the results
of the experiments showing why the density heuristic reaches less efficiency.

Fig. 4. Generated meshes when packing three different polygons of different size and
number of vertices. (a) Mesh generated using the density heuristic and (b) mesh gen-
erated using the gravity heuristic.

5.2 Multi-Layer Packing

The last approach designed is the Multi-layer packing. This algorithm inserts
layer by layer the polygons on the container. We inserted the polygon in ascend-
ing order by size of the polygon, i.e., the first layer comprised the polygons with
the biggest radius and on each following layer the following biggest polygon. We
tested the same experiments on this approach, reaching a maximum of 78% using
the density heuristic for each layer. Figure 5 shows an example of a mesh got by
the multi-layer packing algorithm. On that example we packed the polygons on
three layers each with different size and a different number of vertices. The size
of the polygon decrease on each passing layer. In a qualitative analysis these new
meshes seems to be worse than the one layered meshes in space efficiency.

We compare a one layer container versus a multi-layer container, both exper-
iments using the density heuristic. We made five different experiments: (a) pack-
ing with polygons of 5 vertices all same size, (b) packing with polygons with 5
or 7 vertices all same size, (c) packing polygons with 5 vertices and two differ-
ent sizes, (d) packing polygons with 20 vertices all same size, and (e) packing
polygons with 20 vertices and two different sizes. The multi-layer packing used
different polygons on each of the layers, we used the polygons on ascending order
by size, decreasing the size on each layer, i.e., on experiment (c) we used on the
first layer the bigger polygons and then on the second layer used the smaller
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ones. Figure 6 show the result of the experiments described and it show a simi-
lar behaviour of both approaches. The difference is that the multi-layer packing
needs a bigger container to be more efficient in covered space. The multi-layer
packing algorithm generates different meshes but with a 2% loss in efficiency.

6 Preliminary Simulation Results

In a recent work about polygonal meshes [12], a C++ library for the virtual ele-
ment method [15] (VEM) was developed. Therein polygonal meshes were gener-
ated from a constrained Voronoi diagram [11] of the domain. The present work
aims to extend the variety of meshes generated in [12] to be able to perform
simulations of packing-based problems using the VEM.

To test a mesh generated using the proposed packing algorithm, the following
diffusion problem is considered:

1. A unit square domain (1 m × 1 m).
2. A 0 ◦C applied to all the boundary nodes.
3. A conductivity of 1 W/(mK) assigned to all the polygons.
4. A conductivity of 0.1 W/(mK) assigned to all the spaces.
5. A heat source that varies according to the following equation:

b(x, y) = 32y(1 − y) + 32x(1 − x)

The foregoing diffusion problem is solved numerically using the VEM. This
method can handle arbitrary polytopal meshes including non-convex polygons,
and thus it is very appealing for simulations that use packing-based meshes.

Figure 7(a) shows the domain and mesh used in the diffusion problem.
Figure 7(b) depicts the VEM temperature field. Finally, the heat flux is shown
in Fig. 8.

Fig. 5. Generated mesh when packing on a three layered container. The algorithm
inserts the polygons depending in how we configure them. Here each layer has polygons
with different size and a different number of vertices.
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(a) (b)

Fig. 6. Efficiency results from testing the packing with (a) gravity heuristic on one
container versus (b) multi-layer packing. We ran the five experiments on each algorithm.
The experiments are divided into to categories, the experiments that change number
of vertices: (1) “5vs” polygons of 5 vertices, (2) “5–7v” polygons with 5 or 7, and (3)
“20v” polygons with 20 vertices; and the experiments that pack two different sizes of
polygons: (4) “5vds” polygons with 5 vertices and two different sizes, and (5) “20vds”
polygons with 20 vertices and two different sizes.
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Fig. 7. Heat conduction in a unit square domain discretized with a packing mesh: (a)
Packing mesh and (b) temperature field.
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Fig. 8. Heat conduction in a unit square domain discretized with a packing mesh: (a)
flux in the x-direction, (b) flux in the y-direction and (c) norm of the flux.

7 Conclusions

The experimental results showed that the gravity heuristic is better in CPU
time and covers more area than the density heuristic. The gravity heuristic
packing algorithm takes less CPU time than the density, behaving according the
theoretical order shown in Sect. 4. It also improves the efficiency by 5% with
respect to the density heuristic: 80% vs 75%, respectively.

The experiments testing the multi-layer packing algorithm showed an inter-
esting new type of resulting meshes. However, there is a decrease of 2% in
efficiency compared to the gravity heuristic packing, but this decrease is not
significant.

Thus, the meshes resulting from the packing algorithms can be useful for
modeling of rock and porous media. As an example, we illustrated its potential by
solving a diffusion problem, where the discretized domain consisted in polygons
and spaces with different conductivities. Due to the arbitrary shape of polygons
and spaces that are generated by the packing algorithm, the virtual element
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method was used to solve the diffusion problem numerically. This shows that,
for the virtual element method, a new variety of problems can be solved using
packing-based meshes.
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Abstract. Context-aware pervasive systems are complex, due to the
need to gather detailed environmental information and to perform a vari-
ety of context reasoning processes in order to adapt behaviours accord-
ingly. These operations are merged seamlessly. We show the feasibility
and vitality of a fully designed system for mountain rescue operations,
with various aspects of the contextual processing in middleware, as well
as analyse its context life cycle. The system is verified through intensive
experiments with a rich set of categorised context data. The contextual
processing is shown in different weather scenarios. The service is geared
towards software development, converging IoT (Internet of Things) and
cloud computing with specific reference to smart application scenarios.

Keywords: Streaming sensor data · Modelling contextual
information · Middleware · IoT · Rescuing activity

1 Introduction

Context-aware systems are analysing complex information which is relevant to
a monitored entity and falls into a wide range of data categories [6,15]. How-
ever, the context understanding presented in the well-known paper by Dey and
Abowd [6], seems too general by today’s standards, and to be used practically
requires categorisation, see paper by Zimmerman et al. [15], introducing a form of
interpretation, which allows us to govern the context complexity. In this article,
we have categorised the used domain context, which describe the mountain envi-
ronment. Smart decisions based on various situations and operational scenarios
are taken autonomously and pro-actively. System operations are transparent to
the sensed entities. Decisions are taken by middleware, which seamlessly binds
together all elements.

The first contribution is the categorisation of contextual data for the require-
ments of mountain environments, especially focusing on supporting mountain
rescuers. It is an enabler when reducing complexity, and prioritising activities.
Another contribution is a simulation experiment on contextual data processing
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to better understand the nature of defined data, established categories, decision
processes, and threats as regular languages. A separate contribution is to holis-
tically verify, thanks to an environment simulator, via a series of experiments,
the designed system, which supports mountain rescue operations. Previously,
only separate system components were tested, see [9], basing on randomly gener-
ated datasets. Presently, the mountain environment simulator produces different
datasets. The simulator reflects all the most important aspects of real mountain
environments. Five different weather scenarios were proposed and performed. All
objectives authenticate system feasibility, credibility and vitality. The system is
both an enabler and a provider in increasing understanding of the significance of
context-aware decisions, which are based on redundancy, spatial proximity, con-
text transition, context sharing, and other context features. It was designed to
help, among other IT engineers, better understand the specifics of context-aware
systems.

2 Related Works

The basic definition of context was provided by a paper by Dey and Abowd [6].
A paper by Zimmermann et al. [15] identified many context taxonomies, user
and role, process and task, location and time, amongst others. The first defini-
tion seems too general today, since it does not help to govern the complexity of
modern software systems. Thus, we introduced the categorisation, which seems
the most appropriate for mountain environments. When choosing data for a
context, we act in accordance with Crowley’s suggestions, see paper [5], that is,
only focusing on relevant elements and relationships. A survey by Augusto et
al. [3] investigates the notion of context from a historical perspective, as well
as showing the relationship between Artificial Intelligence (AI) and Intelligent
Environments (IE). A paper by Alegre et al. [1] provides a comprehensive and
detailed survey concerning engineering aspects for context-aware applications.
It discusses developing methodologies, as well as engineering and conceptualisa-
tion for context-aware systems, constituting a solid base for designing their own
systems. Hong et al., in a paper [7], state that only a small number of research
papers provide development guidelines for context-aware systems, while reduc-
ing system complexity can only be achieved by using an appropriate system
infrastructure, and context modelling techniques The lack of design techniques
is also stated in paper [1].

A paper by Marconi et al. [10] describes a project co-financed by the Euro-
pean Commission, to provide a ground and aerial robotic platform, which sup-
ports search and rescue activities in mountain environments. The project does
not discuss the fundamental aspects of constant activity monitoring. We are
going to show that such an analysis is possible, and can be effective. Our app-
roach is an extension to the aforementioned project, or the beginning of a new
one.

This paper is a continuation of [9], where a context-aware and pro-active sys-
tem to support mountain rescuers was proposed. The current work goes one step
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Fig. 1. Assumed context model (with indicated threat levels, see Table 2), see also [9],
and division into weather context W and non-weather context S

further, because the whole system was built, redesigned as an independent and
entire component. In previous works, only message streaming brokers and SAT
solvers were tested using randomly generated data. Now, the system was sub-
jected to holistic and comprehensive verification. For this purpose, the mountain
environment simulator was created [12]. The obtained contextual data is both
important and distinctive for a context-aware system, for example: redundancy,
spatial proximity, context transition, context sharing, among others. It is also
worth noting that we did not meet many simulators of this type, an exception
is a paper by Aronica et al. [2], describing a simulator for rescue operations in
marine environments.

3 Preliminaries

Information from this section is based on [9, Section III], however assumptions
are revised, are clearer, and some understatements and ambiguities are removed.
We establish context information categories, see Fig. 1, which influence the mon-
itored object. This context situation is a subject of system predictions.

A division into weather context W (see Table 1, threats: E2–E5) and non-
weather context S (a dangerous animal on paths, distance from the leader, lack of
movement, and on/off the trail, threats: E6a, E6g, E6m, E6r) was implemented.
The context data results directly from sensor data and is available for reasoning
purposes after the filtration process. Table 2 shows detected threat levels for two
context categories, both weather and non-weather categories.
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Table 1. Weather context information, see also [9]

Context Labels Information

Avalanche A1–A5 Increasingly difficult
conditions

Weather conditions Wind W1–W3 Increasingly difficult
conditions

Fog F1–F3
Temperature T1–T3
Rain, storm R1–R3

Difficulty levels D1–D4 Increasingly difficult
levels for trails

Table 2. Increasing threat levels (top row: weather threat symbols, icon colours and
danger names; bottom row: non-weather threat symbols and surrounding shapes)

Weather E1 E2 E3 E4 E5
Green Yellow Orange Red Black
Low Medium Increased High Very high

Non-weather E6g E6r E6m E6a
Pentagon Circle Square Triangle

4 Contextual Data Processing

Context creates its context life cycle, that is, the sequence of stages (gather-
ing, modelling, repositoring, reasoning, distribution, and visualisation), which
structures processes of contextual pieces of data metamorphosis. Context data
goes through particular stages. Starting with data gathering, its pre-processing,
or modelling data is located in the repository. After the logical reasoning pro-
cess, data is distributed in various system locations and visualised. The context
data is updated periodically. Figure 2 shows a workflow [11] for the operations
of the designed system, however, it is focused on tasks and data flows involving
contextual data processing.

Raw data from weather sensors, tourist locations from BTS stations or GPS
data, as well as animal geolocation, are placed in Sink. This data is then filtered
and modelled, and then tabularised and placed in Repository. After tabularisa-
tion, one is able to determine precise weather conditions on specific routes (or
their fragments), or assign each tourist to a specific route. Levels of alerts and
avalanches are defined manually by mountain rescuers. Repository contains all
the tabulated data prepared to make decisions based on logical inference. Recom-
mendations are being prepared for each monitored tourist, according to threat
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Fig. 2. Workflow for context processing, a single pass: gathering, modelling, repositor-
ing, reasoning, distribution, and visualisation. (WFTR means wind, fog, temperature
and rain, as a basic set of weather factors.)

levels, see Table 2. Visualisation occurs on available devices, such as monitors or
smartphones, along with the possibility to send text messages.

From a single tourist perspective, threat signals generated by the workflow
are described by the regular expression Li ≡ (E, )+, where the comma technically
separates the single workflow iterations, and E ≡ N |S|W |S·W , where N means
no threat, S ≡ E6a|E6g|E6m|E6r, and W ≡ E2|E3|E4|E5. An example for Li

is a finite sentence N , E6a, N , E6mE2, E3, . . . which ends when the object
leaves the monitored area. However, the workflow generates threat warnings for
every tourist at the same time, thus L ≡ L1 ∪ L2 ∪ . . . Ln, where n is the total
number of tourists once observed or currently being observed in the monitored
area. Thus, every Li and L are regular languages, and are generated by type-3
grammars [8].

We conducted a simple yet interesting simulation regarding the contextual
data under consideration, and the results are shown in Fig. 3. The assumptions
are as follows: duration time 24 h, sampling every 0.5 h, which gives 48 iterations.
Normal distribution for the tourist population, population peak is 200 people at
2:00 pm, and standard deviation 4 h. We examine three time periods: morning
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Fig. 3. Simulation of contextual data processing, and two categories (W , S), average
values: left – weather context information, middle – non-weather context information,
and right – cumulatively all pieces of contextual data. (Blue and violet show similar
values and fuse together for the left and middle figures.) (Color figure online)

5:00 am–11:00 am, noon-afternoon 11:00 am–5:00 pm, and evening-night 5 pm–
5 am. Probability for E2–E5 (considered together) is 20% for the 1st time period,
increases by 30% for the 2nd period, and by 100% for the 3rd period. Proba-
bility for E6a is 5%, E6g is 5% (while 30% tourists are in groups), E6m is 5%,
and E6r is 10%. Threats for both categories are calculated independently. If we
have any threat which belongs to S, subsequent ones are not calculated, see [9,
Algorithm 3], which is a result of conditional checking. The use of a particular
context data is shown in Fig. 3. Individuality and Time are equally used to cal-
culate the type-W threat. On the other hand, Relation, Activity and Location
are used to calculate the type-S threat, however, Relation is used more often
(for E6a, E6g). The largest number of threats W occurs with a large number
of tourists, see the 11:00 am–5:00 pm period at the right figure. At night, the
5 pm–5 am period, which is the longest one, there are very few tourists, but the
threat probability is doubled, which gives a relatively large number of threats.
The number of Individuality and Time readings will always be the largest when
compared to others, because they concern every tourist. At night, the 5 pm–5 am
period, there are very few tourists and the number of S threats must be small.

5 Mountain Environment Simulator

5.1 Basic Assumptions

The developed simulator [12] enables generating extensive data, which mirror
real mountain conditions within the monitored area and applies to its numer-
ous aspects, for example: weather conditions, tourists’ location (trail), walking
speed, probability of changing or continuing walking along the same route on
trail intersections or the probability of getting lost. Other important aspects of
the simulator’s work are related to animal migrations. Figure 4 presents screen-
shots from the simulator system, together with the monitored area. Figure 4 also
presents exemplary screenshots of different administrative panels of the simula-
tor. They enable us to influence mountain conditions, and in effect, the datasets
generated by the system, by setting particular parameters.
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Fig. 4. Simulator screenshots: top – map of the monitoring system before tourist enters
(the mountain routes are prepared using QGIS [13] and the base map is from Google
Maps), bottom, left – admin panel, the simulation tab [12], bottom, right – admin
panel, the weather tab [12]

Let us analyse five different weather conditions, with a separate simulation
process being prepared for each case:

1. summer, rather bad weather conditions, but they improve, possible periodical
fluctuations;

2. summer, very good weather conditions, but at some point, they significantly
worsen (until the end of the simulation process);

3. summer, very good weather conditions, but they worsen for short periods of
time;

4. winter, difficult weather conditions, with periodical fluctuations;
5. winter, very difficult weather conditions, but at some point, they significantly

improve (until the end of the simulation process).

Each simulation process takes around one hour. and processes 25–30 times
faster than real life. In other words: a one-hour simulation is equal to processes
which, in a real life mountain scenario, would take approximately thirty hours.
Figure 5 presents considered weather scenarios. The total number of weather
threats for all tourists within a monitored area was shown. (As a threat we con-
sider all levels from E2 to E5 excluding E1 which describes a normal situation.)
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Fig. 5. Total number of detected threats for five different scenarios as a result of
weather condition fluctuations. (The entire simulation period is divided into twelve
intervals.)

Data is collected at regular intervals, twelve times during one simulation hour,
which is equal to collecting data every five minutes. (In general, the frequency
of data collection can be established in any other way.) If weather conditions
get worse, the frequency of threat detections must increase in relation to objects
within the monitored area. We also assume regular division of tourists on routes,
as well as the fact that weather changes appear at the same time within the whole
monitored area.

Scenario #1 shows weather fluctuations which stabilise themselves with time.
At the beginning, both #2 and #3 have excellent weather conditions. In the
first example they rapidly worsen, while the second example only experiences
some local deviations. Both #4 and #5 are related to winter conditions. The
first example describes normal weather fluctuations, while the second example is
related to very bad weather conditions which gradually improve. Each diagram
shows the overall presence of threats. In the case of winter scenarios, there are
rather higher threat levels, which range E2 to E5, while during summer there
are lower levels from the same range. It is not necessary to show the internal
structure of those threats.

5.2 Simulation Results

Table 3 shows a general overview of simulation processes, and what happened on
the routes within a monitored area. A lot of emphasis has been put on making
this image both realistic and reliable. All numbers refer to the total number
of events, i.e. events which happened during the hour-long simulation. Only a
group of four rows, starting from the third row, concerns the current number of
tourists.

“Low BTS location accuracy situations” means situations where the accuracy
of the position, determined by the data from BTS stations, is too low. Broadly
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Table 3. Simulation processes’ general summary

#1 #2 #3 #4 #5

Total number of tourists 3308 3344 3080 3575 3298
Tourists who left the area 3088 3123 2870 3351 3060
Current/last number of tourists 220 221 210 224 238
BTS located tourists 136 140 129 132 144
GPS located tourists 84 81 81 92 94
Tourists who denied GPS data 29 33 16 30 26
Animal threats 628 629 519 417 343
Weather threats 2003 6349 2478 10527 11195
Avalanche risk alarms 20 6 27 18 17
“No movement” situations 84 364 118 836 620
“Out of route” situations 85 372 122 848 623
Low BTS location accuracy situations 1152 967 637 222 640
“One weather detector” situations 3891 4027 3831 4029 4176
Tourists who lost their group leader 149 225 130 470 360

speaking, the algorithm works in such a way, see [4], that, by knowing the dis-
tance between two stations, it determines two intersection points of the circles
which have their centres in the exact location of stations, and radiuses equal to
the distance between those stations. Having those two points, we can calculate
their distance to the third station. Moreover, knowing the distance between a
tourist and the third station, determined from the strength of signal, we can
decide which one of the two predetermined points is closer to our result. Dis-
crepancy between the distance determined from the algorithm, and the distance
determined from the strength of a signal is treated as an inaccuracy. In the case
of the discrepancy being too high, a report is sent to the system, and there is
the possibility to send a BTS drone.

The general image presented above is supplemented by the presentation of
weather threats which appeared in every simulation process (level E1 describes a
normal situation) and the total number of threats on each route, see Table 4. The
data shown proves that the mountain environment was simulated in a realistic
way. Numerous simulation aspects concerning weather and non-weather threats
were considered.

Redundancy as repetition of information, or inclusion of additional informa-
tion to improve the quality of processing, occurs in the system when locating
objects in the monitored area. The basic way to localise a tourist is to analyse
the data from a BTS station. GPS data is obviously much more precise in rela-
tion to geolocation, but this data can only be obtained from users who agreed,
after entering the monitored area, to such a means of sending data regarding
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Table 4. Total number of recorded weather threats

#1 #2 #3 #4 #5

By emergency level

E2 1774 4438 1259 3352 3301
E3 229 1797 567 4669 3114
E4 0 114 298 1314 1696
E5 0 0 354 1192 3084

#1 #2 #3 #4 #5

By routes

Route1 742 1906 682 2437 2087
Route2 0 1 0 1 4
Route3 55 572 215 1151 1180
Route4 683 1135 487 2487 5053
Route5 64 283 159 765 1368
Route6 32 206 40 523 270
Route7 49 229 57 457 282
Route8 378 2017 838 2706 951

their location. The process of positioning for each object is possible thanks to
the comparison of data from BTS and GPS, if the latter exists. The use of redun-
dancy to resolve the location issues has been shown as a subset of data on the
current/last number of tourists in Table 3.

The benefits of redundancy also apply when considering tourist groups. Peo-
ple can visit a monitored area individually, but can also be organised into reg-
istered groups. There are no rules on how large a group can be, but the typical
size of a group is 3, 4 or 5 people. (In a small number of cases, there are also
two-person groups.) Then, even if one member agreed to send GPS data, it may
be helpful to localise other BTS-oriented tourist positions. Table 5 shows the
localisation data gathered for a one-hour simulation. It has been proved that
the redundancy of information may be successfully used, mainly in relation to
tourist locations, which makes the system more effective and precise.

On the other hand, Fig. 6 supplements the above image and presents the
volatility of the different kinds of data regarding observed tourists within reg-
istered groups. The figure shows data for one simulation scenario, however, the
images for the remaining scenarios are very similar. All analysed scenarios prove
the credibility of the simulation processes. Fluctuations connected with groups

Table 5. Tourists registered in groups, or redundancy for the group localisation case

#1 #2 #3 #4 #5

Total number of tourists in groups 103 82 102 31 102
Number of groups 24 22 28 9 24
Number of BTS located tourists 90 77 92 27 92
Number of GPS located tourists 13 5 10 4 10
Locations improved 49 18 33 9 40
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Fig. 6. General view of tourists in groups in the case of simulation #1. (The entire
simulation period is divided into twelve intervals.)

and localisations which follow are a subject of natural volatility. If a tourist
remains within a group, the information about the location of other group mem-
bers, if followed by GPS, is used to prove the BTS location. Thus, it is another
example and proof of the reasonable use of data redundancy in the system.

Spatial proximity means nearness or closeness in space. It is an important
and compulsory aspect of the analysis of an intelligent system. In our system,
it is implemented in relation to weather conditions, precisely speaking, when
downloading data which is generated by meteorological stations located on the
routes or in their nearest surrounding. If in the close neighbourhood, there are
a few stations, but we only require the data from the nearest one, and if they
are within a similar distance, we only require the data from the one the object
is approaching. During the simulation there were numerous situations where we
had to choose between 1–3 stations. Table 6 presents the results concerning mete-
orological station readings. It needs to be emphasised that although all tourists,

Table 6. Spatial proximity for weather stations

#1 #2 #3 #4 #5

Number of analysed tourists 334 365 324 401 382
Total number of events 1620 1723 1614 1737 1772
Including stations: 1 427 486 462 474 453
Including stations: 2 909 979 885 983 1033
Including stations: 3 284 258 267 280 286
Average number of events per tourist 4.9 4.7 5.0 4.3 4.6
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without exception, were subjected to the same rules of situational evaluation for
weather conditions, for the purposes of this particular experiment, that is spatial
proximity, we randomly selected a certain representative subset of tourists. In
order to illustrate the experiment, every fifth tourist was chosen. Apart from the
number of analysed tourists, Table 6 also includes the number of all events for
weather data for particular tourists and differentiation of events when 1, 2 or
3 stations were taken into consideration, respectively. The obtained results are
representative and credible, and this statement is related not only to an average
number of data readings when the tourist remained on the route, but also to the
fact that we are mostly dealing with taking two weather stations into consider-
ation. The station closest to the walking direction was chosen as the one which
possessed the most useful data to evaluate the tourists’ most recent situation.

Context transition means dynamically switching environments which sur-
round and influence object state and behaviour via the pervasive smart system
operations that follow. Basically, tourists’ context may change regularly, because
it is influenced by weather changes, and, indirectly, also by the degree of a par-
ticular rule difficulty, time of day, etc. Contextual changes were observed indi-
vidually, in relation to every single tourist, along its way which may include a
set of routes. Table 7 presents the results of research over contextual changes in
relation to tourists who finished their hiking and left the monitored area. The
data obtained proves the stability of the simulation process, because of the sim-
ilar values of particular variables. Of course, in real winter condition situations,
routes are visited by a fewer number of tourists, however, we did not decide
to decrease these values for winter scenarios, since our goal was to verify the
simulation processes, alongside each comparable input value for each scenario.

Figure 7 shows the context transitions for each simulation. Every five min-
utes of the simulation, all important variables are saved, which gives an image
of the environment within the system. For that reason, we are able to calculate
an average number of context changes per tourist. Also, for this experiment,
the obtained results prove the stability and reliability of the simulation pro-
cesses. In the initial period of each simulation, the average number of changes
is lower, which can be explained by having fewer tourists on routes. When the
simulation starts, there are no tourists on the routes. That changes as the simula-
tion continues, until it reaches a natural value. (There are numerous well-known
national parks which are closed during some designated periods, or as a result of

Table 7. Context transition for tourists who finished their excursions

#1 #2 #3 #4 #5

Number of analysed tourists 3088 3123 2870 3351 3060
Average number of transitions per object 23.26 22.34 24.50 20.36 21.58
Minimum/maximum value 3/250 4/166 3/148 3/146 3/127
Standard deviation 20.82 19.41 20.61 17.11 17.67
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Fig. 7. Context transitions during the simulation, or average number of transitions per
object. (The entire simulation period is divided into twelve intervals.)

catastrophes. Opening them and giving access to tourists meets the initial con-
ditions of our simulation scenarios.) All results concerning the context transition
prove the experiments success and credibility. In the future, the data may be also
subjected to deeper analysis, typical for context-aware and pro-active systems.

Context sharing means overlapping and participation of the information, or
knowledge, by different objects. Thus, groups of objects which share context, also
share knowledge of how things are perceived within these groups, see also [15].
Figure 8 shows how context sharing is perceived in our system. The results are
illustrated in the following way: we have twelve intervals of the simulation pro-
cess, variables which describe objects are stored as a subject of simulation. Each
object is described by using variables to define their context (a touristic route,
data from a weather station, difficulty level, BTS/GPS availability). Context
sharing was expressed as a percentage in relation to contextual variables. Thus,
the most common case is context sharing 25%, with the rest being related to a
rather lower number of tourists. 100% coverage is quite rare. The results obtained
are fully natural and prove the credibility of the whole simulation process. The
particular percentage groups are pairwise disjointed. The figure is limited to

Fig. 8. Context sharing, or number of tourists grouped into four percentages: top –
summer (#1), bottom – winter (#5). (The entire simulation period is divided into
twelve intervals.)
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winter and summer scenarios. The results were very similar for the remaining
seasons. Moreover, context sharing can also be analysed more precisely in rela-
tion to particular mountain routes. Again, we conclude that all obtained results
are not fundamentally different from our images of naturalness and the credibil-
ity of the simulation process.

6 Conclusions

We have shown that a sensor-based context-aware system has the ability to
sense mountain environments, supporting rescue operations effectively. We have
identified contextual elements in accordance with context and system require-
ments [14]. The number of tourists assumed in all simulation scenarios seems to
be quite vast, considering the size of the monitored area. The effectiveness of the
proposed solutions were validated by numerous experiments. Some concerns may
arise due to the fact that all experiments were carried out on a local host, i.e.
both physical phenomena collected by sensors as well as location data together
with the monitoring system itself were located in one place. The designed sys-
tem is also a source of rich analysis focused on contextual data processing. We
intend to developed this system to enable defining arbitrary weather scenarios
and providing contextual data analysis on demand.
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Abstract. Monitoring older adults with wearable sensors and IoT
devices requires collecting data from various sources and proliferates the
number of data that should be collected in the monitoring center. Due to
the large storage space and scalability, Clouds became an attractive place
where the data can be stored, processed, and analyzed in order to perform
the monitoring on large scale and possibly detect dangerous situations.
The use of fuzzy sets in the monitoring and detection processes allows
incorporating expert knowledge and medical standards while describing
the meaning of various sensor readings. Calculations related to fuzzy pro-
cessing and data analysis can be performed on the Edge devices which
frees the Cloud platform from performing costly operations, especially
for many connected IoT devices and monitored people. In this paper, we
show a solution that relies on fuzzy rules while classifying health states
of monitored adults and we investigate the computational cost of rules
evaluation in the Cloud and on the Edge devices.
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1 Introduction

Older adults are more likely to suffer from various accidents that can happen
in their daily lives due to often poorer motor coordination, reduced gait and
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balance function, and weakened reflex. Falls, for example, are the leading cause
of death from injury in the elderly [1]. Older adults often require more attention
from family members or caregivers, and should more frequently monitor their
health, especially after some disease-related incidents, like a heart attack or
stroke. However, even after these health-related incidents, older adults want to
come back to the normal, active life and stay as much self-reliant as possible.
This gives them a sense of being part of society and the sense of being needed.
Still, disease-related incidents or age-related problems cause many fears among
older people, like What happens to me when the incident happens, again? or Will
I be able to call emergency in case of danger?, and cast doubts on whether they
are able to handle their daily duties. Such incidents also raise many questions
among family members - Are my parents safe at the moment? or How do they
feel today when it is so hot or humid?. Daily phone calls made by family members
to their older relatives are nice, but they can also cause older adults to feel being
controlled. These questions and doubts motivate the efforts to build noninvasive,
subtle and unobtrusive systems that would allow to keep an eye on older people
without disturbing them in their lives and react only in case of dangers.

Nowadays the Internet of Things (IoT) is the main technology used for help-
ing people to deal with many everyday activities. We can observe growing atten-
tion for using IoT also in the area of personalized healthcare, including elderly
people care [22]. Wearable devices connected to the Internet can act as the main
technological layer to gather information about major life parameters as heart-
beat, body temperature, the blood pressure and saturation, and even the ECG.
A mobile phone can be used as the universal platform utilizing internal and
external sensors and a communication module that allows sending the informa-
tion about the health status as well as the current location of the user, body
position, falls, strokes [8]. The connection between the smartphone and the wear-
able devices can be established using one of many wireless protocols like ZigBee,
WiFi or Bluetooth. The most interesting is the Bluetooth Low Energy [23] (BLE)
protocol thanks to its energy efficiency and simple implementation.

In telemedical systems, gathered data are sent to the data center for big data-
enabled analysis with tailored tools and algorithms [6,13,17]. The big number
of continuously monitored parameters of many patients causes a large amount
of data that must be sent to the medical monitoring center. The situation when
data from many patients are sent simultaneously or many users are retrieving
data at the same time can cause network congestion and database overload [5,10].
The answer to this problem can be the Edge computing technology. Processing
data on the Edge of the network rather than in the Cloud data center keeps
analyzing close to the patients and helps to eliminate unnecessary latency [20].

The analysis of life and activity parameters of people, especially older ones,
requires careful examination of incoming signals but also needs some flexibility
[12]. Obtained values of the parameters (e.g., heart rate) may fall into certain
ranges, which are defined by the existing medical standards and decide whether
the obtained value is normal or abnormal, but still, it is important to know how
much abnormal the situation is and whether it is getting better or worse. For
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this reason, we decided to use fuzzy sets and fuzzy logic while creating flexible
rules for monitoring older adults and alerting caregivers in case of danger. The
application of fuzzy rules gives us not only the information on whether a given
rule is satisfied or not but also how much it is satisfied (the degree of truth).
Moreover, further monitoring of the degree of truth for the rule allows to observe
its changes (increase or decrease), which can be valuable information in the
decision-making process (e.g., regarding possible reactions for the health state
of the monitored person).

In this paper, we show how the fuzzy rules implemented on the Edge IoT
devices can be applied in the monitoring of older people. We show the architec-
ture of the system, where the detection of dangerous health states occurs on the
distributed Edge devices, freeing the central Cloud-based system from additional
data processing.

2 Related Works

Currently, many studies are being carried out on the application of fuzzy logic in
the field of IoT. Taking into account the conducted research, we can distinguish
two or three basic research approaches to using fuzzy logic in IoT. Firstly, fuzzy
logic is used to reduce the amount of data flowing from the sensors (incoming
frequency), which improves the performance of data analysis. Secondly, several
systems also use the fuzzy logic to convert sensor data using specific fuzzy rules
to the linguistic values of the relevant linguistic variables, and thirdly, fuzzy rules
are also used to control home or industrial automation systems, monitoring or
notification.

Emerging systems are most often created and developed in research insti-
tutes, although commercial solutions also appear, such as Vitruvius [3,4]. Vitru-
vius is a platform that allows users to generate applications in real time, using
sensors installed in vehicles. Fuzzy logic has been used here (contributing to
the first group of approaches) to reduce the frequency of data transfers. The
amount of data flowing from sensors (sent from mobile clients to the server) was
reduced and the data quality and the analysis performance were improved (the
reduction of the input data ranged between 51.54% and 53.6%). We obtained
similar results when performing fuzzy fusion of data while monitoring effective-
ness of sport training [21] and when joining multiple data streams with the use
of hopping umbrella [16].

In the works [7,11], both, the first and the second approach, were combined
together. In [7] Dilli et al. used the fuzzy logic to classify and select the most
appropriate IoT resource to the customer’s request on the basis of QoS attributes.
Authors also proposed adding fuzzy logic to the initial classification of resources
in order to reduce the computational costs generated by MCDA algorithms they
use. In the work [11], the authors applied fuzzy logic in a fire detection system.
The use of fuzzy logic allows to optimize and limit the number of rules that
should be checked in order to make the right decisions. The reduction of rules
decreases the activity of fire sensors without significantly affecting performance.
It also leads to the extended life of batteries used in sensors.
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In the works [2,18] dominates the second approach. Distribution of data in
IoT usually depends on the application and requires routing protocols that take
into account the context that must include auto-configuration functions. In the
work [2], Chen presented a smart agent-based tracking system based on the IoT
architecture using fuzzy cognitive maps (FCM) and fuzzy rules for describing the
product life cycle. In [18], Araujo et al. proposed an approach to choosing the IoT
route using fuzzy logic to meet the requirements of specific applications. In this
case, the fuzzy logic is used to mathematically describe imprecise information
expressed by a set of linguistic rules.

References [9,14,19] combine the second and the third approach. In the work
[14], the authors used the fuzzy logic in two stages: in the first one, the fuzzy
logic is used to transform the outside temperature, internal temperature and air
humidity taken from sensors to linguistic values (according to pre-defined fuzzy
rules). In the next step, the fuzzy rules were used to determine the best moment
in which heating or climatic systems should be switched on or switched off.
Similarly, in the work [19] Santamaŕıa et al. implemented fuzzy logic in two stages
of data processing. In the first stage, data read from sensors are transformed
according to fuzzy rules into appropriate linguistic values corresponding to the
states of human activity (resting, walking, running). In the second step, based on
these states and current readings from wearable sensors, anomalies are detected
(e.g., increased heart rate) and an appropriate message is generated to the user.
In the work [9], the fuzzy logic is used to infer about the health state of the
production machine that is being monitored. Raw data from sensors (e.g., the
amount of smoke, temperature) are sent to the Cloud. Then, fuzzy rules are used
to convert these raw data to the appropriate linguistic terms (low, high, typical,
etc.), and in the next step, a corresponding message is generated to the user
reporting the health state of the machine. Our solution also falls in the second
and the third approach, but in contrast to presented solutions, the fuzzy data
analysis and classification is performed on the Edge, which will be implemented
in the architecture presented in the next section.

3 Cloud-Based IoT System for Monitoring Older People

Monitoring people at large scale requires not only collecting information on the
selected physiological parameters but also having a logical layer that is able to
decide about possible dangers. Due to a wide range of users (monitored people,
caregivers, and other alerted people) and wide scaling capabilities we decided
to develop our monitoring system with the Cloud computing components. The
system for monitoring older people that we have developed is composed of three
parts (see Fig. 1):

1. a smart band with sensors that read parameters of the monitored person,
2. a smartphone with an application that is able to receive sensor readings from

the smart band,
3. a Cloud-based system that manages connected devices, stores data, and sends

notifications.
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Fig. 1. Architecture of the Cloud-based system for monitoring older adults with fuzzy
rules implemented in the smartphone on the Edge.

We relied our solution on the Xiaomi Mi Band 2 smart bands. The smart
band consists of several sensors. For the purpose of the project, we monitored a
heart rate (hr) and the number of steps taken in a unit of time (steps per minute,
spm) by a person wearing the smart band (activity). Sensor readings are sent
from the smart band to the smartphone working under control of the Android
operating system through the Bluetooth Low Energy (BLE) protocol. The Blue-
tooth protocol has appropriate communication profiles defined for the purpose of
communication between devices. During the communication between the smart
band and the smartphone, we used the Health Device Profile (HDP) that defines
the way of communication with devices such as scales, glucometers, thermome-
ters, and other medical devices. The smartphone has a dedicated application
installed, called Band2Recorder, that can communicate with the smart band
and send data to the Cloud.

The role of the Band2Recorder application is to initiate readings and receive
data from the Mi Band 2 smart band. In order to read measurements made by
the smart band, the mobile application registers special Listener objects that are
waiting to receive data. While reading the heart rate, it is necessary to initiate
the measurement in the smart band from the level of the mobile application by
sending a specific command to it. Reading the number of steps does not require
additional measurement initiation, the smart band sends messages containing
the number of steps performed when the monitored person moves and performs
some activity.

Before the Band2Recorder application sends the sensor data to the Cloud,
they are labeled according to the fuzzy rules implemented in the Fuzzy Rules
module of the application. – If the number of steps per minute and the heart
rate meet the premises of a fuzzy rule, appropriate label is added to a sent
message indicating that the sent data deviate from the norm and somebody
should be notified. The detection of danger may be also immediately reported
to the monitored person through the application installed on the smartphone
without exchanging additional messages with the Cloud center, which reduces



Fuzzy Intelligence in Monitoring Older Adults 293

latency and informs the person on the possible danger. The application can
be easily extended to automatically call medical services to send an ambulance
to the patient in particular circumstances, but this possibility has not been
implemented and tested yet. Fuzzy rules (described in more details in Sect. 4)
are defined in the IoT Device module in the Cloud, exactly in the IoT Hub
service, and are distributed to the IoT devices while initiating the Device-to-
Cloud communication. The Band2Recorder application communicates with the
Cloud using the Internet, which is necessary for the operation of the designed
system. The application also supplements the sensor data with the information
on the location of the monitored person (latitude and longitude obtained from
the smartphone), which helps to localize the person in emergency situations.
Communication between the mobile application and the Cloud is carried out
using the MQTT (Message Queue Telemetry Transport) data protocol. The
protocol does not guarantee high speed and bandwidth, which is not needed
when sending small data packets but ensures higher transmission reliability.

The IoT Hub, which is the Cloud gateway for IoT devices, receives data
from the mobile application located on the Edge, distributes the received data
to subsequent services and hosts definitions of used fuzzy rules and linguistic
values. Additionally, from the IoT Hub, the Band2Recorder application gets the
definitions of fuzzy rules. The IoT Hub contains the IoT Device module that
stores the definitions of the fuzzy rules that specify in which situations sensor
readings are labeled as unusual. The advantage of the solution applied is the
fact that the Edge devices will receive a notification about each change in the
definition of fuzzy rules and they will always work on the newest version of the
rules.

The Stream Analytics Unit processes the data stream passed by the IoT Hub.
As an alternative to the Edge-based rules evaluation, the Stream Analytics unit
can evaluate fuzzy rules within its job. However, it increases the utilization of
its resources and the network traffic (as it will be shown in Sect. 5). In both vari-
ants (the Edge-based and the Cloud-based rule evaluation), messages labeled as
alerting (indicating increased risk levels) are transferred to a queue in the Service
Bus service. They are consumed and analyzed by the Logic Apps module, which
creates and sends appropriate notifications to a defined caregiver or a family
member. Notifications are adjusted to the risk level describing the importance
of the detected problem and to the class of danger. All messages collected on
the IoT Hub are also placed in the BLOB storage space for further analysis.
BLOB is a binary repository that stores data exactly as they were sent to the
Cloud. By storing and analyzing all of the transferred data, the caregiver can
get a broader view of the situation after he was notified on the occurrence of the
unusual state. Further analysis of the collected data with other (e.g., ML-based)
data exploration methods may also allow detection of early symptoms of incom-
ing problems. The caregiver has the possibility to check the values of monitored
variables read by the smart band just before the occurrence of abnormal heart
rate values and continue monitoring after he was notified.
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4 Fuzzy Sets in the Monitoring of Older People

The architecture presented in Fig. 1 implements fuzzy rules to classify possibly
dangerous situations and send alert notifications to the caregiver. Each of the
fuzzy rules has the following general form:

IF x1 is Φ1 AND x2 is Φ2 AND . . . AND xp is Φp, THEN y is Ψ

where xi ∈ Xi are monitored parameters, y ∈ Y is a health risk, and Φ1, . . . , Φp

and Ψ are fuzzy sets.
There are mainly two physiological parameters monitored with the use of the

smart band, i.e., heart rate (HR) and performed activity. The activity is classified
on the basis of the number of steps per minute (SPM). Values of both monitored
parameters are transformed to linguistic values of appropriate linguistic variables
defined by fuzzy sets. Figure 2 shows the definitions of the fuzzy sets used in the
classification of the state of the monitored person. With the presented linguistic
values we have created the fuzzy rules shown in Listing 1.1.

a)

10 20 30 40 50 60 70 80 90 100 110 120

μ

1

Heart
Rate

Cri cally
Low

Very Low Low Normal Increased High Very
High

b)

20 30 40 50 60 70 80 90 100 120 130 140 150 160 170 180

μ

1

spm

Res ng
Slow

Walking Walking
Fast

Walking
Slow

Running Running
Fast

Running Sprint

Fig. 2. Defined linguistic variables with linguistic values for Heart rate (a) and per-
formed activity (b) on the basis of the number of steps taken per minute.

1 {Rule #1 − f a i n t or death}
2 IF HeartRate IS c r i t i c a l l yLow
3 THEN r i s k IS veryHigh
4

5 {Rule #2 − probable v e n t r i c u l a r tachycardia , VT}
6 IF ( HeartRate IS High OR HeartRate i s veryHigh ) AND Act iv i ty

IS Rest ing
7 THEN r i s k IS high
8

9 {Rule #3 − over load , too i n t e n s i v e a c t i v i t y }
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10 IF HeartRate IS veryHigh AND Act iv i ty IS fastWalking
11 THEN r i s k i s medium
12

13 {Rule #4 − p r obab i l i t y o f f a i n t }
14 IF ( HeartRate IS Low) AND ( Act iv i ty IS fastWalking OR Act iv i ty

IS slowRunning OR Act iv i ty IS fastRunning OR Act iv i ty IS
sp r i n t )

15 THEN r i s k IS veryHigh
16

17 {Rule #5 − probable bradycardia }
18 IF ( HeartRate IS Low OR HeartRate IS veryLow ) AND ( Act iv i ty IS

r e s t i n g )
19 THEN r i s k IS medium
20

21 {Rule #6 − r e s t i n g }
22 IF ( HeartRate IS Normal ) AND ( Act iv i ty IS r e s t i n g )
23 THEN r i s k IS low
24 . . .

Listing 1.1. Partial fuzzy rules used while monitoring older people.

T-norm is used for the AND operator and t-conorm is used for the OR
operator used in premises in the IF condition of each fuzzy rule. In our solution,
we used minimum t-norm defined as follows:

Tmin(μΦk
(xi), μΦl

(xj)) = min(μΦk
(xi), μΦl

(xj)), (1)

and maximum t-conorm:

Tmax(μΦk
(xi), μΦl

(xj)) = max(μΦk
(xi), μΦl

(xj)), (2)

where T : [0, 1]× [0, 1] → [0, 1], xi ∈ Xi, xj ∈ Xj are values of any two monitored
parameters, μΦk

and μΦl
and membership functions that define fuzzy sets Φk

and Φl.
On the basis of the rules, each of the sensor readings e ∈ E (where E is

a data stream) gets an appropriate label of health risk (severity level). This is
achieved according to Algorithm 1.

What is important, fuzzy rules and linguistic variables they rely on are
defined in the Cloud, in the IoT Hub Cloud gateway. The IoT Hub holds the reg-
ister of many IoT devices that can be connected to the Cloud, each per monitored
person. The fuzzy rules and linguistic variables are defined in the IoT Device
module of the IoT Hub, which is created per a physical IoT Device connected
to the Cloud. This means that the rules and definitions of linguistic variables
can be adjusted to a monitored person. For example, some rules or parts of the
premises can be skipped for the older adults that are in good health condition,
e.g., jogging regularly.

5 Experimental Results

Labeled sensor readings containing the information on the heart rate, activity,
the location of the monitored person (latitude and longitude), and additional
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Algorithm 1. Risk evaluation with fuzzy rules
1: for each e ∈ E do
2: id ← e.deviceId
3: LHR ← getLingV alues(HR, id) //HR and SPM are the internal
4: LSPM ← getLingV alues(SPM, id) //names of linguistic variables
5: max ← 0
6: labelHR ← null
7: for each linguistic value l ∈ LHR do
8: calculate membership degree µl(e.hr)
9: if µl(e.hr) > max then

10: max ← µl(e.hr)
11: labelHR ← l
12: end if
13: µHR = max
14: end for
15: max ← 0
16: labelSPM ← null
17: for each linguistic value l ∈ LSPM do
18: calculate membership degree µl(e.spm)
19: if µl(e.spm) > max then
20: max ← µl(e.spm)
21: labelSPM ← l
22: end if
23: µSPM = max
24: end for
25: risk ← evaluateRules1−6...()
26: µrisk ← Tmin/max(µHR, µSPM )
27: return risk, µrisk

28: end for

data (required to connect to the Cloud, authenticate in the system, identify the
monitored person) can be transmitted to the Cloud constantly or in case of
danger. In both situations the data is stored in the Cloud storage space. The
data is used twofold. Current sensor readings labeled as critical or important
(severity level) trigger sending the notifications to the defined caregivers. All
data are also stored in the BLOB Storage. Historical data with sensor readings
are stored for future re-use, training and data analysis with the use of machine
learning models.

Validation of fuzzy rules for the incoming sensor readings, even if simple,
takes some time and may pose a pressure on the stream processing units in
the Cloud. Especially, that rules can be adjusted for particular persons. We
tested how evaluation of fuzzy rules evaluated by the stream processing units in
the Cloud influences their operational capabilities. To this purpose, during our
experiments with older people, we measured the size of each message (event) sent
to the Cloud by the IoT device with Band2Recorder application. Each message
always took 862B. With certain periods between sending successive messages
from the device and assuming a uniform data transfer between the device and
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the Cloud, we can easily estimate the network traffic and the consumption of
the Cloud storage space.

Figure 3 shows how much data will be transferred through the network and
then stored in the Cloud within 24-h monitoring time for various periods between
sending successive messages containing sensor readings. As can be observed,
sending data every minute generates 1.2 MB of data that must be transferred
within 24 h. This is not much, taking into account that the caregiver or the family
member can be notified quite quickly in the situation of danger (with a 1-min
latency). Longer periods between taking data from the smart band and between
data transfers (less frequent readings) allow to further decrease the network
traffic and the storage space consumed (e.g., 0.06 MB for 20-min periods), but
increase the latency and should be used in situations when we monitor a general
daily health state of the person without the necessity to react immediately.
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Fig. 3. Consumption of the storage space during every 24 h of monitoring for various
time periods between successive sensor readings.

Figure 4 shows the total level of the network traffic and the consumption of
the storage space within the 30-days monitoring time for various time periods
between successive sensor readings. Consequently, Fig. 5 shows the number of
messages sent to the Cloud within the 30-days monitoring time for various time
periods between successive sensor readings. Both figures are useful when plan-
ning hardware infrastructure and a level of services upon which the monitoring
system working in the Cloud is built. For example, the S1 tier of the IoT Hub,
which allows to connect any number of IoT devices and to receive 400,000 mes-
sages daily, costs 25 USD per month (as for January 22, 2020, on the basis of
[15]).

Then, having the characteristics of data transmission, we created a generator
application, which is a digital twin simulating a given number of IoT devices.
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We connected the digital twin to our architecture in the place of the smartphone
with the Band2Recorder application. With the use of the digital twin, we were
able to test the system for a variable number of connected devices. We monitored
the maximum utilization of streaming units (%) in two cases: (1) when fuzzy
rules were implemented in the stream processing job and evaluated directly on
stream processing units, and (2) when fuzzy rules were implemented at the Edge
(were implemented within the digital twin). Results of these tests are presented
in Fig. 6. In such an experimental environment, we simulated the load generated
by several thousands of IoT devices (up to 10,000). Results show that, while
processing events already labeled at the Edge, the utilization of resources of the
Stream Processing Unit is quite constant, At the same time, for the increasing
number of IoT devices the additional overhead related to evaluation of fuzzy
rules in the Cloud (implemented directly in the Stream Processing Unit) causes
slow but constant increase in the maximum utilization of streaming units (Max
% SU utilization). This increase leads to the necessity of scaling the system on
processing units faster, than in the case when fuzzy rules are implemented on
the Edge device. Although we could expect such a behavior, we can observe the
dynamics of the process for both implementations.
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Fig. 6. Maximum utilization of streaming units (%) for fuzzy rules implemented on
the Stream Processing Unit and on the Edge device.

6 Discussion and Conclusions

Evaluation of fuzzy rules on the smartphone, which is the Edge device, puts
the data pre-processing at the proximity of data sources and moves the burden
of the pre-processing from the Cloud to the Edge. If we decide to transmit
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only the messages for important notification purposes without collecting the
whole history in the Cloud storage space, we could additionally reduce (dozens
to hundreds of times) the network traffic and the storage space consumed. Our
results correspond to those reported in related works [3,4,16]. The reduction rate
would depend on the number of dangerous situations detected and the number
of notifications sent to the caregiver.

Implementation of fuzzy rules on the Edge devices allows using fuzzy tech-
niques for data processing close to the wearable units, where the data are col-
lected as sensor measurements. As a consequence, the data can be labeled very
quickly on personal devices and in such a form transmitted to the Cloud data
center. This frees the Cloud data center from the analysis and classification of
data coming from many such devices. Such an implementation also postpones
the need for scaling the system resources. Linguistic values represented by fuzzy
sets allow assigning sensor readings to meaningful terms and, by applying fuzzy
rules, use them in reasoning about the current health state of the monitored
person. Our experiments confirmed that even with a relatively short periods
between data transmissions the volume of data sent to the Cloud within 24 h is
relatively low, which in contrast to several use cases mentioned in [20] gives the
comfort of collecting all data at least for some groups of monitored people or
collecting the data for some period of time when the risk appears. Finally, our
conclusions on the advantages of implementing fuzzy intelligence on the Edge
can be generalized. This group of techniques can be applied not only in moni-
toring older adults but also in other domains, where IoT devices can improve or
optimize ongoing processes.
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12. Ma�lysiak-Mrozek, B., Lipińska, A., Mrozek, D.: Fuzzy join for flexible combining
big data lakes in cyber-physical systems. IEEE Access 6, 69545–69558 (2018).
https://doi.org/10.1109/ACCESS.2018.2879829

13. Ma�lysiak-Mrozek, B., Stabla, M., Mrozek, D.: Soft and declarative fishing of infor-
mation in big data lake. IEEE Trans. Fuzzy Syst. 26(5), 2732–2747 (2018). https://
doi.org/10.1109/TFUZZ.2018.2812157
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Abstract. The United States’s energy grid could fall into victim to
numerous cyber attacks resulting in unprecedented damage to national
security. The smart concept devices including electric automobiles, smart
homes and cities, and the Internet of Things (IoT) promise further
integration but as the hardware, software, and network infrastruc-
ture becomes more integrated they also become more susceptible to
cyber attacks or exploitation. The Defense Information Systems Agency
(DISA)’s Big Data Platform (BDP), deep analytics, and unsupervised
machine learning (ML) have the potential to address resource manage-
ment, cybersecurity, and energy network situation awareness. In this
paper, we demonstrate their potential using the Pecan Street data. We
also show an unsupervised ML such as lexical link analysis (LLA) as a
causal learning tool to discover the causes for anomalous behavior related
to energy use and cybersecurity.

Keywords: Big data platform · Deep analytics · Cybersercurity ·
Usage patterns · Anomaly detection · Lexical link analysis · Causal
learning

1 Introduction

The United States’ energy grid is evolving towards smart grid of future, which
incorporates the digital technology to improve reliability, security and efficiency
of the electric system through bi-directional information exchange, distributed
generation, and storage resources for a fully automated power delivery network.
The smart and integrated grids as shown in Fig. 1 seek efficiency through com-
mon communication standards and integrated networks, meeting the demand for
the rapid growth in a cost-effective manner [16]. To further the concept smart
devices including electric automobiles, smart homes and cities, and the Internet
of Things (IoT) promise further integration. Better ways to manage the energy
grid through better tools can also lead to better manage our energy resources
and reduce greenhouse gasses.
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Fig. 1. The concept of smart or integrated grids seeks efficiency through common com-
munication standards and an integrated grid (Electrical Power Research Institute) [20]

This energy and smart grid not only need tools for better management and
automation, but also face risks and vulnerability that bring unprecedented chal-
lenges and damage to national security:

1. Threats typical to smart grids and IoT devices are that they are not only
vulnerable to physical faults and attacks but to cyber attacks as in the Inter-
net, since the rise of the Internet and the integration via the Open Systems
Interconnection model (OSI) allows an integration of standards throughout
the different types of networks and devices Threats and vulnerabilities there-
fore are similar. The energy assets would naturally be susceptible to cyber
attacks such as a Distributed Denial of Service (DDOS), worms, viruses and
similar cyber exploits which might be the reasons for the Ukrainian power grid
problems [16] and the Massachusetts gas explosions [18]. An attacker could
take control of the company’s “Supervisory Control and Data Acquisition”
(SCADA) distribution management system [16]. The U.S. Energy Information
Administration (EIA) notes that the rise of electric vehicles and smart devices
has as one obstacle which is the cybersecurity [17]. Correlations between dif-
ferent categories of sensor big data could potentially act as “red flags” or
early-warning signs of the cyber breach and vulnerability.

2. Distribution automation (DA) is a concept of smart grid which focuses on
the operation and system reliability at the distribution level. The conven-
tional centralized control management strategy is less effective for the smart
grid due to the unidirectional power flow and requirement of control of a
distributed grid. It is imperative to predict hotspots and areas of greatest
concern which will lead to a reduction in waste and inefficiency or expose
security vulnerabilities. This also calls for big data and deep analytics to be
operated in a distributed fashion.

3. Risks include unanticipated operational conditions, for example, for a grid-
connected microgrid, severe weather conditions or grid blackouts may trigger
an unintentional islanding accident [2], which threats the safety operation
and causes technical challenges.

New and emerging technologies offer opportunities to better analyze energy
sensor data to improve our understanding of where energy is wasted and how
to identify and best respond to risks. The IoT significantly increases the volume
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and velocity of big data through the concept such as “smart cities”. Big data
analytics can reduce risks and show scalable solutions for detecting patterns and
anomalies from collective intelligence and from the distributed data sources [1].

In the past, data mining techniques [11], energy and entropy theories, wavelet
transform [6], machine learning algorithms such as predictive maintenance, elec-
tric device health monitoring, and power quality monitoring have been used for
energy and smart grids [1]. The support vector machine (SVM) is used for an
islanding detection [2]. A deep learning is used for IoT device as deep sparse
coding [3]. Localized fault characterization uses a hybridization of evolutionary
learning and clustering techniques [4,5]. SVM, AdaBoost, and extreme learning
machine (ELM) are used for online detection of risky events in power system [7,8]
Innovation of big data also comes to energy grid management and cybersecurity
for example, real-time social sensor data using Twitter, Facebook could provide
new insight using the location data [9,10].

Unique methods illustrated in this paper can be used for both energy man-
agement and cybersecurity because we show data collection and analysis from
sensors as the key components for constantly monitoring and detecting the
threats from collective and distributed data sources. Specifically, this paper
addresses how a “Big Data Platform” (BDP), lexical link analysis (LLA) to
discover anomalies, potential threats, and vulnerabilities using the Pecan Street
data set as a use case. The key contribution of this paper is causal learning since
human is necessary in the process for the validation of decision making.

2 Pecan Street Big Data

Fig. 2. Pecan Street data

The data source used in this research was obtained by the Pecan Street organi-
zation [12]. Pecan Street collects energy usage for a smart city which means
there is a conscious and curated effort to record the right data for energy
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consumption in a methodical manner. The organization host and maintain one
of the largest databases of consumer electricity and water use in the world. 750
million records are collected daily as circuit-level use data from multiple sources
available through their Dataport website. The data track appliance level con-
sumer behavior.

We extracted sample research data from Pecan Street Dataport. Figure 2
shows the depiction of a sample Pecan Street data. The sample data consists of
participants’ electricity usage data (per kWh) with 69 data fields including one
key field (user id or data id and timestamp) and the remaining 67 fields listing
various equipment used on site (e.g., furnace, kitchen, lights, dish washer, dryer,
etc.). We selected one month of data consisting of 250,000 records in 15 min data
blocks for 100 participants (users or data ids) as follows:

– air1: air conditioner 1
– air2: air conditioner 2
– air3: air conditioner 3
– aquarium1: aquarium 1
– bathroom1: bathroom 1
– bathroom2: bathroom 2
– bedroom1: bedroom 1
– . . .

The “air1” field records electricity usage for air conditioner 1 for 31 days in for
a January. Baselines could be set and monitored to find anomalies, for example,
an insider threat could be the unauthorized running of energy grid servers in
January not August which would increase the air conditioner usage. Figure 3
shows an example of Pecan Street data.

3 Big Data Platform (BDP)

The Big Data Platform (BDP), which has been developed by the Defense Infor-
mation Systems Agency (DISA) [19], runs on Amazon Web Services (AWS)
including a mix of big data standard and customized tools for data ingestion,
management, security, exploration, and analysis. These functions are supported
by open source tools including Apache Spark [25], Apache Storm [26], Hadoop
Map/Reduce, Kibana [27], NodeJS [28], and R-Shiny [29].

BDP is designed for real-time processing of Big Data beginning at inges-
tion and ultimately presenting useful data visualizations that may alert decision
makers of energy leaks and security vulnerabilities. The BDP has the strict
compliance with the DISA security standards which provide a secure system
security that can be an advantage to store big data such as Pecan Street and
National Energy Grid. There are also analytics in BDP which can perform
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more complicated calculations on a larger data set. For the Pecan Street sam-
ple data set, we first applied BDP to provide initial useful information. We
later applied unsupervised machine learning algorithms k-means and lexical link
analysis (LLA) to discover patterns and anomalies in the data set.

4 Application of BDP

We first ingested and parsed the Pecan Street data into the BDP system. After
ingesting, the data were available to the analytics tools inside BDP such as
Unity. Kibana is used to create a display of metrics, heatmaps, graphs, and
charts. The BDP system is designed to display results quickly for real-time big
data so that trends and outliers can be discovered quickly. BDP uses a catalogue
or taxonomy shared by multiple users in the same domain. For example, in a
typical cybersecurity environment, people often use similar network monitoring
tools to collect data and monitor activities, therefore, the data fields are similar
and can be shared across multiple locations. The characteristic applies to the
energy grid as well. This is an unique advantage of using BDP. Figure 4 shows
the average electricity usage each hour over one month for the Pecan Street
data set. It is interesting to note that the spikes in use are not regular. Figure 5
shows a dashboard of graphs and metrics representing electricity usage over 24 h
for different areas of the data set. These could be updated in near real-time for
monitoring activities should energy grid data hosted in such a secure data center.
For example, why do the outside lighting plugs have higher average electricity
usage around the noon time?

Fig. 3. Pecan Street data example

4.1 Unsupervised Machine Learning

We first applied the K-means clustering algorithm from MATLAB and clustered
the 250 K records into 10 clusters as shown in Fig. 6. K-means requires a chosen
k and k = 10 in our case for simplicity. Figure 6 is a radar graph showing cluster
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Fig. 4. Average electricity usage each hour over one month

Fig. 5. A dashboard shows graphs and metrics representing electricity usage over 24 h
for different areas of the data set. BDP allows to update such graphs in real-time for
monitoring activities.

center values, i.e., average usages within clusters for the 67 areas labeled in
the circle. These clusters represent the discovered patterns. The characteristics
of the clusters show behavior patterns of the users and time periods in which
characteristics of usage patterns can be summarized in the following examples:

– Cluster 7 (series7): Average high usages within the cluster attribute to the
areas of “use”, “grid”, “drye1”, “furnace1”, “poollight1”, and “waterheater1”.

– Cluster 6 (series6): Average high usages attribute to the areas of “use”,
“car1”, “gen”, and “grid”.

– Cluster 5 (series5): Average high usages attribute to the areas of “gen” and
“grid” (negative – giving back to the grid).
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Fig. 6. Unsupervised learning and cluster characteristics using the k-means algorithm
and displayed using a radar graph and k-means.

We then computed an anomaly index value for each of the data points, which is
the minimum distance of a data point to the 10 cluster centers. The higher an
anomaly index, the far away is the corresponding data point from the 10 patterns
(“normal behaviors”). Figure 7 shows the value of the anomaly index for each
cluster. Cluster 7, 6, and 5 have the highest 3 values of anomaly indexes, which
are the potential candidates for further investigation for the areas of energy
management and cybersecurity.

The anomaly detection system detected 3 anomaly profiles which gives three
different reasons for these users to be different from the population as a whole.
The information shows human analysts behavioral patterns for attributes and
source of the anomaly, for example “gen” means there is a generator at home
and negative “grid” means the generator gives energy back to the grid. The
combination might indicate a different usage pattern for some users. If some
anomaly patterns are trending collectively from various locations, they are the
opportunities for human decision makers and consequences of the anomalies
detected can be alerted to the human analysts via the BDP server.
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Fig. 7. The values of the anomaly index for the clusters

5 Lexical Link Analysis (LLA)

LLA is an unsupervised ML method [13,14] which describes the characteristics
of a complex system using a list of attributes or features, or specific vocabularies
or lexical terms. Because the potentially vast number of lexical terms from big
data, LLA can be viewed as a deep model for big data. LLA can describe a
system using feature pairs as bi-gram lexical terms extracted from data. LLA
automatically discovers word pairs, and displays them as networks.

Bi-grams allow LLA to be extended to numerical or categorical data. For
example, using structured data, such as attributes from the Pecan Street data
set, we discretize numeric attributes and categorize their values to paired fea-
tures. The feature pair model can further be extended to a context-concept-
cluster model [21]. A context can represent a location, a time point, or an object
shared across data sources. For example, for the Pecan Street data, the data id
and time point can be contexts.

5.1 LLA Outputs for the Pecan Street Data Set

In order to use LLA, we first generate word feature networks for the data set. The
value for an attribute in Fig. 3, such as “grid” is discretized into three bins when
applying LLA as a word feature: 1) less than (lt) the mean (m̄) of the feature
minus one standard deviation (m̄ − σ), 2) between (bt) the mean minus one
standard deviation (m̄− σ) and the mean plus one standard deviation (m̄ + σ),
and 3) more than (mt) the mean plus one standard deviation (m̄ + σ). A node
in LLA represents a discretized feature. For example, grid mt 1.8 means if the
“grid” (i.e., grid usage of electricity in a 15 min interval for a data id) is more
than 1.8.

Probability and lift are the two measures in LLA defined in Eq. (1) and
Eq. (3) to measure the strength of an association between two word features.

probij =
word features i, j together

word feature j
(1)
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probi =
word feature i

all word features
(2)

liftij =
probij
probi

(3)

Figure 8 shows the output of LLA for a word feature grid mt 1.8’s associ-
ations with other features using the “lift” as the association strength measure
listed as follows (filtered using “lift” > 4):

– drye1 mt 1.0: “dryer1” (dryer 1)’s usage of electricity is more than 1.0 in a
15 min interval

– car11 mt 2.0: “car1” (car 1)’s usage of electricity is more than 2.0 in a 15 min
interval

– air1 mt 0.6: “air1” (air conditioner 1)’s usage of electricity is more than 0.6
in a 15 min interval

– air2 mt 0.6: “air2” (air conditioner 2)’s usage of electricity is more than 0.6
in a 15 min interval

– waterheater1 mt 2.0: “waterheater1” (water heater 1)’s usage of electricity
is more than 2.0 in a 15 min interval

– poolpump1 mt 1.5: “poolpump1” (pool pump 1)’s usage of electricity is more
than 1.5 in a 15 min interval

– poolpump1 bt 0.6 1.5: “poolpump1” (pool pump 1)’s usage of electricity is
between 0.6 and 1.5 in a 15 min interval

– oven1 mt 0.3: “oven1” (oven 1)’s usage of electricity is more than 0.3 in a
15 min interval

– dataid 5357: data id (user) 5357

Figure 11 shows gen mt 1.7 (i.e., a generator, such as solar, alternative, and
renewable energy with inverter interfaced distributed generators (IIDGs), gener-
ates electricity more than 1.7 in a 15 min interval) is associated with grid lt −0.9
(i.e., grid usage of electricity is less than -0.9, negative, giving back to the grid in
a 15 min interval for a data id). These results are similar to the k-means result
in Fig. 6.

LLA allows a drill down search as shown in Fig. 9. When clicking both nodes
grid mt 1.8 and waterheater1 mt 2.0: 373 data records in the Pecan Street data
set have both characteristics grid mt 1.8 and waterheater1 mt 2.0 and they
are listed in the LLA search result. 373 data records have the characteristics
waterheater1 mt 2.0, 100% of them also have the characteristics grid mt 1.8.
16,434 data records have the characteristics grid mt 1.8 out of the total 120,847
data records. So the lift is 7.4.

LLA also discovers interesting associations, for example, grid mt 1.8 is asso-
ciated with a specific user (data id) of “5357” in Fig. 8. As another example,
Fig. 11 shows the time points of a day are associated with gen bt 0.6 1.7 (i.e.,
generater) generates electricity between 0.6 and 1.7 in a 15 min interval).
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5.2 Discussion: Discovering Causal Associations Using LLA

A unique requirement of anomaly detection for energy management and cyber-
security is causality analysis because human analysts need to understand causes
behind any observable anomaly effects. This calls a systematic approach of deep
analytics that is also causality analysis, i.e., linking an anomaly effect, e.g., grid
usage of electricity in a 15 min interval is more than 1.8 (grid mt 1.8), to the

Fig. 8. Causal level 1

Fig. 9. Drill down

Fig. 10. Grid usage of electricity is less than −0.9: negative, giving back to the grid
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causes, e.g., specific users or time points. The key factors for causal learning
includes the three layers of a causal hierarchy [23,24] - association, intervention
and counterfactuals (Fig. 10).

The common consensus is that data-driven analysis or data mining can dis-
cover initial statistical correlations and associations from big data. Human ana-
lysts need to validate and understand if the associations make sense and what
are the real causes and effects.

Fig. 11. Local time causal relations

Fig. 12. Causal associations level 2
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In a real-life application, one often wants to predict causes based on the data
of effects, i.e., computing and validating the probability (P) of a potential cause
(C) given an effect (E), i.e., P (C|E). Effects are often observable data, e.g.,
grid mt 1.8 in the Pecan Street data set. Causes, e.g., specific users and time
points need to be discovered from the observable data. P (C|E) is difficult to dis-
cover because causes are often hidden, anomalous, and capricious. In machine
learning practices, the associations, correlations or probabilistic rules are typi-
cally cross-validated using separate or new data sets. Causal learning requires
the intervention and counterfactual reasoning. An intervention reasoning tries
to answer the question: What will happen if one takes an action? For exam-
ple, instead of examining P (C|E), if E is actionable or P (C|do(E)) [23] can be
examined. The intervention more than just mining the existing data.

Counterfactual reasoning tries to answer the question: What if I had acted dif-
ferently? If P (C|E) is high-probability rule discovered from data, P (C|Not E),
P (Not C|E), and P (Not C|Not E) are the counterfactuals needed in the rea-
soning. Traditionally, the counterfactual is defined as the effect of an action for
an entity and for the same entity without the action.

LLA calculates the lift measure that is one of the counterfactual reasoning
in causal learning [22].

In the Pecan Street data set, although the linked features as shown in Fig. 8
make sense to human analysts, the specific user or data id or time points might
be more detailed causes for energy management and cybersecurity. In Fig. 12,
each cause feature nodes can be expanded to another level to reveal more causes
such as more data ids (users) linked to the first level causes as shown in Fig. 8.

In LLA, when liftE,Ci
> 1, Ci is a potential cause for E. However, if another

cause Cj is a confounder of Ci and E, then liftCj ,Ci
> 1. So if liftCj ,Ci

> 1
for some Cj and liftCj ,E > 1, then Cj not Ci is the cause of E. In Fig. 12, only
dataid 5357 directly links to grid mt 1.8 and the first level features poolpump1
mt 1.5, poolpump1 bt 0.6 1.5, air1 mt 0.6, and air12 mt 0.6. dataid 5357 is a
real cause and we can eliminate poolpump1 mt 1.5, poolpump1 bt 0.6 1.5, air1
mt 0.6, and air12 mt 0.6. Other causes waterheater1 mt 2.0, drye1 mt 1.0,
car1 mt 2.0, and oven1 mt 0.3 are independent causes with no confounders.

6 Conclusion

We demonstrated that BDP and deep analytics using the Pecan Street data for
anomaly detection and causality analysis of resource management, cybersecu-
rity, and energy network situation awareness. We also demonstrated unsuper-
vised learning algorithms to discover the usage patterns and anomalies. We also
defined an anomaly index and showed its values for the clusters and time points.
We showed LLA as an innovative approach to discover causal associations. The
information can help business users to see the patterns and detect abnormal
activities for the management and cybersecurity of an energy grid.
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Abstract. In the industrial world, the Internet of Things produces an
enormous amount of data that we can use as a source for machine learn-
ing algorithms to optimize the production process. One area of applica-
tion of this kind of advanced analytics is Predictive Maintenance, which
involves early detection of faults based on existing metering. In this
paper, we present the concept of a portable solution for a real-time con-
dition monitoring system allowing for early detection of failures based on
sensor data retrieved from SCADA systems. Although the data processed
in systems, such as SCADA, are not initially intended for purposes other
than controlling the production process, new technologies on the edge
of big data and IoT remove these limitations and provide new possibili-
ties of using advanced analytics. This paper shows how regression-based
techniques can be adapted to fault detection based on actual process
data from the oxygenating compressors in the flue gas desulphurization
installation in a coal-fired power plant.

Keywords: Predictive maintenance · Power plant · SCADA ·
Anomaly detection

1 Introduction

Operational Technology (OT) systems refer to hardware and software solutions
that are capable of changing various industrial processes through the direct mon-
itoring and controlling of physical devices, procedures, routes, and events in a
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factory. Internet of Things (IoT) and integration of IT and OT systems pro-
vide new opportunities for intelligent use of advanced analytical solutions to
increase the reliability of various production processes, including those performed
in power plants and the entire energy sector [8,14]. A significant risk factor in
the energy sector is unplanned downtime, which causes production breaks and,
thus, loss of revenue. Increasing the reliability of equipment operation is a crit-
ical factor in reducing the losses mentioned above, and one of the methods to
achieve this goal is the use of predictive maintenance. Predictive maintenance
reduces planned and unplanned downtime by early detection of faults and bet-
ter planning of repairing actions. In this work, we present how the regression-
based techniques can be used for real-time condition monitoring on the basis of
sensor data retrieved from SCADA (supervisory control and data acquisition)
systems [5] and failure logs. The research objective of this work is to adjust the
data mining process to achieve satisfactory results with a minimum effort from
analysts and system engineers. In order to prove the portability of the presented
solution, we use the algorithm previously applied for the feed pumps [13] for the
analysis of data coming from oxygenating compressors. We optimize the steps of
the algorithm to achieve satisfactory prediction results. Experiments are carried
out on real data from sensors monitoring the oxygenating compressor, which is
a component of the flue gas desulphurization installation in a coal-fired power
plant. Oxygenating compressors are indispensable in the process of producing
gypsum from sulfur dioxide as a side effect of coal combustion. We present a
model-based anomaly detection approach with the potential to be easily applied
to other devices. We also show that general-purpose regression-based heuristic
algorithms can enhance the benefits of the processing of data from OT repository,
various data streams, and related big data sets, including various logs.

2 Background and Related Works

Predictive maintenance is applied in various branches of industry, especially in
those of them, in which failures may cause considerable economic consequences.

2.1 Predictive Maintenance

Predictive maintenance is a concept that involves planning maintenance work
based on the health of the equipment. This approach is possible when we have
complete data on the operation of the device and expert knowledge on how to
use it for analysis [1,4,22]. The task consists of the analysis of archival events,
diagnostic results, and device statistics by the production engineer or production
data analyst. OT systems, including SCADA repositories, can be used as sources
of data for predictive maintenance. Then, we can codify the expert knowledge in
the form of rules and classifiers to get essential indicators, monitor devices, and
discover anomalies, as it is presented in [7,16–18]. In this way, we can create a
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Fig. 1. Repairing costs depending on the time of detection of the fault.

predictive maintenance system based on real-time condition monitoring. Predic-
tive maintenance is a reasonable compromise between preventive maintenance
[3,12] and run to failure maintenance. The primary purpose of the methods
used in predictive maintenance is the early detection of faults [15,23,26] based
on the first symptoms to minimize the repairing costs (as shown in Fig. 1). Other
potential benefits are:

– Changing the operational models to Fix as required, in which the service is
done before failure is expected.

– Minimizing the probability of unplanned downtime by real-time health mon-
itoring.

– Reducing unnecessary repairs of equipment being in good condition.

2.2 Model-Based Prediction

The concept of model-based prediction is to create a black-box model [23] that
represents a specific process, as it is shown in Fig. 2.

Fig. 2. Model-based prediction system.
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The model created for the component (in this case it is a measurement) is
designed to predict the indication of sensor y(t) based on known input x(t). The
difference between the actual value y(t) and the predicted ˆy(t) is a measure of
the process deviation from the model value. The deviation from the expected
value is assumed to be a symptom of a changing health condition of the device,
i.e., an imminent failure or an improvement in performance after repair. The
essence of the proposed method is to create a model based on data from the
failure-free period and to monitor the e(t) deviation value.

2.3 Modeling Based on Regression

Machine learning (ML) is one of the techniques frequently applied in predictive
maintenance performed in the industrial environment. However, the spectrum of
used ML models varies and is specific for the application area. Machine learning-
based algorithms generally can be divided into two main classes:

– supervised - where information on the occurrence of failures is present in the
training data set;

– unsupervised - where process information is available, but no maintenance
related data exists.

Supervised approaches require the availability of a data set S = {xi, yi}ni=1,
where a couple {xi, yi} contains the information related to the i-th process itera-
tion. Vector xi ∈ R

1×p contains information related to the p variables associated
with available process information [21]. Depending on the type of y we distin-
guish: classification models (if categorical labels are predicted) and regression
models (if the results are continuous values).

Supervised learning is successfully used in the area of predictive maintenance
to classify faults by building fault detectors. In the literature, these detectors
rely on various Artificial Intelligence (AI) techniques, such as Artificial Neural
Networks [2,6], k-Nearest Neighbours [24], Support Vector Machines [10,20], or
Bayesian networks [19,25], frequently using some methods for reducing dimen-
sionality of data, such as Principle Component Analysis [11,27].

2.4 The Coding of Electrical Components

To obtain a uniform system of marking devices and installations in the power
plant, the KKS coding system (Kraftwerk Kennzeichensystem) is used. The KKS
marking system had been used since the early 1980s by power plant constructors
and power plant operators to name and identify all components of a power plant.
The code structure is shown in Fig. 3 with the example of a temperature meter.

3 Regression-Based Anomaly Detection

Our failure prediction model applies regression algorithms in predictive main-
tenance tasks. For the set of all input data, where X = [x1, x2, x3, . . . , xm]T is
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Fig. 3. Coding of temperature meter using KKS notation

the vector of individual measurements from m sensors, we estimate our response
variable as a polynomial function of other variables, i.e.:

ŷi =
dmax∑

d=1

m∑

j=1
j �=i

a
(i)
jdxd

j + a
(i)
0 + ε(i) ∀i ∈ {1, 2, . . . , k}, k ≤ m, (1)

where ε(i) is the i-th independent identically distributed normal error and coef-
ficients a

(i)
j are calculated using the method of least squares [9]. In such a way,

we build a bag of predictive models for the investigated (monitored) variables
(signals) and predict the values of the variables based on other signals that are
correlated with the investigated one.

The difference between the observed and the predicted values is not an abso-
lute measure that can be used when comparing the values with other signals.
To normalize the results, we introduced the NRE (normalized relative error)
coefficient [13] (which is a multiple of the mean standard deviation) to measure
the degree of deviation for the i-th variable in a data set:

NREi =
|yi − ŷi| − MAEi

RMSEi
, (2)

where yi represents the observed values, ŷi represents the predicted values,
RMSEi is the root mean square error, and MAEi is the mean absolute error.

By selecting a variable with the maximum value of the NREmax (called
maximum normalized relative error) we can identify the signal which is probably
the cause of the upcoming fault:

NREmax = max(NRE1, NRE2, .., NREk). (3)

This makes it possible to diagnose a source of the anomaly quickly.
Withe the use of regression algorithms and the NRE metrics, we create a

bag of models for detecting anomalies. In our case, we focus on creating a repro-
ducible process that is easy to use to monitor various equipment in the power
plant. In order to achieve this goal, we automate data processing tasks and
reduce the necessary analytical efforts.

3.1 Description of Input Data and Correlation Between Signals

The data used in the experiment comes from monitoring two oxygenating com-
pressors from flue gas desulphurization installations. Each of the devices is
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described by ten parameters, such as power, bearing temperature, vibrations,
oil pressure. These parameters are measurements collected by sensors and are
stored in the SCADA system. Available process data covers the period from Jan-
uary 2017 to May 2019, in which the compressors were in operation for about
one-third of that time. Data was obtained off-line for two compressors labeled as
1HTG01 and 2HTG01. Analyzing Pearson’s correlation coefficient for individual
signals, we can distinguish groups of strongly correlated signals. The existence
of strong correlations (i.e., values close to 1 or −1) means significant relation-
ships between different variables and justifies the use of the regression model
for anomaly prediction. A graphical matrix of correlations for a period of six
months is shown in Fig. 4.

Fig. 4. Correlation matrix for the training set.

3.2 Data Preprocesing and Integration

Data collection. Data preprocessing covers the selection of a group of mea-
surements that will be part of the input set. In the case of a single prediction
task, we can easily determine the group of measurement units related to the
device (e.g., using technical documentation). However, when we want to use the
prediction model to cover the whole unit containing tens of thousands of mea-
surement points, the work is no longer trivial. The coding method described in
Sect. 2.4 is helpful in this case. The notation method allows for easy separation
of all subcomponents associated with the master equipment, as it is shown in
Fig. 5. In this way, we can significantly reduce the set of potential input signals
for further analysis (e.g., correlation analysis, constant value filtering, etc.).

Automatic Data Labelling. To learn the model of how the proper signal looks
like, we have to provide the data describing the state when the investigated device
is healthy. To filter out the periods in which failures occurred from the input data
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Fig. 5. Grouping measurement units for the equipment with the use of KKS code.

set and train the prediction model on correct data, it is necessary to label the
records with data from a service log. Information about the occurrence of faults
is needed to extract a training set for the training process and to further evaluate
and visualize the results. Analysis of the impact of faults is time-consuming and
requires engineering expertise to categorize events accordingly. Therefore, the
labeling process was simplified to automatically mark the data set based on
fault registration dates and repairing service completion. A column containing
true/false data is added to the training set to indicate whether the device was in
a fault condition at that time, as shown in Fig. 6. The input data is filtered based
on the priority to isolate less significant events such as service works, including
oil change or periodic inspections. Automation of the labeling process requires a
standardized way of recording service works and good quality of data. However,
possible errors can be compensated for by the size of the training set, and their
impact on the quality of the algorithm can be marginalized.

3.3 Model Optimization

Optimisation step is employed in our process to adjust the parameters of the
model to give the best results, and at the same time to avoid overfitting situa-
tion. The parameters we optimize are the polynomial degree and a set of input
features. The optimization was verified in the k-fold cross-validation process,
where we divided the input set into five equal parts. By minimizing the mean
squared error value while optimizing the polynomial degree on a 3-month test
set, we obtained the results shown in Table 3.3.

Polynomial Fitting. For most variables, the best prediction results were
obtained for a low polynomial degree. The higher the polynomial degree, the
more sensitive the changes in the input set are. On the other hand, for the
higher polynomial degrees, the prediction model exposes more abnormal situa-
tions, but it operates very unstable and is susceptible to noise (Table 1).
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Fig. 6. Method for automatic labeling.

Table 1. Mean square error (MSE) depending on the degree of polynomial.

Signal name polynomial degree

1 2 3 4 5

1HTG01CP025 0,0001 0,0002 0,0002 0,0002 0,0011

1HTG01CS025 2,7962 1,2322 1,8621 29,408 264,76

1HTG01CS026 2,6363 2,1789 2,9565 16,536 34,689

1HTG01CG025 0,00001 0,00001 0,00002 0,0001 0,0002

1HTG01CT025 0,0087 0,0111 0,0196 0,0286 0,1813

1HTG01CT026 0,0067 0,008 0,0173 0,0106 0,0281

1HTG01CT001 12,433 12,643 14,953 19,346 30,349

1HTG01CT020 0,0818 0,0745 0,0791 0,1373 1,1435

1HTG01CE001 0,1006 0,1084 0,1286 0,1659 3,1217

1HTG01CE002 8,0852 8,4233 8,0673 30,904 154,71

Feature Selection. In the next optimization step, we select the input features
for the polynomial degree calculated earlier for all k signal models in a bag. By
choosing the right parameters it is possible to increase the accuracy of the model
by about 20% (i.e., reduce the mean squared error by 20% on average) as it is
shown in Table 3.3. For this purpose, we tested two algorithms - Backward elim-
ination and Genetic algorithm. The use of both methods gave the same results
in terms of the number of features, the mean square error, and improvement
in prediction accuracy. The time of the Backward elimination (29,785 combina-
tions) compared to the Genetic algorithm (27,535 combinations) is also similar
(Table 2).
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Table 2. Results obtained by optimizing the number of analyzed features.

Signal name All features Backward elimination Genetic algorithm Improvement

No. feat MSE No. feat MSE No. feat MSE %

1HTG01CP025 9 0,0001 2 0,0001 2 0,0001 9,76%

1HTG01CS025 9 1,2322 7 1,0971 7 1,0971 12,3%

1HTG01CS026 9 2,1789 5 1,7033 5 1,7033 27,92%

1HTG01CG025 9 0,00001 3 0,00001 3 0,00001 57,77%

1HTG01CT025 9 0,0087 7 0,0073 7 0,0073 19,15%

1HTG01CT026 9 0,0067 6 0,0053 6 0,0053 26,18%

1HTG01CT001 9 12,433 4 10,352 4 10,352 20,09%

1HTG01CT020 9 0,0745 3 0,0499 3 0,0499 49%

1HTG01CE001 9 0,1006 7 0,099 7 0,099 1,58%

1HTG01CE002 9 8,067 3 4,8747 3 4,8747 65,49%

Time Window Length. When designing a predictive system, an essential
parameter of the built predictive model is a time window, which provides a
training set for the model. The time window may also influence the predic-
tive capabilities of the model. Therefore, we also investigated this parameter in
our research. Visual differences in the results depending on the length of the
time window are shown in Fig. 7. Longer time windows covering wide data range
(3 months in our experiments) adapt more slowly to sudden changes such as ren-
ovation (in January 2019 in Fig. 7), but clearly shows a disparity between failure
periods and proper operation. In the case of short time windows (1 month), the
model adapts quickly to the variability of the environment, i.e., it can correct
itself soon after a renovation. On the other hand, in the case of a long-term
malfunction, it can treat the fault as the correct state.

Fig. 7. Deviations from normal state obtained for long- and short time window.
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4 Testing Prediction Capabilities

4.1 Evaluation Function and Error Distribution

While detecting anomalies, one of the quality factors assessing the performance
of the built predictive model is to obtain a high error ratio for the failure period
comparing to the normal operation period. This is achieved in our model. For
example, the error distribution (deviation from the actual value) for the 2GHG01
compressor is shown in Fig. 8. The red color is used to indicate normal operation
state, and the blue color is used to indicate emergency conditions (the stated
period was extended by an earlier two weeks to assess the ability to detect pre-
emergency conditions). While the red histogram is close to a normal distribution
with an average of around 0, the blue histogram is characterized by a significant
diagonality and a shift in the average value.

Fig. 8. Distribution of deviations for the fault and normal states. (Color figure online)

4.2 Detection Capability of the Model

Short Term Prediction. One of the failures, which was recorded on 23 Febru-
ary for 1GTG01 compressor, was bearing damage. The damage occurred at a
time when increased vibration levels were recorded, resulting in a significant
overhaul. However, before the failure itself, we can notice a significant increase
in the deviation of the estimated values. About an hour before the device was
switched off on 20 February, a considerable increase in the deviation is visible
(more than 100% of the average value in normal operation). The physical effect
of the failure observed had a reflection on the actual pressure drop behind the
oil filter. The fault occurred three days later on the compressor startup, as it is
visible in Fig. 9.
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Fig. 9. Deviation and actual oil pressure behind the filter before bearing failure.

Long Term Prediction. During the period considered, several significant
events were recorded in the fault logs. For the compressor 1HTG01, the bear-
ing was damaged in February 2017, followed by reports of loud operation and
bearing vibrations, as a result of which the device was overhauled in April 2017.
After the renovation, the prediction model did not show any deviations despite
the reports of increased vibrations around July-August. However, the analysis
of actual vibration measurements did not indicate any abnormal operation. The
compressor 2HTG01 was characterized by failure-free operation for an extended
period until May 2018, when increased oil temperature was recorded, and in the
following weeks, several vibration defects appeared. The compressor was over-
hauled in October 2018, the impact of the overhaul is visible in the chart in
Fig. 10 as a significant decrease in the error (to a considerable negative value).
For both compressors, the failure points visible in Fig. 10 as registered events
coincide with the deviations indicated by the predictive model for the investi-
gated variable, which shows that the predictive model works well.

Fig. 10. Vibration deviation with the indication of faults and service actions.
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4.3 Comparison of Model Results

The results obtained (the values of NRE) were calculated by dividing the devia-
tion value by the local root mean square error (equivalent to standard deviation)
as in Eq. 2, and then the values for which the standard deviation exceeded the
threshold value 6 (determined experimentally) for less than 15 min were filtered
out. That means that the alarm for the predicted incoming fault is raised only
when the NRE > 6 for at least 15 min. The same threshold was used for the con-
dition monitoring of boiler feed pumps described in [13], bringing good quality
prediction results. In Table 3, we show the effectiveness of the predictive models
built for compressors 1HTG01 and 2HTG02, and for boiler feed pumps investi-
gated in our previous work [13]. The results confirm that the presented approach
to anomaly detection through regression-based predictive analytics achieved a
good level of specificity, which translates into a small number of false positives
(type I errors). Sensitivity can be improved by developing an evaluation method
or improving optimization steps (Fig. 11).

Fig. 11. ROC curves for anomaly detection predictive models built for compressors
1HTG01 and 2HTG02.

Table 3. Performance of the predictive models built for various devices in power plant.

Accuracy AUC Sensitivity Specificity

Boiler feed pump 0,86 0,89 0,67 0,95

Compressor 1HTG01 0,79 0,764 0,58 0,91

Compressor 2HTG01 0,93 0,762 0,47 0,98
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5 Discussion and Conclusions

The obtained results confirm good portability of the presented approach, which
after some adjustments, can be used for detecting anomalies and early fault pre-
diction for various types of equipment located in power plants. The regression-
based algorithm, previously used to predict faults in the boiler feed pumps, was
successfully applied to the oxygenating compressors in the flue gas desulphuriza-
tion installation. The results obtained for different devices are comparable. The
fact that they were achieved using simple data mining methods and little effort
encourage further works on improving model quality. Comparing to our previous
work, we proposed methods of automation of feature selection, data collection,
and grouping based on specific coding of devices and installations in the power
industry. The unquestionable advantage of the algorithm is the absence of data
labeling compared to most classification-based methods mentioned in the related
literature. Data labeling in the current work is not a necessary element and was
done only to assess the quality of the model.
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Abstract. Autonomous Guided Vehicles (AGVs) are considered to be one of
the critical enabling technologies for smart manufacturing. This paper focus on
the application of AGVs in new generations of manufacturing systems includ-
ing: (i) the fusion between AGVs and collaborative robots; (ii) the application of
machine to machine communication for integrating AGVs with the production
environment and (iii) AI-driven analytics that is focused on the data that is
produced and consumed by AGV. This work aims to evoke discussion and
elucidate the current research opportunities, highlight the relationship between
different subareas and suggest possible courses of action.

Keywords: Autonomous Guided Vehicles (AGV) � Collaborative robotics �
Machine to Machine (M2M) communication � AI-driven analytics

1 Introduction

The growing popularity of Autonomous Guided Vehicles (AGV), which are used in
manufacturing, has not only been the result of their technical features but also from their
ability to cooperate. Cooperative-based internal logistics permits increased production
flexibility. Because AGV are in the executive part of the internal logistics, their coop-
eration with other information systems and manufacturing equipment is particularly
important. AGV have become a critical enabling technology for agile production sys-
tems. Modern production systems are characterised by a demand for a high degree of
flexibility in order to cope with the frequent changes that result from orders that are
changed by customers, low material buffers, the agile production technologies that are
performed by robotised production stations and the many variants of production tech-
nology that can be used [1]. All of the factors mentioned above require the production
process to be supported online by highly advanced information services, which are
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performed during the successive steps in the production chain. This means that the
production activities cannot be centrally planned but have to be optimised locally in
order to handle the ongoing production tasks, the available materials, the production
equipment and the technologies. The new generation of manufacturing execution sys-
tems has to support the autonomy and distribution of the decision-making processes [2].

The increasing use of AGV in manufacturing has far-reaching consequences for the
industrial communication systems. Unlike for other machines, the use of wired net-
works is not possible in the case of AGV, which have to move through large internal
and external areas. On the other hand, production support algorithms based on machine
learning require huge volume of data provided by AGV. In this way, a communication
with AGV, becomes convergent rather with IoT than with the classical industrial
communication. In this context, artificial intelligence that is based on supervised
machine learning can be used to optimise the internal logistical tasks that are performed
by AGV. This requires a multi-criteria optimisation that takes into account the multiple
goals that are connected with the requirements to move materials and semi-products.
This process must be performed in a distributed, dynamic and autonomous way [3].
Moreover, AGV also have to communicate with the production stands, Manufacturing
Execution Systems (MES) and other AGV. For this reason, the machine learning
approach has to be combined with Machine-to-Machine (M2M) communication. This
requires, on the one hand, adjusting the information that is collected from the pro-
duction systems into a form that is suitable for automatic processing, which can be
performed by using artificial intelligence algorithms. The results that are produced by
these algorithms have to be converted into a form that can be exchanged with and used
by the production systems [4]. In turn, the precise information that is owned by AGV
includes important parameters about the materials, semi-finished products and finished
products that are being transported. Such data can be beneficial for the Manufacturing
Execution System (MES) and for the Business Intelligence (BI) solutions that support
the long-term optimisation of the production processes.

The goal of this paper is to summarise the existing research results and to show the
most significant challenges related to the effective use of AGV, which are considered to
be a part of a new generation of the manufacturing ecosystem. The paper is organised
as follows: the second section presents the research challenges related to the fusion
between AGV and collaborative robots. The research issues associated with the
application of machine to machine communication for integrating AGV with the
production environment are presented in section three. The fourth section summarises
the state of the art in AI-driven analytics that are focused on the data that is produced
and consumed by AGV. The conclusions are presented in Sect. 5.

2 Research Challenges That Are Related to the Fusion
Between AGV and Collaborative Robots

In small series manufacturing, the production tools have to be adjusted to specific
products and the process organisation must follow these changes in order to avoid or
reduce any losses that would result from non-productive time gaps [5]. The logistics
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tasks must be performed in a distributed, dynamic and autonomous way. AGV are key
components that are necessary for developing flexible and efficient internal transport
systems [6].

Traditional industrial robot systems usually perform dedicated tasks on specific
assembly stations and are often isolated from other stations and human operators using
physical barriers such as fences. Introducing safe, collaborative robots [7] into pro-
duction systems (that also work together with human operators) opens up the possi-
bility of using robots for a wider variety of tasks and permits the physical barriers to the
rest of the production processes to be removed. Such an option enables robot
automation to be introduced more widely into factories – but these robots are still
usually dedicated to specific assembly stations. Combining collaborative robots [8, 9]
with AGV (Fig. 1) merges the dynamic logistic benefits of AGV with the flexibility of
collaborative robots to enable a more extensive use between many assembly stations.
This could also increase the efficiency of the production staff. However, the autono-
mous operation of AGV requires that several issues have to be resolved. The inte-
gration of an AGV, a collaborative robot and various sensors requires that data fusion
methods [10] be used to achieve a docking functionality and to recalibrate the AGV
and robot to that particular assembly station.

Virtual sensing [11], which is based on computational models and is widely used to
optimise an operation or product quality in industry, is a non-invasive method that is
used to measure the parameters in dynamic systems. Monitoring an industrial process
using data fusion and virtual sensing techniques [12] supports developing methods that
permit the changes in the area of production lines to be detected. The use of fusion
techniques allows more information about the state of a system to be obtained from
several sensors. Multi-sensor data fusion [7] permits the working status of a process
and machinery to be acquired by integrating sensors into manufacturing systems. The
data fusion from AGV, robots, assembly stations and production monitoring system
using virtual sensing can enable new methods and algorithms to be created in order to
optimise the short series production process in industry.

The first main challenge is to obtain the fusion of the data between AGV and the
collaborative robots, which could be achieved by developing a distributed computer
system architecture for integrating AGV [13], collaborative robots [9] and the required
sensors [14]. A navigation system [15] supports the movements of AGV between
assembly stations and helps to position an AGV for docking to an assembly station.

Fig. 1. Autonomous Guided Vehicle produced by AIUT Ltd.
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Using distance sensors enables the docking precision to be increased. To determine the
accuracy of the measurements [16, 17], the selected sensors must be tested (camera,
lidar, gyroscope, accelerometer, optical encoders). A vision-based recognition system
further confirms that an AGV has arrived at the correct production station. Using
methods that are dedicated to sensor fusion allows algorithms to be developed in order
to increase the accuracy of the distance measurements [18]. The proposed methods also
enable algorithms to be developed that allow precise docking to the assembly station.

Distance sensors (e.g. inclinometers, cameras, including Time-of-Flight
(ToF) cameras, optical encoders) [14, 19, 20] can also be used to increase the re-
calibration of a collaborative robot to the mounting site on the assembly station. Using
recognition methods based on a vision system increases the precision of the mea-
surements. This approach allows the information covered by distance sensors to be
combined with the vision system [18] to develop an algorithm that increases the
accuracy of the distance measurements. The algorithms that are obtained allow the
robot’s displacement regarding the reference coordinate system at the mounting place
at the assembly station to be calculated. In addition, robot-based calibration can be used
to set the reference points for each axis. The displacement of the robot arm to the
reference points at the assembly station and the use of precise force measurement on
selected axes enables a more accurate determination of the current position of a col-
laborative robot.

The next main challenge is to develop methods to support the cooperation between
a collaborative robot and the production staff. One of the major challenges with
physical Human-Robot Interaction (pHRI) is how to handle the possible or perceived
risk of human-robot collisions [8]. Human motion and intention estimates that based on
sensors [9] can ensure that the human states are continuously monitored and the human
motion data together with the force/torque (FT) measurements from a collaborative
robot can serve as inputs to a collision-handling (CH) system. A CH system can
continuously monitor and assess the risk of unwanted interactions and collisions and
implement the necessary reaction mechanisms, e.g. lower the speed of the robot, switch
to a gravity compensation and compliance mode or to adhere to an admittance reflex
strategy to drive away from the unwanted contact force [8]. A CH system should be
implemented at the lowest control level in order to ensure that handling collisions takes
priority over task execution. A collaborative robot control scheme for pHRI for robots
that are mounted on AGV allows an overall system architecture to be built that takes
into account the changes in roles between a human and robot in the interaction (leader-
follower, collaboration) [21, 22] and how to dynamically share the tasks in any human-
robot cooperative load transport [23]. The overall system architecture should also allow
the seamless, shared cooperative pHRI control for a wide range of possible
applications.

Although the approaches to cooperative pHRI control can be independent of any
predefined trajectories or paths for the robot [24], the available information on the task
goal should be exploited in the overall pHRI control scheme. This can be accomplished
by dividing tasks into sub-activities that can serve as feedforward reference inputs to
the control system and that can try to make the most of the flexibility, knowledge and
sensory skills of a human and the efficiency, strength, endurance and accuracy of a
robot. Information on the task goal can also serve as an essential parameter for when a
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human or a robot should take the lead in a cooperative pHRI operation [22] and will be
dependent on the particular pHRI application.

The overall physical interaction between humans and robots is a multi-dimensional
dynamic control problem that is hard to define explicitly using rigid state-space models
that have fixed parameters. Therefore, learning strategies for pHRI are now emerging as
an essential research challenge and many learning and adaptation approaches are
currently being proposed. They are primarily focused on two aspects of pHRI –

adaptive impedance control, and learning the desired trajectories [8]. Adaptive impe-
dance controllers are focused on learning or adapting to the impedance gains and
feedforward torques of the controller to improve the robot capabilities during an
interaction. Some recent results have used neural networks or biomimetic approaches to
learning [25]. Learning the desired trajectories for a pHRI has, in recent years, been
primarily focused on using hidden Markov models (HMM) to find the appropriate
motion patterns for human-robot cooperation. A novel approach for a mobile bi-manual
platform is taken in [26], where semantic task structures are learned during a joint task
execution and where the semantic labels on the task segments are given by the human
partner using speech recognition.

3 Machine to Machine Communication for Integrating AGV
with the Production Environment

Machine to Machine (M2M) communication in the new generation of manufacturing
systems can be considered on three levels: (i) the low-level communication protocols
that support a reliable and time determined exchange of information between devices
and between a device and production system [27, 28] – in the case of AGV, low-level
wireless communication protocols must take into account the movement of an AGV,
which might result in a high degree of electromagnetic interference and also the need to
maintain communication despite its moving between different network segments;
(ii) the communication middleware, which based on the lower-level networks that
support independent logical communication channels between an AGV and any
cooperating devices or systems including syntax based data format conversion and
information exchange management such as MQTT, CoAP [29], OMADM, LwM2M,
XMPP [30] and OPC UA [31] – in the case of AGV, the communication middleware
must support a high degree of flexibility, automatic reconfiguration and different types
of information modes including cyclic real-time communication with control systems,
event-based communication between the control subsystems and also batch commu-
nication with the management systems that are focused on aggregated data exchange
and (iii) the ontology that describes the information models [4, 32] – in the case of
AGV, the ontology should facilitate and ensure unambiguous information exchange
with other AGV, different production stations as well as with the production support
systems such as an MES (Manufacturing Execution System). Below, we illustrate the
scope of the M2M issues starting with the ontology domain and ending with wireless
communication.

The ontology that is used for AGV has to correspond with the information models
that are used in the new generation of manufacturing systems. The ongoing changes
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that are called the Fourth Industrial Revolution are the primary interest of manufac-
turing companies, production technologies suppliers and the advisory groups that are
supported by government agencies. The latter is attempting to structure the changes to
harmonise the introduction of modern ICT technologies in manufacturing on a global
scale. Examples of such global organisations are the German Platform Industrie 4.0; the
NIST (National Institute of Standards and Technology), which is similar to the US
Department of Commerce or the SMLC (Smart Manufacturing Leadership Coalition),
which operates in South Korea [33]. All these solutions are characterized by increased
autonomy and a departure from the centralized hierarchical system to the horizontal
cooperative model. Since, detailed analysis is beyond the scope of this work, the
authors discuss only one selected features of one, but commonly recognized approach
the Reference Architecture Model for Industry 4.0 RAMI4.0 [34].

The vertical axis of RAMI4.0 (Fig. 2) organises the system structure and the
functions of the individual layers, which are from the bottom up (i) the Asset layer,
which represents reality, i.e. the asset that exists in the physical world; (ii) the Inte-
gration layer, which represents the transition from the physical world to the information
world; (iii) the Communication layer, which describes the Industry 4.0-compliant
access to the information and functions of a connected asset by other assets; (iv) the
Information layer, which describes the data that is used, generated or modified by the
technical functionality of an asset; (v) the Functional layer, which describes the (log-
ical) functions of an asset (technical functionality) connected with/associated with its
role in the Industry 4.0 system and (vi) the Business layer, which describes the com-
mercial view including the general organisational boundaries.

RAMI4.0 defines the Administration Shell (Fig. 3), which is the glue that enables
the different physical entities that are used for production, including the equipment,
materials, production technology and related software for controlling production and
the human staff that is involved in the production to be joined. A Communication Layer
that is based on a service-oriented architecture (SOA) is responsible for providing the
seamless connection between the entities while the Information Layer is responsible for

Fig. 2. A Reference Architecture Model for Industry 4.0 (RAMI 4.0) [34]
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supporting the meta-information that enables the information to be interpreted correctly
by taking the required presentation context into account. The Administration Shell can
allow access for both the fundamental elements of the system and for the highly
complex aggregates that consist of many components. In the case of AGV, we can
indicate two levels for the application of the Administration Shell – one for a single
vehicle that is responsible for executing the transportation tasks and the second for a
fleet of AGV that offers holistic transportation services. Moreover, for each level, the
information model must be presented according to its context of use, which means that
multiple Administration Shells have to be implemented on each aggregation level. The
Administration Shell should be implemented by communication middleware such as
OPC UA. The OPC UA is an object-based and service-oriented communication mid-
dleware that not only supports the exchange of information but also organises the
information models [35]. It is based on the client-server communication principle.
Secure communication uses a Secure Channel. The Service Set is established by an
OPC client, which is then managed by the services that are collected in the Session
Service Set. The address space of the OPC UA server exposes both the data and the
relevant information models that can be browsed by any connected client.

OPC UA is also useful as a modelling tool that can be used in accordance with
other standards that have been prepared by organisations such as W3C, ISA, OMAC,
PLCopen, VDMA and others. Such an approach has resulted in several domain-specific
information models that have been created under OPC UA, which are dedicated to a
given type of application. In the context of AGV, two such models seem to be par-
ticularly valuable – (1) the OPC Foundation and AutomationML Companion Speci-
fication “AutomationML for OPC UA” [36], which can be used for a technical
description of an AGV and its components and (2) “OPC UA for ISA-95 Common
Object Model” [37], which is more relevant for communication with an MES. The
address space of the OPC UA server can be browsed by any OPC UA clients that are
connected. A reference mechanism is used to express the dependencies between the
parts of the model. References link OPC objects with their type definition, other objects
and the variables that are responsible for the physical data representation. The data
types define the interpretation of the values of variables, which are also connected by
references. The types of all of the references are known to clients and therefore the kind
of relationship between the connected nodes can be easily determined. The number of

Fig. 3. RAMI4.0 administration shell [34]
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references between two particular nodes is not limited, so different dependencies can be
expressed in one model. Clients can use the browsing services to discover all of the
data items and model-based types of information about the items that are managed by
the OPC UA server.

A Data Access mechanism supports effective communication between OPC UA
servers and clients. Each OPC UA client defines a set of subscriptions for the selected
OPC UA servers, which are then performed as parts of individual sessions. The number
of Monitored Items for each subscription is agreed upon between the client and the
server. These mechanisms enable clients to select the required data. In this model, a
client subscribes to variables with a given Sampling Interval [ms] according to which
the OPC UA server only sends new information to the client when there is a change in
the source of information, which is checked cyclically with the frequency that is
defined by the sampling interval. The information is bound with its quality status and
two timestamps – one from the source and the second from the server. Data transfers
are optimised by grouping them within the sessions for efficiency [38].

The OPC Historical Access (HA) provides an interface with a historical archive that
is connected with/associated with a given Object node and can be used by various
applications such as the HMI, Report Generation, Analysis etc. The data that is pro-
vided by the historical interface consists of historical records or calculated values such
as the min, max, average etc. A Client can read or annotate the historical data.
Because OPC UA is only a communication interface, the historical data should be
stored in an external database. Both Data Access and Historical Access communication
modes use a common memory model. Each client can freely select the information in
the server’s address space and request access to the data under the requirements that
they have defined. A common memory model does not support the integrity of the
information between clients. In cases in which horizontal data integrity is essential, an
Event-based communication Alarms & Events mechanism should be used. In Event-
based communication, all subscribed clients receive precisely the same messages about
any state changes of the Object that was selected for the subscription.

The physical connection with AGV has to be provided by Wireless Sensors and
Actuators Networks (WSAN). WSAN consist of interconnected sensors and actuators
that collaborate in order to monitor and control a system. The sensors measure the
physical quantities and report this to the actuators, which then act on them. Currently,
WSAN design generally uses a sink to collect and process the collected data and to
send commands to the actuators. A WSAN handles network functions such as routing
and scheduling medium access. The increased application of WSAN wireless tech-
nologies in industry has given rise to a plethora of protocol designs [39]. However, due
to the added delay as the data transmits through the sink, future network design will
include peer-to-peer communication between the sensor nodes and actuator nodes. This
will be discussed further below.

Transmitting through sinks creates challenges. Current industrial sensor networks
(that also include WSAN) face a challenge due to the limited interoperability between
different systems. One option is to relay the sensor data (using a sink solution) between
the stovepipe solutions. Three challenges emerge. First, since the two solutions are
disjoint and both offer a similar functionality, there is a duplication of functionality. In
addition to the added cost, this solution also adds a delay as the data must be relayed
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through interconnection points. The relay point is located on the edge of the network,
thus creating an excessive delay compared to a peer-to-peer connection. Second, the
main challenge facing the network designer is ensuring the predictable maximum delay
end-to-end. Interconnecting two disjoint technologies in which each separate network
segment operates independently from each other obstructs such guarantees. Further-
more, since each stovepipe solution resides in disjoint domains and operates in iso-
lation, it is not possible to establish an optimal path. Third, each separate network
segment (stovepipe) has its own management system, which means that no coherent
management can be developed. The only viable solution is to transform the current
disjoint technologies into a common infrastructure similar to the transformation that
occurred in the telecom industry in the 1990s.

Due to the co-location of the sensors and the controllers on an autonomous unit,
peer-to-peer communication between the units is preferable. Transmitting data through
a sink delays the data too much. In addition, this solution makes the autonomous unit
dependent on the infrastructure. Communication between an autonomous unit and fixed
infrastructure requires special attention because the units detach from an access point
(or base station) and re-attach to a new location (or station). Layer 3 technologies
(IP) offer solutions for moving units, but further investigations/research is required to
understand its implications on the delay as well as its robustness. Moreover, security
will be an issue as both the de-detachment and re-attachment of the unit must follow
strict security procedures. These procedures are likely to add a delay.

Based on reconfigurable I/Os and communication channels a real-time simulator
can usually be easily connected to the practical relays from different vendors. Real-time
simulators are used to validate the hardware-in-the-loop (HIL), develop algorithms for
adaptive protection, design system schemes for integrity protection and perform
remedial action schemes [40].

4 AI-Driven Analytics Focused on Data Produced
and Consumed by AGV

AI-driven analytics is one of the domains that plays a significant role in maintaining a
fleet of AGV and a production cycle. These analytics cover the development and use of
ML algorithms to analyse the behaviour of AGV and to detect any anomalies, possible
problems or failures. Machine learning provides many algorithms that fall into two
main classes: (i) supervised – where information on the occurrence of faults is present
in the training data set and (ii) unsupervised – where the process information is
available, but no maintenance-related data exists. The supervised approaches [41] are
divided into (i) classification models – if the categorical labels are predicted and
(ii) regression models – if the results are continuous values. Classification and
regression may need to be preceded by a relevance analysis, which attempts to identify
the attributes that are significantly relevant to the classification and regression processes
[42]. Supervised learning is successfully used in the area of predictive maintenance to
classify faults by building fault detectors. In the literature, these detectors rely on
various AI techniques such as Artificial Neural Networks [43], k-Nearest Neighbours,
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Support Vector Machines [44], Bayesian networks [45] or Principle Component
Analysis [46].

Unsupervised learning techniques primarily work based on algorithms that detect
outliers. Outliers can be detected using statistical tests that assume a distribution or
probability model for the data or by using distance measures in which objects that are
remote from any other cluster are considered to be outliers. Building models that do not
require labelled data is possible because of techniques such as auto-encoders, Deep
Belief Networks or statistical analysis [47].

Industrial IoT systems usually generate large volumes of data in various formats
and states (e.g. historical, data streams), which raises the challenges of Big Data. AI-
driven analytics has to deal with these challenges (Fig. 4). These challenges led to the
creation and popularisation of data lake systems. Data lakes are repositories that keep
the data in its original format. In recent years, the sudden proliferation of data in
industrial computer systems has increased the pressure to introduce data lake-based
analysis methods. More and more data are considered to be useful sources of infor-
mation for making critical decisions. The vast volume of data that must be processed
and the variety of formats that the data is stored in is a significant research challenge
[48]. The uncertainty of data complicates data analysis and the inclusion of expert
knowledge in data processing offers many advantages [49].

Standard condition monitoring techniques rely on inspecting and observing the
physical properties of AGV. The methods that are used include visual monitoring
(contaminant, leaks, thermograph), audible monitoring and physical monitoring (tem-
perature, vibration). Using real-time analysis of production data and advanced data
exploration, we can implement remote condition monitoring and predictive mainte-
nance tools to detect the first signs of failure long before the appearance of the early
alarms that precede AGV failures in a short period [50]. As discrete production lines
become more and more complicated, predictive maintenance has become a vital task
for the engineers that are responsible for production support. Many potential techno-
logical and technical problems can be detected based on early signs that are first
noticeable in changes in energy consumption. The current data can be compared with

Fig. 4. Remote monitoring, managing, and detecting failures in AGVs connected to the control
center through real-time AI-based analytics.
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the information related to the energy consumption profiles in an appropriate production
context. This comparison allows maintenance tasks to be planned and, as a result,
reduces losses related to production breakdowns.

Thus, several challenges should be considered for the implementation of AGV in
real-world domains and applications. Based on the AI-driven methodologies, pure data
can produce more accurate performance. Most of the data that is collected from AVG
may be incomplete and inconsistent and especially those data are collected by mobile
or senor devices. Currently, the pre-processing step of data (i.e. labelling the data) in
AI-driven analysis must be performed manually. It is necessary to build an intelligent
model to refine the collected data in order to obtain excellent performance. To have
better support for decision making, it is also a challenge to implement an automatic
decision-support system that is based on the results produced by the AI-driven
methodologies. Moreover, the results of AVG that are produced should consider the
multi-objective criteria in order to achieve global optimisation for different tasks and
domains. It is a considerable challenge to develop an optimised AI-driven system for
AVG for intelligent decision-making.

5 Conclusions

The use of Autonomous Guided Vehicles (AGV) in production systems has many
advantages as it allows production lines to be automated and accelerates logistics.
However, it also raises many challenges that provide a space for future research. In this
paper, authors tried to evoke a discussion on selected issues related to application of
AGVs in flexible manufacturing systems including: (i) the fusion between AGV and
collaborative robot with focus on flexibility and interoperability; (ii) the new models
for machine to machine communication for AGVs which allow them to cooperate with
production environment and at the same time use solutions developed for IoT; (iii) AI-
driven analytics focused on the data produced and consumed by AGV that have to be
adapted to the pipe-line processing of data collected from many distributed sources.
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Abstract. Good health and wellbeing of animals are essential to dairy
cow farms and sustainable production of milk. Unfortunately, day-to-
day monitoring of animals condition is difficult, especially in large farms
where employees do not have enough time to observe animals and detect
first symptoms of diseases. This paper presents an automated, IoT-based
monitoring system designed to monitor the health of dairy cows. The
system is composed of hardware devices, a cloud system, an end-user
application, and innovative techniques of data measurements and anal-
ysis algorithms. The system was tested in a real-life scenario and has
proved it can effectively monitor animal welfare and the estrus cycle.

Keywords: Agriculture 4.0 · Smart farming · Precision livestock
farming · Cow health monitoring · Wireless sensor networks

1 Introduction

Nowadays, the agriculture industry is facing several challenges, including demo-
graphics, food waste, and scarcity of natural resources. According to [5], roughly
800 million people worldwide suffer from hunger, and 650 million will still be
undernourished by 2030. The publication reports that by 2050 humanity will
have to produce 70% more food. To solve the scarcity problem, many comple-
mentary actions must be taken. Among them, traditional farm and agricultural
methods must be replaced and supported by new advancements in technology,
including sensors, devices, robots, and information technology.

Internet of things (IoT), already mature and effective technology, seems to
be one of the remedies for low efficiency and productivity in agriculture and
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livestock. In [8], the following areas of IoT application in agriculture are listed:
agricultural field monitoring, greenhouse monitoring, agricultural drones, live-
stock monitoring, smart irrigation control, agriculture warehouse monitoring,
and soil monitoring. The objective of this paper is to present a new IoT-based
livestock monitoring system dedicated to the automated measurement of dairy
cow health state in a conventional loose-housing cowshed.

2 Related Works

The most common form of cow behavior assessment is a visual observation, but
intensive and sustainable detection is limited due to time constraints and lack
of human resources [10]. Introducing precision dairy-monitoring (PDM) tech-
nology for monitoring dairy cattle allows to avoid disturbing natural behavioral
expression [9], to reduce human resources needs, and overall costs [1].

The IoT technology has already been shown to feature potential benefits in
dairy cattle farming. In [3] commercially marketed IoT technologies were com-
pared with traditional, visual observation. The tested devices were attached to
the animal’s legs and ears. Some of the tested PDM sensors had a high correla-
tion between direct observations of feeding, rumination, and lying behaviours In
turn, Wang et al. [19] examined the accuracy of a 3-axial accelerometer attached
to the legs of a cow in classifying animal behavior.

Making use of the IoT enables to monitor of udder health, estrus events, feet,
and leg health, and metabolic health [7,16,17]. The solutions proposed in the
literature use PDM devices such as collars, ear tags, and leg bands for behavior
monitoring [3,4].

Detection of cows ready for insemination is still considered to be a significant
problem in dairy farming [15]. There are many changes in cow behavior indicat-
ing estrus, like standing to be mounted by fellows, restlessness, sniffing the vulva
of another cow, flehmen, licking, or resting with the chin on the back of another
cow [13,18]. Estrus is accompanied by alterations in feeding and rumination [12].
Early estrus detection can be supported by an IoT-based monitoring system [14].

The main objective of the proposed cow health monitoring system is to clas-
sify dairy cow behavior with particular emphasis on estrus. The monitoring
device for in situ data collection is located in a neck collar with a counterweight.

3 Architecture of Cow Health Monitoring System

The dairy cow monitoring system (called the CowMonitor system) is composed
of hardware components, the cloud system, and the end-user application (Fig. 1).
Hardware components include the monitoring device (called the CowDevice) and
the infrastructure devices: the Hub, WiFi access points, and routers. The cloud
system is composed of the Server hosting database and application server.
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Fig. 1. Architecture of IoT-based cow health monitoring system. Different arrow col-
ors denote different wireless communication technologies: BLE (blue), WiFi/Ethernet
(red), GSM/Internet (black). (Color figure online)

3.1 CowDevice

Every animal wears a CowDevice attached to the collar. The device is a dedi-
cated, battery-powered microcontroller device equipped with low-power inertial
sensors (accelerometer and magnetometer) and wireless communication. The
device is based on nRF 52832 system on chip—an integrated ARM Cortex 4F
processor and a Bluetooth Low Energy (BLE) v.5 compatible radio transceiver.
The device performs regular accelerometer and magnetometer measurements at
the frequency of 20 Hz. The set of measured parameters was chosen experimen-
tally to ensure it will be possible to infer individual animal activity based on the
sensor readings. Initially, raw measurements were stored on an SD card. They
were downloaded every week, analysed offline, and used to design preliminary
algorithms. This enabled to design a proprietary data aggregation algorithms
that process raw measurements from sensors in non-overlapping time windows
of 10 s. Aggregation enables us to extract only the vital information and lowers
the amount of data that needs to be transmitted from the CowDevice down to
below 20 bytes every 10 s. This amount is small enough to use BLE communi-
cation while the aggregated values still allow classifying animal activity (e.g.,
rumination, feeding, walking, etc.) and decide estrus.

CowDevices use opportunistic data transmission [2,6] to ensure efficient,
energy preserving, and robust transmission of measurements. In this method, the
values are transmitted inside a payload of BLE advertisement messages. Adver-
tisements are short messages broadcasted periodically in connectionless commu-
nication mode thus ensuring an average power consumption below 300µA.‘ How-
ever, because advertisements are broadcasted without acknowledgments from
the Hubs, they do not ensure reliable data transmission. It is quite likely that a
single advertisement is not correctly received. Therefore, the CowDevice trans-
mits advertisements periodically until new aggregate values are available. Every
10 s, the payload is updated with the new aggregate values, and advertisement
transmission is restarted. This method improves the overall reliability of the
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Fig. 2. (On left) CowDevices (gray) attached to the collar of the animal and (on right)
its construction

transmission at the costs of increased energy consumption (compared to sin-
gle transmission), increased congestion in the communication channel (due to a
larger amount of communication), and consequently, a higher probability of colli-
sion. Despite the disadvantages, the opportunistic data transmission has proved
to be an efficient method for information transmission and was shown to apply
to dense networks composed of a large number of BLE devices [11] (Fig. 2).

Aggregated measurements are broadcasted periodically every 250 ms inside
the payload of the advertisement messages. Except for the measurements, the
advertisements also include additional information regarding device status and
packet sequence numbers. Every set of the aggregated measurements is transmit-
ted approximately 40 times (every 250 ms for 10 s), ensuring reliable transmission
of all the measurements. The CowDevice runs on the battery that enables its
operation for up to 5 years without replacement.

3.2 Hub

The Hub is a dedicated gateway device that receives the BLE packets and for-
wards them to the server located in the cloud. The Hub (Fig. 3) is build using
Raspberry Pi Zero W single-board computer that is equipped with built-in BLE
and WiFi connectivity. Every Hub picks up advertisements broadcasted by the
CowDevices, eliminates duplicate measurements (based on the sequence number
included in the payload) and forwards the unique set of aggregated measure-
ments to the server for future processing. The hubs also measure radio signal
parameters (e.g., Received Signal Strength Indicator - RSSI), record the MAC
address of the transmitters, and calculate the number of advertisements received
from each MAC. The MACs are checked against a whitelist so that Hubs only
process the BLE advertisements coming from known CowDevices. This allows
to reduce the workload of the Hub and improves its performance. The MAC
and the number of advertisements is aggregated and forwarded to the Server
providing more insight on cow activity, and enabling rough estimation of cow
localization on the farm. Additionally, the MAC is used to assign measurements
to the particular animal.
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Fig. 3. The Hub in IP57 enclosure

The Hubs ensure reliable transmission of the measurements to the Server
using the application-level protocol with retransmissions. This feature enables
effective data transmission even if serial communication is used (e.g., GSM) or
the central Server is down.

3.3 Server

The server performs an essential role in our system. It is located in the cloud
and communicates with the Hubs over the Internet (either the GSM connec-
tion or a cable). It keeps the information about the databases, manages the
upcoming files, runs algorithms to calculate characteristics, raises alarms, and
enables REST (REpresentational State Transfer) communication with hubs and
end-user applications.

We needed to store information about the whole system. We used databases
to keep data about farmers (for example id, name, credentials), cowsheds (for
example size, GPS coordinates), cows (for example id, group), CowDevices (for
example id, mac, name), hubs (for example id, mac, location in cowshed), data
from sensors and finally characteristics and alarms calculated by our algorithms.

The server receives data from CowDevice sensors. Hubs constantly send
them via REST communication by using compressed files. The files are stored,
unpacked, analyzed, and after all necessary operations, they are archived again.
The server analyzes incoming messages; first, it removes duplicates (it can hap-
pen when different hubs received information from the same CowDevice), next
it checks if message contains correct pieces of information (CowDevice can send
frame with device status - for instance, to inform about not working module)
and finally it backups old data to an external server.

The server also uses the scheduler, which is responsible for running algorithms
a few times in an hour. Each algorithm uses historical data from sensors (usually
a few hours back) and previous results of algorithms (usually a few days back).
We called the results of the algorithms as characteristics. These characteristics
are used to generate graphs and raise alarms. The server controls which data
should be analyzed and how to interpret results. Our system will also be allowed
to localized animals in cowsheds based on RSSI signal (it is one of an algorithm
we work on).
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The last significant role of the server is controlling communications with hubs
and end-user Android application. Communication is carried out by REST. End-
points allow reading information (for example, characteristics, alarms, graphs)
about farms, a herd of cows, groups, and particular cow and checking status
of the system (by administration). They also allow adding new animals to the
system or connecting cow devices with a particular cow. They also control com-
munications with hubs by allowing them to send files.

3.4 Android Application

The end-user Android application displays information about each individual
cow and each group of cows to the farmer (Fig. 4). It is an example of how it
can look like in a commercial solution, so its functionality is limited. It allows
monitoring the status of a herd of cows by farmers. Thanks to the information
presented in graphs and alarms, farmers can better monitor the health of their
cows and faster response to any disorders. This is important, especially when
there are many animals in the herd, and the farmer cannot monitor each animal
every day.

Fig. 4. Screenshots from the application. (On left) List of cows with (marked red) and
without (marked green) active alarms. (On right) Plots with characteristics for selected
cow. (Color figure online)

The application allows checking the actual state of the herd using a list of
all the cows with additional information. It was important that the information
is presented in such a way that it is straightforward and easy to understand.
This includes color-coding and alarm icons (Fig. 4) that encode different types
of alarms including health alarm (usually correlated with problems with feeding),
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estrus related alarm (usually suggest that a cow is ready for insemination), or the
device-related alarm (which informs the farmer about CowDevice malfunction).

The farmers can also check detailed information about the particular cow.
This is needed, especially when they would like to get new knowledge of why
the system decided to raise the alarm. The application uses graphs to present
information about cow status. For example, activity, rumination, heat, or the
number of incoming messages (for the system diagnosis purpose).

The application also allows us to add new animals to the system and link
it with the CowDevice. It uses the Representational State Transfer (REST)
communication with the server and BLE to setup parameters of the CowDevices.
The farmer needs to set information about the cow, including its ear tag number
and breeding group. The farmer can also edit or remove the cows from the
system.

4 Use Case

During the development of the CowMonitor system, over three years (2017–
2019), several measurements were carried out at three different dairy farms in
Poland. The largest test installation was carried out at the “AgroTak Zagrodno”
dairy farm in Lower Silesia in Poland. Most of the illustrations in this section are
based on the measurements taken there during the last 6 months of 2019. During
this period, depending on the month, from 81 to 119, cows were monitored using
CowDevice sensors.

The three-axis accelerometer of the CowDevice is used as the primary data
source. For research purposes, all three axes were tested, but later it turned out
that the two axes (horizontal X: diametrically along the cow’s body, from head
to tail, and vertical Y: top-down) provide enough information to distinguish all
basic behaviors of the cow. The Bluetooth channel bandwidth is very limited,
so only selected aggregating characteristics can be sent for further analysis. To
enable optimal selection of transmitted parameters, first, the reference data was
collected for 2 months, in the form of recordings with a video monitoring system.
Then all measurement data from accelerometer were hand-tagged using a spe-
cially developed application. An example graph from this application is shown
in Fig. 5.

Fig. 5. Results of hand-tagging 12 h from the life of cow number 393. The graph
presents the measurements from the X, Y, Z axis of the accelerometer. Periods of rumi-
nation are marked with yellow background (Color figure online)
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The selection of relevant features was done with the use of classification tree
analysis. Then, the standard decision tree learning algorithm C4.5 was used to
enable the detection of selected basic behaviors of a dairy cow (Fig. 6).

Fig. 6. Characteristic graph shapes related to behaviors detected by classification trees
used in the CowMonitor system

Finally, the algorithms processing the measurement data, have been imple-
mented in the form of a three-level architecture, where:

– Level “0” - calculates statistical characteristics to identify typical short term
micro-behaviors (feeding, ruminating, resting, mounting other cows, etc.).
Measurement data from 10 s are frequency filtered and aggregated into a
selected set of characteristics. This level is processed directly on board of the
CowDevice.

– Level “1” - evaluates the current state of the cow (aggregates data for each
clock hour, against the background of the history of the previous few hours).
Parametrized decision trees are used on this level, to allow extraction and
aggregation of useful cow wellbeing criteria.

– Level “2” - elaborates a reference model taking into account simple stereo-
typical characteristics of a particular cow (estimated from the last few days
and used by level 1). Level “1” and “2” are processed on the cloud server.

– Work is also underway to develop a more accurate reference model, calculated
on the basis of the data from the previous 2–6 months (individual modelling
of each cow, in place of one universal stereotype model).

The main task to achieve, at this stage of the research, was the most reliable
and precise diagnosis of current cow state and behavior. Particular emphasis
was placed on the estrus time detection and supporting the farmer in taking
insemination decisions. This goal has been achieved successfully. Cow state is
easily observable through a series of complementary charts which are illustrated
in several following figures (Fig. 7, 8, and 9).



352 O. Unold et al.

Fig. 7. Chart presenting characteristic A03, which generally estimates the level of
overall cow’s activity, with a visible increase at the time of estrus. “Heat Alarm” is
marked below the chart at October 14.

Fig. 8. Chart presenting characteristic R24 (percentage of rumination time in the last
24 h). Rumination time is a complementary information to confirm the heat. Significant
reduction at October 15 is a side effect of increased estrus activity.

These graphs show one of the cows (numbered 140) in October 2019, when:

– the first signs of estrus were detected by CowMonitor characteristics around
5pm on October 14,

– later, the system generated “Heat Alarm”, the same evening at 9 pm,
– finally, the estrus was confirmed by a vet, the next day morning.

The innovative achievement is the development of a new way to detect the
estrus-specific behavior of a cow in the form of characteristic HL03 (Fig. 9).
The central concept of this indicator is somehow analogous to multidimensional
scanning. It aggregates both short and log-termed features of cow activity to a
compound measurement estimating estrus occurrence. It allows distinguishing,
with very high efficiency, the rising trend of estrus activity, from the increases
in the activity caused by other factors. The current value of this indicator (red

Fig. 9. Characteristic HL03 estimating the level of estrus-specific activities over last
3 h (value proportional to the probability of estrus) (Color figure online)
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color) is displayed against the background of historical values from the previ-
ous few 1–4 days (green). This type of visualization allows taking into account
the physical characteristics of individual cows. Figure 10 merges the sequence of
estrus occurrences successfully detected over the six months.

Fig. 10. Charts illustrating successful estrus detection in subsequent 6 months (August-
December 2019). Penultimate estrus (on December 4), was not measured due to a power
outage in the farm buildings.

The second important task of the CowMonitor system (in addition to the
recognition of estrus) is the early detection and diagnosis of critical diseases.
After the measurements were carried out, the breeding and veterinary documen-
tation was reviewed to check whether there is a correlation between the alarms
generated by the system and confirmed cases of diseases. Mastitis disease was
selected as the main subject of the study. During the 6 months of measurements,
10 subclinical or clinical mastitis cases were recorded in the observed herd. In
almost all cases, this disease manifests itself in a very sharp decrease in rumina-
tion. Figure 11 presents typical shapes of rumination charts for such a situation.
In eight cases, the alarm was generated before the mastitis was diagnosed. In the
ninth case, the symptoms are visible in the CowMonitor but were too delicate to
cause an alarm. Only in one case, no changes in the rumination were observed
at all. These first results, with an average disease detection efficiency of around

Fig. 11. Large decrease in the rumination characteristic to the mastitis disease
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90%, are very promising. However, the data about a larger number of cases need
to be collected to perform reliable statistical tests.

Fig. 12. First detection of mastitis for cow number 208, on October 29th

Fig. 13. Monitoring mastitis treatment: two sequential relapses on October 31st and
November 3rd

The high utility of the CowMonitor system appeared in the difficult case of
mastitis in cow number 208. After accurate diagnosis on October 29, appropriate
treatment was started (Fig. 12). Unfortunately, the first type of treatment did
not end with a full recovery. There were two sequential relapses during the fol-
lowing days (Fig. 13). CowMonitor rumination charts, allow accurate monitoring
of treatment progress. The vet or dairy farmer can immediately change the type
of treatment, when progress is too slow or when the symptoms of relapse occur.
Without the CowMonitor system, precise monitoring of treatment progress is
much more difficult.

5 Conclusions

The developed system efficiently and accurately monitors behavior of the dairy
cows and allows to detect a particular physiological status like estrus and some
health problem (e.g., mastitis). This task is supported by IoT infrastructure
consisting of hardware devices, the cloud system, and the end-user application.
New innovative techniques of data measurement, including the aggregate behav-
ior indicator, enable us to precisely discriminate cow activities. The prototype
devices presented were evaluated in real setup and have been so efficient that
are now being transformed to a commercial system.



IoT-Based Cow Health Monitoring System 355

In the future, the system can be extended with new algorithms that could
detect symptoms of other diseases, for example, lameness. In particular, work is
underway on the use of a magnetometer for low-energy estimation of cow mobil-
ity, and their correlation with the diagnosis of diseases manifested by walking
changes. It is worth noting that the location of each CowDevice can be roughly
estimated by the measurements collected by every Hub. This can be used to
detect cows changing the breeding group, simplify the location of a cow when
needed (e.g., for veterinary treatment) or provide more information about the
animal activity and movement that may support health diagnostic. The use of
BLE v.5.1, which supports Angle-of-Arrival localization, may further improve
the location accuracy and provide more benefits to the system. Additionally,
one universal behavior stereotype model is planned to be replaced by individual
modelling of each cow.

Funding. This research was jointly funded by the Wroclaw University of Science

and Technology and Polish Agency for Enterprise Development (POIR.02.03.02-02-

0009/17).
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Abstract. Internet-of-Things systems are comprised of highly hetero-
geneous architectures, where different protocols, application stacks, inte-
gration services, and orchestration engines co-exist. As they permeate
our everyday lives, more of them become safety-critical, increasing the
need for making them testable and fault-tolerant, with minimal human
intervention. In this paper, we present a set of self-healing extensions
for Node-RED, a popular visual programming solution for IoT sys-
tems. These extensions add runtime verification mechanisms and self-
healing capabilities via new reusable nodes, some of them leveraging
meta-programming techniques. With them, we were able to implement
self-modification of flows, empowering the system with self-monitoring
and self-testing capabilities, that search for malfunctions, and take subse-
quent actions towards the maintenance of health and recovery. We tested
these mechanisms on a set of scenarios using a live physical setup that
we called SmartLab. Our results indicate that this approach can improve
a system’s reliability and dependability, both by being able to detect
failing conditions, as well as reacting to them by self-modifying flows, or
triggering countermeasures.

Keywords: Internet-of-Things · Runtime verification · Self-healing ·
Software engineering · Visual programming

1 Introduction

The Internet-of-Things (IoT) is a network of programmable uniquely identifiable
devices, known as things, that can sense (i.e., sensors) and change (i.e., actua-
tors) their environment [22]. Within the nature of IoT systems, there are sev-
eral particularities that, although not new or unique, congregate at an unprece-
dented scale in terms of interconnected devices, people, systems, and information
resources, leading to an ever-increasing complexity that developers must address.
These systems—typically built with heterogeneous parts, mostly resulting from
the integration of different, and, sometimes, already existent, systems (i.e., sys-
tems of systems [8])—are not only logically distributed but also geographically,
and commonly have to deal with power constraints and real-time needs.
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The wide range of IoT application scenarios urges the need for tools that allow
users with reduced technical knowledge to configure and adapt their systems to
their needs. These requirements lead to the birth of several different low-code
and visual programming solutions that try to reduce the inherent complexity of
programming and configuring these systems. Ray et al. [29] identify several visual
programming solutions tailored to this domain. To get a grasp on the popular-
ity of these solutions, we surveyed open-source tools (hosted on GitHub), using
the number of stars as the primary metric. We can observe that the most pop-
ular visual programming solution for this domain is, by far, Node-RED (9600
stars), followed by XOD (583), Ardublock (376, Arduino-only development),
Snap4Arduino (99, Arduino-only), Wyliodrin (84), Intel IoT Services Orches-
tration Layer (80), miniBloq (72), and NETLabToolkit (17, Arduino-only).

As systems’ complexity increases, it inevitably results in people becoming
“overwhelmed by the effort to properly control the assembled collection,” [28]
increasing the probability of human-induced errors and failures; developing
becomes hard, labor-intensive, and expensive, no matter how low-code the infras-
tructure is [16]. IoT is acknowledged to be a particular example of these com-
plex systems [23], where recovering from faults becomes challenging [14]. As a
result of this inherent complexity, researchers have argued that there is an immi-
nent need for autonomic components [3,4,31]. From single devices (e.g., smart
locks) to whole systems (e.g., smart homes), components should be capable of
self-management, reducing the need for frequent human interactions [18]. This
becomes essential in mission-critical systems, or when devices are deployed in
remote locations (e.g., wildfire control) or hard to access areas (e.g., inside walls).

Ganek and Corbi [13] identify four desired self properties, namely: self-
configuring, self-healing, self-optimization, and self-protection. All these charac-
teristics require a certain degree of runtime introspection [19] from the system.
Monitoring has been the most common approach for understanding a running
system [1,12,15]; this technique allows one to retrieve operational data about
running systems by using several distinct methods, but it is usually done by
external tools and without a feedback loop. Some authors do propose the usage
of runtime verification as a way to detect malfunctions and failures of system
elements and their interactions [1], which act as a lightweight verification mech-
anism, complementing techniques such as model checking and testing. The main
difference lies in providing the missing feedback loop, allowing taking actions as
soon as some incorrect behavior is detected [21]. This verification mechanism
can be used as a foundation for self-healing IoT systems.

Our work focuses on the principle that systems should be able to reconfigure
themselves to recover from failures introduced by faulty parts. To achieve this,
the running system must be able to model itself so that it can identify the faulty
components during its operation (i.e., runtime), without the need for human
inspection. Our main contribution is the ability to visually model diagnosis and
recovery/maintenance of health mechanisms to improve IoT systems’ reliability,
thus enabling them to be self-healing. These mechanisms have been developed,
applied, and tested, as extensions that we named Self-Healing Extensions for
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Node-RED (SHEN). We validated our approach by executing a set of scenarios
on top of a live, physical setup, called SmartLab. The in-place based system
was first upgraded with the designed extensions; then, a set of common scenar-
ios was executed, and the resulting system behavior observed. Our experiments
show the feasibility of the approach, pointing to improvements in terms of sys-
tem reliability and dependability, despite several limitations and challenges that
this particular VPL language poses, and which limit the full potential of our
approach.

The structure of the remaining paper is as follows: Sect. 2 provides an
overview of the main concepts, Sect. 3 explores related work, Sect. 4 describes
our approach for runtime verification and self-healing as Node-RED extensions,
Sect. 5 describes the experimental phase, Sect. 6 discusses the limitations, chal-
lenges, and benefits of our approach and Node-RED itself, and lastly, Sect. 7
provides some final remarks.

2 Preliminaries

The following paragraphs introduce some fundamental building blocks and
key concepts of this work, focusing on IoT. The Node-RED tool is presented
(Sect. 2.1) along with additional details about its functioning and known limita-
tions. The current practices, in terms of validation and verification, are briefly
presented and discussed (Sect. 2.2). Lastly, the concepts of autonomic comput-
ing, more specifically, self-healing, are presented (Sect. 2.3).

2.1 Node-RED

Node-RED is an open-source mashup-based1 approach for developing IoT sys-
tems. Its “programs” are a set of flows, which consist of nodes connected by
wires. Several node templates are usually provided that can be used (e.g., drag-
and-dropped) into a flow canvas. Once the developer creates or updates a flow,
it must be deployed ; a process that persists the new flow version and (re-)starts
the whole system [7]. More recently, flows acquired the ability to be version
controlled and exported. The portfolio of available nodes can be extended via
plugins that implement new ones, either in (1) JavaScript, or (2) by the compo-
sition of existent nodes in the form of sub-flows. Input nodes typically subscribe
to external services, listen for data on a specific port, or start processing HTTP
requests. Once the data is processed by a given node, either from an external
service or from an upstream node, a method is called with the resulting data on
downstream nodes that can either generate additional events or push the results
to outside services or systems [7]. Mashup tools are known to lower the barrier
of application development significantly [24].

Despite its features and popularity, this tool still presents several limitations
to our objective. There are no proper mechanisms for debugging and testing
1 Mashup-based developed systems are the result of composing or mashing up existing

services, components, and devices [26].
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flows, beyond adding special nodes having logging capabilities. The message
passing mechanism is not typed, which means simple connection errors are not
detected before they are deployed. Meta-facilities, such as reflection and reifi-
cation, are not available for usage in the flows, which might be due to it not
leveraging the usage of a formally defined meta-model as a way of representing
its abstractions [27]. The tool is also designed as a centralized orchestrator, in
the sense that every flow—particularly every message passing activity—must
be executed by it, even if several nodes gather or publish their information to
external systems. One contributing factor to this limitation is the non-usage of
model-based techniques, which leads to a platform-dependent specification, hin-
dering the ability to generate target-specific code. Its design favors the modeling
of the system’s overall behavior as a dataflow, but the behavior of each particular
component is mostly opaque and must be implemented manually. As such, it is
harder to inspect, simulate, analyze, and change flows as a whole when compared
to model-based systems—including during runtime.

The result is that, although Node-RED presents an easy platform to proto-
type simple systems, it quickly falls behind once the complexity starts increasing.
Ray’s survey findings [29] concur with our analysis, arguing that although sev-
eral domains of applications already take great advantage of the use of recent
advances in Visual Programming Languages, the emerging field of IoT is still
lingers far behind other sectors.

2.2 Validation and Verification of IoT Systems

The complexity of our target systems affects not only their design and develop-
ment processes but also implies a greater complexity of their verification and val-
idation procedures. Traditional approaches for testing software-only systems are
mostly limited and insufficient by overlooking fundamental factors about inter-
action with the real world, and mostly ignoring the hardware counterpart [9].
Of the available solutions, most focus solely on a specific platform, language,
or standard, hindering overall improvement or extension, and do not provide
out-of-the-box functionality [9]. The lack of IoT-specific testing systems can also
lead to the adoption of poor testing practices; a closer examination allows the
identification of recurring behaviors in these applications and a set of correspond-
ing testing strategies [10]. Pontes et al. [25] proposed a pattern-based approach
to IoT testing by identifying five specific test patterns, namely: Test Periodic
Readings, Test Triggered Readings, Test Alerts, Test Actions, and Test Actua-
tors. They claim that once these are available as test patterns, the overall process
of testing becomes easier, as they can be reused to test recurrent behaviors in
different scenarios.

2.3 Self-healing Systems

Ghosh et al. [14] describe systems with self-healing capabilities to be those that
can deal with disruptions in their operation by (1) detecting system failures and
possibly diagnosing the root cause of the problem, (2) determining a fix (i.e.,
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maintenance of health), and (3) recovering (even if only to a less capable but
safe and healthy state). Self-healing may use models (external or internal) that
monitor the system’s behavior (probes), allowing it to adapt to environmental or
operational circumstances. These approaches can be intrusive, if implemented
internally within the system itself, or non-intrusive, if they consider the guarded
system as a complete unit; they are closed-loop when they try to avoid all a
priori known failure sources (i.e., all possible states are known before recov-
ery), or open-loop otherwise [28]. The typical recovery mechanisms employed
include reconfiguration and replication of components (hardware and software)
and degradation of the quality-of-service (QoS) [1].

3 Related Work

Athreya et al. [5] suggest devices should be able to manage themselves both in
terms of configuration (self-configuration) and resource usage (self-optimization),
proposing a measurement-based learning and adaptation framework that allows
the system to adapt itself to changing system contexts and application demands.
Although their work has some considerations about resilience to failures (e.g.,
power outages, attacks), it does not address self-healing concerns.

The concept of responsible objects, introduced by Angarita et al. [3], states
that things should be self-aware of their context (passage of time, the progress
of execution and resource consumption), and apply smart self-healing decisions
taking into account component transaction properties (backward and forward
recovery). Their approach shows limitations, viz. (1) when applied to time-
critical applications, as it is not clear how much time we should wait for a
transaction to finish, (2) some processes, such as those triggered by emergencies,
cannot be compensated, and (3) when is it acceptable to perform checkpoints in
a continuously running system that cannot be rolled-back? It also disregards the
typical capability of devices (e.g., limited memory, power) that might challenge
the implementation of transactions.

Aktas et al. [1] are amongst the first to purpose runtime verification mecha-
nisms to identify issues by resorting to a complex event processing (CEP) tech-
nique and “applying rule-based pattern detection on the events generated real-
time”. They do not address self-healing and only convey a summary of problems
or possible problems to human operators. Leotta et al. [20] also present run-
time verification as a testing approach by using UML state machine diagrams to
specify the system’s expected behavior. However, their solution depends on the
definition of a formal specification of the complete system, which is unfeasible
for highly-dynamic IoT environments (e.g., dynamic network topology).

We could not find any work that focuses on bringing runtime verification
mechanisms for visual programming environments. This is not unexpected, as
Leotta et al. [20] point out that “software testing (in IoT) has been mostly
overlooked so far, both by research and industry,” and later corroborated by
Seeger et al. [30], claiming that most of the research being conducted in visual
programming for IoT has been disregarding failure detection and recovery.
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4 System Architecture and Behavior

We encapsulate runtime verification and self-healing mechanisms by extending
Node-RED with new nodes. The following subsections detail our approach for
those that are subsequently used in the validation scenarios (Sect. 5.1), but they
are part of a more extensive palette [11].

4.1 Visual Runtime Verification

Node-RED has several limitations regarding testing and debugging of flows, from
not providing out-of-the-box nodes capable of doing these tasks, to some design
decisions of the programming environment itself.

Probes Errors
Recovery & Main-
tenance of Health

Mechanisms

detect &
identify

managed &
recovered by

Fig. 1. Self-healing sequence. The use of runtime verification probes the system for
errors, and the self-healing is accomplished by the activation of system recovery and/or
maintenance of health mechanisms.

Regarding runtime verification capabilities, we created nodes that allow
inspecting the system under test (SUT), i.e., probing the system (Fig. 1), includ-
ing the test patterns presented in Pontes et al. [25] and detailed in Sect. 5.1. Some
devices and services (e.g., message brokers, datastores, third-party services) can
only be tested by implementing black-box reachability checking, such as the new
MQTTBrokerTimeout node that asserts if the broker is still alive.

4.2 Visual Self-healing Approach

Following the self-healing loop described by Psair et al. [28], our detection com-
ponent is composed by nodes that allow runtime testing and provide diagnosis
information (Fig. 1), after which the recovery process is accomplished by nodes
that implement maintenance of health and recovery mechanisms:

Replacement. Replace a faulty component with a duplicate spare one;
Balancing. Reduce or manage the load of a component to avoid damage;
Isolation. Isolate the failing component to keep the system in a healthy state;
Persistence. Assume that a failure does not cause further system degradation;
Redirection. Change the flow during a failure to a recovery routine and then

back to the original;
Relocation. Move a system component (along with its dependencies) from a

faulty host to a healthy one;
Diversity. Switch between different approaches or processes during runtime.
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Supporting these features requires meta-facilities that allow changing a sys-
tem’s behavior during runtime. As Node-RED does not formally provide them,
we found a workaround by resorting to its external REST API from inside our
nodes, thus gaining the ability to create, delete and change the configuration of
flows and other nodes. This is exemplified by the SetFlowStatus node, which
allows toggling flows on and off, thus providing the necessary capabilities for
redirection, replacement, and isolation. We were then able to change between
instances of message brokers and create a balancing mechanism. Other self-
healing mechanisms were implemented by adding secondary flows and sub-flows,
that are triggered when some precondition is met.

5 Experimental Scenarios and Results

Validating new solutions for runtime verification and self-healing requires sce-
narios representative of the characteristics, issues, and challenges of real-world
IoT environments, such as heterogeneity and real-time needs. We carried experi-
ments on SmartLab, an experimental testbed with four actuators and three sens-
ing devices (each having more than one sensor) deployed in a laboratory (Fig. 2),
responsible for a set of user-interaction features.

5.1 Scenarios

We devised three scenarios to demonstrate both the necessity of runtime verifica-
tion as well as self-healing mechanisms. Although these scenarios do not cover all
possibilities, we believe them to be sufficient to show the complexity, challenges,
and, in this case, Node-RED limitations and trade-offs.

Unavailability of Message Broker. MQTT is the base of most of our Smart-
Lab communications; thus, it needs a message broker. Typically, the defined

On-premises
Server

On-premises
Datastore

SN-2

AN-1 SN-1

AN-2

AN-3

SN-3

Third-Party
Services

Control
Dashboard

Broker

AN-4

AN

SN

REST Communication

MQTT Communication

Actuator Node

Sensor Node

Fig. 2. System component diagram, showing the main system parts, along with the
different devices (actuators and sensors) and the enabling communication protocols.
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Fig. 3. MQTTServerTimeout example, for detecting and healing (using a replacement
strategy) a potential unavailability of the broker.

flows are triggered when a new message is received (the flow subscribes to a spe-
cific topic). In this scenario (cf. Fig. 3), the message broker is both the bottleneck
and a single point of failure (SPOF) of the system; if it fails, the functionality
of the system is compromised. To verify its availability (i.e., health status), a
heartbeat pattern was followed: when the broker stops sending its periodic signal,
it is assumed that some fault occurred. The same logic can be easily applied to
other publish-subscribe protocols. When this kind of fault is detected, a redirec-
tion strategy is followed, ensuring the continuation of communications. In our
scenario, we trigger a change from the MQTT-dependant flow to the alternative
HTTP-based flow.

Erroneous Sensor Readings. SmartLab relies on the readings from different
sensors so that it can act according to user-defined rules. As an example, if smoke
is detected, an alarm or another notification mechanism should be triggered (and
possibly trigger some contention mechanism like sprinklers). These procedures
depend on the timeliness and correctness of readings. Sensor malfunctioning can
display an array of different behaviors, such as outputting out-of-bound or out-of-
spec values; these can lead to wrong decisions and may end up having nefarious
effects to the point of impacting the well-being of humans. Several strategies
can be used separately or in combination to detect sensor malfunction. Sensors
that provide periodic readings can be verified by analyzing the expected period-
icity (cf. Sect. 2.2). Other errors, such as out-of-bounds and out-of-spec readings
require customized verification and tailored failure conditions. Fortunately, these
are usually available; e.g., the DHT11 temperature/humidity sensor is capable
of readings ranging from 0 ◦C to 50 ◦C, and 20% to 80% humidity. Values out-
side these ranges should be considered erroneous by default. In this scenario,
an isolation strategy is followed; when an out-of-spec problem is detected, the
readings are ignored via the TestAndFilter node. In the presence of redun-
dant sensors, other readings may still be used by the system; otherwise, all the
actuating components that depend on that sensor cease their activity (Fig. 4).

Connectivity Issues. Devices that are part of our SmartLab provide HTTP
and MQTT connectivity. These devices (especially actuators) depend on receiv-
ing messages to work as supposed. However, in some situations, the devices are
not accessible by the protocol used by default (e.g., MQTT) due to connectiv-
ity disruptions, protocol bugs, or other reasons, thus becoming inaccessible and
eventually causing problematic side-effects (e.g., sprinklers not turning on in
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Fig. 4. TestAndFilter example in a flow that triggers an actuator if the humidity is
above 80%, but verifies for correct sensor readings beforehand.

Fig. 5. TestAction example, where a verification is made to check if the lights turn on
(request sent via MQTT) after a given interval, by checking if the luminosity lowers
below 50 lux. If not, a secondary flow sends a new on request via HTTP.

the presence of a fire). In this case, a verification can be carried after a certain
amount of time (cf. Sect. 2.2), asserting if the request has been processed by the
device, preferentially using an alternative communication protocol. As an exam-
ple, after a state change request message is sent to an actuator via MQTT, one
could request its status, after a given time, to verify if the reported state corre-
sponds to what was expected. Fixing scenarios in which the state of the system
does not correspond to the expected, requires a diversity strategy. Having things
that are capable of using different protocols allows us to adapt by dynamically
switching to the most stable one given the systems’ conditions (although usually
incurring in a trade-off, such as the differences in energy consumption between
MQTT and HTTP). As an example, if the light controlling device does not turn
on the lights, as requested by the MQTT broker, a second request is made to the
same device, this time using HTTP. This only can be implemented if both the
device and the system can communicate using several different protocols. For
this, we implemented a TestAction node that connects to the trigger and actu-
ator nodes and checks if actions are triggered correctly. If not, a secondary flow
is triggered, repeating the failed request using a different protocol. The resulting
scenario implementation is depicted in Fig. 5.

5.2 Results

We showed improvements to SmartLab reliability and dependability both by
detecting failures as they happen and recovering or maintaining the systems’
health. Node-RED does not provide any out-of-the-box solution for dealing with
failing components, nor to dynamically change the system’s behavior during
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runtime, which is essential to enable self-healing. After adding such function-
alities via new nodes, users can now leverage these new capabilities. Our first
example scenario shows how it becomes possible to test and recover from a
SPOF (exemplified as a message broker failure). The same method could be
used to deal with other SPOFs, including failures of Node-RED itself, with
a RedundancyManager node that activates duplicated and inactive flows on a
different Node-RED instance (provided one is available). The second scenario
shows how to isolate a system’s component to ensure that its misbehaviors do
not compromise the system as a whole. The last scenario shows how we can
now manage several (redundant) communication protocols as an enabler of self-
healing mechanisms, and the importance of continuously asserting the actuators
outcome.

6 Discussion

Ensuring the dependability of software systems has been the goal of most fault-
tolerance research in the past years [6]. In IoT, ensuring systems are secure,
reliable, and compliant is becoming a paramount concern due to the recent
increase in safety-critical applications. Fault-tolerance becomes more challenging
due to several factors, including, but not limited to: (1) the high heterogeneity
of devices, (2) the interaction and limitations of systems deployed in a physical
world, (3) the fragmentation of the field, ranging from the unusually high number
of communication protocols, to the different and competing standards, and (4)
the intrinsic dependability on hardware that might simply fail [2]. Moreover, in a
perfect environment, every actuator should possess a monitoring sensor capable
of verifying its intended end state; however, real-world cost efficiency might limit
their availability to critical components.

The pervasiveness and complexity of IoT have contributed to the rise of visual
programming, in particular Node-RED, as the go-to solution (see Sect. 1). Never-
theless, as it slowly permeates our lives, it becomes crucial to ensure proper func-
tioning through self-verification and self-recovery features: self-healing. Although
previous work attempted to tackle runtime verification and self-healing mecha-
nisms to specific IoT systems (see Sect. 3), none was found to provide this kind of
feature in a visual environment. Previous work also relies heavily on new systems
(e.g., rule-based monitoring services and CEP approaches), without attempting
to integrate into the existent ecosystem of tools and platforms.

Although we chose to extend Node-RED due to its popularity, several chal-
lenges limit its potential concerning our use-cases (or introduce unnecessary
accidental complexity). We already discussed some in Sect. 2.1, but while imple-
menting our test scenarios (Sect. 5.1), the following issues became disproportion-
ately prominent, namely:

Support for labels and annotations: Nodes do not visually provide sufficient
information about their connectors and internal status, making flows harder
to construct, debug, and adapt. Most (if not all) nodes configuration cannot
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Fig. 6. Mockup of possible node interface with annotations, labels and multiple
inputs/outputs.

be set or changed by other nodes. A solution similar to Fig. 6 seems more
useful, not only in presenting this information but also in terms of flexibility
regarding our goals;

Multiple inputs: Although Node-RED supports several outputs per node, they
cannot have differentiated inputs (see Fig. 6). This poses both a cognitive
and technical difficulty in defining and readjusting the behavior of nodes
both during the design and runtime phases, including the configuration of
test conditions and recovery measures;

Types and static analysis: Nodes do not have the notion of types; this allows
the user to incorrectly connect two nodes, where the destination expects a
different data type than the one sent by the origin one. This leads to common
(and simple) errors that only make themselves noticeable after deployment
of the whole flow, possibly introducing severe inconsistencies in the system;

Debugging: Besides the provided logging capabilities of Node-RED, using
debug nodes, no other debugging technique is available. This means that
breakpoints, node inspection, value history, and other apparatus are absent,
severely hindering the ability for the developer to understand what went
wrong in the internal logic of a node;

Meta-programming: Formal mechanisms of introspection and reification,
essential for effective meta-programming, are non-existent. This limits the
possibility of adjusting flows in runtime and forces us to rely on external
APIs that were not designed for this particular purpose and which might
easily break.

Despite these limitations, it was possible (up to a certain extent) to fulfill
our goals mostly by using its visual notation, as seen in Sect. 5 and discussed in
Sect. 5.2. It should be noted that all implemented strategies fall into the forward
error recovery category, i.e., “continue from an erroneous state by making selec-
tive corrections to the system state” [17]. Exploration of backward error recovery
techniques is harder due to the dependency of system state checkpoints, that
needs to capture a mix of device internal states, concurrent communication pro-
tocols messages, and controller state.

To further improve the self-healing capabilities of systems such as the pre-
sented SmartLab, devices should have extra features such as diverse communi-
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cation channels (e.g., Wi-Fi and ZigBee), remote management capabilities (e.g.,
independent watchdogs that allow to gracefully restore a device), and capabil-
ity announcement, which would empower dynamic usage of redundant devices.
We observe these features are mostly absent from consumer-grade devices, most
probably due to cost efficiency.

Several challenges remain unaddressed by this work, such as (1) dealing with
concurrent inputs that can lead to unexpected states (e.g., the system decides
to turn on the lights and the user manually turns them off), which may result in
false assertions by the runtime verification mechanisms, (2) auto-discovery and
configuration of new devices in the system (e.g., a new mobile device can be
used as a redundant sensing node while it remains in the system network), and
(3) what are the reasonable operational states that the system should converge
to in the case of failure (e.g. if the system has to decide between shutting down
the smoke alarm or the surveillance system, which one should take prevalence?).
Supporting and articulating with other self-* aspects is also an open challenge
towards fully autonomic systems; this includes self-protection, self-optimization,
and self-configuration [13].

7 Conclusion

IoT systems are perhaps one of the most significant examples of heterogeneous
architectures in existence. Different protocols, different application stacks, dif-
ferent integration services, and different orchestration engines, all must come
together in a technological solution that allows both an organic growth from
end-users, as well as dealing with security and privacy concerns at unprecedented
levels. The consequence is that the system is required to keep functioning at min-
imal levels, even when parts of it become non-compliant, faulty, or even under
attack. Requiring the end-user to address these challenges is unrealistic, as most
of them are not developers. Even most system integrators cannot keep up with
the pace of release devices, which very seldom adhere to open standards.

In this paper, we argue that an IoT system that attempts to tackle the
presented challenges must be capable of self-healing. This is not a small feat,
as most of the research being conducted in integration tools for IoT recurrently
disregard failure detection and recovery. We fulfill these desiderata with SHEN,
Self-Healing Extensions for Node-RED. As this very popular tool lacks built-
in testing and self-healing capabilities, we use it as a case-study for common
failure and recovery scenarios, and (1) show how to leverage meta-programming
techniques to allow self-modification of flows via a custom plugin, (2) explore
common self-healing patterns and how they can be solved by such techniques,
(3) provide them as reusable nodes for others to incorporate in their systems,
and (4) discuss which challenges remain open and which might need rethinking
architectural and design decisions.

To validate our claims, we applied SHEN to the existing SmartLab, and
proceed to show its behavior for three different scenarios, viz. (1) Unavailability
of Message Broker, (2) Erroneous Sensor Readings and (3) Connectivity Issues.
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We conclude that we can improve the system’s reliability and dependability,
both by being able to detect failing conditions, as well as reacting to them
by self-modification of defined flows. Future work includes (a) the extension of
the SHEN palette with more runtime verification’s and self-healing mechanisms,
and (b) case studies over various degrees of systems complexity, and in different
contexts and scales.
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Abstract. Selection of an appropriate database system for edge IoT
devices is one of the essential elements that determine efficient edge-based
data analysis in low power wireless sensor networks. This paper presents
a comparative analysis of time series databases in the context of edge
computing for IoT and Smart Systems. The research focuses on the per-
formance comparison between three time-series databases: TimescaleDB,
InfluxDB, Riak TS, as well as two relational databases, PostgreSQL and
SQLite. All selected solutions were tested while being deployed on a
single-board computer, Raspberry Pi. For each of them, the database
schema was designed, based on a data model representing sensor readings
and their corresponding timestamps. For performance testing, we devel-
oped a small application that was able to simulate insertion and querying
operations. The results of the experiments showed that for presented sce-
narios of reading data, PostgreSQL and InfluxDB emerged as the most
performing solutions. For tested insertion scenarios, PostgreSQL turned
out to be the fastest. Carried out experiments also proved that low-cost,
single-board computers such as Raspberry Pi can be used as small-scale
data aggregation nodes on edge device in low power wireless sensor net-
works, that often serve as a base for IoT-based smart systems.

Keywords: Time series · PostgreSQL · TimescaleDB · InfluxDB ·
Edge computing · Edge analytics · Raspberry Pi · Riak TS · SQLite

1 Introduction

In the recent years we have been observing IoT systems being applied for multiple
use cases such as water monitoring [20], air quality monitoring [24], and health
monitoring [25], generating a massive amount of data that is being sent to the
cloud for storing and further processing. This is becoming a more significant
challenge due to the need for sending the data over the Internet. Due to that, a
new computing paradigm called edge computing started to emerge [28]. The main
idea behind edge computing is to move data processing from the cloud to the
c© Springer Nature Switzerland AG 2020
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devices that are closer to the source of data in order to reduce the volume of data
that needs to be send to the cloud, improve reaction time to the changing state of
the system, provide resilience and prevent data loss in situations where Internet
connection is not reliable or even not available most of the time. To achieve that,
edge computing devices need to be able to ingest data from sensors, analyze
them, aggregate metrics, and send them to the cloud for further processing if
required. For example, while collecting and processing environmental data on air
quality, the edge device can be responsible for aggregating data and computing
Air Quality Index (AQI) [22], instead of sending raw sensor readings to the
environmental monitoring center. In systems with multiple sensors generating
data at a fast rate, efficient storage and analytical system running on edge device
becomes a crucial part. Due to the time-series nature of sensor data, dedicated
time series databases seem like a natural fit for this type of workload. This paper
aims to evaluate several time series databases in the context of using them in
edge computing, low-cost, constrained device in form of Raspberry Pi that is
processing data from environmental sensors. The paper is organized as follows.
In Sect. 2, we review the related works. In Sect. 3, we describe databases selected
for comparison. Section 4 describes testing environment, used data model as
well as testing methodology. Section 5 contains a description of the performance
experiments that we carried out. Finally, Sect. 6 concludes the results of the
paper.

2 Related Works

In the literature, there is a few research concerning the comparison of various
time-series databases. In the paper [27], Tulasi Priyanka Sanaboyina compared
two time-series databases, InfluxDB and OpenTSDB, based on the energy con-
sumption of the physical servers on which the databases are running under sev-
eral reading and writing scenarios. The author concludes the research with claims
that InfluxDB consumes less energy than OpenTSDB in comparable situations.

Bader et al. [17] focused on open source time-series databases, examined 83
different solutions during their research, and focused on the comparison of twelve
selected databases, including InfluxDB, PostgreSQL and OpenTSDB among oth-
ers. All selected solutions were compared based on their scalability, supported
functions, granularity, available interfaces, and extensions as well as licensing
and support.

In his research [21], Goldschmidt et al. benchmarked three open-source time-
series databases, OpenTSDB, KariosDB and Databus in the cloud environment
with up to 36 nodes in the context of industrial workloads. The main objective
of the research was to evaluate selected databases to determine their scalability
and reliability features. Out of the three technologies, KairosDB emerged as the
one that meets the initial hypotheses about scalability and reliability.

Wlodarczyk, in his article [29], provides an overview and comparison of four
offerings, Chukwa, OpenTSDB, TempoDB, and Squwk. The analysis focused
on feature differences between selected technologies, without any performance
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benchmarks. The author identified OpenTSDB as a most popular choice for the
time series storage.

Pungilă et al. [26] compared the databases to use them in the system that
stores large volumes of sensor data from smart meters. During the research, they
compared three relational databases, SQLite3, MySQL, PostgreSQL, one time-
series database, IBM Informix with DataBlade module, as well as three NoSQL
databases, MonetDB, Hypertable and Oracle BerkeleyDB. During the experi-
ments, it was determined that Hypertable offers the most significant number of
insert operations per second, but is slower when it comes to scanning opera-
tions. The authors suggested that BerkeleyDB offers a compromise when there
is a need for a workload that has a balanced number of both insert and scan
operations.

Fadhel et al. presented research [20] concerning the evaluation of the
databases for a low-cost water quality sensing system. Authors identified
InfluxDB as the most suitable solution, listing the ease of installation and main-
tenance, support for multiple interface formats, and HTTP GUI as the deciding
factors. In the second part of the research, they conducted performance experi-
ments and determined that InfluxDB can handle the load from 450 sensors.

In his article [23], Kiefer provided a performance comparison between Post-
greSQL and TimescaleDB for storage and analytics of large scale, time-series
data. The author presented that at the scale of millions of rows, TimescaleDB
offers up to 20× higher ingest rates than PostgreSQL, at the same time offering
time-based queries to be even 14,000× faster. The author also mentions that
for simple queries, e.g., indexed lookups, TimescaleDB will be slower than Post-
greSQL due to more considerable planning time.

Boule, in his work [19], described a performance comparison for insert and
read operations between InfluxDB and TimescaleDB. It is based on a simulated
dataset of metrics for a fleet of trucks. According to results obtained during the
experiments, TimescaleDB offers a better read performance than InfluxDB in
tested scenarios.

Based on the above, it can be concluded that most of the current research
focuses on the use of time-series databases for large-scale systems, running in
cloud environments. One exception to that is the research [20], where authors
evaluate several databases in the context of a low-cost system; however, pre-
senting performance tests only for one of them, InfluxDB. In contrast to the
mentioned works, this paper focuses on the comparison of the performance of
several database systems for storing sensor data at the edge devices that have
limited storage and compute capabilities.

3 Time-Series Databases

Time series database (TSDB) is a database type designed and optimized to han-
dle timestamped or time-series data, which is characterized by a low number of
relationships between data and temporal ordering of records. Most of the time
series workloads consist of a high number of insert operations, often in batches.
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Query patterns include some forms of aggregation over time. It is also impor-
tant to note that in such workloads, data usually does not require updating
after being inserted. To accommodate these requirements, time-series databases
store data in the form of events, metrics, or measurements, typically numerical,
together with their corresponding timestamps and additional labels or tags. Data
is very often chunked, based on timestamp, which in turn allows for fast and effi-
cient time-based queries and aggregations. Most TSDBs offer advanced data pro-
cessing capabilities such as window functions, automatic aggregation functions,
time bucketing, and advanced data retention policies. There are currently a few
approaches to building a time-series database. Some of them, like OpenTSDB
or TimescaleDB, depend on already existing databases, such as HBase or Post-
greSQL, respectively, while others are standalone, independent systems such as
InfluxDB. In recent years, according to DB Engine ranking, as seen in Fig. 1,
the growth rate of the popularity of time series databases is the highest out of
all classified database types. For the experiments, databases were selected based
on their popularity, offered aggregation functionalities, support for ARM archi-
tecture, SQL or SQL-like query language support as well as on their availability
without commercial license.

Fig. 1. Growth trend of various types of databases in the last 24 months according to
DB-Engines.com [2]

3.1 TimescaleDB

TimescaleDB is an open-source, time-series database, written in C program-
ming language and is distributed as an extension of the relational database,
PostgreSQL. It is developed by Timescale Inc., which also offers enterprise sup-
port and cloud hosting in the form of Timescale Cloud offering. TimescaleDB
is optimized for fast ingest and complex queries [14]. Thanks to the support
for all SQL operations available in PostgreSQL, it can be used as a drop-in
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replacement of a traditional relational database, while also offering significant
performance improvements for storing and processing time-series data. By tak-
ing advantage of automatic space-time partitioning, it enables horizontal scaling,
which in turn can further improve the ingestion capabilities of the system. It
stores data in structures called hypertables, which serve as an abstraction for a
single, continuous table. Internally, TimescaleDB splits hypertables into chunks
that correspond to a specific time interval and partition keys. Chunks are imple-
mented by using regular PostgreSQL tables [16]. Thanks to being an extension
of PostgreSQL DBMS, it supports the same client libraries that support Post-
greSQL. According to the DB Engines ranking [15], it is the 8th most popular
time-series database.

3.2 InfluxDB

InfluxDB is an open-source, time-series database, written in Go programming
language, developed and maintained by InfluxDB Inc., which also offers enter-
prise support and a cloud-hosted version of the database. Internally, it uses a
custom-build storage engine called Time-Structured Merge (TSM) Tree, which
is optimized for time series data. It has no external dependencies, is distributed
as a single binary, which in turn allows for easy deployment process on all major
operating systems and platforms. InfluxDB supports InfluxQL, which is a cus-
tom, SQL-like query language with support for aggregation functions over time
series data. It supports advanced data retention policies as well as continuous
queries, which allow for automatic computations of aggregate data to speed up
frequently used queries [5]. It uses shards to partition data and organizes them
into shards groups, based on the retention policy and timestamps. InfluxDB is
also a part of TICK stack [4], which is a data processing platform that con-
sists of a time-series database in form of InfluxDB, Kapacitor, which is a real-
time streaming data processing engine, Telegraf, the data collection agent and
Chronograf, a graphical user interface to the platform. Client libraries in the
programming languages like Go, Python, Java, Ruby, and others are available,
as well as command-line client “influx”. According to DB Engines ranking [3],
it is the most popular time-series database management system.

3.3 Riak TS

Riak TS is an open-source, distributed NoSQL database, optimized for the time
series data and built on top of Riak KV database [9], created and maintained
by Basho Technologies. Riak TS is written in Erlang programming language,
supports masterless, multi-node architecture to ensure resiliency to network and
hardware failures. This type of architecture also allows for efficient scalability
with near-linear performance increase [10]. It supports a SQL-like query language
with aggregation operations over time series data. It offers both HTTP and PBC
APIs as well as dedicated client libraries in Java, Python, Ruby, Erlang, and
Node.js. Besides, it has a native Apache Spark [1] connector for the in-memory
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analytics. According to DB Engines ranking [11], it is the 15th most popular
time-series database.

3.4 PostgreSQL

PostgreSQL is an open-source relational database management system written
in C language and currently maintained by PostgreSQL Global Development
Group. PostgreSQL runs on all major operating systems, is ACID [30] compli-
ant and supports various extensions, namely TimescaleDB. It supports a major
part of the SQL standard and offers many features, including but not limited
to, triggers, views, transactions, streaming replication. It uses multi-version con-
currency control, MVCC [18]. In addition to being a relational database, it also
offers support for storing and querying document data thanks to JSON, JSONB,
XML, and Key-value data types [6]. There are client libraries available in pro-
gramming languages like Python, C, C++, Java, Go, Erlang, Rust, and others.
According to DB Engines ranking [7], it is the 4th most popular database overall.
It does not offer any dedicated support and optimizations for time-series data.

3.5 SQLite

SQLite is an open-source relational database, written in C language. The SQLite
source code is currently available in the public domain. It is a lightweight, single
file, and unlike most databases, it is implemented only as a library and does not
require a separate server process. SQLite provides all functionalities directly by
the function calls. Its simplicity makes it one of the most widely used databases,
especially popular in embedded systems. SQLite has a full-featured SQL stan-
dard implementation with support for functionalities such as triggers, views,
indexes, and many more [12]. Similar to PostgreSQL, it does not offer any spe-
cific support for time series data. Besides, it does not provide a data type for
storing time, and it requires users to save it as numerical timestamps or strings.
According to DB Engines ranking [13], it is the 7th most popular relational
database and 10th most popular database overall.

4 Testing Environment and Data Model

The testing environment was based on a 6LoWPAN sensor network that is a
part of the environment monitoring system, which consists of a group of the
edge router device that additionally serves as a database and analytical engine.
It is also responsible for sending aggregated metrics to the analytic system in
the cloud for further processing. Another part of the network is composed of ten
sensor nodes that are sending measurements such as air quality and weather con-
dition metrics to the edge router device. Figure 2 presents the network diagram
of the described system.

In this research, we focused on performance evaluation of the edge database
functionality of the presented system. To simplify the testing environment and
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Fig. 2. Network diagram of the edge computing system.

allow for running tests multiple times in a reasonable amount of time, we devel-
oped a small Python application to serve as a generator of sensor readings instead
of using data generated by the physical network. As an edge device we decided
to use a Raspberry Pi single-board computer, with the following specification
[8]:

– CPU - Broadcom BCM2711, Quad core Cortex-A72 (ARM v8) 64-bit SoC @
1.5 GHz

– Memory - 4 GB LPDDR4-3200 SDRAM
– Storage - SDHC card (16 GB, class 10)
– OS - Raspbian GNU/Linux 10 (buster) with kernel version 4.19.50-v7l+

Table 1. Data model used for the performance experiments

Value Type

Temperature Float

Pressure Float

Humidity Float

PM2.5 Float

PM10 Float

NO2 Float

Sensor ID String

Location String

Time Timestamp (Integer)

4.1 Data Model

Each data point sent by the sensor consists of air quality metrics in the form of
NO2 and dust particle size metrics – PM2.5 and PM10. Besides, it also carries
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information about weather conditions such as ambient temperature, pressure,
and humidity. Each reading is timestamped and tagged with the location of the
sensor and the unique sensor identifier. Table 1 shows the structure of a single
data point with corresponding data types. For the experiments, we generated
data from 10 simulated sensors, where each sensor sends reading every 15 s over
24 h. It resulted in 28,800 data points used for performance testing.

4.2 Testing Methodology

For testing, a small Python application was developed separately for each of
the selected databases. The application was responsible for reading simulated
time-series data, inserting that data into the database and reading the data
back from the database, while measuring the time it took to execute all of the
described operations. Table 2 presents the list of the databases along with their
corresponding client libraries. It also shows versions of the software used during
the experiments.

Table 2. Database and client library versions

Database Database version Client library Client library version

TimescaleDB 1.5.1 psycopg2 2.8.4

InfluxDB 1.7.9 influxdb 5.2.3

Riak TS 1.5.2 riak 2.7.0

PostgreSQL 11.5 psycopg2 2.8.4

SQLite 3.27.2 sqlite3 2.6.0

5 Performance Experiments

To evaluate the insertion and querying performance, we conducted several exper-
iments. Firstly, we ran the test to assess the writing capabilities of all selected
databases by simulating the insertion of data points in two ways: one-by-one and
in batches of 10 points. The reason for that was to accommodate the fact that
databases can offer better performance for batch insertions, and it is possible to
buffer data before saving it to the database. In this step, for each database, we
ran the simulation 50 times (except for SQLite where simulations were run 20
times due to relatively long simulation time). Secondly, we ran the experiments
to evaluate the query performance of all selected solutions in three scenarios. In
the first scenario, we evaluated a query for average temperature in the chosen
period, grouped by location. In the second query, we tested a query for mini-
mum and maximum values of NO2, PM2.5, and PM10 in the selected period,
once again grouped by location. In the last, third scenario, we evaluated the
performance of a query that counts data points grouped by sensor ID in the
selected period for which NO2 was larger than selected value and location was
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equal to a specific one. Each query was executed 5000 times. The query scenarios
were selected in order to test the performance of the databases for most common
aggregation queries that can be used in scenarios where the analysis has to be
performed directly on the edge device or when the data needs to be aggregated
before sending to the cloud in order to reduce the volume of transferred data.

5.1 Insertion

In the first simulation, we evaluated the insertion performance in two different
scenarios. Figure 3 presents the obtained results in the form of the average num-
ber of data points inserted per second in both scenarios. For one-by-one insertion,
we observe PostgreSQL and TimescaleDB as the best performing solutions, with
260 and 230 points inserted per second, respectively. Next is Riak TS with 191
points, followed by InfluxDB with 54 points per second. On the other side of
the spectrum is SQLite, with only 8 points per second inserted on average. In
the second scenario, with batch insertions of 10-point batches, we observed a
general trend of higher ingestion rates for all databases in comparison to sin-
gle point writes with InfluxDB being 8.65 times faster, both PostgreSQL and
SQLite improving 6.74 times, TimescaleDB improving 5.15 times and Riak TS
noting the smallest relative increase by 2.45 times. We observed similar results as
for one-by-one insertion, with PostgreSQL being the most performant database
in the tested scenario with 1,756 data points ingested per second, followed by
TimescaleDB with 1,187 points, InfluxDB with 474 points and Riak TS with
468 points. Once again, SQLite recorded the worst performance, with only 55
points ingested per second.

Fig. 3. Number of data points ingested per second for each tested database.
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5.2 Querying

In the following experiments, we tested the reading performance for three dif-
ferent queries. Results are presented in the form of the average query execution
time in milliseconds for each database. Due to the fact that execution for Riak
TS was in all cases 20–40 times slower than for all other solutions, the results for
Riak TS were removed from the further comparison to improve the readability
of the presented charts. Figure 4 shows both the query used in the first scenario
as well as the obtained results. In this scenario, InfluxDB emerged as the fastest
solution with average query execution time of 24 ms, followed by PostgreSQL and
TimescaleDB with 41 and 52 ms, respectively. SQLite was the slowest, recording
average query execution time of 66 ms.

(a) Tested aggregation query (b) Average query execution time

Fig. 4. Query and test results for the first querying scenario.

Next, a comparison was made for the results obtained during the evaluation
of second query computing minimum and maximum aggregations of air quality
metrics. The recorded results and queries are shown in Fig. 5. In this example,
PostgreSQL turned out to be the fastest solution with average query execution
time of 48 ms, next was InfluxDB with 70 ms and TimescaleDB with 72 ms.
Tested query took the longest time to execute on SQLite, taking on average
81 ms. We can observe a general trend of increased query execution time with
more aggregations performed in comparison to the first testing scenario.

The last experiment was performed for the third tested query, evaluating the
number of times the NO2 was higher than the predefined threshold. Figure 6
presents the query used and the results obtained during that simulation. Once
again, PostgreSQL was the fastest solution with an average query execution
time of 15 ms, followed by InfluxDB with 29 ms. The two slowest databases were
TimescaleDB and SQLite, with 39 and 40 ms per execution on average.

5.3 Results Summary

Considering results for all presented simulations, we can observe that in almost
all cases, PostgreSQL is the best performing solution for the evaluated workloads,



Comparative Analysis of Time Series Databases 381

(a) Tested aggregation query (b) Average query execution time

Fig. 5. Query and test results for the second querying scenario.

(a) Tested aggregation query (b) Average query execution time

Fig. 6. Query and test results for the third querying scenario.

except for InfluxDB, which turned out to be faster for the first aggregation query.
It was validated that batching data points for insertion causes performance gains,
as high as 8.65 times more data points ingested per second for InfluxDB. With
the exception of Riak TS, all databases executed tested queries on average in
less than 80 ms, and the relative differences in performance for queries are not
as high as in the case of insertion.

6 Concluding Remarks

The selection of a proper storage system with declarative querying capabilities
is an essential element of building efficient systems with edge-based analytics.
This research aimed to compare the performance of several databases in the con-
text of edge computing in wireless sensor networks for IoT-based smart systems.
We believe that experiments and analysis of the results presented in the paper
complement the performance evaluation of InfluxDB presented in [20] by show-
casing performance results for multiple databases and can serve as a reference
when selecting an appropriate database for low-cost, edge analytics applications.
As it turned out, for a smaller scale, it might make sense to choose a more tradi-
tional, relational database like PostgreSQL, which offers the best performance in
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all but one tested case. However, when features such as data retention policies,
time bucketing, automatic aggregations are crucial for the developed solution,
dedicated time-series databases such as TimescaleDB and InfluxDB become a
better choice.
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Abstract. Internet-of-Things has reshaped the way people interact with
their surroundings. In a smart home, controlling the lights is as simple as
speaking to a conversational assistant since everything is now Internet-
connected. But despite their pervasiveness, most of the existent IoT sys-
tems provide limited out-of-the-box customization capabilities. Several
solutions try to attain this issue leveraging end-user programming fea-
tures that allow users to define rules to their systems, at the cost of
discarding the easiness of voice interaction. However, as the number of
devices increases, along with the number of household members, the com-
plexity of managing such systems becomes a problem, including finding
out why something has happened. In this work we present Jarvis, a con-
versational interface to manage IoT systems that attempts to address
these issues by allowing users to specify time-based rules, use contextual
awareness for more natural interactions, provide event management and
support causality queries. A proof-of-concept was used to carry out a
quasi-experiment with non-technical participants that provides evidence
that such approach is intuitive enough to be used by common end-users.

Keywords: Internet-of-Things · Conversational assistants · Software
engineering · Natural Language Processing · Visual programming

1 Introduction

The Internet of Things (IoT) is usually defined as the networked connection of
everyday objects with actuating and sensing capabilities, often equipped with a
collective sense of intelligence [21]. The integration of such objects creates a vast
array of distributed systems that can interact with both the environment and
the human beings around them, in a lot of different ways [21]. This flexibility
of IoT systems has enabled their use across many different product areas and
markets, including smart homes, smart cities, healthcare, transportation, retail,
wearables, agriculture and industry [17].

Still, one of the most visible application of IoT are customized smart spaces,
such as smart homes as the current technology make it possible for consumers
to create a customized IoT experience based on off-the-shelf products [16].
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The initial popularity of devices such as single-board computers and low-cost
micro-controllers, followed by widespread cloud-based solutions controlled by
mobile phones, it is now commonplace to remotely interact with a myriad of
devices to perform automated tasks such as turning the lights on and opening
the garage door just before one arrives home [16,22]. But as the number of
devices and interactions grows, so does the management needs of the system
as a whole, as it becomes essential to understand and modify the way they
(co)operate. In the literature this capability commonly known as end-user pro-
gramming [6], and once we discard trained system integrators and developers,
two common approaches emerge: visual programming tools and conversational
assistants [22].

Visual programming solutions are usually deployed as centralized orchestra-
tors, with access to the devices and components that comprise such systems.
These platforms range from simplified if-then rules (e.g. IFTTT1) to exhaus-
tive graphical interfaces (e.g. Node-RED2) through which one can visualize,
configure and customize the devices and systems’ behaviour [7,19,20]. Most
visual approaches attempt to offer integration with third-party components (e.g.,
google calendar), so that their services can be used as part of the system’s
behavioural rules.

These solutions, however, possess some disadvantages for non-technical end-
users. Consider a Node-RED system orchestrating an user’s smart home with
multiple devices. Even in situations where there are only a couple of dozen rules
defined, it can be challenging to understand why a specific event took place due
to the overwhelming data flow that results from these. Furthermore, just one
dozen rules can already lead to a system not possible to visualize in a single
screen [11]. The more rules one adds, the harder it becomes to conceptually
grasp what the system can do. Part of the reason is because they are built to be
imperative, not informative; current solutions mostly lack in meta-facilities that
enable the user or the system to query itself [5].

Another common, and sometimes complementary, alternative to visual pro-
gramming, is the many conversational assistants in the market, such as Google
Assistant, Alexa, Siri and Cortana, that are capable of answering natural lan-
guage questions and which recently gained the ability to interact with IoT devices
(see [18] and [15] for a comparison of these tools). Amongst the most common
features they provide is allowing direct interaction with sensing and actuating
devices, which enables the end-user to talk to their light bulbs, thermostats,
sound systems, and even third-party services. The problem with these solutions
is that they are mostly comprised of simple commands and queries directly to
the smart devices (e.g. is the baby monitor on?”, “what is the temperature in
the living room?”, or “turn on the coffee machine”. These limitations mean that
although these assistants do provide a comfortable interaction with devices, a
huge gap is easily observable regarding their capabilities on managing a system
as a whole and allowing the definition of rules for how these smart spaces oper-

1 IFTTT, https://ifttt.com.
2 Node-RED, https://nodered.org.

https://ifttt.com
https://nodered.org
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ate. Even simple rules like “close the windows everyday at 8pm” or “turn on the
porch light whenever it rains” are currently not possible, unless one manually
defines every single one of them as a capability via a non-conversational mech-
anism. Furthermore, most assistant are deliberately locked to specific vendor
devices, thus limiting the overall experience and integration.

One can conclude that although current smart assistants can be beneficial and
comfortable to use, they do not yet have the complexity and completeness that
other systems like Node-RED. Meanwhile, visual programming environments
are still far too technical for the common end user. In this paper, we propose
a system that tackles the problem of managing IoT systems in a conversational
approach, towards shortening the existing feature gap between assistants and
visual programming environments. Parts of this work are from [13] master’s
thesis.

The rest of this document is structured as follows: Sect. 2 provides a summary
of related works which identify open research challenges; in Sect. 3 we propose
our approach to support complex queries in conversational assistants, which
implementation details are further presented in Sect. 4; we proceed in Sect. 5
to evaluate our approach using simulated scenarios and experimental studies.
Finally, Sect. 6 drafts some closing remarks.

2 Related Work

There exists some work in this area that recognize the problem of controlling
and managing IoT infrastructures by an end-user via a several approaches.

Kodali et al. [12] present an home automation system to “increase the comfort
and quality of life”, by developing an Android app that is able to control and
monitor home appliances using MQTT, Node-RED, IFTTT, Mongoose OS and
Google Assistant. Their limitations lie in that the flows must first have been first
created in Node-RED, and the conversational interface is used just to trigger
them, ignoring all the management activities.

Austerjost et al. [3] recognized the usefulness of voice assistants in home
automation and developed a system that targets laboratories. Possible appli-
cations reported in their paper include stepwise reading of standard operating
procedures and recipes, recitation of chemical substance or reaction parameters
to a control, and readout of laboratory devices and sensors. As with the other
works presented, their voice user interface only allows controlling devices and
reading out specific device data.

He et al. [9], concludes that, even with conversational assistants, most of IoT
systems have usability issues when faced with complex situations. As example,
the complexity of managing devices schedules rises with the number of devices
and the common conflicting preferences of household members. Nonetheless, as
concluded by Ammari et al. [2], controlling IoT devices is one of the most com-
mon uses of such assistants.

Agadakos et al. [1] focus on the challenge of understanding the causes and
effects of an action to infer a potential sequence. Their work is based on a map-
ping the IoT system’ devices and potential interactions, measuring expected
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behaviours with traffic analysis and side-channel information (e.g. power) and
detecting causality by matching the mapping with the collected operational data.
This approach would potentially allow the end user to ask why is something hap-
pening, at the cost of modified hardware and a convoluted side-channel analysis.
They did not attempted to port their findings into a conversational approach.

Braines et al. [4] present an approach based on Controlled Natural Lan-
guage (CNL) – natural language using only a restricted set of grammar rules
and vocabulary – to control a smart home. Their solution supports (1) direct
question/answer exchanges, (2) questions that require a rationale as response
such as “Why is the room cold?” and (3) explicit requests to change a particular
state. The most novel part of their solution is in trying to answer questions that
require a rational response, however they depend on a pre-defined smart home
model that maps all the possible causes to effects.

From the above analysis, the authors were not able to found any solution that
would simultaneously provide: (1) a non-trivial management of an IoT system,
(2) be comfortable and easy to use by a non-technical audience, and (3) allow
the user to better understand how the system is functioning. By non-trivial
we mean that it should be possible to define new rules and modify them via a
conversational approach, achieving a de facto integration of multiple devices; not
just directly interacting with its basic capabilities. The comfort would be for the
user not to have to move or touch a device to get his tasks done (i.e. using voice),
or edit a Node-RED visual flow. As to understanding their system’s functioning,
we mean the ability to grasp how and why something is happening in their smart
space. This last point, combined with the other two, would ideally allow someone
to simply ask why something happens.

3 Solution Overview

We propose the development of a conversational bot dedicated to the manage-
ment of IoT systems that is capable of defining and managing complex system
rules. Our prototype is called Jarvis, and is available as a reproducible pack-
age [14].

Jarvis’s abilities reach across different levels of operational complexity, rang-
ing from direct one-time actions (e.g. turn on the light) to repeating conditional
actions (e.g. when it is raining, close the windows). Jarvis also lets the user eas-
ily understand and modify the rules and cooperation of multiple devices in the
system, through queries like why did the toaster turn on? In these cases, we incor-
porated Jarvis with conversational awareness to allow for chained commands;
the following dialogue exemplifies this particular feature:

User: “Why did the toaster turn on?”
Jarvis: “You told me to turn it on at 8 AM.”
User: “Okay, change it to 7:50 AM.”
Jarvis: “Sure, toaster timer was changed.”

... the reader would note that the second user’s query would not make sense on its
own. We believe that such features improve the user’s experience since it avoids
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repeating information that has already been mentioned in the conversation, and
presents a more natural (conversational) interaction.

To ease the integration with nowadays systems and provide us an experimen-
tal reproducible environment, we integrated the interface with existing platforms
such as Google Assistant3 and Slack4, amongst others. We made sure to provide
the ability for Jarvis to interact both via voice and text.

4 Implementation Details

Figure 1 presents the high-level software components of Jarvis. Each component
and corresponding techniques are explained in the following subsections.

Dialogflow Jarvis Backend
& Databse

RabbitMQ 
Message Queue IoT System 

Gateway

User Interface 
(Alexa, Slack,...)

Fig. 1. Jarvis overall architectural components.

4.1 Conversational Interface

To develop the conversational interface, we decided to opt for Dialogflow5 as this
platform provides built-in integration with multiple popular frontends and there
exists extensive documentation for this purpose [10]. In this case, we used (1)
the Slack team-communication tool, and (2) Google Assistant, so that both text
and voice interfaces were covered. In the case of Google Assistant, the user may
use any supported device paired with their account to communicate with Jarvis,
following a known query prefix such as “Hey Google, talk to Jarvis”. Regardless of
which type of interface is used, the result is converted to strings representing the
exact user query and subsequently sent to Dialogflow’s backend (thus overcoming
potential challenges due to Speech Recognition), which are then analyzed using
Natural Language Processing (NLP) techniques. Advancement of the existent
NLP techniques made available by Dialogflow falls out-of-the-scope of this work.

4.2 Dialogflow Backend

Upon receiving a request, Dialogflow can either produce an automatic response or
send the parsed request to a fulfillment backend. This component is thus respon-
sible for parsing the incoming strings into a machine understandable format
(JSON). There are a few key concepts that are leveraged in our implementation:

3 Google Assistant, GoogleAssistant.
4 Slack, https://slack.com.
5 Dialogflow, https://dialogflow.com/.

https://slack.com
https://dialogflow.com/
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Fig. 2. Main entities defined in Jarvis’ Dialogflow project.

Entity. Things that exist in a specific IoT ecosystem can be represented by dif-
ferent literal strings; for example, an entity identified by toggleable-device
may be represented by “living room light” or “kitchen light”. Additionally,
entities may be represented by other entities. Dialogflow use of the @ symbol
(i.e. @device) for entities, and provides some system’s defaults;

Intent. An intent represents certain type of user interaction. For instance, an
intent named Turn on/off device may be represented by turn the @device
on and turn the @device off. For a request such as “turn the kitchen light
on”, Dialogflow understands that @device corresponds to kitchen light and
provides that data to the fulfillment backend;

Context. Contexts allow intents to depend on previous requests, enabling the
creation of context-aware interactions. These are what supports queries such
as “cancel that” or “change it to 8AM”.

Multiple intents, entities and contexts were defined in Jarvis and the main
ones are illustrated in Fig. 2. Here we provide in detail one of its intents:

Event Intent

Usage Creates an action that is performed upon a certain event, such
as an activity of another device or a change of a device’s status.

Definition @action:action when @event:event
Example Turn the bedroom light on when the living room light turns off
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Fig. 3. Activity diagram for the parsing of the query turn on the light.

With the above definitions, this component takes requests and builds the
corresponding objects containing all actionable information to be sent to the
Jarvis backend for further processing.

4.3 Jarvis Backend

For each of the defined intents, this component has an equivalent class responsi-
ble for (a) parsing the request, (b) validating its request parameters (e.g. device
name or desired action), and (c) generating an appropriate response. An overview
is provided in Fig. 3. Should the request contain errors, an explanatory response is
returned. When all the parameters are considered valid, but the intended device
is unclear (e.g. user wants to turn on the light, but there is more than one light),
the generated response specifically asks the user for further clarification in order
to gain context. To tackle cancellation intents, we model all actions using the
command design pattern, thus providing both a straightforward execute and
undo mechanism, as well as an history of performed actions. For most intents,
such as direct actions or “why did something happen?” queries, the effects are
immediate. However, period actions, events and causality queries require a dif-
ferent design approach so that they can perform actions on the backend without
the need for a request to trigger them.
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Period Actions and Events. A period action is an intent be carried and
then undone after a certain period (e.g. “turn on the light from 4 pm to 5 pm”).
In these scenarios, we generate a state machine to differentiate between all the
different action status, such as (a) nothing has executed yet (before 4PM), (b)
only the first action was executed (after 4 but before 5PM), and (c) both have
been executed (after 5PM). We use a combination of schedulers and threads to
guarantee proper action, and abstract all these details inside the command pat-
tern. The same strategy applies for rules such as “turn on the light every day
at 5 pm”, with the appropriate state machine and scheduler modifications. This
mechanism is (obviously) different for events that are the result of intentions
such as “turn on the kitchen light when the presence sensor is activated”. Here,
we leverage a publish-subscribe approach by orchestrating multiple unique and
identifiable message queues for the devices’ actions and state transitions. Upon
startup of the backend, we create class listeners that subscribe the corresponding
event queues of available devices, and callback the Jarvis backend when appro-
priate. This orchestration management is dynamic, and depends on the specific
rules that are defined. In the aforementioned intent, we would add an observer
to look for messages on the presence sensor’s event queue with the value on.

Causality Queries. This relate to the user asking why something happened
(e.g. “why did the light turn on?”). To implement them, we augment each com-
mand to determine whether it can cause a specific condition to be true. This per
se solves some scenarios where the answer can be found by looking at the history
of executed commands (e.g. “because you asked me to turn it on at 3:56PM”).
However, there might exist multiple rules may have cause the condition to be
true, in which case it is not enough to blame the latest logged command. Instead,
there are two possible approaches: (a) return the earliest possible cause, or (b)
use a heuristic to infer the most relevant one. Another non-trivial scenario is
where the explanation is due to a chain of interconnected rules. Here, it seems
that one can (a) reply with the complete chain of events, (b) reply with the
latest possible cause, or (c) engage in a conversation through which the user can
explore the full chain of events as they deem adequate (e.g. “tell me more about
things that are triggered by rain”). In this work, we opted to use the earliest
possible cause for the first scenario, and the latest for the second; more complex
alternatives can be found in [1,4].

5 Experiments and Results

In order to understand how Jarvis compares to other systems, we established a
baseline based on (1) a visual programming language, and (2) a conversational
interface. Node-RED was picked amongst the available visual programming solu-
tion, as it is one of the most popular visual programming solutions [8]. It follows
a flow-based programming paradigm, providing its users with a web-based appli-
cation through which they can manage rules via connections between nodes that
represent devices, events and actions [20]. Google Assistant was selected for the
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Table 1. Simulated scenarios comparison.

Scenario Jarvis Google
Assistant

Node-RED

One-time action • • •
One-time action w/unclear device • · ·
Delayed action • · •
Period action • · •
Daily repeating action • · •
Daily repeating period action • · •
Cancel last command • · ·
Event rule • · ·
Rules defined for device • · ·
Causality query • · ·

conversational interface due to its naturality6. There are plenty of ways users
can interact with it: (a) the standalone Google apps, (b) built-in integration with
Android and Chrome OS, or (c) with standalone hardware such as the Google
Home. We compare to this baseline according to two criteria: (1) the number of
different features, and (2) their user experience in terms of easiness of usage and
intuitiveness. For the first, we created a list of simulated scenarios to assess the
ability to manage IoT systems. We then performed a (quasi-)controlled experi-
ment with users to assess the second criteria.

5.1 Simulated Scenarios

Table 1 summarizes the comparison of our prototype to the chosen baseline. It
is important to clarify that one-time action w/ unclear device refers to actions
like “turn on the light” with which Jarvis asks the user to clarify which device he
means based through responses such as “do you mean the bedroom or living room
light?”. A cancel last command refers to the ability of undoing the last action or
rule creation by specifically saying that. Finally, rules defined for device refers
to the user performing queries that require introspection, such as “what rules
are defined for the bedroom light?”

It is easy to observe that our prototype provides several features that are
not present in either the Google Assistant or Node-RED. Both of these prod-
ucts do a lot more than these features, but especially with the Assistant, the
advantage is clear since the only kind of IoT feature it supports is the one-time
action. Our second conclusion is that it is possible to bring some of the features
currently available in visual programming environments to a conversational inter-
face; the converse (how to bring conversational features to Node-RED), eludes
the authors.
6 The work by López et al. [15] compares Alexa, Google Assistant, Siri and others,

and claim that although “Siri was the most correct device (...) Google assistant was
the one with the most natural responses”.
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5.2 (Quasi-)Controlled Experiment

We performed a (quasi-)controlled experiment with 17 participants, to gain
insight into how end users responded to a conversational approach. Our sam-
ple includes mostly participants without formal technological skills (14), with
ages ranging from 18 to 51. We made sure that (a) all were familiar with basic
technologies, though, such as basic usage of smartphones and the Internet, and
(b) that even non-native English participants had adequate speaking and under-
standing skills.

Methodology. Each participant was given 5 tasks (1 control task and 4 study
tasks) to be performed with the help of Jarvis, using Google Assistant as the
system interface. As an example, this was one of the sets of tasks given to
participants within a scenario with a living room light, bedroom light and a living
room motion sensor :

– Task 0 (control): Turn on the living room light ;
– Task 1: Turn the living room light on in 5min;
– Task 2: Turn the living room light on when the motion sensor triggers;
– Task 3: Check the current rules defined for the bedroom light, and then make

it turn on everyday at 10pm;
– Task 4: Find out the reason why the bedroom light turned on. Ask Jarvis why

it happened and decide whether the answer was explanatory.

The only instructions given were that they should talk to the phone in a
way that feels the most natural to them to complete the task at hand. Besides
the tasks, participants were also given the list of IoT devices available in the
simulated smart house that they would be attempting to manage through. As a
way of increasing the diversity and reducing the bias of the study, we created two
different sets of tasks that participants were assigned to randomly. Each set also
had different devices, with different smart house topologies. The participants
were assigned to one of the test sets randomly.

Variable Identification. For each of the tasks, we collected (1) if the par-
ticipant was able to complete it, (2) the time taken to complete, and (3) the
number of unsuccessful queries. This count was made separately for (a) queries
that were not understood by the assistant’s speech recognition capabilities (e.g.
microphone malfunction, background noise), (b) queries where the user missed
the intention or made a syntactic/semantic error (e.g. “turn up the lighting”),
and (c) valid queries that an human could interpret, but that Jarvis was unable
to.

Subjective Perception. After completing the tasks, we introduced a non-
conversational alternative (Node-RED), explaining how all tasks could have been
performed using that tool. We inquired the participants whether they perceived
any advantages of Jarvis over such a tool, and whether they would prefer Jarvis
over non-conversational tools. Finally the participants were asked if they had
any suggestions to improve Jarvis and the way it handles system management.
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Table 2. Experimental results (task completion rate, task time and incorrect queries),
including average and median values.

Time (s) IQ (Ast) IQ (User) IQ (Jvs) IQ

Task Done Avg Med Avg Med Avg Med Avg Med Avg Med

0 (1) 94% 6.40 6.0 0.13 0.0 0.25 0.0 0.13 0.0 0.50 0.0

1 (1) 94% 7.10 7.0 0.38 0.0 0.50 0.5 0.00 0.0 0.50 0.5

2 (1) 88% 10.00 10.0 0.75 0.5 0.63 0.5 0.25 0.0 1.00 1.0

3 (1) 100% 20.00 19.5 0.13 0.0 0.13 0.0 0.75 1.0 1.00 1.0

4 (1) 94% 9.00 8.0 0.25 0.0 0.38 0.0 0.00 0.0 0.63 0.0

0 (2) 100% 6.40 6.0 0.33 0.0 0.00 0.0 0.33 0.0 0.67 0.0

1 (2) 94% 7.60 7.0 0.11 0.0 0.00 0.0 0.44 0.0 0.56 0.0

2 (2) 100% 9.90 10.0 0.00 0.0 0.11 0.0 0.78 1.0 0.89 1.0

3 (2) 88% 19.44 19.0 0.33 0.0 0.33 0.0 0.22 0.0 0.89 1.0

4 (2) 100% 8.33 8.0 0.33 0.0 0.22 0.0 0.22 0.0 0.78 1.0

Results. Table 2 compiles the results observed during the study, each row rep-
resenting a task given to the participant. Each column means:

– Task: number of the task (0–4) and the task set number in parenthesis (1/2);
– Done: percentage of participants that completed the task successfully;
– Time: time in seconds that participants took to complete the task;
– IQ (Ast): number of occurrences that queries were incorrect due to the

Google Assistant not properly recognizing the user’s speech;
– IQ (User): number of occurrences that queries were incorrect due to the

user not speaking a valid query;
– IQ (Jvs): number of occurrences that queries were incorrect due to Jarvis

not recognizing a valid query;
– IQ: total invalid queries, i.e. sum of IQ (Ast), IQ (User) and IQ (Jvs).

Discussion. The complexity of the queries increases from task 0 to task 3
since the queries require more words or interactions. This is reflected by the
corresponding increase in time in both task sets. The numbers related to incor-
rect queries show some occurrences at the (voice) assistant level, which means
the speech recognition failed to correctly translate what the participants said.
Although this does not have implications on the evaluation of Jarvis, it does
indicate that this sort of systems might be harder to use due if they are not
truly multilingual. Directly comparing the time needed to complete a task to
what would be needed to perform it in a visual programming language is mean-
ingless; either the task is not defined, and that would require orders of magnitude
longer than what we observe here, or the task is defined and the times will be
obviously similar. Similarly, we also observe a few instances of incorrect queries
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due to grammar mistakes or semantically meaningless, cf. IQ (User), and there-
fore did not match the sample queries defined in Dialogflow. Nevertheless, there
where grammatically incorrect user queries such as “turn on lights” but which
still carries enough information to understand what the user’s intent is. We
consider more serious the number of valid sentences that were considered incor-
rect queries by Jarvis, cf. IQ (Jvs). These could have been caused by either a
mispronunciation of a device’s name, or a sentence structure that is unrecogniz-
able by the Dialogflow configuration. This possibly represents the most serious
threat to our proposal, to which we will later dedicate some thoughts on how
to mitigate it. Nonetheless, the success rate of all tasks is very high (always
greater than 88%), which provides evidence that the system might be intuitive
enough to be used without previous instruction or formation. These points were
reflected by the participants’ subjective perception, were they claimed Jarvis to
be easy to use, intuitive, and comfortable; ultimately, these would be the decid-
ing factors for end-users to prefer Jarvis over a non-conversational interface. An
additional observation pertaining Jarvis’ answers, particularly those regarding
causality queries, were state by some users, where they claimed that if the pro-
vided response was too long, it would become harder to understand it due to
the sheer increase of conveyed information. A possible solution for this problem
would be to use a hybrid interface that provides both visual and audio interac-
tions, but there could be other approaches such as an interactive dialogue that
shortens the sentences.

Threats to Validity. Empirical methods seem to be one of the most appropri-
ate techniques for assessing our approach (as it involves the analysis of human-
computer interaction), but it is not without liabilities that might limit the extent
to which we can assess our goals. We identify the following threats: (1) Natural
Language Capabilities, where queries like “enable the lights” might not be
very common or semantically correct, but it still carries enough information so
that a human would understand its intention. The same happen with device iden-
tification, such as when the user says turn on the bedroom lights, and the query
fails due to the usage of the plural form. During our study, we observed many
different valid queries that did not worked due to them not being covered by the
Dialogflow configuration; (2) Coverage error, which refers to the mismatch
between the target population and the frame population. In this scenario, our
target population was (non-technical) end-users, while the frame population was
all users that volunteered to participate; and (3) Sampling errors are also pos-
sible, given that our sample is a small subset of the target population. Repeating
the experience would necessarily cover a different sample population, and likely
attain different results. We mitigate these threats by providing a reproducible
package [14] so other researchers can perform their own validation.

6 Conclusion

In this paper we presented a conversational interface prototype able to carry sev-
eral different management tasks currently not supported by voice assistants, with
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capabilities that include: (1) Delayed, periodic and repeating actions, enabling
users to perform queries such as “turn on the light in 5min” and “turn on the
light every day at 8 am”; (2) The usage of contextual awareness for more natural
conversations, allowing interactions that last for multiple sentences and provide
a more intuitive conversation, e.g. “what rules do I have defined for the liv-
ing room light?”; (3) Event management, that allows orchestration of multiples
devices that might not necessarily know that each other exists, e.g. “turn on the
light when the motion sensor is activated”; and (4) Causality queries, to better
understand how the current system operates, e.g. “why did the light turn on?”

We conducted (quasi-)controlled experiments with participants that were
asked to perform certain tasks with our system. The overall high success rate
shows that the system is intuitive enough to be used by people without significant
technological knowledge. It also shows that most challenges lie in the natural
language capabilities of the system, as it is hard to predict them any user queries
that have the same intrinsic meaning. We thus conclude that incorporating recent
NLP advances (that were beyond the scope of this paper) would have an high
impact in terms of making it more flexible to the many different ways (correct
or incorrect) that users articulate the same intentions.

Nonetheless, by doing a feature comparison, we can observe that Jarvis was
able to implement many features that current conversational assistants are lack-
ing, while simultaneously being more user-friendly than the available alternatives
to IoT management (such as visual programming approaches). As future work,
we believe that our approach could be improved by sometimes engaging in a
longer (but fragmented) conversation with the user, particularly when providing
causality explanations. This would allow the user to understand more informa-
tion at his own pace, but also because it would enable them to make changes to
the rules as the conversation unfolds.
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Abstract. Wireless sensor networks (WSN) are a collection of
autonomous nodes with a limited battery life. They are used in various
fields such as health, industry, home automation. Due to their limited
resources and constraints, WSNs face several problems. One of these
problems is the optimal coverage of a observed area. Indeed, whatever
the domain, ensuring optimal network coverage remains a very impor-
tant issue in WSNs, especially when the number of sensors is limited.
In this paper, we aim to cover a two-dimensional Euclidean area with a
given number of sensors by using genetic algorithm in order to find the
best placement to ensure a good network coverage. The maximum cov-
erage problem addressed in this paper is based on the calculation of the
total area covered by deployed sensor nodes. We first, define the prob-
lem of maximum coverage. For a given number of sensors, the proposed
algorithm find the best position to maximize the sensor area coverage.
Finally, the results show that the proposed method well maximize the
sensor area coverage.

Keywords: Wireless sensor networks · Sensors deployment · Area
coverage · Genetic Algorithm

1 Introduction

The rapid growth of wireless technologies and the decrease in their cost has made
it possible to generalize the use of Wireless Sensor Networks (WSN). Originally
used in the military field, this type of network is now present in several fields,
ranging from industrial monitoring to the measurement of environmental data,
home automation, fire detection, medical sector [9,11]. WSN applications have
therefore critical roles in daily life. Most of these applications have the task
of monitoring a target point or area, recording a reaction and transmitting it.
Broadly, a WSN is a collection of sensors which communicate thanks to some
wireless technologies. WSNs consist of small nodes that differ from traditional
networks within their communication and sensing ranges. Sensor nodes, sense the
physical phenomena located in the area and transmit the data collaboratively
to sink node. A sensor node can be either sensing, transmitting node, relay
c© Springer Nature Switzerland AG 2020
V. V. Krzhizhanovskaya et al. (Eds.): ICCS 2020, LNCS 12141, pp. 398–408, 2020.
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node or both of them together. Therefore, to perform their tasks, wireless sensor
networks must be effective.

Deployment is one of the important aspects that have a direct impact on the
WSN effectiveness. The deployment mechanisms of WSN can be classified into
two main categories: deterministic and non-deterministic [1,11]. The deployment
of a WSN affects almost all of its mains performance metrics, such as coverage,
connectivity, and network lifetime. Among these metrics, we focus on coverage.
Indeed for an effective design and employment of sensor networks in various
application scenarios, the coverage relies on numerous parameters. It reflects the
quality of monitoring a point or area by a sensor. In [10], coverage is defined as
how well or to how much extent each point of a deployed network is under the
vigilance of a sensor node. The coverage can be classified into three categories
[1,2]:

– Barrier coverage: The objective is to achieve an arrangement of sensors with
the task of maximizing the detection probability of a specific target penetra-
tion through the barrier.

– Point coverage: The objective is to cover a set of point (target) with known
position that need to be monitored. This coverage scheme focuses on deter-
mining sensor nodes exact positions while guarantee efficient coverage appli-
cation for a limited number of immobile targets.

– Area coverage: The main objective is to cover (monitor) a region and to
maximize the detection rate of a specific area. In this paper, we focus on this
type of coverage.

Most of the previous studies on this problem have focused on how to reduce
the number of sensors to cover the area. In our case, we examine the problem of
the maximum coverage of the area with a given number of sensors of the same
type. In real-life situations, due to cost considerations, the number of sensors is
often limited, but the requirement to cover an area as wide as possible is neces-
sary. As indicated in [12], depending on the objectives, the coverage problem can
be formulated in different ways. In this study, we aim to cover a two-dimensional
detection area by using a limited number of sensors to have the best network
coverage. Instead of using methods such as circle packing algorithms [5,8], we
use a Genetic Algorithm (GA). In addition, due to the random deployment of
the sensors, causing a probable overlap, we propose a new way as the evaluation
function of the GA to know the exact surface covered by sensors. To the best of
our knowledge, this method is not been used in the literature.

The rest of the paper is organized as follows: in Sect. 2 we briefly present
the related work on sensor deployment and maximum coverage. In Sect. 3, the
problem definition is provided, a mathematical modeling is proposed. In Sect. 4
the proposed approach is detailed and in Sect. 5, we present and discuss numer-
ical results. Section 6 concludes this paper and gives an overview of some future
works.
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2 Related Works

Optimal sensor placement for good and accurate measurement is essential for
data transmission in sensor networks. That’s why getting the best network cov-
erage is important. This problem is known as maximum coverage sensor deploy-
ment problem (MCSDP) and is known to be NP-hard. Several works have been
carried out in various situations to solve sensor placement for best area moni-
toring and they have presented their solutions with various algorithms.

Ozan Zorlu and Ozgur Koray Sahingoz proposed a genetic algorithm to
increase the coverage of an homogeneous wireless sensor networks [14]. The prob-
lem of maximum coverage that the authors address in this paper is based on the
calculation of the total area covered by the sensors. In the paper, the covered
area is tried to calculated by geometric formulas. They first describe the prob-
lem, then they formulate it for their genetic algorithm. In their proposal, they
seek to deploy a minimum number of sensor nodes which should not overlap and
not go beyond the observed area for maximum coverage. Their objective is to
maximize the area coverage while minimizing the intersection between sensor
nodes. Based on this formulation of the problem, they calculate the area cov-
ered by the deployed sensors. They reach the maximum coverage by varying the
parameters of the genetic algorithm and finally show the algorithm perform well
and is stable.

Based on previous work that applies genetic algorithms to sensor deployment
problems, Yourim Yoon and Yong-Hyuk Kim analyze the problem, its represen-
tation and its properties and propose a methodology which they consider new
and more adapted to the properties of genetic algorithms [12]. An effective eval-
uation method and a new standardization technique are also proposed. The
authors in this paper, adopt the Boolean disk coverage model and deal with the
zone coverage problem, which also addresses all points of the sensor field. In this
paper, as a new approach, they focus on the problem of maximizing the area
covered by the sensor field with a given number of sensors. For the notation of
the problem, they use the multidimensional multiple-choice knapsack problem.
In contrast to [14], they base their study on n static sensors of k types and each
type of sensor can cover a given area with an arbitrary fixed radius r1, r2, ..., rk.
They assume there is at least one sensor for each type of sensors. Their objective
is to find locations (x1, y1), (x2, y2), ....., (xn, yn) for all n sensors that produce the
maximum coverage for a given domain. So they proposed a novel normalization
method for the problem that could improve the performance of genetic algo-
rithms they use. This method tailored to the MCSDP to associate the search by
GAs with the original solution space. After presenting some GAs, (RANDOM,
PGA and MGA) that are without normalization, they propose the OPTGA
which, like MGA, uses the Monte Carlo method with an increasing number of
random samples to evaluate solutions, and rearranges the genes of the second
parent to minimize the distance sum before applying recombination. They then
make a comparison between their proposal and these algorithms and show that
their proposal is more stable and faster.
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With a different approach, Sami Mnasri and al have worked on target cover-
age and presented a mathematical model to provide a deployment scheme while
optimizing the target coverage of the location in an audio sensors networks [6].
They aim to optimize the placement of nodes with the most possible uniform
distribution of nodes (anchors and mobile nodes) around the target to locate. To
model the problem of target coverage considering the localization, they define
the objective function in two sub-functions (coverage and location), which they
then add. The sub-function objective for coverage is the ability of a mobile node
to compute coverage based on the targets covered, while that of the location
computes the ability for each target to be monitored by at least n nodes (mobile
or anchor). In doing so, they aim to optimize target coverage and location. They
publish thirteen constraints which constitute the rules of management of the net-
work and evaluate the performance of the proposed genetic algorithm in terms
of coverage rate, degree of coverage (k-coverage), number of iterations, and the
front Pareto.

Nguyen ThiHanh and in [4] based their work on the same problem formu-
lation as [12]. They proposed a genetic algorithm called MIGA, based on IGA,
to solve the problem of maximizing area coverage in a WSN with heterogeneous
sensing ranges. Their modified IGA algorithm, approaches the problem with a
new individual representation, a different heuristic initialization, a combination
of Laplace Crossover (LX) and Arithmetic Crossover Method (AMXO) opera-
tors, and a local search (VFA). K different types of sensors were used in the set
of sensor nodes, in which one type of sensor i has a detection range ri. The goal
of their work is to find an optimal placement scheme for all the sensor nodes
without overlapping so that the coverage of the area is maximized. To increase
the reliability of results, they provided an exact integral area calculation for the
fitness function for computing the area coverage corresponding to a given num-
ber of sensor nodes. At the end they compare the performance of their algorithm
with the performance of MIGA, IGA, PSO, DPSO, ICS and CFPA.

3 Problem Definition

The problem of deploying sensors for maximum coverage (MCSDP) aims to
cover as much as possible an area with a minimum number of sensor nodes. The
maximum coverage problem addressed in this paper is based on the calculation
of the total area covered by deployed sensor nodes. Our contribution is based
on GA and focuses on to choose the optimal positions of sensors for the best
coverage.

3.1 Assumptions

Let us consider n be the number of homogeneous sensors with identical sens-
ing range rs. We assume that each sensor has omnidirectional antena. We also
assume that the sensing range and the communication range are the equal. The
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detection by each sensor is modeled as a circle on the two-dimensional grid. The
center of the circle indicates the sensor and its radius indicates its sensing range.
The cover model is Boolean. Boolean disk coverage model might be the most
widely used sensor coverage model in the literature [4,7,12,14]. The coverage
function used is define by:

f(d(s, p)) =
{

1 if d(s, p) ≤ rs
0 otherwise. (1)

where d(s, p), the Euclidean distance between the sensor s and a point p is given
by:

d(s, p) =
√

(sx − px)2 + (sy − py)2 (2)

The observed area (A) to be covered with sensors is a rectangular region in
two-dimensional Euclidean space. Ideally, having a fully covered area is given
by:

Area(A) = nπr2s . (3)

The parameter of sensing range is generated from the real-world sensor in
formations as in literature [12–14].

3.2 Problem Formulation

The problem can be described as follows: we seek to have the maximum coverage
with a given number n of sensors of the same radius rs. We formulate that the
area really covered by the sensors, is the difference between the area of the surface
A that we note Area(A) and the sum of the areas of the sensors Area(Si). We
call this difference Coverage(A) and calculate as presented in Eq. (4):

Coverage(Si;A) = Area(A) −
n∑

i=1

Area(Si) (4)

However, due to several overlaps, calculating
∑n

i Area(Si) is not obvious.
For two or three sensors, this can be less complex. Figure 1 illustrates the case
with three sensors nodes.

Fig. 1. Three overlapped sensors coverage
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We note the area covered by the three sensors in Fig. 1, Area(S1 ∪ S2 ∪ S3).
Finding this area, would mean sum up the areas of the sensors and then subtract
the sum of the areas of the intersections, being careful not to remove the same
intersection area several times. This gives us:

Area(UN
i=1Si) =

n∑
i=1

Area(Si) − (
n∑

i=1

n−1∑
j=i+1

Area(Si ∩ Sj) (5)

This makes the task more complex when the number of sensors exceeds three.
Found the total area covered by four or more sensors is mathematically very
complex (Fig. 2).

Fig. 2. Four overlapped sensors coverage

Based on the above, we formalize the problem as follows:

Object =
{

maximize Area(UN
i=1Si)

subject to (xi, yi) ∈ A, i = 1, 2, ......, n.
(6)

4 Genetic Algorithm

4.1 Genetic Framework

Genetic Algorithm (GA) is a widely used optimization algorithm, and it has
been used frequently in different applications especially in WSN. It is an opti-
mization method which is based on natural selection, the process that drives
biological evolution. Especially, when no deterministic methods exist GA are
used and it performs well. This technique is based on basic principles. First,
it works on an initially random population of individuals, each representing a
solution of the problem being addressed. Each solution is represented by a geno-
type or chromosome and is expressed as a phenotype. It is then necessary to
develop an evaluation function (fitness) that distinguishes the best performing
phenotype. The latter have a higher probability of bequeathing their genotype
to their offspring. The rules governing this gene transfer are described in the
form of genetic operators. Three operators are required:
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– The selection operator which describes how the candidates are chosen for
recombination;

– The crossover operator is the main operator and corresponds to the method
used to order mix the parents in order to generate offspring;

– The mutation operator, used to add diversity to the population.

Algorithm 1. Genetic algorithm’s steps
1: Generation of a random population;
2: Evaluation for each individual;
3: Selection of individuals for recombination;
4: Generation of offspring thanks to a crossover operator;
5: Using mutation of offspring;
6: Go back to step 2 until stop criterion is met.

In the proposed genetic algorithm, we represent a chromosome as a set of n
sensors with different geographic coordinates. Figure 3 shows the structure of a
chromosome.

x1 y1 x2 y2 ......... xn yn

Fig. 3. Representation of our chromosome

4.2 Evaluation of a Solution

As shown in Sect. 3, calculating the total area covered by sensor nodes with
mathematical formulas is very hard to apply. Sensors can have one or more
overlapping zones and this calculation when the number of sensor nodes is equal
or greater than four is complex.

In this paper, we evaluate the area covered by considering each sensor node as
an image and proposing another and new way to find the area covered. Indeed,
we simulate a two-dimensional surface as a background with a number of 0.
The number of 0 depends on the resolution initially selected. For example, a
surface of 10 × 20 with a resolution of 0.5 will provide a table of 20 × 40 of 0
in the matrix. The circular stamp is the square of 0 which is entirely filled by
a circle formed by 1. The size of the circle is based on a radius defined in the
chromosome. Each chromosome provides the x and y axes of the position of the
circles within the defined rectangular area as well as the proposed radius rs of
the circles. The coordinates x and y change with each generation so that at the
end we have the best positions. Finally, the program counts the number of 1
inside the rectangular field. Coverage corresponds to found by the ratio between
the number of 1 and the initial number of 0. The following pseudo-code briefly
summarizes how we arrive at the final result:
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Algorithm 2. Evaluation function
1: Simulated a two-dimensional surface A as a background included a numerous of 0;
2: Counts the number of 0 inside A;
3: a ← number of 0;
4: Circular Stamp is the square of 0 which is fully filled by a circle shaped by 1;
5: The diagonal of the circle is based on a defined radius in the chromosome;
6: Each chromosome provides the x-axes and y-axes of circles position inside A;
7: Put the center of a stamp on the position of defined circles in the chromosome;
8: Count the number of 1 inside A;
9: if Overlap between circle then

10: Count once 1 in the overlapped area;
11: else
12: Count number of 1;
13: end if
14: if Circle goes outside of A then
15: Count only the 1 that are inside;
16: else
17: Count number of 1;
18: b ← number of 1;
19: end if
20: Coverage = b/a × 100;

5 Experimental Results

In this section, we evaluate our proposal. Let N be the size of the population. In
our study, a population of N = 100 individuals was used. The population con-
sists of N genotype, and each genotype is a set of n = 15 sensors. The genetic
algorithm ends after 350 iterations. As crossover and mutation operators, BLX-α
and the Gaussian mutation are respectively used [3,13]. Pc and Pm are respec-
tively the crossover and mutation rate and the sensing area A is a rectangular
of dimension 100 × 90.

Unlike the other methods listed in the literature review, ours puts itself in
a real deployment situation, and takes into account overlapping between one or
more sensors to calculate and give the maximum coverage rate. Several tests have
been done. Figure 4 show the initial deployment at the beginning of the algorithm
of one of these tests. At each iteration the positions of the sensors are displayed
and at the end, the best population (Fig. 5) and the final position of sensors
(Fig. 6) are given. For each set of values coverage - crossover, coverage-number of
sensor, coverage-permutation and coverage - iteration, we have conduced several
experiments which show that we can reach a coverage rate of up to 88%. For
the cases shown in Fig. 5 and Fig. 6 we reach 85% of coverage rate. The results
showed our algorithm is efficient and the proposed approach produces better
coverage than initial deployment.
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Fig. 4. Initial random deployment Fig. 5. Best population

Fig. 6. Final position of sensors

Table 1 and Table 2 shows respectively the variation in the coverage rate as a
function of the percentage of crossover and the variation in the coverage rate as a
function of the number of sensors. For Table 1 the number of sensors is unchanged
and the permutation rate is Pm = 0.1 and for Table 2 the permutation rate is
Pm = 0.1 and crossover rate is Pc = 0.7 (Fig. 7).

Table 1. Coverage rate according to crossover

Crossover percentage 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Coverage rate 75.5 77.1 73.35 76.61 79.3 75.9 80

Table 2. Coverage rate according to number of sensors

Nb sensors 10 12 14 15 17 20 22

Coverage rate 65 70.52 74.1 78.37 76.35 76.76 74.73
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Fig. 7. Coverage rate according to number of sensors

Keeping the number of sensors and the parameters fixed, we carried out
several tests, some of the numerical results of which are listed in Table 3. These
tests show a coverage average of 77.36% and a standard deviation of 2.14. This
significant standard deviation shows that on average the coverage rate between
two tests varies slightly and hovers around 77%.

Table 3. Coverage rate according to number of test

Nb sensors 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Coverage rate 73.63 77.22 79.18 73.67 75.93 75.96 76.48 76.25 79.88 77.43 78.66 79.63 79.25 79.86

6 Conclusion

Wireless sensor networks are used in several fields. Thus, covering an area as
much as possible, with a limited number of sensor nodes is a major problem.
This problem is called the Maximum Coverage Sensor Deployment Problem
(MCSDP). Due to the increasing number of sensor nodes, and the likely over-
laps of these nodes during deployment, this problem cannot be resolved using
discrete mathematical formulas. This paper presents a solution to this problem.
We have formally defined the problem of maximum coverage sensor deployment
(MCSDP), which occurs frequently in real world applications. Given this defini-
tion, we proposed a new method for the evaluation of the areas of sensor nodes
by combining this method with a genetic algorithm. Our approach, tested with
homogeneous sensor nodes shows the effectiveness and the efficiency of the pro-
posed system. In future work, it is planned to include obstacles and areas that
do not require coverage in the deployment space and also use this approach for
heterogeneous sensor nodes.
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Abstract. Information and Communication Technology has provided
society with a vast variety of distributed applications. By design, the
deployment of this kind of application has to focus primarily on com-
munication. This article addresses research results on the systematic
approach to the design of the meaningful Machine to Machine (M2M)
communication targeting distributed mobile applications in the context
of new emerging disciplines, i.e. Industry 4.0 and Internet of Things.
This paper contributes to the design of a new architecture of mobile
IoT solutions designed atop of the M2M communication and composed
as multi-vendor cyber-physicals systems. The described reusable library
supporting this architecture designed using the reactive interoperabil-
ity archetype proves that the concept enables a systematic approach to
the development and deployment of software applications against mobile
IoT solutions based on international standards. Dependency injection
and adaptive programming engineering techniques have been engaged
to develop a full-featured reference application program and make the
proposed solution scalable and robust against deployment environment
continuous modifications. The article presents an executive summary of
the proof of concept and describes selected conceptual and experimen-
tal results achieved as an outcome of the open-source project Object-
Oriented Internet targeting multi-vendor plug-and-produce interoper-
ability scenario.

Keywords: Industrial communication · Industry 4.0 · Internet of
Things · Machine to Machine communication · OPC Unified
Architecture

1 Introduction

Information and Communication Technology has provided society with a vast
variety of new distributed applications. By design, the deployment of this kind of
applications has to focus primarily on communication technologies. This article
addresses further research on systematic design of Machine to Machine (M2M)
communication [9,11,19,21] targeting distributed mobile applications in the con-
text of new emerging disciplines, i.e. Industry 4.0 (I4.0) [20] and Internet of
Things (IoT) [3,22]. New architecture is proposed for IoT solutions designed
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atop of M2M communication deployed as multi-vendor cyber-physicals systems
[20]. The architecture is backed by a proof of concept reference implementation.

All of the applications designed atop of network communication can be
grouped as follows:

– human-centric - information origin or ultimate information destination is
an operator,

– machine-centric - information production, consumption, networking, and
processing are achieved entirely without human interaction.

A typical human-centric approach is a web-service supporting, for example,
a web UI to monitor conditions, and manage millions of devices and their data
in a typical cloud-based IoT approach. It is characteristic that, in this case,
any uncertainty and necessity to make a decision can be relaxed by human
interaction.

Coordination of robots behavior in a work-cell is a machine-centric exam-
ple. In this case, it is essential that any human interaction is impractical or even
impossible. This interconnection scenario requires the machine to machine com-
munication (M2M) demanding multi-vendor devices integration. From the M2M
communication concept, a broader concept of a smart factory can be derived.
In this concept, the mentioned robots are only executive parts of an integrated
supervisory control system responsible for macro optimization of any industrial
process composed into one whole. This approach is called the fourth industrial
revolution and coined as Industry 4.0. It is worth stressing that machines - or
more general parts - interconnection is not enough, and additionally, parts inter-
operability has to be expected for the deployment of this concept.

Examining the information exchange over a network, the first challenge to
be faced up is information reusability and security. The second challenge is how
to make the mentioned machines interoperable if they are provided by a vast
variety of vendors.

M2M communication requires information exchange technology. Unfortu-
nately, information is an abstract knowledge and, hence, cannot be directly pro-
cessed/transferred using technical means. Fortunately, there is a solution that
overcomes this issue, i.e. the information must be represented as bitstreams called
data. To make this representation useful in the context of information processing
there must be defined semantic and syntax rules called semantic-context. The
syntax is used to validate the correctness of the bitstream, and the semantics
rules associate meaning to the correct bitstreams.

Going beyond the smart factory realm, a similar concept may be used to
make any general-purpose entities interoperable. Finally, we get cyber-physical
systems where a variety of entities may be aggregated into distributed informa-
tion processing solutions. In this case, we are opening the public connectivity
domain, which requires a globally scoped infrastructure, i.e. the Internet. Par-
ties interconnected over any network require special precautions that must be
taken against malicious users to assure the best possible level of security. It is
especially crucial if public resources are used to exchange data. To address this
security demand suitable protection methods may be applied to:
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– network traffic - accomplished using intermediary devices to enforce traffic
selective availability based on predetermined security rules against unautho-
rized access,

– data transfer object (DTO) - accomplished using cipher algorithms
against bitstreams formatted as a message traversing the network and con-
taining process data.

Fig. 1. Interactive/reactive communication

For any generic solution address-
ing the design of the cyber-
physical system, the data holder
mobility must be considered as
well. Mobile data means that it
may come from mobile devices
or be generated in unpredictable
attachment points. If the data
places exposition is arbitrary it
means that the data appear-
ance must be recognized and pro-
cessed as an event. A good exam-
ple of this scenario is a prod-
uct (e.g. hygiene goods, cosmetics,
drugs, etc) global tracking system
- an application domain where
the IoT term has been coined
[3,22]. One of the arguments for
the IoT is allowing distributed yet
interlinked devices, machines, and
objects (data holders) to interact
with each other without relying
on human interaction to set-up and commission the embedded intelligence. In
case any kind of mobility has to be considered, the next engineering challenge
is dynamic discoverability on the network and the possibility of establishing the
semantic and security contexts of the parts composing the IoT application.

The remainder of this paper is structured as follows. Section 2 presents the
generic architecture that is to be used as a foundation for further decisions
addressing the systematic design of the multi-vendor cyber-physical systems. It
focuses on the reusability and security of data processing. In Sect. 3 open and
reusable software model is presented. It promotes a reactive interoperability pat-
tern and a generic approach to establishing interoperability-context. A reference
implementation of this archetype is described in Sect. 4. The most important
findings and future work are summarized in Sect. 5.

2 Machine to Machine Interoperability

In this section, the most important features of the mobile applications compliant
with the more general IoT concept have been abstracted to settle a foundation
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for a further discussion addressing systematic design, development, and deploy-
ment methods and tools. A detailed description of this model is covered by [19].
A starting point for further discussion is a generic architecture of the Machine to
Machine (M2M) interoperability presented in Fig. 1. It can be used as a design
foundation of the cyber-physical systems. In this approach the following classes
have been distinguished:

– Server - the front-end component of the server software application,
– Client - the front-end component of the client software application,
– Interactive Application - a framework supporting the client-server communi-

cation pattern,
– Publisher - a part derived from Reactive Application and implementing Pub-
lisher role,

– Subscriber - a part derived from Reactive Application and implementing Sub-
scriber role,

– Reactive Application - a framework supporting the publisher-subscriber com-
munication pattern,

– Distribution Channel - a set of intermediary network nodes interconnected
by communication links carrying the published messages to the destination
delivery points,

– Address Space Management - maintenance services of the Address Space,
– Address Space - an instance of an address space that can be recognized as a

replica of the underling process,
– Information Model - a formal model defining the syntax of the exchanged

process data,
– Raw Data - data origin representing information describing the underlying

process state and behavior.

It is essential, that the proposed architecture has no single point where human
interaction is possible in compliance with the requirements of the M2M commu-
nication concept. In [19] it is recommended how the OPC Unified Architecture
international standard may be mapped partially on this architecture to satisfy
multi-vendor environment requirements.

M2M communication must assure the reusability od the process data. It could
be accomplished as a result of the available communication patterns (Fig. 1):

– session-oriented - the data source and ultimate data destinations are tightly
coupled by a connection-oriented relationship established between Server and
Client entities,

– sessionless - the data source and ultimate data destinations are loosely cou-
pled by Distribution Channel carrying the process data over the network.

The session-oriented client/server archetype is the data exchange scenario
that requires establishing, in advance, a session relationship before any process
data can be sent over the wire. In this case, the connection-oriented services
set up a virtual link making a tight relationship between the communicating
parties. The session is responsible for retaining state information about each
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communicating party for the duration of multiple requests. In this scenario,
data sharing is supported because many data destinations may establish an
independent session with the Server at the same time and, as a result, access
the shared data.

The sessionless archetype is a message distribution scenario where senders of
messages, called publishers, do not send them directly to specific receivers, called
subscribers, but instead, categorize the published messages into topics without
knowledge about which subscribers if any, there may be. Similarly, subscribers
express interest in one or more topics and only receive messages that are of inter-
est, without knowledge about which publishers, if any, there are. In this scenario,
the publishers and subscribers are loosely coupled by Distribution Channel fil-
tering, buffering and routing the messages to preselected delivery points. They
are decoupled in time, space and synchronization [5].

In the session-oriented communication scenario to establish a new session,
the client must send an originating request (Connect) over the network to the
server exposing relevant data. In some circumstances, it may be difficult or even
impossible because of the following (Sect. 1) restrictions related to the Internet-
based cyber-physical systems:

– traffic asymmetry - intentional limits of the network traffic propagation for
the security reasons, for example, enforced by a firewall,

– mobility - due to data origin mobility the network node may need to move
from one attachment point to another losing its previous endpoint address.

The Server - hidden behind the firewall (omitted in Fig. 1 for sake of sim-
plicity) to protect the data origin against malicious users - is an example of
asymmetric behavior of the network traffic. It causes that the in front client
instances cannot efficiently send the originating session request to the server.
A similar issue is encountered if the server exposing the process data from the
underlying origin is mobile, i.e. the network attachment point could change, and,
as a result, the network address is not deterministic. In both scenarios, the ses-
sionless scenario may be employed to address this connectivity limitation issue.
It is the main reason for selecting a sessionless pattern to be engaged as a com-
munication foundation to implement M2M interoperability over the Internet.

In [15] the Object-Oriented Internet concept is proposed as a systematic app-
roach to be a foundation of M2M meaningful communication targeting session-
oriented archetype. It is derived from well-known Object-Oriented Programming
(OOP), which is a paradigm defining objects and their interactions to design
computer programs. The goal is to provide a generic solution for publishing and
updating information in a context that can be utilized to describe and discover
it. Now the possibility to expand this concept addressing the sessionless scenario
is researched.

To make two parties interoperable both must use the same semantic-context
to assign the information (meaning) to bitstreams (data) exchanged over the
wire (Sect. 1). In other words, there must be a shared understanding of the
mutually processed data. In general, the semantic-context may be agreed upon at
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runtime or design-time, but always in advance. According to the proposed model,
this process is supported by the Address Space, Address Space Management,
and Information Model concepts, which may be partially implemented [19] in
compliance with the OPC UA standard [1,2,18].

The runtime approach is straightforward after establishing the session
because the session is a tight relationship that can be used to exchange appro-
priate metadata [15]. In the context of the metadata exposed by the mentioned
entities, the client can select what data it is interested in and implement neces-
sary rules to establish the semantic-context using the Server services. Because
there is no similar tight relationship between the Subscriber and Publisher, the
Subscriber must deal with this issue in the reactive rather than proactive way.
Lack of standardization in this respect (for example in the OPC UA PubSub
[2]) shall be recognized as an interoperability issue that is difficult to overcome
in the multi-vendor environment.

Protecting data exchanged over the network requires shared security arti-
facts that have to change over time to increase the protection strength. It needs
a dynamic but stateful relationship between the data source and the ultimate
data destination. The session makes the communication parties tightly coupled
and therefore may be used as the foundation for establishing also a stateful
security-context. In case the sessionless communication pattern is considered
the only option is the indirect security-context established using out-of-band
communication means. Again, this procedure must be precisely described by an
interoperability standard in the multi-vendor environment.

3 Reactive Interoperability Domain Model

As it was pointed out in Sect. 2 the Subscriber must deal with data exchange
and establishing a semantic-context coupled with security-context in reactive
rather than a proactive way. In Fig. 2 a generic domain model of the reactive
interoperability archetype is proposed. The Publisher and Subscriber are derived
from a generic Reactive Application class, which represents common function-
ality. They express the publisher and subscriber roles behavior accordingly and
fulfill more specific functionality aimed at allowing message centric communica-
tion where the primary relationship between process data origin and ultimate
data destination is the shared understanding of:

– semantics (meaning) of exchanged process data encoded into and carried by
a Message,

– the syntax and semantics of Messages that include the process data,
– a common Distribution Channel.

In this relationship pattern the Publisher is responsible for the encoding
of the process data into Message entities and for pushing the messages to the
Distribution Channel. The Distribution Channel accomplishes a set of virtual
communication routes interconnecting the Publisher and Subscriber instances.
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The Distribution Channel is a composition of Intermediary network nodes inter-
connected by communication links. The Intermediary performs messages multi-
casting, cloning, filtering, queueing, and forwarding to carry a copy of the Mes-
sage from the Publisher to all interested Subscribers. This way a virtual path
traversed by Messages is created. The mentioned functionality is parametrized
using Topic values and the Message entities content attributed by metadata.
This asynchronous delivery scenario (colloquially speaking ‘fire and forgot’) may
be recognized as message centric communication.

Fig. 2. Reactive interoperability model

At preparation time, the sub-
scribers express an interest in one
or more topics and, by design,
they receive only messages that
are of interest, without knowl-
edge about which publishers, if
any, there are. As a result, the
message must be self-contained
and meaningful also outside of
the process data origin context.
To implement this functionality,
the Subscriber instances have to
parametrize the routing behav-
ior of the Distribution Channel
after association with Distribu-
tion Channel. Finally, the mes-
sages are pulled and processed by
the Subscriber. Fulfilling this role
the Subscriber entities are being
reactive. It means that they don’t
take any initiative or make strategic decisions at runtime. Because in this sce-
nario the Publisher uses push operation to forward messages and the Subscriber
uses pull operation to recover messages, the end-to-end interconnection is lim-
ited to one way only. It is worth stressing that two independent communication
channels and role coupling are required to obtain bidirectional communication.

The proposed domain model (Fig. 2) allows the implementation of all possible
multiplicity relationships between the process data origin and ultimate data
destination. For example, 2..* to 0..* relationships are important if data origin
redundancy is required. 1..* to 2..* relationships may be considered if the same
data should be processed in many locations and/or for a variety of reasons.

In the presented domain model, the Publisher and Subscriber instances are
loosely coupled. It means that their interoperability is not based on a common
context established directly between communicating parties similar to a session.
Instead, the interoperability semantic-context must be created against the Topic
values. It makes the Topic metadata a vital factor that has to contribute to the
behavior of the Intermediary nodes and a piece of common knowledge that is
required to establish interoperability.
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Nevertheless, a prerequisite for establishing interoperability of the commu-
nicating parties is an underlying semantic-context that must be created at
the preparation step. For the session-based communication pattern, in advance
exchange of control messages is applied for this purpose. By design, any bidirec-
tional exchange of messages is unacceptable for the publisher-subscriber com-
munication pattern. A variety of solutions can be applied in this case but all can
be derived from one of the following approaches or combination thereof:

– static - based on consistent or common configuration files,
– dynamic - based on the out-of-band communication between the Publisher -
Subscriber and Distribution Channel instances,

– remote - based on the out-of-band communication between an independent
configuration server and Distribution Channel instance,

– attributed - based on metadata (attributes) added to the messages by the
forwarding mechanism.

Security between the process data origin and ultimate data destination refers
to data protection measures against malicious users. The main tasks of the secu-
rity mechanism aim at protecting against unauthorized data access, guaranteeing
data consistency and non-repudiating while Message is transferred by the Inter-
mediary nodes. Implementation of any security mechanism requires common
knowledge of:

– cipher algorithms - mathematical formula necessary to protect the data
concerned,

– keys - arbitrary streams of bits applied as actual parameters of the cipher
algorithms.

If security requires common knowledge it must be deployed based on a mutu-
ally shared entity, e.g. session, link, semantic-context, etc. Security integrated
with the session is a typical approach for the tightly coupled scenario. Links
interconnect adjacent Intermediary nodes, but applying link-based security we
must deal with a collection of security contexts and hop-by-hop security. This
security aggregation approach is recognized as not robust because it is prone to
a man-in-the-middle attack. Using semantic-context or establishing an indepen-
dent context for the security purpose enables the implementation of the end-to-
end security between publishers and subscribers that must be a common har-
monized activity represented as the Security Key Management in Fig. 2. This
architecture enables the implementation of the security artifacts management
using practically any centralized or distributed technology including but not
limited to the blockchain [12].

Because the interoperability of the Reactive Application is based on the
semantic-context shared at the preparation step, the Configuration Management
services have to be considered as a common activity.
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4 Reactive Interoperability Implementation

This section covers an analysis of how to use the proposed domain model (Sect. 3)
to make strategic design decisions and distribute functionality to reusable loosely
coupled parts using the dependency injection software engineering and adaptive
programming using the approach proposed in [16].

Fig. 3. Reactive interoperability implementation

The Reactive Interoperability
concept has been implemented
as an open-source library named
SemanticData in the project
Object-Oriented Internet [17]
designed to be a foundation
for developing application pro-
grams that are taking part in the
message-centric communication
pattern. From the above discus-
sion, we can learn that the main
design decisions must concern
standardization and flexibility.
Standardization needs the selec-
tion of an international inter-
operability specification to make
the library ready to be adopted
by the multi-vendor environ-
ment. Flexibility requires an
architecture that promotes the
polymorphic independent implementation of essential functions.

Piece by piece integration of a cyber-physical system using multi-vendor
products requires that M2M communication employs international standards
as the interoperability foundation. Following the presented conclusions, OPC
Unified Architecture Part 14 PubSub [2] is selected in this respect. By design,
this standard should support the required publisher-subscriber communication
pattern. Unfortunately, as it is pointed-out in Sect. 3, it covers only partially the
requirements of the applications concerned. It must be stressed that by design it
provides only an abstract specification. Abstract means that the standard must
not limit the implementation strategy. This relationship shall be recognized as
the proof of concept to verify that the implementation of the proposed model is
feasible to be compliant with the selected standard as envisioned and open to
support all functionality required to establish the interoperability context.

For many parts of the Reactive Application domain model (Sect. 3) a poly-
morphic approach to implementation is required. To promote the polymorphic
ready solution the following concepts have been adopted:

– separation of concerns - to allow an independent development of the
parts [8],

– dependency injection - to allow late binding of separately implemented
parts [6].
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In Fig. 3 the implementation architecture of the Reactive Application is pro-
posed. The common functionality has been implemented as the Software Devel-
opment Kit (SDK) available as the NuGet package [17]. To promote the poly-
morphic approach, it has the factory class DataManagementSetup that is a
placeholder to gather all injection points used to compose external parts. To
be injected the parts must be compliant with appropriate contracts expressed
as the following interfaces representing the following functionality:

– IBindingFactory - bidirectional data exchange with the underlying process,
– IConfigurationDataFactory - the configuration data access,
– IMessageHandlerFactory - pushing the Message entities to/pulling from Dis-
tribution Channel (Fig. 2),

– IEncodingFactory - searching a dictionary containing value converters.

It is expected that the functionality implementation represented by these
interfaces is provided as external composable parts.

4.1 Process Data Access

The DataRepository represents data holding assets in the Reactive Application
and, following the proposed architecture, the IBindingFactory interface is imple-
mented by this external part. It captures functionality responsible for accessing
the process data from LocalResources. The LocalResources represents an exter-
nal part that has a very broad usage purpose. For example, it may be any kind
of the process data source/destination, i.e. Raw Data or Address Space Manage-
ment (Fig. 1). By design, the DataRepository and associated entities, i.e. Local
Resources, Consumer, Producer have been implemented as external parts, and
consequently, the application scope may cover practically any concern that can
be separated from the core Reactive Application implementation.

Depending on the expected network role the library supports the external
implementation of:

– Consumer - entities processing data from incoming messages,
– Producer - entities gathering process data and populating outgoing messages.

The Consumer and Producer parts are derived from the DataRepository
(Fig. 3). The Consumer uses the IBindingFactory to gather the data recovered
from the Message instances pulled from the Distribution Channel. The received
data may be processed or driven to any data destination. The Producer mirrors
the Consumer functionality and, after reading data from an associated source,
populates the Message using the gathered data.

4.2 Configuration Management

Based on the domain model analysis we can infer that the interoperability of
communicating parties requires establishing a semantic-context and security-
context between them in advance. The Topic based semantic-context is a foun-
dation to ensure a common understanding of the process data encoded into the
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Message instances. On the other hand, the security-context assures mutually
shared security artifacts (i.e. cipher algorithms, keys, etc.) used to protect the
Message as one whole. Both are necessary for handling messages. It is assumed
that the security-context is established on top of the semantic-context. In that
approach, the data is recognized as a principal of the security measures and the
topic is regarded as a name of a collection containing the Message instances that
are to be protected using the associated security-context independently of the
endpoints that produce or consume them.

Therefore, a prerequisite for establishing interoperability of the communicat-
ing parties is an underlying semantic-context that must be created at the prepa-
ration step. In the proposed implementation, realization of this step is based on
the configuration using the implementation of the IConfigurationDataFactory
interface.

Decoupling of this functionality implementation from the functionality acti-
vation using an abstract contract and late binding mechanism allows:

– implementation of practically any configuration management scenario,
– modification of this functionality later after releasing the library or deploying

the application program in the production environment.

The preparation phase concerns all the parts composed to make a running
instance of the application program using the dependency injection approach to
allow separate development and late binding. This approach makes any modi-
fication straightforward at any development and maintenance stage. From the
end-user point of view, the composition process of the running program using
independently developed parts is invisible. Because in any case a single program
instance is created in a typical approach, we shall expect a commonly shared
configuration mechanism providing mutually exclusive parameters to separately
developed parts. This scenario has been addressed by the proposed implemen-
tation thanks to making the configuration expandable.

4.3 Distribution Channel Access

Messages preparation and the pull/push operations, which are essential to get
access to Distribution Channel require an implementation of the interfaces IEn-
codingFactory and IMessageHandlerFactory.

The IEncodingFactory is used by the SDK to encode and decode the Message
entities. To make the parties associated with the same Distribution Channel
interoperable they all must use the same Message syntax. Implementation of the
IEncodingFactory should address one of the options defined in the specification:
JSON or binary.

The IMessageHandlerFactory creates object supporting operations: pull
incoming messages from and push outgoing messages to adjacent Intermedi-
ary embedded in an abstract Distribution Channel (Fig. 2). To fulfill this task
it has to use a concrete protocol stack. The OPC UA PubSub [2] specification
lists the following protocol stacks:
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– UDP - UDP protocol [13] that is used to transport UADP NetworkMessages,
– Ethernet - Ethernet-based protocol that is used to transport UADP Net-

workMessages,
– AMQP - Advanced Message Queuing Protocol (AMQP) [7] that is used to

transport JSON and UADP NetworkMessage,
– MQTT - Message Queue Telemetry Transport (MQTT) [4] that is used to

transport JSON and UADP NetworkMessage.

The library [17] contains a reference implementation of the IMessageHan-
dlerFactory for the UDP protocol. Because the UDP protocol is used as the
Distribution Channel, the external filtering of massages is possible only based
on the IP address. In this case, the destination port and multicast IP address
combination may be recognized as the Topic (Sect. 3). Unfortunately, the Pub-
Sub specification doesn’t provide any mapping outline addressing the question
of how to express Topic for a particular underlying communication stack. Addi-
tionally, it seems difficult or even impossible to create any directory services
based on the IP addressing mechanism because it is used for nodes identification
and localization on the global network, but not to express data semantics (data
meaning). To overcome this limitation it is proposed to use globally unique iden-
tifiers of types defined in compliance with OPC UA Information Model [10,14]
as the Topic entities to establish semantic-context and security- context of the
reactive assets interoperability. In this approach, the filtering and multiplex-
ing functionality must be embedded locally in the implementation of the UDP
communication stack.

It is worth stressing that the proposed separation of concerns and dependency
injection approach make the architecture ready to utilize ANY Protocol that
supports transparent data transfer over the wire (Fig. 3).

5 Conclusions

Based on the architecture proposed in [19] and abstracted in Sect. 2 the session-
less and session-oriented communication patterns are examined against the IoT
requirements reviewed in Sect. 1. The discussion concludes that the connection-
less pattern better suites issues related to the assets mobility and traffic asymme-
try that is characteristic for the application domains concerned. Additionally, to
promote interoperability and address the demands of the M2M communication
in the context of a multi-vendor environment the implementation of products
derived from the proposals must be compliant with the selected international
standard. The mapping of this architecture and OPC UA is discussed in [19].

In Sect. 3 a generic domain model of the reactive interoperability archetype
is introduced. It has been designed based on the above-mentioned findings. The
main goal is to provide a foundation for the future development of standards,
best practice rules and supporting reusable frameworks. It was pointed out that
improvements of the existing interoperability standards addressing the reactive
interoperability based on the publisher-subscriber archetype, e.g. OPC UA Pub-
Sub [2], AMQP [7] and MQTT [4] shall be scoped on establishing the semantic
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and security contexts. Considering best practice rules it is worth stressing that
the process of establishing an interoperability context is based on the firm but
abstract rules. However, the concrete implementation must be flexible enough to
deal with a variety of polymorphic algorithms. Addressing the development of a
reusable framework needs the proposed model to be backed by proof of concept,
i.e. a reference implementation described in Sect. 4.

The main aim of Sect. 4 is to present the experience gained during the imple-
mentation of the reactive interoperability concept outlined in Sect. 3. This con-
cept was implemented consistently with the Object-Oriented Internet paradigm1

[17] worked out in an open-source project. The domain model proposed in Sect. 3
is used to make significant implementation decisions. The description of a refer-
ence application program implementation proves that it is possible to design uni-
versal architecture targeting reactive interoperability as a consistent part of the
Object-Oriented Internet concept compliant with the OPC UA PubSub [2] inter-
national standard. According to the presented implementation and evaluation,
using the dependency injection and late binding, the application program can
be seamlessly adapted to the production environment and scales well.

The results presented in the article prove that the composite nature of the
disciplines concerned can be relaxed by the composite nature of the running
programs and postponing parts binding up to the system deployment stage. It
also improves flexibility and adaptability of the existing solutions against any
modification of the production environment including but not limited to the
selected interoperability standard change.

Future work is focused on Machine to Sensors connectivity based on Process-
Observer concept introduced in [15]. By design, it allows access to plant floor
devices using a variety of Fieldbus industrial network protocols. The main goal
of this project is to prove that, based on the presented results, the fetching
data from Process-Observer will make the factoring of the structural data as the
composition of simple data possible.
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Abstract. Performance evaluation in Internet of Things (IoT) networks
is becoming more and more important due to the increasing demand for
quality of service (QoS). In addition to basic statistical properties based
on the distribution of interarrival times of packets, actual network traf-
fic exhibits correlations over a wide range of time scales associated with
long-range dependence (LRD). This article focuses on examining the
impact of both LRD and number of nodes that transmit packets in a
typical IoT wireless local network, on performance of the backhaul link.
The analysis of latency and packet loss led to an interesting observation
that the aggregation of packet streams, originating from single nodes,
lowers the importance of LRD, even causing an underestimation of per-
formance results when compared to the queueing system with Markovian
input.

Keywords: IoT wireless network · Backhaul link · Long-range
dependence · Traffic analysis · Performance evaluation

1 Introduction and Related Work

Internet of Things (IoT) wireless networks integrate many physical devices and
sensors that send data through wire or wireless connections and have different
architectures (e.g. fog, edge, cloud). Because of the heterogeneity of IoT sys-
tems it is not easy task to design reliable and efficient communication systems
[8]. One of the big issue is energy consumption, which depends on: incorrect
selection of the microcontroller, energy-inefficient software [3] or communica-
tion protocol parameters [12]. Another big issue is the impact of offered load on
quality of service (QoS) and quality of experience (QoE), especially for interac-
tive or streaming services. There are two main measures in terms of QoS that
relate to end-to-end connection performance: packet loss and latency. This article
presents the results of these measures for different scenarios, taking into account
long-range dependent (LRD) feature of the traffic.

Wireless communication in IoT networks is usually based on one of the Medium
Access Control (MAC) protocols: Time Division Multiple Access (TDMA) or
c© Springer Nature Switzerland AG 2020
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Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA). In TDMA
protocol each node is assigned a time slot for data transmission in a predetermined
order. The main disadvantage of this system is that it requires accurate synchro-
nization, which reduces the efficiency of the entire system. The second MAC pro-
tocol widely used in IoT systems is well known CSMA/CA (example use: IEEE
802.11 family, IEEE 802.15.4, etc.), that was extensively studied in many arti-
cles. Comprehensive study on the throughput, delay and stability performance
of CSMA networks was presented in [6]. The problem of stable throughput and
bounded mean delay was discussed in [24]. Another interesting contribution in
the area of CSMA/CA protocols was a proposition of Handshake Sense Multi-
ple Access with Collision Avoidance (HSMA/CA) protocol [19], which protects
a densely deployed network from the classical hidden and exposed terminal prob-
lems. This idea was developed using Markov modeling and simulations. Recently,
authors of [9] considered maximum effective throughput and suggested that the
minimum mean access delay parameter of CSMA/CA system is of great practical
interest.

Network traffic affects the reliability and performance of a network. Infor-
mation on the statistical distribution of interarrival times of packets is not suffi-
cient for evaluation of network performance, since actual network traffic exhibits
second-order properties associated with long-range dependence (LRD) [1,20]. It
is very important to consider LRD, because of the impact on queueing per-
formance [16]. Many models were developed from the properties of fractional
Gaussian noise [17] or fractional autoregressive moving average process [4]. One
of the most popular model that incorporates LRD properties is on/off source,
recently analyzed in [25]. There is also a modified version of the Pareto on/off
model [13], which is used further in this article.

Network traffic analysis and modeling is crucial for design and implementa-
tion of efficient and reliable transmission networks. It helps explain possible prob-
lems before they occur. The simulation results can be used to identify anomalies
[5,7,10] or detect Distributed Denial of Service flood attacks [11,15]. Further-
more, most of the symptoms that lead to congestion and high level of packet
loss rate can be detected in the simulation process of network traffic [2,23].

Experimenting with physical devices is uneconomical in the first phase of the
project, especially if the number of devices is large. Therefore, the simulation
approach is optimal in developing new methods and testing new scenarios. For
the purposes of this article, all simulations were carried out using OMNeT++
framework [21,22], which is a powerful open-source discrete event simulation
tool. In fact, it is component-based C++ simulation library and framework, but
instead of providing components specifically for computer networks, it includes
generic component architecture to create any simulation.

The article is organized as follows. Next section characterizes basic properties
of long-range dependence and introduces estimation methods used in further
sections of this paper. Section 3 presents considered network structure as well as
the model of network traffic generated by single node. In addition, it contains all
the statistics for the reference queueing system, which are further studied from



Impact of LRD Traffic in IoT Local Wireless Networks on Backhaul Link 425

the point of view of performance evaluation. In Sect. 4, the results obtained for
the analyzed network are then compared with the corresponding statistics of a
commonly used queueing model described in Sect. 3.3.

2 Long-Range Dependence

2.1 Basic Properties

In order to explain the concept of long-range dependence (LRD), one needs to
take a closer look at the stochastic process for different time scales. Let Y (t) be
the stationary stochastic process. The following simple equation describes the
relationship for the process that is rescaled in time:

Y (at) d= aHY (t), a > 0, (1)

where a is a stretching factor and H is the Hurst exponent and d= denotes
equality in distributions. If 0.5 < H < 1 then second-order properties associated
with correlation structure are preserved regardless of scaling in time and the
process becomes LRD. The higher value of H the stronger dependence. The
autocorrelation function for the incremental process X(i) = Y (i) − Y (i − 1),
i = 1, 2, ..., which reflects the similarity between X(i) and X(i + k), has the
following form:

rk =
σ2

2
(
(k + 1)2H − 2k2H + |k − 1|2H

)
, k = 0, 1, ... (2)

and for H > 0.5 is not summable:
∞∑

k=0

rk → ∞. (3)

The value of autocorrelation function decays slowly for LRD processes. In case
of no-LRD processes, there is no dependency (H = 0.5) and rk = 0 for k ≥ 1.

2.2 Estimation

In order to evaluate Three methods of estimation of Hurst exponent were used.
First one is variance-time method, which is based on the aggregated process of
X(n) for discrete times n = 0, 1, ..., N that corresponds to fixed-length intervals:

X(m)(n) = m−1

m(n+1)−1∑

t=mn

X(t), n = 0, 1, ..., �N/m� − 1, (4)

where m denotes the level of aggregation, i.e.:

X(m) = m−1
m∑

t=1

X(t) = mH−1X (5)
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The variance of the aggregated random variable in (5) is:

V ar
(
X(m)

)
= σ2m2H−2, (6)

where σ2 is the variance of X. It can be easily seen that if one performs
logarithmic operation on both sides of (6) then Hurst exponent can be estimated
from the slope of linear regression (2H −2) for all aggregated samples according
to (4).

The next, similar method of estimation is Index of Dispertion for Counts
(IDC). It is defined as a relation of variance-to-mean ratio of the sum of random
variable X for period L:

IDC(L) = V ar

(
L∑

n=1

X(n)

) /
E

(
L∑

n=1

X(n)

)

≈ cL2H−1, (7)

where c is a positive value. As with the variance-time method, one can use the
linear regression to get the estimated H̃ from the slope (2H − 1).

Another method of estimation is periodogram based on the approximated
value of spectral density of LRD processes:

f(λ,H) ≈ sin(πH)Γ(2H + 1)|λ|1−2H , (8)

where λ is the frequency value for analyzed random variable X. Although the
estimation operation is done in the frequency domain, the Hurst exponent can
also be calculated from linear regression. In this case, the FFT values should
be taken as the regression points. LRD refers to the lowest frequencies, which is
reflected in the formula (8), where most of the energy concentrates near 0. For
that reason, only 10% of the lowest frequencies is considered in the periodogram
estimation method.

3 Framework

3.1 Network

In order to analyze network traffic in a typical and commonly used structure
for IoT devices shown in Fig. 1, a simple and efficient non-persistent CSMA/CA
protocol is assumed. This protocol was chosen because it can be easily imple-
mented even in basic and cheap microcontrollers and does not consume much
power during wireless operation, which is crucial for IoT wireless sensors. In
non-persistent version of CSMA protocol waiting node does not listen to the
channel continuously until it becomes idle (like in 1- or p-persistent versions),
which reduces energy consumption.

The network consists of nNodes wireless nodes and two stations: st0 and st1.
Each node can transmit packets to the station st0 and can sense transmission
from another node to avoid collisions. All nodes can hear each other, so there is
no hidden node problem [14]. When the channel is busy, because another node is
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Fig. 1. Schematic diagram of analyzed IoT wireless network, example for 5 nodes.

transmitting, the node that wants to send packets must wait a period of time and
then listen (sense) again. If the channel is idle, the node starts its transmission
immediately.

Wireless station st0 receives packets from all nodes and tries to send them all
across the long range radio link to the station st1. All packets must pass through
the wireless network interface of st0 that connects this station to another one
(st1). The output interface at st0 actually incorporates the queueing system that
has K places for packets (including the one being transmitted) and the trans-
mission circuit limited by the bandwidth of the radio link. Therefore, because
all the cumulative traffic from the nodes goes there, all interesting performance
statistics, associated with the impact of LRD traffic, can be found at the radio
link network interface of station st0. Before the packet leaves st0, either it is
immediately processed (if the queue is empty) or goes to the queue buffer. If
there is not enough buffer space, packet is dropped (buffer overflow). By chang-
ing the bandwidth of this radio link channel, one can examine the impact of the
local traffic on queueing performance, and thus on the level of packet loss and
latency.

3.2 Source Node

Every node sends fixed length packets to the np-CSMA channel according to
Pareto Modulated Poisson Process (PMPP) [13]. This model was chosen because
it is versatile, efficient and introduces long-range dependence to the traffic while
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maintaining a constant level of packet rate. In addition, it resembles the behavior
of variable-bit-rate services or protocols that transmit packets in batches. The
PMPP source consists of two Poisson sources with alternating traffic intensities
λ1 and λ2 (Fig. 2). The sojourn time in each state has Pareto distribution P{X ≥
x} = x−α with parameter α > 0. This distribution has infinite variance for
1 < α < 2 and is heavy-tailed.

Fig. 2. Two Poisson sources of PMPP packet generator

The approximated value of IDC for PMPP source is:

IDC(t) ≈ 1 +
(λ1 − λ2)2

λ1 + λ2

(
α − 1

α

)
t2−α, (9)

where H can be easily obtained from:

H =
3 − α

2
(10)

and is compatible with (7) in terms of the same exponent (2H − 1). The λ1

and λ2 values should be selected so that the expected value of number of pack-
ets E(N(t)) = 0.5(λ1 + λ2)t corresponds to the desired value of the generated
network traffic.

3.3 Performance Evaluation

The network performance of backhaul link between st0 and st1 depends on
statistical properties of the inbound traffic as well as the service rate and packet
length distribution. Since all packets have fixed size, a deterministic service is
assumed. All traffic from local network goes to the input of queueing system
inside the output interface of st0 (Fig. 1). The queueing system consists of one
server and has K−1 slots as a buffer space for packets. If the buffer overflows (K
packets in the system) then the next incoming packet is dropped. Most common
type of queueing system that meets the above assumptions is M/D/1/K, for
which explicit formulas of blocking probability, stationary distribution and mean
system sojourn time were derived in [18]. Both latency and packet loss can be
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expressed in terms of steady state probabilities of number of packets in the
system:

D =
1

λ(1 − PLOSS)

K∑

k=0

k · p
(K)
k (11)

PLOSS = p
(K)
K , (12)

where:

p
(K)
k =

⎧
⎪⎨

⎪⎩

(1 + ρΛK−1)
−1 for k = 0

(Λk − ΛK−1) p
(K)
0 for k = 1, . . . ,K − 1

1 − ΛK−1p
(K)
0 for k = K

(13)

Λk =
k∑

i=0

(ρ(i − k))i

i!
exp ((k − i)ρ) . (14)

These relationships are the reference for comparing them with the data received
from the interface of st0 for different scenarios, i.e. different levels of LRD as
well as different number of nodes.

4 Results

All results were obtained using the OMNeT++ [22] simulation platform. The
simulation framework was described in the previous section.

Fig. 3. Sample result for the first 200ms of highly congested traffic, nNodes: 5, band-
width: 1 Mbps, packet transmission time (T ): 4.096 ms.
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The performance results were compared to a typical M/D/1/K queuing sys-
tem, presented in 3.3, where all performance measures refer to the classical
Poisson model of input traffic (without LRD feature).

The purpose of the experiments was to examine the effect of different Hurst
exponent values in the range of 0.5 < H < 1 as well as different number of
nodes (nNodes) on performance of the backhaul link (Fig. 1). The simulation
time, bandwidth and packet length for each scenario were 60 min., 1 Mbps and
4096 bits (512 bytes), respectively. The packet length corresponds to the packet
transmission time of 4.096 ms shown in Fig. 3.

Fig. 4. Variance and IDC plots for two desired Hurst exponent values: H = 0.9 (α =
1.2) and H = 0.6 (α = 1.8).

Figure 4 shows the estimation results of Hurst exponent (H̃) for the aggre-
gated outbound traffic from 5 nodes. Two methods of estimation were applied:
variance-time and IDC plot (see Sect. 2.2 and Eqs. (5), (7)). The desired H was



Impact of LRD Traffic in IoT Local Wireless Networks on Backhaul Link 431

0.9 and 0.6, which corresponds to the α = 1.2 and α = 1.8 of Pareto distribution
in PMPP model.

Fig. 5. Periodogram plots for different number of nodes.

In the next figure (Fig. 5) there are periodogram estimation plots for different
number of nodes for desired H = 0.9. All estimation results of Hurst exponent
were obtained based on the formula (8). It is clearly seen that the values of H̃
decreases as the number of nodes increases. This is due to the disappearance
of the LRD structure in aggregated stream that consists of many independent
network flows coming from single nodes. It can be better observed in Table 1,
where the mean H̃ estimated for nodes stays the same (approximately), while
the mean H̃ at the input of the queue (in0) decreases to the low value, suggesting
that the LRD properties gradually disappears.

Table 2 shows the main statistics for different desired H values constant num-
ber of nodes (nNodes = 5). A slight increase of all measured values can be
observed, which suggests that increasing H value raises the level of collisions
and hence increases values for other statistics.

The observations from Table 1 are confirmed by the backhaul link perfor-
mance results. In Fig. 6 there are curves for mean number of packets in the
queueing system for different number of nodes versus offered traffic load. The
theoretical curve for M/D/1/20 system, marked with solid black line, is calcu-
lated as the mean value of all p

(K)
k in (13) for K = 20. In the next Fig. 7 one
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Table 1. Main statistics for H = 0.9 and different number of nodes.

Number of nodes: 2 3 6 8 10 15

Throughput [kbps] 81 131 233 290 397 326

Packets at in0 [pkts] 70829 112264 192267 239938 291615 345220

Collision rate [%] 2 4 12 16 24 39

λ̄ at in0 [pkts/s] 20 31 53 67 81 96

Mean H̃ for nodes 0.943 0.881 0.889 0.917 0.859 0.91

Mean H̃ at in0 0.873 0.813 0.861 0.841 0.758 0.574

Fig. 6. Mean number of packets in the queueing system for different number of nodes,
α = 1.2.

Table 2. Main statistics for 5 nodes and different H values.

H value: 0.6 0.7 0.8 0.9

Throughput [kbps] 180.5 181.8 183.8 189.5

Packets at in0 [pkts] 158681 159830 161598 166602

Collision rate [%] 7.9 7.8 8.1 8.5

λ̄ at in0 [pkts/s] 40.6 40.8 44.5 48.4

can observe the same tendency - the packet loss becomes lower as the number
of nodes increases. Last Fig. 8 presents changing latency when number of nodes
increases. For nNodes = 10 and nNodes = 15 the empirical curves goes below
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Fig. 7. Packet loss for different number of nodes, α = 1.2.

Fig. 8. Latency for different number of nodes compared to M/D/1/20 queueing system.

the levels of theoretical counterpart calculated from (11), which can be explained
by the fact that the aggregation of streams from single nodes causes big change
in LRD as well as in distribution.
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5 Conclusions

The number of IoT devices and networks is constantly increasing, which means
that congestion can occur, especially when the communication channel capacity
does not increase. The main performance measures analyzed in this article were
latency and packet loss. It is obvious that for higher offered traffic load the
values of both measures increases causing poor performance of the connection
link. However, situation becomes worse when LRD is considered. There is no
doubt that this feature exists in network traffic. The question is, how strong
are these long-term relationships and how they influence the performance. The
simulation results of analysis of a typical IoT wireless CSMA/CA network with
backhaul link provided more insights on the impact of both LRD and number
of nodes on latency and packet loss.

All estimation results of Hurst exponent show that H̃ is stable for the same
number of nodes. If number of nodes increases, then H̃ becomes smaller. Fur-
thermore, all performance results show that with an increasing number of nodes,
performance improves, causing even underestimation of the classical M/D/1/K
model of queueing system. It implies that the aggregated stream consisting of
many single node streams has changed its structure in terms of LRD feature as
well as the distribution. This phenomenon can be used to determine the parame-
ters of the IoT network system in order to reduce the value of latency and packet
loss, which in turn has a positive effect on QoS and QoE.
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Abstract. This paper presents an open-source, parallel AI environment
(named OpenGraphGym) to facilitate the application of reinforcement
learning (RL) algorithms to address combinatorial graph optimization
problems. This environment incorporates a basic deep reinforcement
learning method, and several graph embeddings to capture graph fea-
tures, it also allows users to rapidly plug in and test new RL algorithms
and graph embeddings for graph optimization problems. This new open-
source RL framework is targeted at achieving both high performance
and high quality of the computed graph solutions. This RL framework
forms the foundation of several ongoing research directions, including 1)
benchmark works on different RL algorithms and embedding methods for
classic graph problems; 2) advanced parallel strategies for extreme-scale
graph computations, as well as 3) performance evaluation on real-world
graph solutions.

Keywords: Reinforcement learning · Graph optimization problems ·
Distributed GPU computing · Open AI software environment

1 Introduction

Solving graph optimization problems effectively is critical in many important
domains, including social networks, telecommunications, marketing, security,
transportation, power grid, bioinformatics, traffic planning, scheduling, and
emergency preparedness. However, many of the graph optimization problems
are in the class of NP-hard problems, and require exponential time algorithms
to search for optimal solutions. Due to the exact graph algorithms’ exponen-
tial time complexity, practical approaches most often use either approximation
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algorithms or heuristic algorithms to tackle big graphs. The approximation algo-
rithms are of polynomial time (if they do exist), but in theory can be several
times worse than the optimal solutions. The heuristic algorithms are fast, but
do not have the same guaranteed solution quality as that of approximation algo-
rithms. Also, heuristic algorithms typically require experts’ knowledge, insights,
and repeated redesigns to create efficient heuristics.

Instead of devising different heuristics for different graph problems and dis-
tinct graph datasets, we aim to utilize machine learning techniques to “learn”
effective heuristics automatically. Since 2016, a few researchers have started to
design reinforcement learning and deep learning methods to solve combinatorial
optimization problems [4,11–14,16,22]. The rational behind it is that graphs
from the same application domain or similar types are not totally different from
each other; they may have similar structures and are often solved repeatedly.
Hence, it can be beneficial to use machine learning to generalize the methods or
heuristics to find near optimal solutions.

To investigate different deep reinforcement learning methods, and design new
domain-specific graph embeddings to capture graph features, we design and imple-
ment an open source AI environment to allow users to rapidly plug in and test new
RL algorithms and graph embeddings for graph optimization problems. The new
open source RL framework, named OpenGraphGym, is targeted at achieving both
high performance and high quality of the computed graph solutions. Our work
has the following contributions. 1) We design and create an extensible framework
for generic graph problems. A suit of NP-hard graph problems and graph embed-
ding methods can be added into our framework conveniently. Our framework can
also be used to benchmark several RL algorithms for graph optimization prob-
lems. 2) Our distributed RL framework can utilize multiple GPUs. 3) Case study
shows that our framework can help to provide better solutions for Minimum Ver-
tex Cover problems (a classic NP-hard graph problems).

In the remainder of the paper, we will first introduce the related work, then
describe how to convert (or map) conventional graph problems to RL problems
in Sect. 3. In Sect. 4, we will present the OpenGraphGym framework design and
implementation details. A case study of using OpenGraphGym to solve the Min-
imum Vertex Cover problem with different types of graphs will be shown in
Sect. 5. Finally, Sect. 6 will present our conclusions and future work.

2 Related Work

Reinforcement learning (RL) was commonly used in the field of playing games
[17,20,21]. Recently, researchers started to investigate if RL can be used to
help solve NP-hard graph problems. Based on the observation that knowledge
learned from some problem instances can be applied to a similar type of prob-
lem instances, Dai et al. [11] created an end-to-end RL model that combines
graph embedding and the objective Q function to tackle NP-hard graph prob-
lems. In their work, the solution is built by incrementally adding vertices. They
studied the Minimum Vertex Cover, the Maximum Cut, and the Traveling Sales-
man problems by applying the Q-learning algorithm. Meanwhile, their results
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also proved that the strategy learned by the smaller size of graphs could be
applied to the larger size of graphs. Bello et al. [4] also applied RL to graph
optimization problems. However, they focused on euclidean Travelling Salesman
Problems (TSP), and their methods cannot be applied to other graph problems
conveniently.

Besides RL methods, researchers have also employed supervised machine
learning methods to solve graph problems. Li et al. [12,14] applied the Graph
Convolution Network (GCN) to find multiple solutions in one step, then used a
tree search model to select the best solution. The labeled SATLIB dataset [10]
was used to train their GCN model. Another similar work was done by Mittal et
al., who also used GCN to generate multiple solutions [16]. However, instead of
using tree search, they took advantage of RL to select the best solution. In addi-
tion, Vinyals et al. applied a neural network architecture called pointer network
to address graph combinatorial optimization problems [22]. The following study
by Kool et al. modified the pointer network by introducing an attention-based
encoder-decoder model and applied it to the TSP problem [13].

Compared to the existing work, our project targets creating an open AI
framework that is optimized for solving big graph optimization problems. The
major differences are as follows. First, our OpenGraphGym framework is an open
environment, in which additional graph embedding methods, different RL algo-
rithms, and new graph problems can be plugged in and tested rapidly. Second,
OpenGraphGym is designed to be a high performance computing solution that
can support distributed GPU systems. By contrast, the existing work is either
constrained to a very small subset of graph problems, or works on shared-memory
systems only. Third, the end-to-end learning approach realized in OpenGraph-
Gym follows the line of research done by Dai et al. [11], but we extend it with new
parallel GPU computing algorithms and a distinct software design and imple-
mentation using Tensorflow [1] and Horovod [19].

3 Methodology

In this section, we describe how to apply RL to solve graph optimization prob-
lems, which involves processing input graphs, reducing graph problems to RL
problems, and executing RL training and testing.

3.1 Graph Processing for Reinforcement Learning

In conventional RL applications such as Atari games [17], input data are typically
represented as matrices. For instance, pixel images may be taken as input to train
deep neural network (DNN) models.

To handle graphs, an intuitive way is to feed a graph’s corresponding adja-
cency matrix to DNN models. It is feasible. However, there are two major issues:
1) It requires a lot of memory space to train a DNN model due to graphs’ large
dimensions; 2) The successfully trained model only works for the graphs that
have the same number of vertices as that of the training graph. To solve the
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issues, we use the technique of graph embedding, which is currently an active
research area [5]. In brief, graph embedding can take a graph or vertex as input,
then produce a p dimension vector that represents the useful information of the
graph or vertex. Here, the dimension of p is predefined by users.

In our current implementation, we support two graph embedding of struc-
ture2vec [6] and node2vec [8]. Other graph embedding methods can be added to
OpenGraphGym by extending certain classes. In Sect. 4.3, we explain how to add
a new graph embedding method to OpenGraphGym.

3.2 Reinforcement Learning Formulation

In reinforcement learning, an agent and an environment interact with each other
repeatedly in every step. For each step, the agent will take an action, then the
environment will provide the agent with a reward and the old and new states.
Eventually, the RL process will stop at a special “finished” state, which is called
the terminal state. The above sequence of steps until terminal state is called
an episode.

Fig. 1. The OpenGraphGym framework architecture.

Figure 1 shows the architecture of our OpenGraphGym framework. In the
framework, the Graph Learning Agent takes an action by selecting and adding
the “best” node to the graph problem’s partial solution. Then, the Graph
Environment returns the reward. The reward is used to justify the quality
of a solution. It varies for different graph problems. More details of the frame-
work will be introduced in Sect. 4.1.

For different types of graph problems, there are different formulations for
the graph problem’s RL algorithm. For instance, an RL algorithm for a distinct
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Table 1. Examples of NP-hard graph problems that are defined in RL algorithms

Problem State Action Reward Termination

MVC Subset of nodes
selected as the
partial solution

Add a new node
to the partial
solution

Number of nodes
used to cover all
edges at the end
of the episode

All edges are
covered

MAX Subset of nodes
selected as the
partial solution

Add a new node
to the partial
solution

Cut set weight at
the end of the
episode

Cut set weight
cannot be
improved

graph problem may have a new representation of state, a problem-specific action,
and a redefined reward.

As an example, Table 1 shows two graph problems’ states, actions, termi-
nation states, and rewards. The graph problems of the Minimum Vertex Cover
(MVC) and the Maximum Cut (MAX) are defined briefly as follows:

– Minimum Vertex Cover (MVC): Given an undirected graph, find the
smallest subset of nodes to cover all the edges.

– Maximum Cut (MAX): Given an undirected graph, a subset of nodes S,
assume the cut set is the set of edges that only has one end in S, find S with
the largest weight of the cut set.

In Table 1, we can observe that the state and the action for MVC and MAX
are same. However, the reward and the termination varies. As to MVC, the
reward and the termination are related to the number of edges. As to MAX,
the reward and termination are related to the cut set weight. Note that although
we pick two NP-hard graph problems, our framework can be extended to solve
more graph optimization problems.

3.3 Graph-RL Training and Testing Algorithms

In the previous Sect. 3.2, we have introduced how to formulate a graph RL
algorithm. The next step is to train and test the model. In this section, we will
summarize the algorithm of training and testing.

As shown in Algorithm 1, we will first initialize the experience replay memory
buffer and the objective Q function (lines 2–4). Then, for each episode, we will
select a random graph from the distribution D (line 6). One distribution of
graphs include graphs generated using the same model and parameters. Next, we
will initialize three sets of vertices (lines 8 and 9). Two of them (Snew and Sold)
are for the solution. Snew is a set of vertices that includes all the nodes which
have been selected as the solution in the current step. Sold is a set of vertices that
includes all the nodes which have been selected as the solution in the previous
step. Another one (C) is for the candidate nodes. A temporary replay buffer is
also initialized (line 10). At each step, the agent will either randomly or according
to a policy to select a node vt from the candidate nodes set C (line 12). Then,
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Algorithm 1. Q-learning greedy algorithm training
1: /∗ Q-learning algorithm training for the Minimum Vertex Cover problem ∗/
2: Initialize experience replay memory buffer R
3: Initialize the function Q as the objective function
4: L: number of episodes used for training
5: for episode e = 1 to L do
6: Sample a random graph in distribution D, G
7: Vertices of G, V ; Edges of G, E; T = |V |
8: Initialize two sets of vertices Sold and Snew to empty
9: Initialize a set of vertices C = V as candidate vertices

10: Initialize a temp experience replay memory buffer R temp
11: for step s = 1 to T do

12: vt =

{
Random node v ∈ C w.p. ε
argmaxv∈CQ(embed(v, Sold))

13: Add vt to Sold as Snew; Remove vt from C
14: Mark all edges linked to vt as covered
15: Add tuple(Snew ; vt ; Sold) to R temp
16: Sample a batch of tuples B samples from the R
17: Update Q using B samples; Sold = Snew

18: if All edges in E are covered then
19: Assign rewards for all tuples in R temp
20: Add tuples in R temp to R
21: break
22: end if
23: end for
24: end for

we will update the solution sets Sold and Snew (lines 13–16). Meanwhile, vt will
also be removed from the candidate nodes set C. Sold, Snew and the selected
node vt will be combined and be added to the temporary replay buffer R temp.
Tuples in the temporary buffer will be pushed to the replay buffer R when we
finish one episode (lines 19–20). At each step, we will also update the objective
function Q by sampling a batch of tuples from the replay buffer R.

After we have trained an RL agent successfully, we can utilize the trained
agent to find solutions to a set of new unseen graphs afterwards. Such an algo-
rithm is called an RL Testing algorithm. The RL Testing algorithm is nearly the
same as the training algorithm Algorithm1 except for two differences: 1) Only
the best candidate node will be selected every step (in line 12), and 2) the RL
agent will not update the objective function (in line 17).

4 Design and Implementation of OpenGraphGym

This section presents 1) the main components of our framework, 2) how we design
the framework to support parallel computing on multiple GPUs, and 3) how to
extend the framework to support new graph optimization problems and graph
embedding methods. Our code can be found at https://github.com/zwj3652011/
OpenGraphGym.git.

https://github.com/zwj3652011/OpenGraphGym.git
https://github.com/zwj3652011/OpenGraphGym.git
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4.1 Main Software Components

As shown in Fig. 1, OpenGraphGym has five main components, which are
described as follows:

– Graph Learning Agent: It is the agent that is responsible for reinforcement
learning for graph problems. It constantly receives input from three other
components: the Neural Network Model, the Agent Helper Functions, and
the Graph Environment. The Neural Network Model provides DNN model
output (e.g., Q values), the Agent Helper Functions provides actions, and
the Graph Environment provides states and rewards. On the other hand,
the Graph Learning Agent also sends information to the three components
constantly.

– Neural Network Model: It defines the graph embedding function and the
RL agent’s DNN model. During RL training, the Neural Network Model takes
a graph state as input and produces a Q value. The Q value will be sent to the
Agent for making decisions. In the current implementation of OpenGraphGym,
we use the deep network Q-learning (DQN) method. Our next work will add
the support of other RL methods such as A2C and A3C.

– Agent Helper Functions: It is a set of functions that are used by the
RL agent to compute its appropriate action. By receiving the parameters
of states, models outputs and graph problem types, the helper functions
computes the action needs to be taken by checking the model output and the
graph problem type. Please note that the Agent Helper Functions varies
for different graph problems. In our framework, we include the Agent Helper
Functions for some graph problems.

– Graph Environment: The Graph Environment is the interface between
the Graph and the Graph Learning Agent. Action, reward and state will
be transferred through it. For example, when the action is received from the
Graph Learning Agent, the Graph Environment will call the function step
to send the action to the component Graph. Then, it will receive the state
and the reward from the component Graph. Finally, it will push the state
and the reward to the Graph Learning Agent.

– Graph: It is a graph object implemented by our framework. Each graph
object stores a set of graph-related information (e.g., number of nodes, num-
ber of vertices). Currently, our framework supports two types of graph objects.
In the Basic Graph, we store the node lists, edge lists, number of nodes, and
other basic information of a graph. Another one is defined by the networkX
graph library [9]. NetworkX will read graph objects from edgelist files. The
Basic Graph object is more flexible and can be extended by the user. If users
cannot find a metric of graphs in networkX or other graph libraries, they can
define and add their metrics to the Basic Graph object.

In general, the above components can be classified into two categories. The
first category is designed to support for the agent part in RL, which includes
the first three components. The Graph Learning Agent works as the interface
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between them. The second category is designed to support the environment part,
for which the Graph Environment is the interface of them.

Furthermore, our framework is designed to be modular. By modifying a cou-
ple of components, it can be extended to support new graph embedding methods,
RL algorithms, and graph optimization problems. For example, if a user desires
to study another graph problem, the user needs to modify the Graph component
to do it. In Sect. 4.3, we will show more details about it.

4.2 Parallel Implementation Using Multiple GPUs

The OpenGraphGym framework is able to support RL training on multiple
GPUs. The following content describes how we distribute the workload and
compute the graph RL in parallel among multiple GPUs.

– Parallel Setup and Initialization: Our framework will launch n processes
given a number of n available GPUs. One CPU and one GPU will be mapped
to one process. Inside each process, we create an instance of Graph Learning
Agent and an instance of Graph Environment. Each Graph Learning Agent
has its own copy of the global DNN model (i.e., a single model but duplicated
multiple times on multiple GPUs), as well as a private RL replay buffer. At
the beginning of the parallel execution, we use the distributed deep learning
framework Horovod [19] to ensure each agent’s DNN model will be initialized
with the same weights.

– Exploring Graphs in Parallel: We use an asynchronous algorithm to let
each process explore training on different graphs in parallel. At the start of
each episode, every process will select a random graph from all the training
graphs based on their unique random seeds. At the end of the episode, each
process will then push its experience tuples to its own replay buffer. Note
that all the training graphs are generated automatically by our framework.

– Computing Gradients: In the previous step, each process has started to
explore graphs asynchronously. Then, at the end of every step, as shown in
Algorithm 1, line 16, each process needs to sample some tuples from their
replay memory buffer and compute the gradients. Assume the batch size is b
and we have n processes, each process will sample b/n tuples and compute the
averaged gradients of b/n tuples. Thus, each process will have one gradient.
Finally, all processes’ gradients will be averaged. We use the distributed deep
learning framework Horovod [19] to finish the gradient computing. Horovod
will accomplish two major tasks in this step: 1) add a barrier to wait for
all processes to finish the gradient computing, and 2) average all processes’
gradients and broadcasts it to them.

– Updating Model: In the previous step, all processes have received the aver-
aged gradients. Then, each process needs to update their DNN model using
the new gradient, as shown in Algorithm 1, line 17. Please note that all pro-
cesses’ DNN models are still the same after updating for the following two
reasons: 1) DNN models are initialized to be the same, and 2) the gradients
used to update the DNN models are identical for all processes.
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Please note that the above operations are not executed in the same frequency.
As shown in the Algorithm 1, the agent’s DNN model will be updated in each
step. Hence, the operations of Computing Gradients and Updating Model
will be called every step. Moreover, in each episode, a new graph will be explored.
Therefore, the operation of Exploring Graphs will be called every episode.

4.3 Framework Extensibility

In this section, we demonstrate the extensibility of our framework from two
perspectives: 1) how to support other graph optimization problems, and 2) how
to add new graph embedding methods.

Now, we use an example to show to extend OpenGraphGym to support
other graph optimization problems. In the case of adding the Max Cut problem
(MAX), we need to modify the Graph component as shown in Fig. 1. More specif-
ically, two functions will be modified, which are: 1) the environment constructor
(function init in graph.py), and 2) the step function (function update state in
graph.py). In the environment constructor, we need to add a new local variable
to represent the cut set weight inside the environment initialization function. In
the step function, we then calculate the MAX-specific cut set weight to decide the
termination state and the corresponding reward. Table 1 shows the definitions
of the reward and termination state for the MAX graph problem.

To demonstrate how to add the new graph embedding method, we will use
an example of adding the node2vec embedding method. Node2vec is a graph
embedding method aiming at preserving each node’s neighborhood information
[8]. We use the open-source node2vec library Node2Vec in our framework [18].
Two functions needs to be modified in the Graph component are 1) the envi-
ronment constructor (function init in graph.py), and 2) the step function
(function update state in graph.py). As to the environment constructor, we need
to set up the node2vec model using the APIs provided by the Node2Vec library.
As to the step function, we need to reset and update the node2vec model when
the graph is modified.

5 A Case Study on Minimum Vertex Cover (MVC)

To evaluate the performance and accuracy of the OpenGraphGym framework,
we compare the solution found by our RL framework with that of other classi-
cal solvers on the MVC problem. In addition, we did experiments to show the
improved convergence rate by utilizing multiple GPUs.

5.1 Experimental Setting

The software and hardware configurations for all our experiments are provided
as follows.

Software: To implement OpenGraphGym, we use Horovod version 0.16.4
to compute DNN gradients in a distributed setting, as mentioned in Sect. 4.2.
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Horovod can help with our distributed training by doing the following three
tasks: 1) initialize each agent’s DNN models to be the same, 2) add a barrier
for multiple processes gradient computing, and 3) average the gradients from all
processes and broadcast it to them. We also use Tensorflow version 1.12.0 [1],
graph library networkX version 2.4 [9], and the HPC environment toolkit Docker
version 18.09.2 [15]. Tensorflow is responsible for the agent’s neural network
training and inference. As for networkX, we use it to generate, manipulate, and
evaluate different graphs. As to Docker, we create an environment using Docker
and install all required libraries of our framework. Then, we can deploy the
environment conveniently to a new HPC system. Docker helps us to manage the
software and libraries used in our framework.

Graph Datasets Used: Our graph datasets contain two types of graphs,
which are generated by two different distributions or random graph generation
models. In the following content, we will present how graphs are generated using
them. We will also present the parameter values we set for each model.

– Erdős-Rényi (ER) Graphs: The Erdős-Rényi model will generate a random
graph with the graph size m and the edge possibility r [7]. We use the func-
tion erdos renyi graph in networkX to generate different sizes of ER graphs.
The edge probability is set to 0.15, which means every possible edge has the
possibility of 0.15 to exist.

– Barabási-Albert (BA) Graphs: The Barabási-Albert model generate the ran-
dom graph based on the graph size m and the edge density d [2]. Edge density
d is equal to the number of edges from a new node to the existing nodes. We
use the function barabasi albert graph in networkX with the edge density of
4 to generate BA graphs.

Computer System: We use an Nvidia DGX workstation to do all experi-
ments, which consists of 40 CPU cores and 4 Volta V100 GPUs. More details of
the system is provided in Table 2.

Others: In addition, we use the learning rate 1.0 × 10−5 and batch size 128
to train our DNN model. The RL parameter exploration rate ε is set to 0.1. The
size of the RL replay buffer is set to store up to 50,000 experience tuples.

5.2 Quality of Graph Problem Solutions

To evaluate the quality of our graph solutions, we compare the results generated
by five different MVC solvers:

– Graph-RL: This is our RL framework of OpenGraphGym.
– Random: The Random solver finds a solution by randomly taking a node

from the graph in each step.
– 2-OPT: The 2-OPT approximation algorithm takes both endpoints of an

edge from the graph in each step. Its solution is guaranteed to be less than
twice of the optimal solution [3].
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Table 2. An Nvidia DGX System.

CPU Intel Xeon CPU E5-2698 v4 2.20 GHz

GPU Nvidia Volta V100

Number of CPU Cores 40

Number of GPUs 4

Memory per GPU 16GB

Operating System Ubuntu

OS Version 16.04.6

– Greedy: The Greedy algorithm builds the solution by simply adding the
node with the largest degree in each step.

– Exhaustive Search: For the verification purpose, we also implement a
“brute-force” random search MVC solver. We let this program continuously
search for large numbers of solutions until no better solution could be found
in one hour.

In our validation experiment, we use 40 graphs to train the RL agent, and
use 10 graphs to test the agent. The 10 test graphs has never been seen by the
agent during training. Note that the training graphs and test graphs belong to
the same type of graphs: either ER or BA type.

Table 3 shows four different datasets used in our experiments (one dataset
per row), each with different average number of nodes and edges in the ER or
BA type. In the table, the graph type, average number of vertices and edges are
shown in the first three columns. The best two solutions are also highlighted in
a bold font.

As to the ER graph dataset with 20 nodes, the exhaustive search algorithm
obtains the best solution with 9.4. Our Graph-RL algorithm is the second-best
with 10.1. As to the BA graph dataset with 20 nodes, our solver is the best one
with MVC size 11.4. The second-best is the exhaustive search algorithm with
the best MVC size 12. For the rest of the solvers, the 2-OPT and the Greedy
are similar, whose solutions are around 15 and 16. Finally, the random method
produces the worst solutions for both ER and BA graphs.

We also use ER and BA graph datasets that have 50 nodes for training and
testing. As shown in the two rows at the bottom of Table 3, our Graph-RL solver
always found the best MVC solutions.

Based on the above comparison, we can say that our Graph-RL solver and
the exhaustive search solver are constantly better than the other three solvers.
In addition, the quality of the Graph-RL solutions is comparable to that of the
long-time exhaustive searching algorithm.



450 W. Zheng et al.

Table 3. Experiments with MVC on both ER and BA graphs. All MVC solutions
shown here are averaged over 10 testing graphs. Five solvers (Graph-RL, Random, 2-
OPT, Greedy, Exhaustive Search) are compared. The best two solutions are highlighted
in bold for each dataset. Graph-RL is the solution obtained by our OpenGraphGym
framework.

Graphs Avg#nodes Avg#edges Graph-RL Random 2-OPT Greedy Exhaustive
search

ER 20 30.1 10.1 17.8 15.2 16.3 9.4

BA 20 64 11.4 18 16.2 16 12

ER 50 190.4 33.2 48 45 47.4 36.4

BA 50 184 28.8 48 41.8 46 34.3

5.3 Deploying an Agent Trained by Small Graphs to Test Bigger
Graphs

The DNN model implemented by our framework can support graphs with various
sizes. This feature enables us to train and test graphs with distinct sizes. To test
the generalization performance of our model, we train the model on smaller size
of graphs first. Then, we test the learned model using larger size of graphs.

The new experimental results are shown in Fig. 2. For this experiment, we
use a dataset with 40 ER graphs that have an average number of 20 nodes
for training. However, we use a dataset of 10 ER graphs that have a number
of 50 nodes for testing. For every 20 episodes of training, we use the 50-node
testing dataset to test the model’s solution quality. From Fig. 2, we can observe
that after around 75 episodes, the average number of nodes to cover the test
graph dataset reaches 34.8, which is close to the exhaustive search algorithm’s
solution. This result demonstrates that an RL agent trained from small graphs
can be generalized to solve larger size graphs.

5.4 Effect of Using Multiple GPUs

Finally, we use multiple GPUs to accelerate the RL training process with our
OpenGraphGym framework. In the experiment, the training dataset has 40 ER
graphs and the test dataset has 10 ER graphs. All the training and testing graphs
have an average number of 20 nodes. Also, we evaluate the trained RL model’s
solution with the test graph dataset in every episode.

As shown in Fig. 3, the blue line represents the MVC solutions computed by
a single GPU. The orange line represents the solutions computed by four GPUs.
From the figure, we can observe that when we use one GPU, our framework can
find the best solutions after 80 episodes. By contrast, the framework takes only
62 episodes to find the best solutions when using four GPUs. This experiment
shows that our RL framework is able to find the best solution of a problem by
taking fewer episodes (i.e., converging faster) when more GPUs are used.
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Fig. 2. Generalization ability test. 40
graphs with 20 nodes are used to train
the model. At every 20 episodes, the
model will be tested using 10 graphs
with 50 nodes.

Fig. 3. In this set of experiments, we
use multiple GPUs for training on ER
graphs with 20 nodes. The orange line
is for the testing results with four
GPUs. The blue line is for the results
with one GPU. (Color figure online)

6 Conclusion

In this work, we design and implement a parallel reinforcement learning frame-
work OpenGraphGym for graph optimization problems. Then, we use the MVC
as the test case to demonstrate that the solution provided by our framework
is better than some classical MVC solvers. This work focuses on three research
directions: 1) We aim to use the open framework to benchmark various new RL
algorithms and embedding methods. 2) Many real-world graphs are extreme-
scales. We will add the support of extreme-scale graphs to our framework. 3) Cur-
rently, we only support a few basic parallel strategies. To better utilize the high
performance computing resources, we will extend the OpenGraphGym framework
to design more advanced and efficient parallel strategies.
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Abstract. This work describes a bee detection system to monitor bee
colony conditions. The detection process on video images has been
divided into 3 stages: determining the regions of interest (ROI) for a
given frame, scanning the frame in ROI areas using the DNN-CNN clas-
sifier, in order to obtain a confidence of bee occurrence in each window
in any position and any scale, and form one detection window from a
cloud of windows provided by a positive classification. The process has
been performed by a method of weighted cluster analysis, which is the
main contribution of this work. The paper also describes a process of
building the detector, during which the main challenge was the selection
of clustering parameters that gives the smallest generalization error.

The results of the experiments show the advantage of the cluster anal-
ysis method over the greedy method and the advantage of the optimiza-
tion of cluster analysis parameters over standard-heuristic parameter val-
ues, provided that a sufficiently long learning fragment of the movie is
used to optimize the parameters.

Keywords: Automatic bee’s image detection · Convolutional deep
neural networks · Weighted clustering · Bee monitoring

1 Introduction

In this paper, we present the approach used for building a bee detection sys-
tem that is part of a larger project on apiary monitoring with the usage of IT
Technologies [1,2]. The main goal of the research presented here is to build a
system that allows us for non-invasive, real-time monitoring of the bee family
using video analysis. Usage of cameras and algorithms allows us to quantify the
amount of the bees coming out and coming into the hive that is an important
factor for a beekeeper indicating how the bee colony develops during the season.

Bees tracking is a challenging task, which is related to the specificity of this
problem. There are at least four causes for this: bees move fast, they are small,
on a single video frame can be a large number of items and they are very similar
one each other.

The bees tracing and hive entrance monitoring can be done in different ways.
For example paper [3] shows how to use for that purpose RFID Tags. In our
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research, we assume a usage non-invasive methods and we decided to focus on
image analysis. In that domain, some works have been already done.

One of the first systems aiming at monitoring bees traffic from images has
been presented in [4]. The study has been based on SVM classifier and it allows
to identify the individual honeybee. The analysis of bees flight activity at the
beehive entrance using tracking of flight paths has been shown in [5]. Honeybee
hive health monitoring by image processing has been presented and analyzed
[6] by the usage of two different approaches based on the illumination-invariant
change detection algorithm and signal-to-noise ratio to estimate the number of
bees at the entrance of the hives. Tracking of honeybees has been also done using
an integrated Kalman Filter and Hungarian algorithm [7]. The problem of bees
detection has been also tackled in 3D space. Paper [8] presents a stereo vision
approach that allows detecting bees at the beehive entrance and is sufficiently
reliable for tracking.

The solutions mentioned above have been constructed and most of all tested
on data prepared for the particular model. The images have been taken for a
fixed scene and do not show the applicability of the solutions while cameras,
unlike during the training, are put in different angels to the hive as well as while
light conditions are changing. Also, the images used in the above-mentioned
research have been made in low resolutions that is obvious simplification due to
the efficiency of processing online date in real-life applications.

Our paper is constructed as follows: In the next section we describe the data
acquisition and processing used in our research. Then we describe the architec-
ture and algorithms used in our system. In Sect. 4 the experiments and results
are described. The paper finalizes with conclusions.

2 Data Preparation

For the requirements of the project to tag the data, we have implemented own
software, for fast and easy selection of windows containing bees on video images.
It allows preparing examples for a window classifier training. The contours of the
bees touch at least two edges of the window, which results from the fact that for
simplicity the windows are square – it is easier to mark bees with square rather
than rectangular windows. The selection of one individual on subsequent frames
is facilitated by indicating its center and the length of the side of the square
because the size of a bee changes at a lower pace than its location, so a human
can mark bees with single clicks on many successive frames. Also, areas, where
there are no bees, are marked on each video to generate negative examples for
the initial stage of classifier learning.

Additionally, special areas of exclusion were marked. These are, for example,
around the outlet of the hive or places where dead individuals are found. It was
done to avoid excessive effort and controversial marking decisions. Exclusion
areas are ignored when negative examples are generated for training the classifier
(Sect. 3.2) and when detection is evaluated (see Sects. 3.3 and 4).
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According to the idea of adapting the system to the environment described
in Sect. 1, the system was built and tested for three different camera positions
and settings. For each of these, a Full-HD (1920×1080) pixel movie was recorded
at a frequency of 50 frames/sec. Each of the movies was manually marked with
windows containing bee images, including all bee images except for exclusion
areas. Large windows containing no bees were also marked, from which negative
examples were generated for training purposes and selected small windows con-
taining objects resembling bees (e.g. bee shadows, knots, inflorescences of some
plants, e.g. of the genus Burnet (Sanguisorba L.), potentially be false positive
examples.

Each of the original movies was divided into two almost equal parts. The
first part was used for training the system, the other was intended only for the
final tests of the tuned system and was not used at any stage of learning.

Statistics of the data for particular movies used for training and for test are
summarized in Table 1.

The data and software used in this research we have made publicly available
and they are accessible in the web url: https://goo.gl/KNV7sd.

Table 1. Statistics of sample movies

Movie DSC
0559 A

DSC
0559 B

DSC
0562 A

DSC
0562 B

01091 A 01091 B

num.frames 1149 630 2097 2631 1270 1634

num.pos.windows 2726 2728 6755 6750 6004 6009

num.individuals 94 92 121 224 81 79

3 System Architecture

The components of our system, that aims at precisely extract bees from the
background on particular movie frames has been shown in Fig. 1. It consists of
three parts: procedure for determining ROI where a bee can potentially be found,
the procedure for window classification by scanning particular frames within the
ROI, and procedure for extracting windows that match bee images.

Our preliminary research on bee detection algorithms have been presented
in [2] where the study of different color models for image representation have
been given. We extend the system introducing three significant modifications
that contribute to this paper:

– new models of artificial neural networks were trained separately for three
selected environments (camera settings for different hives) by two-stage
method of false positive error reduction described in Sect. 3.2,

https://goo.gl/KNV7sd
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Fig. 1. Diagram of the bee detection system

– changed the greedy method of window selection to a method based on a
weighted clustering algorithm with parameter tuning using the simulated
annealing method described in details in Sect. 3.3,

– the function of evaluating detection results has been developed (described in
Sect. 3.3).

3.1 Procedure for Determining Regions of Interest

Due to two assumptions of the system: the camera is stationary and only bees
in motion are considered, it is possible to extract regions of interest by relatively
low computational cost by accepting only those windows in which motion was
detected for further processing. The easiest way to detect motion is to compare
the contents of the window in two adjacent movie frames. If the difference exceeds
a certain threshold θ, the window is qualified as potentially containing a bee.
Then it is only necessary to determine how to calculate the difference based
on image features. In the simplest case, the set of image features may consist
of the intensities of particular channels in the RGB model or the intensities of
pixels in the B&W model. They can also consist of histograms of intensity levels
or histograms of gradient directions [9]. After determining the type of feature
vector, the next dilemma may be due to the function of the distance between
vectors. In an extension of the simple Euclidean distance, the cosine distance can
be used as less sensitive to general changes in brightness, e.g. due to obscuring
the sun by clouds or Pearson distance. Additionally, the window can be divided
into smaller blocks for thresholding, which reduces the system’s sensitivity to
local noise and lighting changes, and increases the sensitivity to displacement of
objects which only occupy a part of the window. For example, a bee with open
wings covers about 30% of the window surface.
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After the preliminary experiments, the simplest feature vector variant was
adopted in the form of a pixel intensities vector divided into R, G and B channels,
Euclidean distance between vectors and a division into blocks of 16 × 16 pixels
appeared to be sufficient. For each of these blocks, the distance is zeroed when
the actual distance value does not exceed the threshold of η.

For each movie, optimization of the parameters θ and η was performed using
a training fragment of the movie e.g. with A ending. We used the “brute-force”
searching approach consisting of calculation the criterion for each point of the
grid of 100×100 pairs of parameter values, which gives about 10000 cases. Both
parameters were in the (0, 1) range of values. As a criterion for optimization
we used the weighted error sum Ew = wfn ∗ Efn + wfpEfp, where wfn, wfp -
partial error weights, Efn - false negative error (the ratio of the sum of manually
marked windows representing bees recognized as the background to the sum of
all manually marked windows representing bees), Efp - false positive error (the
ratio of the sum of windows containing the background considered ROI to the
sum of all windows containing the background). These windows are generated
from larger areas that certainly do not contain bees. The weight values were set
at wfn = 0.95, wfp = 0.05, which means that it is more important to leave bees in
the ROI than skipping the background windows, which only results in increased
calculations. Additionally, the maximum error of false negative Emax

fn = 0.005
was assumed. It is not zero due to the occurrence of isolated cases when the bee
is almost motionless in two successive frames.

3.2 Windows Classification Procedure by Sliding Window Method

After determining the ROIs, these regions are scanned with the usage of the
square sliding window at different scales, shifted in horizontal and vertical direc-
tions. Each window was classified whether it contains a bee or not. By default,
scanning begins with windows that are 64 pixels wide and tall, and then the win-
dow width and height is multiplied by 1.2 factor up to 440 pixels. The window
shift step is 20% horizontal and vertical of frame width. In total, for a Full-HD
format frame, this gives 51644 of windows for evaluation. Each window is trans-
formed to the standard resolution of 48 × 48 pixels and is fed as an input image
to the deep artificial neural network with convolutional layers (DNN-CNN). The
last softmax layer of DNN-CNN returns the probability that there is a bee in
the window.

The two-step DNN-CNN model training was proposed to match the model to
the specific camera and environment settings. In the first stage, positive examples
are used in the form of bee images extracted from manually selected windows in
the training movie. Negative examples are extracted randomly from manually
selected areas in various places in a training movie where there were definitely
no bees. After training, the first version of the model it was used as a window
classifier on all frames of the training movie with non-ROI skipped windows and
outside the exclusion areas. As a result of this scanning process, some background
windows are classified as containing bee e.g. with false positive decision. The
images from these windows are used as negative examples in the second step
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Fig. 2. Diagram of the two-step learning process of the DNN-CNN model as a window
classifier

of DNN-CNN model training process. The final result of the two-step learning
process was the DNN model with a significantly reduced number of false positive
classifications for specific camera settings and the environment. The scheme of
the learning system is shown in the Fig. 2. The 6-layer artificial neural network
with three convolutional layers and three fully connected layers was used for
building window classifier. As an input representation, the RGB three-channel
model was chosen from 4 different color models, which was evaluated in the
experiments described in [2]. The network was trained using a dropout technique
with a keep probability 0.5 in all fully connected layers apart from the last
one. We used cross entropy as a loss function and ADAM optimization. All
learning parameters were selected experimentally as part of the work [2]. The
output layer with softmax activation function returns the probabilities whether
an input contains bee and background. To generate negative examples, as well as
to calculate the classification error, it was assumed that the classification of the
window in terms of bee content occurs when the probability of a bee occurrence
is greater than or equal to 0.5. The network diagram is shown in Fig. 3. The
training process has been done using the TensorFlow library. The classification
error of the final model version for particular test movies is given in Table 2.

Fig. 3. Diagram of the DNN-CNN model - artificial neural network with convolutional
layers determining the probability value that a bee is in the window
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Table 2. DNN-CNN generalization error calculated for test movies

DSC 0559 B DSC 0562 B 01091 B

error fp fn error fp fn error fp fn

0.0044 0.0070 0.0018 0.0115 0.0018 0.0212 0.0022 0.0000 0.0043

3.3 Window Extraction Form Classification Windows Using
Weighted Clustering Algorithm

In many detection systems, both classic [10] and compact [11–13] the non-
maximum suppression (NMS) method is used for window extraction. NMS is
based on greedy removal of windows with a lower probability of object occur-
rence and more similar to other windows in the sense of covering. [14] describes
the improved version of Soft-NMS, but still concerns a simple elimination of
windows. There are more advanced methods for window extraction using differ-
ent grouping methods – clustering. In our work we propose an original grouping
method with the possibility of adapting its parameters to specific environmental
conditions and camera settings.

We consider the window classification as positive if the probability returned
by DNN-CNN network that it contains a bee image is greater or equal 0.5.
However, during scanning the frame by sliding window the classifier positively
classifies not only the window perfectly coinciding with the bee image, but also
the windows slightly shifted and scaled relative to the true bee image. The reason
for this is not the classifier inaccuracy, but rather the inaccuracy associated with
manual selection of windows containing bees. For this reason, after the scanning
process, we are obtaining a cloud of positive detection windows, instead of one
window, perfectly matching the image of a bee. It became necessary to use an
algorithm for determining windows that coincide with bee images.

The idea of the algorithm is to bring each dense window cluster to a single
window with average parameters that should match the image of a bee. The
algorithm should break the clusters into two windows, thus allowing detection of
the case while two bees are very close together. It should also ignore clusters with
a small number of windows that may arise due to false positive classification.
Our algorithm was designed as an extension of the K-means clustering, adopting
the following assumptions:

– Each square window in the movie frame is a point in the 3-dimensional space
p ∈ P with the parameters x, y, d, where x, y - the coordinates of the center
of the window, d - the length of its side,

– each cluster center c ∈ C is also a point in 3-dimensional space,
– the pi window is assigned to the cluster with center cj , when n(pi) = j,
– the IOU function decides about the window assignment to the cluster, given

by the formula IOU(p, q) = area(p ∩ q)/area(p ∪ q) for two windows p and
q, item the probability that i-th window contains a bee - Prbee(pi) is used
to calculate the window weight from the formula wi = Prbee(pi)β , where β
- one of the clustering parameters, item the window weight wi is used for
calculation of the cluster center parameters, as well as decides if the cluster
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is sufficiently represented by the weighted sum of the windows that belong
to it.

The algorithm is described by a pseudo-code:
Require:

P – window set with positive classification
C – initial set of cluster centers
α, β, γ, δ – clustering parameters
while the specified number of cycles has not been reached do

for all pi ∈ P do � 1. Assignment of windows to clusters
if max

cj∈C
IOU(pi, cj) > α then

n(pi) ← argmax
j,cj∈C

IOU(pi, cj)

else
n(pi) ← null

end if � n(pi) – number of cluster which contain window pi

end for
for all cj ∈ C do � 2. Modification of location of cluster centers

x(cj) ← ∑

i,n(pi)=j

x(pi)wi/
∑

i,n(pi)=j

wi

y(cj) ← ∑

i,n(pi)=j

y(pi)wi/
∑

i,n(pi)=j

wi

d(cj) ← ∑

i,n(pi)=j

d(pi)wi/
∑

i,n(pi)=j

wi

σx(cj) ← ∑

i,n(pi)=j

x(pi)2wi/
∑

i,n(pi)=j

wi − x(cj)2

σy(cj) ← ∑

i,n(pi)=j

y(pi)2wi/
∑

i,n(pi)=j

wi − y(cj)2

end for
for all cj ∈ C do � 3. Removing clusters from a set C

if
∑

i,n(pi)=j

wi < γ then

C ← C \ {cj}
end if

end for
for all cj ∈ C do � 4. Adding new cluster with high std.dev.

σmax ← max(σx(cj), σy(cj))
if σmax/d(cj)2 > δ then

coord ← argmax
x,y

(σx(cj), σy(cj)) � selection of coordinate

cnew ← cj

C ← C ∪ {cnew} � adding a new cluster
coord(cj) ← coord(cj)−√

σmax/3 � shifting of new clusters centers
coord(cnew) ← coord(cj) +

√
σmax/3

end if
end for

end while
return C
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To the input of the weighted clustering algorithm is given a set of positively
classified P windows by DNN-CNN network, initial cluster centers, and cluster-
ing parameters. The initial locations of the cluster centers are determined using
the greedy algorithm described in [2] employing the gradual averaging of param-
eter pairs of overlapping windows. The main algorithm loop consists of four
nested “for” loops. The first and second of them are analogous to the K-means
and allow the assignment of windows to clusters alternately with correction of a
location of cluster centers based on their windows. However, due to the specifics
of the application, there are two main differences. The first is the additional
condition of window assignment to the cluster, which is based on a test if the
maximum match in the sense of IOU is less than the α threshold. If so, then
the window is significantly outside the bee images represented by the cluster
centers and should therefore not have any assignment as probably false positive
classification. The second difference is the usage of weight for each i-th window.
The next two nested “for” loops allow us to remove and break the clusters. The
first option allows for removing false positive detections, which are usually rep-
resented by a small number of windows. Breaking the cluster into two allows
extracting images of two bees that are very close together or even partially over-
lapping. In the algorithm, this is solved by adding a copy of the primary cluster
and then moving these two clusters towards the coordinate with the maximum
standard deviation. This procedure was carried out when the maximum coordi-
nate standard deviation of σmax normalized with the window area exceeds the
given threshold value δ.

3.4 Clustering Parameter Optimization

The optimization of α, β, γ, δ parameters, similarly as in the case of optimiza-
tion of ROI determination parameters and DNN-CNN model learning, takes
place each time for a given camera setting on the training movie. We used sim-
ulated annealing as optimization algorithm due to its simplicity, although of
course other optimization methods such as genetic algorithms or PSO could be
used. The applied algorithm of simulated annealing, after adopting the initial
parameter values, works periodically, randomly shifting the parameter vector
in each cycle, and then after calculating the evaluation, can reject or accept
new solution with probability Praccept = (1 + exp(ΔE/bT ))−1. This prob-
ability value depends on the change in the evaluation value of the solution
ΔE = E(t) − E(t − 1) in step t and the randomness factor T – the temper-
ature that initially allows greater exploration of solutions (acceptance of worse
solutions). The b constant differentiate the effect of temperature on the accep-
tance probability and the magnitude of the parameter vector shift. Determining
the assessment of the solution in a given step of the annealing algorithm t: E(t)
is based on running a weighted clustering algorithm with new parameters for a
given number of cycles, and then calculating the coverage error of the obtained
detection windows in relation to the windows determined manually in the train-
ing movie. Unfortunately, the detection error measures known from the literature
such as Mean Average Precision (mAP) do not change for small window shifts,
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which is necessary to direct the search in optimization. The second reason why
we do not use mAP is the difficulty in determining the probability that the win-
dow contains a bee because these windows are not determined directly by the
DNN network, but are obtained as a result of extraction - averaging of many
windows. Due to the requirements of the learning system, we used its own mea-
sure of coverage error represented by the Eq. 1 together with the algorithm to
calculate it.

E =
∑K

k=1 |Ok| + |Ck| − mOk
− mCk

∑K
k=1 |Ok| + |Ck|

(1)

where K – the number of movie frames, |Ok|, |Ck| – the number of window sets
determined manually and by means of the weighted clustering algorithm on the
frame k, mOk

- the sum of the coverage degrees of windows determined manually
with windows determined algorithmically, mCk

- the sum of the coverage degrees
of the windows determined algorithmically with windows determined manually
on the frame k. If the manually selected windows perfectly coincide with the
windows determined by the clustering algorithm than E = 0. The error will be
non-zero when the bees are not detected and in false positive cases when the
system classifies the background image as containing the bee.

The sums of coverage degrees on the frame are calculated by the algorithm:
Require:

O – a set of windows containing manually selected bee images
C – set of windows obtained by the weighted clustering algorithm
R : O × C ≡ {(o, c)|o ∈ O, c ∈ C} – set of window pairs
mO ← 0
mC ← 0
while |R| > 0 do

(a, b) ← argmax
i,j

IOU(oi, cj) � pair with the highest matching degree

mO ← mO + IOW(oa, cb)
mC ← mC + IOW(cb, oa)
for all (oi ∈ O, cj ∈ C) do � for all window pairs (oi, cj)

if i = a ∨ j = b then
R ← R \ {(oi, cj)} � removing a pair {(oi, cj)}

end if
end for

end while
return mO,mC
The IOW function determines the coverage degree of the first window by the

second and can be represented by the formula: IOW(p, q) = area(p ∩ q)/area(p).
Standard parameter values and values optimized for three training movies are
shown in the Table 3.
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Table 3. Cluster analysis parameter values obtained as a result of optimization for
particular training movies

Symbol Interpretation Standard DSC DSC 01091 A

par. 0559 A 0562 A 01091 A

α IOU threshold 0 0 0.044748 0.02259

β Power at probability that bee 2 −1.1917 2.1359 −2.6423

γ Sum of window weights threshold 5 4.8284 4.7435 4.7063

δ Normalized std. dev. threshold 0.5 2.1140 39.1152 18.5411

4 The Experiments and Results

The experiments were carried out for the same ROI regions and DNN-CNN
models trained separately for each movie at earlier stages. The results of the
experiments presented in the Table 4 allow us to compare movies registered in
different conditions and three window selection methods: cluster analysis with
optimized parameter values, cluster analysis with heuristically accepted – stan-
dard parameter values and the greedy method. Each experiment consisted of
usage of a fragment of the movie to learn, for example DSC 0559 A to deter-
mine ROI areas, DNN classifier training and in the case of parameter optimiza-
tion – searching for optimal clustering parameters with the criterion given by the
Eq. 1. Then for the test movie, for example DSC 0559 B, the error was calculated
according to the Eq. 2:

E0.5 =
∑K

k=1 |Ok| + |Ck| − 2Nk
∑K

k=1 |Ok| + |Ck|
, (2)

where Nk - the sum of pairs of windows determined manually and algorithmi-
cally (oi, cj) in the frame k, such that IOU(oi, cj) ≥ 0.5, assuming that each
window determined manually could only coincide with one window determined
algorithmically and vice versa. The 0.5 threshold value is the value most com-
monly used in other works related to image detection. For the method with
the optimization of cluster analysis parameters, the table also provides the
detection error of false positives Efp

0.5 =
∑K

k=1(|Ck| − Nk)/
∑K

k=1 |Ck|, which
can be interpreted as the proportion of algorithmically determined windows
that do not cover any manually designated windows. False negative error
Efn

0.5 =
∑K

k=1(|Ok| −Nk)/
∑K

k=1 |Ok| is the proportion of manually marked win-
dows that were not covered after window extraction process. As it can be seen,
the error when using cluster analysis is always smaller than while using the
greedy method. The error in two out of three setting cases was smaller for stan-
dard cluster analysis parameters, which is because tests were done on a different
fragment of the movie from the fragment for parameters optimization. Such weak
generalization may be related to short length of the movies, which may be con-
firmed by a fact that in both cases with weak generalization: DSC 0559 A and
01091 A the movies were much shorter than in the case of DSC 562 A where
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results after optimization is slightly better than with standard parameters. This
may lead to the conclusion that the movies used for parameter optimization
should be longer. The significantly greater error for the movie 01091 is probably
due to greater consideration of the outlet area combined with a large number of
mutually obscuring bees.

Table 4. Detection error of windows containing bees for test movies

Movie name Methods of extraction windows with bee images

Parameters optimized
on training movie

Standard
parameters

Greedy method
from [2]

E0.5 Efp
0.5 Efn

0.5 E0.5 E0.5

DSC 0559 B 0.0688 0.0504 0.0865 0.0619 0.0926

DSC 0562 B 0.0626 0.0546 0.0705 0.0646 0.0686

01091 B 0.427 0.494 0.340 0.417 0.524

Figure 4 shows the dependence of the test error on the assumed IOU thresh-
old at which positive detection was considered. As can be seen in the case of
DSC 0559 and DSC 562 for x > 0.5, the error increases very quickly, but in
some applications, such as bee counting at low density, high detection precision
is not required and even a lower threshold at the level of 0.1÷0.2 can be used. In
the case of further image analysis, e.g. to determine if a bee carries pollen, preci-
sion should be increased. Sample images after subsequent stages of the detection
process are shown in Fig. 5.

Fig. 4. Test error Ex depending on x - IOU threshold, above which detection is con-
sidered as positive
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Fig. 5. Sample images from frame 1203 from the movie DSC 0562 B: a) original image,
b) window clouds after window classification stage, c) windows after extraction by
weighted clustering algorithm, d) comparison of positive detections (green) with win-
dows marked manually (yellow) (Color figure online)

5 Conclusions

The results of the experiments indicates that it is possible to build an effective
bee detection system that can adapt to the specific camera settings and environ-
mental conditions. This system can be implemented using the classical method
in the form of three subsystems: the ROI area subsystem, the window classifi-
cation subsystem along with the procedure of scanning individual frames of the
video stream, and the subsystem for determining positive detection windows by
the weighted clustering method proposed in this paper. The disadvantage of the
current system is a longtime scanning and window classification does not yet
allow the system to be operated on-line on high resolution images. Two-step
training process of the window classifier allows the elimination of false positive
windows in specific camera setting and in a specific environment, so that after the
determination of positive detections there is almost no false positive detection
despite the simple, only 6-layer architecture of DNN-CNN network. Weighted
clustering is always better than the greedy method of windows selection, and
the additional optimization of its parameters allows to achieve better results in
the case of sufficiently long training movies.
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3. de Souza, P., et al.: Low-cost electronic tagging system for bee monitoring. Sensors
18, 2124 (2018)

4. Chen, C., Yang, E.C., Jiang, J.A., Lin, T.T.: An imaging system for monitoring the
in-and-out activity of honey bees. Comput. Electron. Agric. 89, 100–109 (2012)

5. Magnier, B., Gabbay, E., Bougamale, F., Moradi, B., Pfister, F., Slangen, P.:
Multiple honey bees tracking and trajectory modeling. In: Multimodal Sensing:
Technologies and Applications, vol. 11059. International Society for Optics and
Photonics (2019). 110590Z

6. Tashakkori, R., Ghadiri, A.: Image processing for honey bee hive health monitoring.
In: SoutheastCon 2015, pp. 1–7. IEEE (2015)

7. Ngo, T.N., Wu, K.C., Yang, E.C., Lin, T.T.: A real-time imaging system for mul-
tiple honey bee tracking and activity monitoring. Comput. Electron. Agric. 163,
104841 (2019)
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Abstract. Image binarization is one of the most relevant preprocessing
operations influencing the results of further image analysis conducted
for many purposes. During this step a significant loss of information
occurs and the use of inappropriate thresholding methods may cause
difficulties in further shape analysis or even make it impossible to recog-
nize different shapes of objects or characters. Some of the most typical
applications utilizing the analysis of binary images are Optical Character
Recognition (OCR) and Optical Mark Recognition (OMR), which may
also be applied for unevenly illuminated natural images, as well as for
challenging degraded historical document images, considered as typical
benchmarking tools for image binarization algorithms.

To face the still valid challenge of relatively fast and simple, but robust
binarization of degraded document images, a novel two-step algorithm
utilizing initial thresholding, based on the modelling of the simplified
image histogram using Gaussian Mixture Model (GMM) and the Monte
Carlo method, is proposed in the paper. This approach can be considered
as the extension of recently developed image preprocessing method utiliz-
ing Generalized Gaussian Distribution (GGD), based on the assumption
of its similarity to the histograms of ground truth binary images dis-
torted by Gaussian noise. The processing time of the first step, producing
the intermediate images with partially removed background information,
may be significantly reduced due to the use of the Monte Carlo method.

The proposed improved approach leads to even better results, not
only for well-known DIBCO benchmarking databases, but also for more
demanding Bickley Diary dataset, allowing the use of some well-known
classical binarization methods, including the global ones, in the second
step of the algorithm.

Keywords: Document images · Image binarization · Gaussian
Mixture Model · Monte Carlo method · Thresholding

1 Introduction

Analysis of binary images still belongs to the most popular applications of
machine vision both in industry and some other computer vision tasks, where
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the shape of objects plays the dominant role. Although in some industrial appli-
cations with controlled lighting conditions, as well as in the analysis of high
quality scanned documents, some classical global thresholding algorithms, such
as e.g. well-known Otsu [24] method, may be sufficient, for unevenly illuminated
objects or degraded document images, even the use of more advanced adaptive
methods might be challenging in some cases. For some of the popular adaptive
methods, e.g. proposed by Niblack [18] or Sauvola [29], the obtained results may
be far from expectations, especially in outdoor scenarios. On the other hand,
some more sophisticated methods may be troublesome to implement in some
embedded systems and devices with low computing performance.

Some typical areas of applications, where the quality of binary images
obtained from natural images is important, are Optical Text Recognition (OCR),
Optical Mark Recognition (OMR), recognition of QR codes, self-localization, ter-
rain exploration and path following in autonomous navigation of vehicles and
mobile robots, video monitoring and inspection, etc. Nevertheless, due to the lack
of image and video datasets, containing both natural and ground truth images
other than document images, a widely accepted approach to performance evalu-
ation of image binarization methods is the use of the datasets provided yearly by
the organizers of Document Image Binarization COmpetitions (DIBCO), tak-
ing place during two major conferences, namely International Conference on
Document Analysis and Recognition (ICDAR) and International Conference on
Frontiers in Handwriting Recognition (ICFHR).

Although these datasets contain images with more and more challenging
image distortions each year, another interesting possibility is the additional
verification of the proposed methods for the images included in Bickley Diary
dataset [5], containing 92 photocopies of individual pages from a diary written
ca. 100 years ago by the wife of one of the first missionaries in Malaysia – Bishop
George H. Bickley. Since the distortions in this dataset are related not only to
overall noise caused by photocopying, but also discolorization and water stains,
as well as differences in ink contrast for different years, it may be considered as
even more challenging in comparison to DIBCO datasets [26]. To ensure a reli-
able verification of the advantages of the method proposed in this paper, all
currently available DIBCO datasets together with Bickley Diary database have
been used.

Although many various approaches to image binarization have been pre-
sented over the years, including adaptive methods e.g. proposed by Bradley [2],
Feng [6], Niblack [18], Sauvola [29] or Wolf [35], and their modifications [28,30],
for each newly developed algorithm its required computational effort usually
increases. Good examples may be the applications of local features with the use
of Gaussian Mixture Models [17] or the use of deep neural networks [32], where
multiple processing stages are necessary. Some comparisons of popular meth-
ods and their overviews can be found in recent survey papers or books [3,31].
In many methods the additional background removal, median filtering or mor-
phological processing are required, as well as time-consuming training process
for recently popular deep convolutional neural networks. Therefore, our moti-
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vation is the increase of performance of some classical methods due to efficient
image preprocessing rather than comparison with sophisticated state-of-the-art
methods and solutions based on deep learning, considering also the time-quality
efficiency challenges [14].

2 Modelling the Histograms of Distorted Images

2.1 Generalized Gaussian Distribution and Gaussian Mixture
Model

The application areas of the Generalized Gaussian Distribution (GGD) cover
a wide range of signal and image processing methods utilizing the designation
of various models, including e.g. tangential wavelet coefficients used to compress
three-dimensional triangular mesh data [12] or generation of augmented quater-
nion random variables with the GGD [7]. Some other popular applications are
related to no-reference image quality assessment (IQA) based on natural scene
statistics (NSS) model, used to describe certain regular statistical properties of
natural images [38], as well as image segmentation [33] and approximation of
an atmosphere point spread function (APSF) kernel [34].

One of the main advantages of the GGD is the coverage of the other popular
distributions, namely Gaussian distribution, Laplacian distribution, a uniform
one, an impulse function, as well as some other special cases [9,10]. Estimation
of its parameters is possible using various methods [37]. Its extension into mul-
tidimensional case [25] and covering the complex variables [19] is also possible.

The probability density function of the GGD can be expressed as [4]:

f(x) =
λ · p

2 · Γ
(

1
p

)e−[λ·|x|]p , (1)

where p denotes the shape parameter, Γ (z) =
∫ ∞
0

tz−1e−tdt, z > 0 [23] and λ
is the parameter based on the standard deviation σ of the distribution. Their

relation is given by the equation λ(p, σ) = 1
σ

[
Γ ( 3

p )

Γ ( 1
p )

] 1
2
. Choice of the parameter

p = 1 corresponds to Laplacian distribution, whereas p = 2 is typical for Gaus-
sian distribution. When p → ∞, the GGD density function goes to a uniform
distribution and for p → 0, f(x) becomes an impulse function.

A Gaussian Mixture Model (GMM) consists of Gaussian distribution com-
ponents defined by their locations μ and standard deviations σ and additionally,
a vector of mixing proportions. Due to the main purpose of investigation, related
to image binarization, the application of two Gaussian distribution components
is considered, since only two classes of pixels are assumed. In the other words, it
is assumed that only two clusters are present in the image, consisting of pixels
representing text and background respectively, and – in the ideal case – each
cluster is represented by a single Gaussian distribution component. Having com-
puted the parameters of the GMM with two Gaussian distribution components,
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Illustration of the general assumption of the proposed approach based on the
similarity of histograms: (a) - sample greyscale document image, (b) - ground truth
binary image, (c) - binary image corrupted by Gaussian noise, (d)–(f) - histograms of
respective images.

the initial threshold should be located between the locations μ of both distribu-
tions and may be calculated in several ways e.g. as the intersection point of two
determined curves.

The GMM parameters can be determined using the iterative Expectation-
Maximization (EM) algorithm. The algorithm iterates over two steps until the
convergence is achieved. The first step would estimate the expected value for
each observation and the maximization step would optimize the parameters of
the probability distributions using the maximum likelihood.

2.2 General Assumptions for Natural Images

Natural images, representing old handwritten or machine-printed documents,
contain some specific distortions, being the result of gradual degradation of orig-
inal manuscripts or printings during years. Some visible imperfections, such as
faded and low contrast ink, as well as the presence of noisy distortions and some
stains, influence the histogram of the image. Hence, assuming the analysis of
greyscale images, more intermediate grey levels may be observed, similarly as
for binary images corrupted by Gaussian noise, as illustrated in Fig. 1 for the
sample image no. 7 from DIBCO2017 dataset. This similarity is especially well
visible assuming the use of two Gaussian distributions modelling the histogram
of the ground truth (GT) binary image corrupted by Gaussian noise.
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Fig. 2. Exemplary results of the approximation of the histogram of the sample image
from DIBCO2017 dataset with obtained thresholds: (a) – using the GGD, (b) – for two
Gaussian distribution components of the GMM.

Therefore, the approximation of histograms by the GMM with two Gaussian
distribution components should be useful for the initial thresholding step, elimi-
nating the most of the background information. It can be conducted by choosing
a threshold between two peaks of the approximated histogram defined by their
location parameters μ. Another possible approach, investigated in one of the
previous papers [11], is the use of a single Gaussian distribution or the GGD,
being its extended version. Nevertheless, the choice of its location parameter μ
as the initial threshold leads to elimination of less background information. The
comparison of parameters of the GGD and GMM with two Gaussian distribution
components (further referred as GMM2), obtained for the sample image no. 7
from DIBCO2017 with a typical bimodal histogram, is shown in Fig. 2, where
the threshold selected for the GMM is marked as the intersection point of both
Gaussian curves.

For some images the GMM2 components may be located closer to each other
and therefore the choice of an appropriate threshold may be more troublesome.
In such situations the solution proposed in the paper [11] may be insufficient
and the application of the GMM2 makes it possible to remove the background
information better. Some exemplary results, obtained for sample image no. 8
from more challenging DIBCO2018 dataset, are presented in Fig. 3, where the
greater ability to remove unnecessary background can be clearly observed for the
GMM2. Such obtained images may be subjected to further binarization steps.

3 Proposed Method

3.1 Improved Two-Step Binarization Algorithm

Taking the advantage of similarity of histograms of degraded document images
converted to greyscale and binary GT images corrupted by Gaussian noise, cho-
sen as the most widespread type of noise in practical applications, the first step
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Fig. 3. Exemplary results obtained for image no. 8 from DIBCO2018 dataset: (a) –
original image, (b) – ground truth image, (c) – histogram and obtained using the GGD,
(d) – histogram and threshold for the GMM2, (e) and (f) – respective thresholding
results obtained for two methods.

of the proposed algorithm is the calculation of parameters of the Gaussian distri-
butions. Due to a great importance of the universality of the proposed approach,
three possible models are used: a single Gaussian distribution, GGD and GMM2.
Using the most relevant parameters: μ and σ, several variants of possible thresh-
olds Xthr have been tested, including:

– location parameter μGGD of the GGD (originally proposed in [11]),
– location parameter μG of the single Gaussian distribution,
– location parameter μG lowered by Gaussian standard deviation σG,
– intersection of two GMM2 curves (thr), as shown in Fig. 2b,
– upper location parameter of two GMM2 curves μGMMmax,
– weighted average of two GMM2 locations: μGMM01 · w01 + μGMM02 · w02,
– weighted average of two GMM2 locations lowered by the respective standard

deviations: (μGMM01 − σ01) · w01 + (μGMM02 − σ02) · w02,
– minimum values of the above thresholds.

The weighting coefficients w01 and w02 have been determined during the cal-
culation of the GMM and normalized so that w01 +w02 = 1. To avoid the neces-
sity of using sophisticated estimators based on maximum likelihood, moments,
entropy matching or global convergence [27], the values of the four GGD param-
eters: shape parameter p, location parameter μ, variance of the distribution λ,
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and standard deviation σ, as well as parameters of the GMM2, have been deter-
mined using the fast approximated method based on the standardized moment,
described in the paper [8].

Additionally, all the above parameters have also been calculated after fil-
tration of the 256-bin image histograms using 5-element median filter used to
remove peaks. However, the results obtained using this approach have been worse
for all databases and slightly higher binarization accuracy has been observed only
for a few images. Therefore, all further experiments have been conducted using
the original histograms without the additional time-consuming filtering.

To improve text readability, the determined thresholds (Xthr) are used
instead of the maximum intensity values in the classical normalization of pixel
intensity levels, applied only for the intensity levels not exceeding Xthr, as

Y (i, j) =
∣∣∣∣
(X(i, j) − Xmin) · 255

Xthr − Xmin

∣∣∣∣ , (2)

where 0 ≤ Xmin < Xthr < Xmax ≤ 255 and

– Xthr is the upper threshold determined during the proposed preprocessing,
– Xmin is the minimum intensity of all image pixels,
– Xmax is the maximum intensity of all image pixels,
– X(i, j) is the intensity level of the input pixel at (i, j) coordinates,
– Y (i, j) is the intensity level of the output pixel at (i, j) coordinates.

Assuming the presence of a dark text on a brighter background, to remove
partially the bright background data, usually containing some distortions not
influencing the text information, intensity values for all pixels with brightness
higher than Xthr are set to 255 independently on the formula (2).

As the result, the limitation of the brightness range from 〈Xmin ; Xmax〉 to
〈Xmin ; Xthr〉 with additional normalization to the range 〈0 ; 255〉 is obtained,
where the increase of dynamic range for images with overexposure or visible
low ink contrast is achieved regardless of the selected upper threshold. Finally,
the intermediate image with partially eliminated background is obtained, which
is the input for some other classical global or adaptive binarization methods.
Since such obtained images are better balanced in terms of text and background
information, is it assumed that the finally obtained thresholds should be closer
to expectations in comparison with those achieved by the same methods without
the proposed preprocessing.

3.2 Acceleration of Calculations Using the Monte Carlo Method

The idea of the Monte Carlo method is based on the significant decrease of
the number of analysed pixels, preserving the statistical properties of the image
histogram. According to the law of large numbers and the central limit theo-
rem, for a statistical experiment the sequence of successive approximations of
the estimated value is convergent to the sought solution. Therefore, using the
pseudo-random number generator with a uniform distribution, a limitation of the
number of analysed pixels, decreasing the computational burden, is possible [21].
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To prevent the necessity of using two independent generators to draw the
coordinates of pixels, the image is initially reshaped into one-dimensional vector
V containing the intensities of all M × N pixels. Applying the pseudo-random
number generator with possibly good statistical properties and a uniform distri-
bution, n independent draws of the positions in the vector V are conducted. To
build an estimate of the simplified histogram, the total number of the randomly
drawn pixels (k) for each intensity level is calculated according to

L̂MC =
k

n
· M · N, (3)

where k denotes the number of randomly chosen pixels of the given intensity,
n is the total number of draws and M × N determines the image size. In some
applications a random choice of pixels can also be made in parallel to increase
the computational speed.

Analysing the convergence of the method [11], the estimation error can be
determined as

εα =
uα√

n
·
√

K

M · N
·
(

1 − K

M · N

)
, (4)

where K is the total number of pixels for a given intensity and uα represents the
two-sided critical range. Nevertheless, the influence of even relatively high values
of the above estimation error (calculated for the histogram) on the determined
binarization thresholds is marginal.

Such obtained estimated simplified histogram may be successfully used as the
input data for histogram based global thresholding methods [13,22], however its
use for adaptive thresholding would be possible assuming the division of images
into regions. Nevertheless, the direct application of this approach for typical
adaptive methods based on the analysis of the local neighbourhood of each pixel,
such as Bradley [2], Niblack [18] or Sauvola [29], would be troublesome.

In the proposed approach the Monte Carlo method is applied to reduce the
computational effort of the first step of the algorithm. Due to the use of the
simplified histogram it is possible to estimate the initial upper threshold Xthr

using a significantly reduced number of samples. To reduce the possibility of the
influence of potentially imbalanced intensities of the randomly chosen pixels for
a small number of draws, the Monte Carlo experiment may be repeated and
then the median from the determined thresholds would be selected as the result.
To verify the stability of this approach, some experiments have been conducted
with the use of 2.5%, 5%, 7.5%, 10%, 12.5% and 15% of the total numbers of
pixels in consecutive images from all available DIBCO datasets, as well as for
all 92 images from Bickley Diary database. For the lower percentages median
values from 3, 5, 7 and 9 Monte Carlo experiments have been chosen, although
it should be noted that from computational point of view e.g. the use of 9 draws
for 5% of pixels can be treated as equivalent to a random choice of 45% of all
pixels (not considering the time necessary for selection of the median value).
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The second stage of the proposed approach, assuming the use of some previ-
ously proposed binarization methods, is not based on the use of the Monte Carlo
method, although for some of the global methods, it might be possible as well
and should be considered in further research. Nevertheless, in the first experi-
ment it has been assumed that n is equal to the total number of pixels (M ×N),
however – as described further – it may be significantly reduced applying the
Monte Carlo method, without affecting the accuracy of binarization.

4 Experimental Results

The verification of the proposed approach has been made using 208 images: 116
images from 9 available DIBCO datasets (2009 to 2018), converted to greyscale
according to popular ITU-R Recommendation BT.601, and 92 monochrome
images from Bickley Diary dataset. All the calculations have been made for
full images, as well as for the limited number of samples, applying the Monte
Carlo method with repetitions and median choice, as stated above. During the
first stage of the algorithm all threshold variants listed in Sect. 3.1 have been
examined. Such obtained images with partially eliminated background infor-
mation have been subjected to further binarization in the second stage, using
popular thresholding methods, such as: fixed threshold (0.5 of the intensity
range), Bernsen [1] (also with the local Gaussian window), Bradley [2], Otsu [24],
Sauvola [29] and Wolf [35].

Finally, the obtained results have been compared with the direct use of the
above mentioned methods without the proposed preprocessing. To make a reli-
able comparison of the final binarization results, according to widely accepted
methodologies [20], some typical metrics based on the counting of true positive
(TP) pixels, true negatives (TN), false positives (FP) and false negatives (FN),
such as Precision, Recall, F-Measure, Specificity and Accuracy, have been calcu-
lated, assuming the pixels representing text as “ones” and background pixels as
“zeros”. Additionally, some other metrics, such as PSNR, Distance Reciprocal
Distortion (DRD) [15] and Misclassification Penalty Metric (MPM) [36], have
also been computed.

Although the values of the estimated parameters may be slightly different
for each independent execution of the Monte Carlo method, especially for a low
number of drawn samples (n), the overall influence of the number of randomly
drawn pixels on the final binarization accuracy is unnoticeable, even for the
use of 2.5% of the pixels assuming the 3-fold drawing and the choice of the
median threshold in the first stage. Hence, only the results obtained for full
images, considered as easier for potential recalculation, are presented in this
paper, although the same results have been achieved applying the Monte Carlo
method almost for all images. To avoid the presentation of all metrics based on
the number of TP, TN, FP and FN pixels, we have focused on accuracy and
PSNR, as well as some alternative metrics, such as DPD and MPM.
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Fig. 4. Comparison of the average accuracy, PSNR, DRD and MPM values for 208
images using popular binarization methods with and without proposed preprocessing.

The results of experiments conducted for all DIBCO datasets and Bickley
Diary database are illustrated in Fig. 4. Better results are represented by higher
accuracy and PSNR, but lower DRD and MPM values.

As it may be observed, the influence of preprocessing for Sauvola and Wolf
methods is marginal, however its application for some other methods, including
the simplest fixed thresholding and the classical global Otsu method, leads to
a significant improvement of all average metrics presented in Fig. 4. Analysing
the accuracy, PSNR and DRD values, the use of the proposed preprocessing for
Otsu method, as well as for adaptive Bradley and Bernsen algorithms, leads to
better results than achieved by Sauvola and Wolf algorithms, even though these
methods applied directly have led to much worse binarization results. In almost
all cases the application of the proposed preprocessing method, based on the
weighted average of two GMM2 locations lowered by the respective standard
deviations (μGMM01 −σ01) ·w01 + (μGMM02 −σ02) ·w02, leads to better results,
also in comparison with the previously proposed method [11] using the location
parameter μGGD of the GGD.

Nevertheless, considering the results indicated as “best”, some minor excep-
tions occur, especially for the MPM results, as the results obtained for some other
variants of possible thresholds Xthr are slightly better. For the fixed thresh-
old (0.5) the best accuracy, PSNR and DRD may be obtained applying the
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Fig. 5. Comparison of exemplary final binarization results: (a) and (b) – without pre-
processing, (c) and (d) – with the use of Xthr = μGGD [11], (e) and (f) – with the use of
the proposed preprocessing with Xthr = (μGMM01−σ01) ·w01 + (μGMM02−σ02) ·w02,
for Bernsen (left images) and Bradley (right images) thresholding.

Xthr = max(μGMM01, μGMM02), whereas the use of Xthr = μGGD −σGGD leads
to the best DRD and MPM values for Otsu and Bradley methods, as well as
the DRD for Wolf and all metrics for Bernsen thresholding. The use of weighted
average of two GMM2 locations (without lowering) slightly improves the MPM
results for Wolf method and DRD for Sauvola, as well as PSNR and accuracy for
both of them. Nonetheless, as can be seen in Fig. 4, the differences between the
results for “best” variants and the most universal method, utilizing the formula
Xthr = (μGMM01 − σ01) · w01 + (μGMM02 − σ02) · w02, are relatively small.

The best overall accuracy equal to 0.9336 and PSNR = 13.1614 has been
achieved applying the proposed method followed by Bradley thresholding. The
same popular adaptive method, implemented e.g. as the adaptthresh function
in MATLAB environment, with the GGD based preprocessing [11], leads to
noticeably worse results (ACC = 0.9279 and PSNR = 12.5857), whereas its direct
application gives the accuracy equal to 0.9187 and PSNR = 12.1072 (without
preprocessing).

A visual comparison of the final binarization results for a sample image no.
8 from the challenging DIBCO2018 dataset is shown in Fig. 5, where the advan-
tages of the proposed approach, also over the GGD based preprocessing [11], are
clearly visible, especially for Bernsen method shown in the left part. Neverthe-
less, the improvements of results can also be noticed for Bradley thresholding.

5 Summary and Future Work

The experimental results presented in the paper confirm the usefulness of the pre-
processing of degraded document images based on the histogram modelling using
the GGD and GMM based methods. A combination of the proposed approach



478 R. Krupiński et al.

with some well-known thresholding algorithms makes it possible to enhance the
binarization results significantly, making them comparable with the use of more
sophisticated methods. Even though the final results may be outperformed by
some other methods, e.g. utilizing deep learning [32], the presented approach
is relatively fast, also due to the use of the Monte Carlo method, and does
not require the long training process with many images. The proposed app-
roach may be easily combined with some other methods proposed by some other
researchers, although – considering the results achieved for Sauvola and Wolf
methods – achieved improvements may be smaller.

Some of the directions of our future research will be an attempt to a further
simplification of the histogram modelling step, as well as the combination of
the proposed preprocessing with statistical methods [13] and some region based
thresholding methods [16], being usually much faster in comparison with typi-
cal adaptive methods, which require the analysis of the local neighbourhood of
each pixel. Considering potential applications in robotics, related to the real-
time analysis of natural images, our efforts will be oriented towards a further
acceleration of image processing operations preceding the final binarization step.
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29. Sauvola, J., Pietikäinen, M.: Adaptive document image binarization. Pattern
Recogn. 33(2), 225–236 (2000). https://doi.org/10.1016/S0031-3203(99)00055-2

30. Saxena, L.P.: Niblack’s binarization method and its modifications to real-time
applications: a review. Artif. Intell. Rev. 51(4), 673–705 (2017). https://doi.org/
10.1007/s10462-017-9574-2

31. Shrivastava, A., Srivastava, D.K.: A review on pixel-based binarization of gray
images. In: Satapathy, S.C., Bhatt, Y.C., Joshi, A., Mishra, D.K. (eds.) Proceed-
ings of the International Congress on Information and Communication Technology.
AISC, vol. 439, pp. 357–364. Springer, Singapore (2016). https://doi.org/10.1007/
978-981-10-0755-2 38

32. Tensmeyer, C., Martinez, T.: Document image binarization with fully convolutional
neural networks. In: 14th IAPR International Conference on Document Analysis
and Recognition, ICDAR 2017, Kyoto, Japan, 9–15 November 2017, pp. 99–104.
IEEE (2017). https://doi.org/10.1109/ICDAR.2017.25

33. Wang, C.: Research of image segmentation algorithm based on wavelet trans-
form. In: 2015 IEEE International Conference on Computer and Communications
(ICCC), pp. 156–160, October 2015. https://doi.org/10.1109/CompComm.2015.
7387559

34. Wang, R., Li, R., Sun, H.: Haze removal based on multiple scattering model with
superpixel algorithm. Signal Process. 127, 24–36 (2016). https://doi.org/10.1016/
j.sigpro.2016.02.003

35. Wolf, C., Jolion, J.M.: Extraction and recognition of artificial text in multimedia
documents. Formal Pattern Anal. Appl. 6(4), 309–326 (2004). https://doi.org/10.
1007/s10044-003-0197-7

36. Young, D.P., Ferryman, J.M.: PETS metrics: on-line performance evaluation ser-
vice. In: Proceedings of 2005 IEEE International Workshop on Visual Surveillance
and Performance Evaluation of Tracking and Surveillance, pp. 317–324 (2005).
https://doi.org/10.1109/VSPETS.2005.1570931

37. Yu, S., Zhang, A., Li, H.: A review of estimating the shape parameter of generalized
Gaussian distribution. J. Comput. Inf. Syst. 21(8), 9055–9064 (2012)

38. Zhang, Y., Wu, J., Xie, X., Li, L., Shi, G.: Blind image quality assessment with
improved natural scene statistics model. Digital Signal Process. 57, 56–65 (2016).
https://doi.org/10.1016/j.dsp.2016.05.012

https://doi.org/10.1109/ICFHR-2018.2018.00091
https://doi.org/10.1109/ISCCSP.2014.6877892
https://doi.org/10.1134/S1054661816030020
https://doi.org/10.1016/S0031-3203(99)00055-2
https://doi.org/10.1007/s10462-017-9574-2
https://doi.org/10.1007/s10462-017-9574-2
https://doi.org/10.1007/978-981-10-0755-2_38
https://doi.org/10.1007/978-981-10-0755-2_38
https://doi.org/10.1109/ICDAR.2017.25
https://doi.org/10.1109/CompComm.2015.7387559
https://doi.org/10.1109/CompComm.2015.7387559
https://doi.org/10.1016/j.sigpro.2016.02.003
https://doi.org/10.1016/j.sigpro.2016.02.003
https://doi.org/10.1007/s10044-003-0197-7
https://doi.org/10.1007/s10044-003-0197-7
https://doi.org/10.1109/VSPETS.2005.1570931
https://doi.org/10.1016/j.dsp.2016.05.012


Cast Shadow Generation Using
Generative Adversarial Networks

Khasrouf Taif , Hassan Ugail(B) , and Irfan Mehmood

Centre for Visual Computing, University of Bradford, Bradford, UK
h.ugail@bradford.ac.uk

Abstract. We propose a computer graphics pipeline for 3D rendered
cast shadow generation using generative adversarial networks (GANs).
This work is inspired by the existing regression models as well as other
convolutional neural networks such as the U-Net architectures which
can be geared to produce believable global illumination effects. Here,
we use a semi-supervised GANs model comprising of a PatchGAN and
a conditional GAN which is then complemented by a U-Net structure.
We have adopted this structure because of its training ability and the
quality of the results that come forth. Unlike other forms of GANs, the
chosen implementation utilises colour labels to generate believable visual
coherence. We carried forth a series of experiments, through laboratory
generated image sets, to explore the extent at which colour can create the
correct shadows for a variety of 3D shadowed and un-shadowed images.
Once an optimised model is achieved, we then apply high resolution
image mappings to enhance the quality of the final render. As a result,
we have established that the chosen GANs model can produce believable
outputs with the correct cast shadows with plausible scores on PSNR
and SSIM similarity index metrices.

Keywords: Cast shadows · Generative Adversarial Networks ·
Visualisation · Semi-supervised learning

1 Introduction

Shadow generation is a popular computer graphics topic. Depending on the level
of realism required, the algorithms can be real-time such as Shadow mapping
[23] and Shadow projection [3], or precomputed such as ray marching techniques,
which are an expensive way to generate realistic shadows. Thus, pre-computing
often become a compelling route to take, such as [28], [2] and [6]. Generative
Adversarial Networks have been implemented widely to perform graphical tasks,
as it requires minimum to no human interaction, which gives GANs a great
advantage over conventional deep learning methods, such as image-to-image
translation with single D,G semi-supervised model [7] or unsupervised dual
learning [26].

We apply image-to-image translation to our own image set to generate cor-
rect cast shadows for 3D rendered images in a semi-supervised manner using
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colour labels. We then augment a high-resolution image to enhance the overall
quality. This approach can be useful in real-time scenarios, such as in games and
Augmented Reality applications, since recalling a pre-trained model is less costly
in time and quality compared to 3D real-time rendering, which often sacrifices
realism to enhance performance. Our approach eliminates the need to constantly
render shadows within a 3D environment and only recalls a trained model at the
image plane using colour maps, which could easily be generated in any 3D soft-
ware. The model we use utilises a combination of PatchGAN and Conditional
GAN, because of their ability to compensate for missing training data, and tailor
the output image to the desired task.

There are many benefits of applying GANs to perform computer graphic
tasks. GANs can interpret predictions from missing training data, which means
a smaller training data set compared to classical deep learning models. GANs can
operate in multi modal scenarios, and a single input can generalise to multiple
correct answers that are acceptable. Also, the output images are sharper due to
how GANs learn the cost function, which is based on real-fake basis rather than
traditional deep learning models as they minimise the Euclidean distance by
averaging all plausible outputs, which usually produces blurry results. Finally,
GAN models do not require label annotations nor classifications.

The rest of this paper is structured as follows. Section 1 reviews related work
in terms of traditional shadow algorithms, machine learning and GANs, then in
Sect. 2 we explain the construction of the generative model we used. In Sect. 3 we
present our experiments from general GAN to cGAN and DCGAN and ending
with Pix2pix. In Sect. 4 we discuss our results. Then, in Sects. 5 and 6 we present
the conclusion and future work, respectively.

1.1 Generative Networks

Recent advancements in machine learning has benefited computer graphics appli-
cations immensely. In terms of 3D representation, modelling chairs of different
styles from large public domain 3D CAD models was proposed by [1]. [25] applied
Deep Belief Network to create representation of volumetric shapes. Similarly,
supervised learning can be used to generate chairs, tables, and cars using up-
convolutional networks [5],[4]. Furthermore, the application of CNN extended
into rendering techniques, such as enabling global illumination fast rendering
in a single scene [19], and Image based relighting from small number of images
[18]. Another application filters Monte Carlo noise using a non-linear regression
model [8].

Deep convolutional inverse graphics network (DC-IGN) enabled producing
variations of lighting and pose of the same object from a single image [10]. Such
algorithms can provide full deep shading, by training end to end to produce dense
per-pixel output [16]. One of the recent methods applies multiple algorithms to
achieve real-time outputs, which is based on a recommendation system that
learns the user’s preference with the help of a CNN, and then allow the user to
make adjustments using a latent space variant system [30].
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Fig. 1. The proposed framework emphasises on the combination of image pairs tailored
to a specific function using pix2pix, producing high resolution content.

GANs have been implemented widely to perform graphical tasks. In cGANs,
for instance, feeding a condition into both D,G networks is essential to control
output images [14]. Training the domain-discriminator to maintain relevancy
between input image and generated image, to transfer input domain into a tar-
get domain in semantic level and generate target images at pixel level [27].
Semi-supervised and unsupervised models has been approached in various ways
such as trading mutual information between observed and predicted categori-
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cal class information [20]. This can be done by enabling image translators to be
trained from two unlabelled images from two domains [26], or by translating both
the image and its corresponding attributes while maintaining the permutation
invariance property of the instance [15], or even by training a generator along
with a mask generator that models the missing data distribution [11]. [12] pro-
posed an image-to-image translation framework based on Coupled GANs that
learns a joint distribution of images in different domains by using images from
the marginal distributions in individual domains. Also, [13] uses an unsupervised
model that performs image-to-image translation from few images. [21] made use
of other factors such as structure and style. Another method eliminated the need
for image pairs, by training the distribution of G : X → Y until G(X) is indis-
tinguishable from the Y distribution which is demonstrated with [29]. Another
example is by discovering cross-domain relations [9]. Another way is forcing the
discriminator to produce class labels by predicting which of N + 1 class the
input belongs to during training [17]. Another model can generate 3D objects
from probabilistic space with volumetric CNN and GANs [24].

2 Proposed Network Structure

The model we use in this paper is a Tensorflow port of the Pytorch Image-to-
Image translation presented by Isola et al. [7]. This approach can be generalised
to any semi-supervised model. However, this model serves us better for its two
network types; PatchGAN, which allows better learning for interpreting missing
data and partial data generation. And conditional GAN, which allows semi-
supervised learning to facilitate control over desired output images by using
colour labels. It also replaces the traditional discriminator with a U-Net structure
with a step, this serves two purposes. First, it solves the known drop model issue
in traditional GAN structure. Second, it helps transfer more features across
the bottle neck which reduces blurriness and outputs larger and higher quality
images.

The objective of GAN is to train two networks (see Fig. 1) to learn the correct
mapping function through gradient descent to produce outputs believable to the
human eye y. The conditional GAN here learns from observed image x and the
random noise z, such that,

y,G : {x, z} → y. (1)

Where x is a random noise vector, z is an observed image, y is the output image.
The Generator G, and a Discriminator D operate on “real” or “fake” basis. This
is achieved by training both networks simultaneously with different objectives,
G is trained to produce as realistic images as possible, while D is trained to
distinguish which are fake, thus conditional GAN (cGAN) can be expressed as,

LcGAN (G,D) = Ex,y[logD(x, y)] + Ex,z[log(1 − D(x,G(x, z))]. (2)
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The aim here for G to minimise the objective against the discriminator D
which aims to maximise it such that,

G∗ = arg min
G

max
D

LcGAN (G,D). (3)

By comparing it to an unconditional variant where the discriminator does not
observe x it becomes

LcGAN (G,D) = Ey[logD(y)] + Ex,z[log(1 − D(G(x, z))]. (4)

Here the distance of LL1 is used instead of LL2 to reduce blurring such that,

LL1(G) = Ex,y,z[||y − G(x, z)||1]. (5)

The final objective becomes,

G∗ = arg min
G

max
D

LcGAN (G,D) + λLL1(G). (6)

Both networks follow the convolution-BatchNorm-ReLu structure. However,
the generator differs by following the general U-Net structure, and the discrimi-
nator is based on Markov random fields. The application of a U-Net model allows
better information flow across the network than the encoder-decoder model by
adding skip connections over bottle necks between layer i and layer n − i, where
n is the total number of layers, by concatenating all channels at layer i with the
ones in n − i, thus, producing sharper images.

For discriminator D, a PatchGAN of N × N is applied to minimize blurry
results by treating the image in small patches that are classified as real-fake
across the image, then averaged to produce the accumulative results of D, such
that the image is modelled as a Markov random field, Isola et al. [7] refers to
this PatchGAN as a form of texture/style loss.

The optimisation process alternates descent steps between D and G, by train-
ing the model to maximize log D(x,G(x, z)) and dividing the objective by 2 to
slow the learning rate of D, minibatch Stochastic Gradient Descend with Adam
solver is applied at the rate of 0 : 0002 for learning, and its momentum parame-
ters are set to β1 = 0.5, β2 = 0 : 999. This allows the discriminator to compare
minibatch samples of both generated and real samples. The G network runs at
the same setting as the training phase at inference time. Dropout and batch
normalization to the test batch is applied at test time with batch size of 1.
Finally, random jitter is applied by extending the 256 × 256 input image size to
286×286 and then crop back to its original size of 256×256. Further processing
using Photoshop, is applied manually to enhance the quality of output image, by
mapping a higher resolution render of the model over the output model image,
thus delivering a more realistic final image.

3 Experiments

Here we report our initial experiments for shadow generation as well as minor
shading functions to support it. Our approach is data driven; it focuses on adjust-
ing the image set in every iteration to achieve the correct output. For that we
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manually created the conditions we intended to test. Also, our image set is cre-
ated using Maya with Arnold renderer. All of our experiments are conducted on
an HP Pavilion laptop with 2.60 GHz Intel core i7 processor, 8 Ghz of RAM and
Nvidia Geforce GTX 960M graphics card.

3.1 Image-to-Image Approach

We start with the assumption that GANs can generate both soft and hard shad-
ows on demand, using colour labels and given a relatively small training image
set. Our evaluation is based on both real-fake basis as well as similarity index
matrices. Real-fake implies that the images can be clearly evaluated visually,
for the network itself does not allow poor quality images by design. The sim-
ilarity index matrices applied here are proposed by [22], namely, PSNR which
measure the peak signal to noise ratio, which is scored between 1 and 100, and
SSIM which computes the ratio between the strength of the maximum achiev-
able power of the reconstructed signal and the strength of the corrupted noisy
signal, which is scored between 0 and 1.

Fig. 2. Problematic output samples from the initial Image-to-image approach given a
limited training image set, showing colour map (a), generated output (b) and target
(c). Top (b) shows correct translation with some tiling effects due to the small training
set, while bottom (b) is more problematic with incorrect environment translation such
as large white patches. (Color figure online)

For our image-to-image translation approach, we started with a small image
set of 100 images: 80 for training, 20 for testing and validation of random cube
renders, with different lighting intensities and views. The results showed correct
translations as shown in Fig. 2 (b) top section. However, the output colours of
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the background sometimes differed from the target images. Also, some of the
environments contained patches and tiling artefacts as shown in Fig. 2 bottom
section. Which is understandable given the small number of training images.

Next, we trained the model with Stonehenge images. It is also lit with a
single light minus the variable intensity. The camera rotates 360 degrees around
the Y axis. The total image number is 500 images, 300 for training and 200 for
testing and validation.

We started with the question; can we generate shadows for non-shadowed
images that are not seen during training? We worked around it by designing
the colour label to our specific need. In the validation step we fed images with
no shadows as in Fig. 3 (c), paired with colour labels that contains the correct
shadows (a). As the results show in Fig. 3 (b), the model translated the correct
shadow with the appropriate amount of drop off to the input image.

Fig. 3. Stonehenge samples showing the colour map (a), and correct translation of
shadows (b) from non-shadowed images (c) and high resolution mapping (d). (Color
figure online)

Fig. 4. Generating shadows with correct translation (b) for non-shadowed image (c)
using only a shadow colour map (a) of the input image (c), then the output (b) is
mapped to a high resolution image (d). (Color figure online)

Next we explore generating only accurate shadows Fig. 4 (b) for non-
shadowed images (c), which is accomplished by constructing the colour map to
only contain shadows (a), while training the network with full shadowed images
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as previously, paired with shadowed labels. The results show accurate translation
of shadow direction and intensity (see Fig. 4 (b) and (d)).

For the third and final set of experiments, we used two render setups of the
Stanford Dragon, one for training, the second for testing and validation. The
camera setup that rotate 360 degrees around the dragon’s Y axis with different
step angle from training and testing. Also, the camera elevates 30 degrees across
the X axis to show a more complex and elevated view of the dragon model rather
than an orthographic one. The image set is composed of 1600 training images,
600 testing images and 800 for validation.

Table 1. Showing all the various categories applied in the final set of experiments.

The training set (shown in Table 1) is broken into multiple categories, with
each one represented within 200 images with overlapping features sometimes.
These images help understand how input image/label affects the behaviour of the
output images. For example, if we fed a standard colour map to a coloured image,
will it be able to translate the colours across or will the output be of standard
colour, this will better inform the training process for future applications. All
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networks are trained from scratch using our image sets, and the weights are
initialized from a Gaussian distribution with mean 0 and standard deviation
0.02.

3.2 Testing and Validation

The test image set consisted of 600 images that are not seen in the training
phase. During this, some of the features learnt from the training set are tested
and the weights are adjusted accordingly.

For validation, a set of 800 images that are not seen in the training set
were used, they are derived from the testing image set, but have been modified
heavily. The objective here is to test the ability to generate soft and hard shadows
from unseen label images, as well as colour shadows, partial shadows, shadow
generation for images with no shadows. Also, in some cases we have taken the
image set to extremes in order to generate shadows for images that has different
orientation and colour maps than their original labels.

From here, the experiments progressed in three phases. First, we trained
the model with the focus on standard labels to produce soft and hard shad-
ows, using an image set of 1000 images, 400 of them are dedicated for standard
colours and shadows. The remaining 600 images are an arbitrary collection of
cases mentioned in the training section (Table 1), with similar arbitrary testing
and validation image sets of 300 images each. In this experiment, we had the
standard colours and shadows provide comprehensive 360-degree view of the 3D
model. While purposefully choosing arbitrary coloured samples of 10–25 images,
we created 6 colour variations for both images and their respective colour labels.
Our first objective was to observe whether the model can generalise colour infor-
mation into texture, meaning to fill the details of the image from what has been
learnt from the 360 view, and overlaying colour information on top of it. Even
though the general details can be seen on the models, there were heavy artefacts
such as blurring and tiling in some of the coloured images with fewer training
images.

With that knowledge in mind, a second experiment was carried out. We
adjusted the image set to reduce the tiling effect, which is mainly due to the
lack of sufficient training images for specific cases. Hence, the number of training
images was increased to 200 per case, to increase the training set to 1600 images.

In the validation image set, we pushed the code to extreme cases, such as
pairing images of different colour maps and different directions, as well as partial
and non-shadowed images. Thus, accumulating the validation set to 800 images,
assuming beforehand that we will get the same tiling effect from the previous
experiment in cases where we have different angles or different colours.

4 Discussion

The significant training time is one of the main challenges that we face, as the
training time for our set of experiments ranged between 3 days to one week using
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Fig. 5. The initial phase of the third set, which shows direct translation tasks. Our
focus here is mainly the ability to generate believable soft and hard shadows, as well
as inpainting for missing patches.

our laptop, which is considered long for training 1600 images. This why our image
set was limited to 256×256 pixels. For this work, we overcome the issue with aug-
menting the output image with a high-resolution render. Once trained, however,
with some optimisation the model should be capable of real-time execution, but
this issue has not been tested by us. The two biggest limitations for this method
are, it is a still semi-supervised model that needs a pair of colour maps and a
target image. The second limitation is that the colour maps and image pairs are
manually created, and the process is labour intensive. These issues should be
considered for future work.

Fig. 6. Phase two of the third set focused on the interpretation of coloured shadows,
since shadows are darker values of colours and not gray values. (Color figure online)
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Our method performed well in almost all cases with minimal to no errors and
sharp image reproduction, especially when faced with direct translation tasks,
such as Fig. 5, and colour variations Fig. 6. Even with partial and non-shadowed
images, the colours remained consistent and translated correctly across most
outputs. This is promising, given a relatively small training set (approximately
200 images per case) we have used.

Fig. 7. In the third and final phase of the third set, we pushed the code to its limits
by switching targets, colour background and colour maps. (Color figure online)

By examining Fig. 7, we notice that the model generalised correctly in most
cases even though the colour maps are non-synchronised. This means our method
has the breadth to interpret correctly when training set fails. However, it tends to
take a more liberal approach in translating colour difference between the label
and target with bias towards the colour map. This was also visible in partial
images, non-shadowed images, as well as soft and hard shadows. The network
struggled mostly when more than two parameters are changed, for example,
a partial image and non-shadowed model will translate well. However, partial
image, non-synchronised shadow and position will start to show tiling in the
output image. The model seems to struggle the most with position switching
than any other change, especially when paired with non-synchronised colour map
as well. This is usually manifested in the form of noise, blurring and tiling (see
Fig. 7), while the colours remain consistent and true to training images, and the
shadows are correct in shape and intensity but are produced with noise and tiling
artefacts. We conducted our quantitative assessment by applying the similarity
matrices PSNR and SSIM [22] and we can confirm the previous observations.
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When looking at the Table 2, the lowest score were in the categories with non-
synchronized image pairs such as categories 3 and 19, while the image pairs that
were approximately present in both training and testing performed the highest,
which are categories 4 and 5, with overall performance leaning towards a higher
scores spectrum.

Table 2. This table shows how each category performed in both PSNR and SSIM
similarity indices between output images and corresponding ground truth images.

5 Conclusion

This paper explored a framework based on conditional GANs using a pix2pix
Tensorflow port to perform computer graphic functions, by instructing the net-
work to successfully generate shadows for 3D rendered images given training
images paired with conditional colour labels. To achieve this, a variety of image
sets were created using an off-the-shelf 3D program.

The first set targeted soft and hard shadows under standard conditions and
coloured labels and backgrounds, using 6 colour variations in the training set to
test different variations, such as partial and non-shadowed images. The image
set consisted of 1000 training images and 600 images for testing and validation.
The results were plausible in most cases but showed clear blurring and tiling
with coloured samples that did not have enough training images paired with it.

Next, we updated the image set to 3000 images, with 1600 training images,
providing an equal number of training images for each of the 8 cases. We used 600
images for testing, and 800 for validation, which included more variations such
as partial and non-shadowed images. In the validation set, the images included
extreme cases such as non-sync pairing of position and colour. The results were
believable in all cases, except the extreme cases, which resulted in tiling and
blurring.
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The results are promising for shadow generation especially when challenged
to produce accurate partial shadows from training image set. The model is reli-
able to interpret successful output for images not seen during the training phase,
except when paired with different colours viewpoints. However, there are still
challenges to resolve. For example, the model requires a relatively long time to
be trained and the output images still suffer from minor blurriness.

6 Future Work

This is only a proof of concept. The next logical step is to optimise the process
by training the model to create highly detailed renders from lower poly-count
models. This also can be tested with video-based models such as HDGAN. It is
expected to output flickering results due to its learning nature and current state
of the art. Another direction of interest may be to automate the generation of
colour maps from video or live feed such as the work in [29]. The main challenge,
however, is the computation complexity, especially for higher resolution training.
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Abstract. Deep Learning image processing methods are gradually gain-
ing popularity in a number of areas including medical imaging. Classi-
fication, segmentation, and denoising of images are some of the most
demanded tasks. In this study, we aim at enhancing optic nerve head
images obtained by Optical Coherence Tomography (OCT). However,
instead of directly applying noise reduction techniques, we use multi-
ple state-of-the-art image Super-Resolution (SR) methods. In SR, the
low-resolution (LR) image is upsampled to match the size of the high-
resolution (HR) image. With respect to image enhancement, the upsam-
pled LR image can be considered as low quality, noisy image, and the HR
image would be the desired enhanced version of it. We experimented with
several image SR architectures, such as super-resolution Convolutional
Neural Network (SRCNN), very deep Convolutional Network (VDSR),
deeply recursive Convolutional Network (DRCN), and enhanced super-
resolution Generative Adversarial Network (ESRGAN). Quantitatively,
in terms of peak signal-to-noise ratio (PSNR) and structural similarity
index (SSIM), the SRCNN, VDSR, and DRCN significantly improved
the test images. Although the ERSGAN showed the worst PSNR and
SSIM, qualitatively, it was the best one.

Keywords: Medical image processing · OCT image enhancement ·
Image super resolution

1 Introduction

In recent years, Deep Neural Networks (DNN) have shown great success in image
processing and analysis, outperforming humans in some tasks such as image clas-
sification [20]. It has been a matter of time, when DNNs would find their way
in the area of medical image processing. The enhancement of medical images is
a task of high practical value since many of the current MRI or CT images are
of low quality. Classical image enhancement methods are mostly based on his-
togram equalization techniques [19] which don’t work well with medical images.
Lately, there have been some studies where the DNN are used for image enhance-
ment [15] and MRI scans denoising [8].

In this work, we focus on enhancing or rather denoising images obtained by
Optical Coherence Tomography (OCT) [21]. The OCT technology has become
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a widely used tool for assessing optic nerve head tissues and monitoring many
ocular pathologies. However, the quality of OCT scans is hampered by mainly
speckle noise [7] as well as some other artifacts [1]. There exist some methods,
both hardware and software based, to denoise OCT scans. For example, the
multi-frame averaging [10] is a hardware technique which greatly improves the
image quality, but requires long scanning time. This inflicts discomfort and strain
in many patients. Software based image denoising approaches include filtering
[16] or some numerical methods [6].

So far, with respect to the OCT image processing, the usage of deep learning
has been limited to image segmentation [22] and classification [14]. The only
other work on OCT denoising we are aware of is [4].

The goal of the OCT image enhancement task is to improve the quality of
a single OCT scan to match the quality of multi-frame averaged image pro-
duced by the OCT device. This would greatly reduce the time needed to obtain
high-quality image, because one multi-frame scan can takes about 3 min while
a single scan - only few seconds. From machine learning point of view, this is a
supervised multiple regression task as depicted in Fig. 1, where the input is the
low quality (LQ) single scan and the output is an enhanced high quality (HQ)
image resembling the multi-frame OCT scan.

Fig. 1. The task of OCT scan enhancement. Low quality single scans are processed to
obtain high quality images resembling the multi-frame scans as closely as possible.

In [4], researchers try to solve this task by adding Gaussian noise to the HQ
multi-frame scans and use them as input to their denoising network based on
the popular U-net [17]. This approach avoids problems with the image regis-
tration, because often there is a misalignment between single scans and their
multi-frame counterparts. However, it ignores the actual speckle noise distribu-
tion which could be far from Gaussian and is OCT device dependent as well. Our
approach differs in two main ways. First, we don’t add artificial noise to the HQ
multi-frame scans, but use the original LQ single scans. This apparently requires
image registration which we performed using the excellent SimpleITK toolkit [2].
Second, we don’t use DNN architectures targeted at image denoising, but adapt
several state-of-the-art single images super resolution (SR) networks for the pur-
poses of our task. They include super-resolution Convolutional Neural Network
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(SRCNN), very deep Convolutional Network (VDSR), deeply recursive Convolu-
tional Network (DRCN), and enhanced super-resolution Generative Adversarial
Network (ESRGAN). The way we use the SR networks for image enhancement
and some details for each of them are given in the next section. Later, we describe
our data, experimental conditions and results we obtained.

2 Single Image Super Resolution

Single image super resolution (SR) is a classical problem in computer vision
where the aim is to recover high-resolution (HR) image from a single low-
resolution (LR) image. With the rise of deep convolutional networks, the num-
ber of proposed solutions and network architectures has increased dramatically
[24,26]. In practice, since the HR image size is bigger, during processing, the
input LR image has to be upsampled to match the size. There are different
strategies where and how to do this in the processing pipeline. Two widely used
approaches are shown in Fig. 2. In the first one, the LR image is upsampled in
advance using some form of interpolation and then is passed to the SR model as
in Fig. 2(a). The other way is to keep the LR image size and perform upsampling
at the last processing step as in Fig. 2(b).

(a) Pre-upscaling SR (b) Post-upscaling SR

Fig. 2. Two widely used SR architectures where image upsampling is done either before
a) or after b) the processing.

Since in our task, the size of the image should not change, we cannot use
those SR architectures directly. However, if we remove the upsampling step in
the case of Fig. 2(a), we end up with a system that essentially enhances the input
image without changing its size. This is illustrated in Fig. 3(a). Unfortunately,
this approach does not work with the architecture of Fig. 2(b). In this case,
the upsampling step is part of the processing pipeline and its parameters are
trainable. We solve this problem by first downsampling the input image and
then passing it to the system as shown in Fig. 3(b).

In the next four subsections we describe briefly each of the SR networks we
used in this study.
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(a) In pre-upscaling SR, the first up-
sampling block is deleted

(b) In post-upscaling SR, a new down-
sampling block is added

Fig. 3. Changes made to accommodate the two SR architectures for image enhance-
ment purposes.

2.1 Super Resolution Convolutional Neural Network (SRCNN)

The SRCNN [5] is a simple network consisting of two hidden convolutional layers
as can be seen in Fig. 4. The input is supposed to be the upscaled version of
the LR image, so the architecture corresponds to the pre-upsampling SR from
Fig. 2(a).

Fig. 4. SRCNN architecture.

Each hidden layer performs standard convolutional operation with output
clipped to be positive. The loss function is the mean squared error (MSE)
between the output image Ỹi and the target HR image Yi averaged over the
training set:

L(Θ) =
1
n

n∑

i=1

‖ Yi − Ŷi ‖2 (1)

The MSE loss function favors a high peak signal-to-noise ratio (PSNR) which
is a widely-used metric for quantitative evaluation of SR quality. However, the
PSNR is only partially related to the perceptual quality and in practice, some-
times images with high PSNR don’t look perceptually very good.
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2.2 Very Deep Convolutional Network (VDSR)

Based on the popular VGG network [18] for image classification, the VDSR [11]
consists of many convolutional layers with ReLU activation. The residual connec-
tion between the input and the last hidden layer (the long line in Fig. 5), forces
the network to learn only the difference between the input and the target and
as a result allows network to be much more deeper without vanishing/exploding
gradients problem.

Fig. 5. VDSR architecture.

The input is an upsampled interpolated low-resolution (ILR) image, so the
VDSR architecture falls into the pre-upsampling SR category as in Fig. 2(a). The
loss function is computed as the Euclidean distance between the reconstructed
image and the HR target image similar to Eq. (1). Therefore, the VDSR as the
SRCNN favors high PSNR, but not high perceptual quality.

2.3 Deeply Recursive Convolutional Network (DRCN)

The VDSR [12] makes use of the same convolutional block up to 16 times. The
main difference from the other structures is that a multi-supervised strategy is
applied, so that the outputs of all the blocks are combined together as shown
in Fig. 6. This approach not only allows gradients to flow easily through the
network, but also encourages all the intermediate representations to reconstruct
the HR image. In such multi-supervised approach, there are multiple objectives
to minimize. The loss for the intermediate outputs is defined as:

l1(θ) =
1

2DN

D∑

d=1

N∑

i=1

‖ yi − ŷd
i ‖2 (2)

where D is the number of recursions. For the final output with is a weighted
sum of all intermediate outputs the loss is:

l2(θ) =
1

2N

N∑

i=1

‖ yi −
D∑

d=1

wdŷd
i ‖2 (3)
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Fig. 6. DRCN architecture.

The final loss function includes both the l1 and l2 as well as a regularization
term:

L(θ) = αl1(θ) + (1 − α)l2(θ) + β ‖ θ ‖2 (4)

where α controls the trade-off between the intermediate and final losses and β -
the amount of regularization. Note that all losses use the MSE criterion, so the
DRCN also favors high PSNR images.

2.4 Enhanced Super Resolution Generative Adversarial Network
(ESRGAN)

The ESRGAN [23] is an improved version of the super resolution generative
adversarial network (SRGAN) [13]. It consists of two networks - Generator and
Discriminator working together. The structure of each of them is shown in Fig. 7.
The Generator includes multiple blocks called residual in residual dense block
(RRDB) which combine multi-level residual network and dense connections. The
upsampling block is located at the end of the pipeline, so the ESRGAN architec-
ture is of the type shown in Fig. 2(b). The Discriminator has a simpler structure

Fig. 7. ESRGAN architecture.
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consisting of multiple convolution layers each followed by a batch normalization
and Leaky ReLU activation. One important difference between the ESRGAN and
other SR networks described above is that the Generator utilizes an improved
version of the so called perceptual loss [9]. Originally, it is defined on the acti-
vation layers of a pre-trained network where the distance between two activated
features is minimized. Thus, the Generator total loss is expressed as:

Ltot
G = Lpercep + λLG + ηL1 (5)

where L1 = Ex ‖ G(x) − y ‖1 is the 1-norm difference between the Generator
output G(x) given input image x and the target HR image y. Using such loss
makes the ESRGAN to produce images of higher perceptual quality than the
PSNR oriented networks.

3 Performance Evaluation

There exist various quantitative performance metrics adopted in image process-
ing among which the peak noise-to-signal ratio (PSNR) and the structural sim-
ilarity index measure (SSIM) [25] are the most widely used. In [4], authors used
pure SNR and SSID metrics, while we utilize the PSNR and SSID.

The MSE and PSNR between ground truth image I and reconstructed image
Î both of which have N pixels as defined as:

MSE =
1
N

N∑

i=1

(I(i) − Î(i))2 (6)

PSNR = 10 log(
L2

MSE
) (7)

where L = 255 for 8-bit pixel encoding. Typical PSNR values vary from 20 to
40, higher is better.

On the other hand, the SSID is defined as:

SSIM(I, Î) =
(2μIμÎ + C1)(2σIÎ + C2)

(μ2
I + μ2

Î
+ C1)(σ2

I + σ2
Î

+ C2)
(8)

where C1 = (k1L)2, C2 = (k2L)2 are constants for avoiding instability, k1 �
1, k2 � 1 are small constants, and μ and σ2 are the mean and variance of the
pixels intensity.

4 Experiments

4.1 Database

For the experiments, we used a small database of about 350 OCT scans. Some
of the HQ multi-frame scans had several corresponding LQ single scans, so the
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same targets were used for those LQ images. Most of the HQ/LQ pairs required
alignment and for this purpose we used the SimpleITK image registration toolkit
[2]. Six HQ/LQ pairs were selected for testing, and the remaining data were split
into training and validation sets by 9:1 ratio.

Since the number of scans is quite small, we did exhaustive data augmentation
which includes horizontal and vertical flips, rotation by several different degrees,
etc., commonly used in image processing practice. In addition, each scan was
cropped into non-overlapping sub-images of size 224× 224. Thus, we managed
to increase the number of training data roughly 100 fold.

4.2 Results

Here, we present the results in terms of PSNR and SSIM metrics for each of
the network architectures described in Sect. 2. In each case, we tried to tune
the network hyper-parameters to achieve the best possible result. The results
shown in the tables below reflect the performance dependence on the two most
impactful parameters we found for each network.

All the networks were trained with up to 100 epochs and for testing we used
the model obtained from the epoch where the PSNR of the validation data was
the highest.

SRCNN Results. The SRCNN is trained using small patches of size 33 × 33
taken from the input image with stride 14. This network in known to take many
training iterations to achieve good performance, so we chose a small learning
rate of 5.0e-6. We found that the batch size and the size of the filter of the first
convolutional layer have the biggest influence on the SRCNN performance. The
obtained PSNR and SSIM values are given in Table 1.

Table 1. SRCNN performance in terms of PSNR (dB) and SSIM.

Metric Batch size f1 size

7× 7 9× 9 11× 11

64 25.23 25.15 24.81

PSNR 128 25.18 24.93 23.76

256 24.96 25.10 24.38

64 0.794 0.798 0.797

SSIM 128 0.795 0.798 0.790

256 0.791 0.796 0.792
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VDSR Results. The patch size during the VDSR training was set to 41× 41
with no overlap. We experimented with the number of convolutional blocks and
the batch size. The learning rate was set to 0.001 and the other hyper-parameters
were used as recommended by the VDSR developers. Table 2 shows the PSNR
and SSID values obtained during the experiment.

Table 2. VDSR performance in terms of PSNR (dB) and SSIM.

Metric Batch size Number of blocks

8 16 32

32 25.10 25.22 24.18

PSNR 64 25.12 25.38 25.30

128 24.18 25.45 25.51

32 0.791 0.785 0.543

SSIM 64 0.791 0.789 0.779

128 0.791 0.795 0.778

DRCN Results. With the DRCN, we used the same patch size as for the
VDSR, but with stride 21 [11]. Initially, the learning rate was set to 0.01 and dur-
ing training was decreased 10 times every time validation performance plateaus.
The main architectural hyper-parameters of the DRCN are the number of blocks
and the number of filters in each block. We varied those parameters and the
results with batch size of 128 are presented in Table 3.

Table 3. DRCN performance in terms of PSNR (dB) and SSIM.

Metric Filter number Number of blocks

4 8 16

16 24.81 25.02 25.12

PSNR 32 24.48 24.26 23.02

48 18.07 22.37 25.77

16 0.768 0.774 0.778

SSIM 32 0.761 0.762 0.535

48 0.723 0.535 0.687

We have to note that we could not find a good trade-off between the interme-
diate loss l1 and final loss l2 functions given in Eq. (2) and Eq. (3) respectively.
The best results we obtained when the combination parameter λ from Eq. (4)
was set to 0.
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ESRGAN Results. In terms of parameters, this is the biggest network among
all the networks we experimented with, and so is the number of possible hyper-
parameters. Structurally, for the generator, important are the RDDB number,
the RDB number in each RDDB as well as the number of convolutional layers
and the number of filters. The discriminator’s structure has no big influence on
the performance. As can be seen from Table 4, in our case, the RDDB number
and the filter number were the most sensitive to the ESRGAN performance. We
couldn’t obtain results for the case of RDDB number = 7 and filter number =
16 since the model was so big and did not fit in our GPU memory. The other
parameters were as follows: number of RDBs inside each RRDB = 6, number of
convolutional layers inside a RDB = 4, learning rate = 4.0e-4 with decay factor
of 2. For training and evaluation of the ESRGAN, we used the ISR toolkit [3]
and all the other parameters we left at their default values.

Table 4. ESRGAN performance in terms of PSNR (dB) and SSIM.

Metric RDDB RDB filter number

number 4 8 16

3 19.56 19.01 18.98

PSNR 5 19.53 21.25 18.92

7 19.64 18.69 NA

3 0.670 0.639 0.725

SSIM 5 0.432 0.722 0.730

7 0.658 0.377 NA

Networks Comparison. Here, we compare the best obtained performance
from all the networks we evaluated in terms of PSNR and SSIM. Figure 8 shows
bar plots for each metric together with the case when no enhancement is applied.
In terms of PSNR, the DRCN achieved the best result, while the best SSIM was
achieved by the SRCNN and VDSR. In both cases, the obtained metrics values
are much better than the baseline, i.e. the case of unprocessed single scan images.

(a) Best PSNR in dB. (b) Best SSIM.

Fig. 8. Comparison of the networks best performances in terms of PSNR and SSIM
with the baseline (“No Enhan.”)



506 K. Yamashita and K. Markov

Fig. 9. Example test single scan (first row, left), the corresponding multi-frame aver-
ages scan (first row, center), and the results from each network.

The ERSGAN, however, showed PSNR even lower than the baseline. This
can be explained with the fact that the ESRGAN is trained to improve the
perceptual loss more than the mean absolute error (MAE) which is the L1 in
Eq. (5) and is related to the PSNR. To verify this hypothesis, we looked at all
the test images enhanced by each of the networks and visually compared them.
Indeed, the ESRGAN has produced the best looking images with sharper edges
and higher contrast. As an example, we show one of the test single scans and
its corresponding multi-frame scan as well as its enhanced versions by all the
networks in Fig. 9.

5 Conclusion

In this study, we focused on enhancing single scans obtained from Optical Coher-
ence tomography. They all contain speckle noise as well as some other artifacts
making the interpretation of the OCT data cumbersome. Many OCT devices
apply multi-frame averaging techniques to alleviate this problem, but this app-
roach requires a lot of time and causes great discomfort to the patients.

Instead of using enhancing/denoising methods directly, we adopted some of
the state-of-the-art deep neural networks designed for image super resolution.
Since in many cases the low resolution images are first upscaled, an operation
that degrades their quality, the SR networks essentially enhance those upscaled
low resolution images.

We experimented with several SR networks such as SRCNN, VDSR, DRCN
and ERSGAN and evaluated them quantitatively using PSNR and SSIM metrics.
Since all the networks but ESRGAN use MSE based loss function, they all
achieved high PSNR values. However, qualitatively, the ESRGAN produced the
best looking images which we attribute to the use of a perceptual loss function.
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Our results are still preliminary, because the amount of training data was
clearly insufficient to reliably train big networks such as DRCN or ESRGAN.
Also, the OCT scans come from healthy patients only and many pathological
artifacts haven not been learned. In addition, we expect scans from different
OCT devices to have different noise distributions. All these problems we intend
to address in the future.

Acknowledgment. We are grateful to Prof. Sekiryu from Fukushima Medical Uni-
versity for providing the OCT scan data.
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Abstract. This paper describes various representations of the space of
planes. The main focus is on the plane space representation in the sym-
metry plane detection in E3 where many candidate planes for many pairs
of points of the given object are created and then the most often can-
didate is found as a mode in the candidate space, so-called Mode-based
approach. The result depends on the representation used in the mode-
seeking process. The most important aspect is how well distances in the
space correspond to similarities of the actual planes with respect to the
input object. So, we describe various usable distance functions and com-
pare them both theoretically and practically. The results suggest that,
when using the Mode-based approach, representing planes by reflection
transformations is the best way but other simpler representations are
applicable as well. On the other hand, representations using 3D dual
spaces are not very appropriate. Furthermore, we introduce a novel way
of representing the reflection transformations using dual quaternions.

Keywords: Space of planes · Symmetry · Distance function · Mode

1 Introduction and Related Work

Symmetry detection in 3D objects is a very large and progressive field with
many possible applications, mainly in computer graphics or computer vision,
such as object alignment, compression or reconstruction of incomplete objects.
One very popular approach to symmetry detection is to create a number of can-
didate transformations by matching different points or parts of the input object
and then finding those transformations that occur most often in the transfor-
mation space (see e.g. [13]). This can also be described as seeking modes in the
transformation space, so the approach is called Mode-based symmetry detection.
It can be applied to detect symmetries of various types, however, in this paper we
only focus on the detection of the planes of symmetry (reflectional symmetries)
of 3D objects.
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Mitra et al. [13] and Shi et al. [17] used the Mode-based approach to find
quite general partial (or local) symmetries – the transformations can contain
rotation with or without reflection, translation and uniform scaling or any sub-
group of these transformations including pure reflections (symmetry planes).
To find the modes these methods employ Mean shift clustering algorithm [3].
Li et al. [11] used the same approach to detect symmetry planes of damaged
skulls. Other uses for symmetry plane detection are in [9,12]. Similar approach
has recently been used by Hruda et al. in rigid surface registration [8] which
can be understood as symmetry detection between two objects. The candidate
space contained rigid transformations and a mode was found by a density peak
estimation algorithm. This could also be utilized to find the global plane of sym-
metry. A related approach was used by Podolak et al. [16] and Caillière et al. [2]
where Hough transform and voting are employed to find the symmetry planes.
The space of planes was divided into non-uniform discrete bins to count plane
occurrences. Regardless of the specific algorithm, any Mode-based method for
symmetry plane detection requires to define some representation of the space
of planes, the definition influences the result. The important aspect is to have
distances between points in the space well corresponding to the actual similar-
ity/dissimilarity of the planes in E3. The mode(s) can be found in an arbitrary
non-Euclidean space only using distances between the points, their coordinates
are not needed [8,18]. Proximity queries in non-Euclidean spaces can be acceler-
ated using the Vantage Point Tree data structure [19] as done in [8]. In context
of symmetry detection, planes can be understood as transformations reflecting
points over the given plane. The problem of computing distances between rigid
transformations has been analyzed in [8], however, the same problem does not
seem to be sufficiently addressed in the literature for reflection transformations
or planes, in spite of the popularity of the Mode-based approach.

This paper describes and analyzes several different representations of the
space of planes. For each representation, reasonable distance functions, suitable
in Mode-based symmetry plane detection, are discussed. The distance functions
are compared to the distance function closest to the ground truth but useless in
practice due to its large computation cost. The information about the described
representations can be useful in other applications where a plane representa-
tion is needed, although the presented distance functions might require some
application-based adjustment. We thus believe that researchers from various
fields, not restricted to symmetry plane detection, could benefit from this paper.

2 Background

A general plane P can be defined by its implicit equation as P : ax + by + cz +
d = 0 where n = [a, b, c]T is the normal vector of the plane. We always consider
the coefficients to be normalized such that ‖n‖ = 1 in which case d represents
the signed distance of the plane from the origin. A function rP (x) ∈ E3 that
reflects an arbitrary point x ∈ E3 over the plane P can be defined as shown in
Eq. (1).

rP (x) = x − 2(nTx + d)n (1)
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2.1 Candidate Creation Algorithm

Let us have a set of input points representing the object for which the set of
candidate symmetry planes is to be found: X = {x1,x2, . . . ,xN}, xi ∈ E3, i =
1, 2, . . . , N . We use the point set representation due to its generality. We first
create a 3D uniform grid with cell size lavrg

δ × lavrg

δ × lavrg

δ where lavrg is the
estimated size of the object computed as the average distance of the points of
X from their centroid. We mark each cell as either occupied if any point from
X falls into it, otherwise unoccupied. Then we start randomly selecting pairs of
points xi,xj from X and construct a plane P such that rP (xi) = xj . To avoid
clutter in the candidate space we perform a quick check to determine whether
P is a plausible candidate by randomly selecting another five points from X,
reflecting them over P and checking whether all of them end up in an occupied
cell of the previously created grid. If they do P is accepted as a candidate. If
at least one of them reflects into an unoccupied cell then P is rejected. We
keep iterating this process until we have k accepted candidates and if not stated
otherwise we set δ = 5, k = 2000. The key idea behind the Mode-based approach
is that now there should be significant modes in the candidate space of planes
corresponding to the strongest symmetries of the input point set X.

2.2 Dependence on Scale and Position

The a, b, c coefficients are bounded on finite interval 〈−1; 1〉. The value of the d
coefficient of any candidate plane depends on the position and overall scale of
the input object because d represents the distance of the given candidate plane
from the origin and if the size of the object changes, the span of the d coefficient
will change as well. However, the a, b, c coefficients will stay the same.

The dependence on the position is less obvious. If we translate the input
object (all points in X) by some arbitrary vector t, then for an arbitrary candi-
date plane P , d will change by tTn against the original position. As the change of
d depends also on the orientation of the given plane, the change of d is inconsis-
tent throughout the candidate planes and this inconsistency grows with distance
of the input object from the origin. Therefore, the position of the input object
influences the span of d but does not influence the span of a, b, c.

Generally, the distance functions for planes are negatively influenced by sig-
nificantly different span of d and a, b, c, therefore, we always translate the input
object’s centroid into the origin and, if necessary, we also normalize d by lavrg

to make the spans of d and of a, b, c similar. For those distance functions where
the translation to origin is not necessary, this fact will be pointed out explicitly.

2.3 Ground Truth

As pointed out in [8], distance between transformations cannot be well defined
without the context (the object on which the transformations are applied), which
is consistent with Sect. 2.2. Therefore, the most meaningful distance function for
planes is the one used for error evaluation of registration results in [8], only with
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reflection transformations instead of rigid ones. Given two arbitrary planes P1

and P2, the distance function measures the exact difference between the effects
of two reflections defined by P1 and P2 on the input object. It will be considered
the ground truth distance function, denoted DGT (P1, P2) and defined

DGT (P1, P2) =
N∑

i=1

‖rP1(xi) − rP2(xi)‖, where xi ∈ X, i = 1, . . . , N. (2)

The DGT distance function is not affected by the position of the input object,
so it does not require the translation to origin, and the object size only effects
its overall scale. Unfortunately, the time complexity of computing DGT is O(N)
where N is the point count of the input object, which makes it too computation-
ally expensive and, therefore, virtually unusable in any Mode-based symmetry
detection algorithm. However, we can use it to compare other distance functions.

3 Plane Space Representations

In this section we describe and visualize various representations of the space
of planes in E3 plus possible distance functions usable in an arbitrary Mode-
based symmetry plane detection algorithm. We use the algorithm from Sect. 2.1
to create a set of candidate symmetry planes of the object shown in Fig. 1.
The black line in the figure represents the correct symmetry plane, the object is
rotated to have this plane perpendicular to the projection. We purposely selected
a slightly asymmetrical object. Although the object is visualized as a triangle
mesh, only its vertices are used to compute the candidates.

Fig. 1. Model object with its correct symmetry plane

3.1 Dual Representation in E3

The implicit equation of a plane has four coefficients but there are only three
degrees of freedom when defining a plane because the space of planes is a 3-
dimensional manifold embedded in 4-dimensional space. We can thus use a dual
representation of any plane as a point in E3. We denote ρ(P ) ∈ E3 a dual
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(a) ρ1 (b) ρ2 (c) ρ3

Fig. 2. Dual representations of the candidate symmetry planes. The colors represent
density (the darker, the larger density), the red spot shows the correct symmetry plane.
(Color figure online)

representation of a plane P . Euclidean metric can then be used to compute the
distance between two planes P1, P2 as Dρ(P1, P2) = ‖ρ(P1) − ρ(P2)‖.

One possible representation is to encode the plane orientation into a vector in
E3 with the same direction as the plane normal vector, and d into the length of
this vector. Such dual representation can be defined as ρ1(P ) = dn. Obviously,
for d → 0 there is ambiguity because such planes are shrunk into a single point.
To solve this problem, the value of d is shifted by a constant μ, then these planes
get spread on the surface of a sphere with radius μ instead of being all at the
origin. We set μ = 1

2 lavrg so that rotating the normal by π and changing d by
lavrg make approximately similar change in position of the point in the dual
space. The dual representation is therefore finally defined as

ρ1(P ) =

{
(d + 1

2 lavrg)n d ≥ 0
(d − 1

2 lavrg)n d < 0
.

Distances in such dual space still do not very well correspond to similarities
of the actual planes. Mainly, two planes with d close to 0 and similar normal
vectors can be on the other sides of the sphere, and therefore more than 2μ
apart, although they are actually very similar. However, such representation can
be very good for visualization as each point in the dual space represents the
plane quite intuitively. Figure 2a shows the generated candidates on the given
model in the dual E3 space transformed with ρ1. The darker spots correspond
to larger density of the points in the space, the red spot to the correct plane
from Fig. 1. The viewpoint was selected manually to maximize the information
in the image. It can be seen that the correct plane is in a noticeable mode (dense
spot) but this mode is split on the sphere surface corresponding to d = 0 and
its non-negligible part is on the other side. This is undesirable because it makes
the mode much less significant than it would be if the two parts were together.

Another duality, also called polar duality (described e.g. in [6]), uses normal-
ization of the plane coefficients such that d = 1, then the a, b, c coefficients are
used as coordinates in E3 i.e 1

dn. This again poses a problem for d → 0 which
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makes the dual points approach infinity. We solve this issue in the same way as
with ρ1 by shifting the d coefficient and we define this dual representation as

ρ2(P ) =

{
1

(d+ 1
2 lavrg)

n d ≥ 0
1

(d− 1
2 lavrg)

n d < 0
.

Figure 2b shows the candidates transformed by ρ2 into the dual space. The right
plane is in a noticeable mode, split again into two separate parts very far apart.
There are also other significant modes corresponding to very different planes.

Another duality commonly used in computational geometry expresses a plane
using its coefficients in explicit representation [1]. There are three possible
explicit representations of a plane in E3:

x = − b

a
y − c

a
z − d

a
, y = −a

b
x − c

b
z − d

b
, z = −a

c
x − b

c
y − d

c
.

For demonstration, we select the first one, the dual representation is then
defined as ρ3(P ) = [ b

a , c
a , d

lavrg·a ]. The division of d by lavrg is necessary to
normalize the span of d. Such duality obviously cannot represent planes parallel
to the x-axis and planes with a → 0 approach infinity in the dual space. We
could solve this by shifting a but this time, we do not include lavrg into the shift
because the span of a does not depend on the size of the input object, so we get

ρ3(P ) =

{
[ b
a+ 1

2
, c

a+ 1
2
, d

lavrg(a+
1
2 )

] a ≥ 0

[ b
a− 1

2
, c

a− 1
2
, d

lavrg(a− 1
2 )

] a < 0
.

Figure 2c shows the candidates in the dual space transformed by ρ3 and in
this case there do not seem to be any significant modes.

In general, the dual representations appear not very appropriate for repre-
senting planes in Mode-based symmetry detection due to their singularities. This
problem can be solved by shifting the value of some coefficient by a constant but
the choice of this constant is rather arbitrary and even then the distances between
points in the dual space might not well correspond to similarities of the planes.
However, the dual representations can be useful to visualize the candidates as
the dual points are 3-dimensional.

3.2 4D Vector Representation

Probably the most intuitive way of representing a plane is by a 4D vector of the
plane coefficients. Given a plane P we represent it by a vector p = [a, b, c, d

lavrg
]T .

In such a space we can easily define a distance function as the Euclidean distance
of the two 4D vectors. However, p and −p represent the same plane so we need
to take this into account. The Euclidean distance function is then defined as

DED(P1, P2) =

{
‖p1 − p2‖ pT

1 p2 ≥ 0
‖p1 + p2‖ pT

1 p2 < 0
.
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(a) DED (b) DAD (c) DACD

Fig. 3. The candidates represented by 4D vectors projected into E3 with MDS using
different distance functions.

In this case the points cannot be visualized directly, so we use the multidimen-
sional scaling (MDS) technique to transform the points into E3 while maintain-
ing their distances, w.r.t. the given distance function. However, the projection
into E3 might cause some imprecision in the visualization. Figure 3a shows the
candidate planes projected into E3 with MDS using the DED distance function
and there is a very significant mode visible around the correct symmetry plane.

The distances in 4D vector space of planes can also be measured as angles
between the vectors because the length of the vector p does not influence the
plane P it represents. The angle distance function can be defined as

DAD(P1, P2) = arccos
( |pT

1 p2|
‖p1‖‖p2‖

)
.

Figure 3b shows the candidates after using MDS with the DAD distance function
and the correct plane is again placed inside a noticeable mode.

We can also use only the cosine of the angle and measure its deviation from
1. The angle cosine distance function can be defined as

DACD(P1, P2) = 1 − |pT
1 p2|

‖p1‖‖p2‖
and its visualization using MDS is shown in Fig. 3c. There is again a noticeable
mode around the correct plane.

The 4D representation of the plane space is more appropriate for any Mode-
based symmetry detection algorithm than the dual representations in E3. How-
ever, they are not as convenient for visualization as the points first need to be
projected into a lower dimensional space which causes a loss of information.

3.3 Transformation Representation

As already mentioned, the distance between arbitrary two planes P1 and P2 can
be defined as the distance between the two reflection transformations rP1 and
rP2 defined according to Eq. (1). One way of doing this is using the compound
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(a) DSSD (b) DDQ

Fig. 4. The candidates represented as transformations projected into E3 with MDS
using different distance functions.

metric evaluated as the most suitable for rigid transformations in [8]. It is based
on sum of squared distances between the transformed points and is defined as

DSSD(P1, P2) =

√√√√
N∑

i=1

‖rP1(xi) − rP2(xi)‖2

where xi ∈ X, i = 1, . . . , N . Certain similarity between DSSD and the ground
truth distance function DGT (see Eq. (2)) can be noticed with two major differ-
ences. First, DSSD uses squared distances, favouring smaller displacements over
larger ones, which leads to different distances. Second, unlike DGT , DSSD can
be computed in O(1) with O(N) preprocessing [8]. The transformations must be
expressed as Mx + t where M is an orthogonal transformation matrix, t is an
arbitrary translation vector and x is the transformed point. From Eq. (1) we get

rP (x) = x − 2nnTx − 2dn = (I − 2nnT )x − 2dn

where I is the identity matrix. If we denote M = (I − 2nnT ) and t = −2dn,
then the reflection is rP (x) = Mx + t. As M is orthogonal (and symmetric),
we can use the same approach as in [8] to compute DSSD in O(1) with O(N)
preprocessing. The DSSD distance function, as well as DGT , is not affected by
the position of the input object, so the translation to the origin is not required,
and the object size only effects the overall scale of the distance function.

Figure 4a shows the candidates projected into E3 using MDS with the DSSD

distance function and the correct plane is again in a significant mode. There
is another smaller significant mode visible in the figure, however, this can very
likely be caused by the distortion of the MDS projection.

Dual Quaternions. Dual quaternions combine the concepts of quaternions and
dual numbers. Let us show how to use them to represent a reflection over an
arbitrary plane. A general quaternion is defined as Q = q0+q1i+q2j+q3k where
the i, j, k units multiply according to the following rules

i2 = j2 = k2 = ijk = −1, ij = k = −ji, jk = i = −kj, ki = j = −ik.
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A conjugate Q∗ of a quaternion Q is defined as Q∗ = q0 − q1i − q2j − q3k. We
denote v(x) = xi + yj + zk a quaternion that represents an arbitrary point x =
[x, y, z]T ∈ E3. If u is an arbitrary unit vector and we set Q = cos α+v(u) sin α,
then Qv(x)Q∗ represents the point x rotated by angle 2α around the axis that
passes through the origin and has the direction of u. Similarly, if we set Q = v(u)
then Qv(x)Q represents the point x reflected over the plane with normal u that
passes through the origin. For details about quaternions we refer to [7].

A dual quaternion, for more detail see e.g. [15], is defined as

Qd = Q + εQε = q0 + q1i + q2j + q3k + ε(qε0 + qε1i + qε2j + qε3k)

where Q and Qε are quaternions and ε is the dual unit which commutes with
the quaternion units i, j, k and it is that ε2 = 0. A quaternion conjugate of Qd is
defined as Q∗

d = Q∗ + εQ∗
ε , a dual conjugate of Qd is defined as Qd = Q − εQε.

These conjugations can be combined into Q∗
d = Q∗ − εQ∗

ε .
We denote vd(x) = 1 + ε(xi + yj + zk) a dual quaternion representing an

arbitrary point x = [x, y, z]T ∈ E3. If Q is a quaternion that represents rotation
and Qε = v(t)Q

2 where t = [tx, ty, tz]T is an arbitrary translation vector then for
Qd = Q + εQε, using the rules of dual quaternion algebra, it can be shown that

Qdvd(x)Q∗
d = 1 + ε(Qv(x)Q∗ + v(t))

which represents the point x rotated via Q and then translated by t. This shows
how to use dual quaternions in connection with rigid transformations. Note that
Qd represents the same transformation as −Qd with the identity being repre-
sented by either 1 or −1. The transformations can be concatenated by multiply-
ing the corresponding dual quaternions and if Qd represents a rigid transforma-
tion, Q∗

d represents its inverse. Next, for Qd1, Qd2 representing rigid transforma-
tions, these transformations are the same only if Qd1Q

∗
d2 = 1 or Qd1Q

∗
d2 = −1.

Consider now a plane P and a dual quaternion Qd = Q + εQε defined such
that Q = v(n) and Qε = v(t)Q

2 where t = −2dn. Now Qd represents a trans-
formation that first rotates by π around the axis that passes through the origin
and has the direction of n, and then translates by −2dn. However, if we apply
the transformation on −x instead of x, it can be shown that we will get

Qdvd(−x)Q∗
d = 1 + ε(Qv(x)Q + v(t)) = 1 + ε(v(n)v(x)v(n) − v(2dn)) = vd(rP (x))

which exactly represents rP (x). This shows that a dual quaternion can also rep-
resent a reflection transformation by representing a rigid transformation that
transforms −x to rP (x). Therefore, to measure distances between reflection
transformations we can use a distance function for dual quaternions.

We denote vec(Qd) = [q0, q1, q2, q3, qε0, qε1, qε2, qε3]T ∈ E8 an 8-dimensional
vector that is equivalent to Qd. Given a plane P , we create the corresponding
dual quaternion Qd such that Q = v(n) and Qε = v(−2dn)Q

2lavrg
, i.e. Qd = v(n) +

εv(−2dn)v(n)
2lavrg

. The division by lavrg is to normalize the translation part. Using
the algebra of dual quaternions we can actually get that Qε = d

lavrg
, so Qd can
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be finally expressed as shown in Eq. (3).

Qd = v(n) + ε
d

lavrg
= ai + bj + ck + ε

d

lavrg
(3)

There are two common distance functions for dual quaternions. The first
one uses differences between the equivalent 8-dimensional vectors [15]. Suppose
two arbitrary planes P1 and P2 represented by dual quaternions Qd1 and Qd2

respectively. Such distance function can be defined as

min{‖vec(Qd1) − vec(Qd2)‖, ‖vec(Qd1) + vec(Qd2)‖}
but given Eq. (3) this is exactly the same as DED. The second distance function
[5] uses a difference transformation Qd1Q

∗
d2 and computes its distance from the

identity, i.e. from 1 or −1. It is defined as

DDQ(P1, P2) = min{‖vec(1 − Qd1Q
∗
d2)‖, ‖vec(1 + Qd1Q

∗
d2)‖}.

Figure 4b shows the candidates projected into E3 using MDS with DDQ and the
correct plane is in an obvious mode.

4 Results

We compared the distance functions by generating the candidate symmetry
planes of a given object (using the model algorithm from Sect. 2.1), compar-
ing values of the given distance function and of the ground truth one. We did
this for the six test objects from Fig. 5, taken from datasets [4,10]. The objects
are represented by triangle meshes for easier visualization, but we again only
used their vertices as the input points for the candidate creation process.

(a)
Armadillo
10026

(b)
Bunny
9831

(c)
Lion
2213

(d)
Ant
3495

(e)
Formula
10969

(f)
Space ship

3099

Fig. 5. The test objects used to generate the candidate sets for comparing the distance
functions. The number under the name of each object expresses its point count.

Let C = {P1, P2, ..., Pk}, k = 2000 be the set of candidate planes created
for a given input object. The error of a given distance function D against the
ground truth is defined as

Err(D) =
1

Count(k)

k∑

i=1

k∑

j=i+1

∣∣∣∣
DGT (Pi, Pj)
Avrg(DGT )

− D(Pi, Pj)
Avrg(D)

∣∣∣∣
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where

Avrg(D) =
1

Count(k)

k∑

i=1

k∑

j=i+1

D(Pi, Pj)

is the average distance between candidates in C and Count(k) = 1
2 (k2−k) is the

total number of candidate pairs used for the computation. The normalization by
Avrg is used because the overall scales of the distance functions do not matter so
the differences are computed after both DGT and D are divided by their mean
values. Table 1 shows the errors of all the distance functions described above
for all the test objects. We include the dual representations in the comparison.
The smallest error is obviously achieved using DSSD probably due to the same
principle of DSSD and DGT . It is still rather surprising that the DSSD function
which uses squared distances is so similar to DGT that uses absolute distances.
The DED, DAD and DDQ all have very similar errors (DDQ usually has the
lowest error) which are overall lower than those of DACD and the distances in
the dual spaces, but in case of DACD this can be explained by its resemblance to
the cosine function (DACD = 1−cos(DAD)). The function Dρ3 exhibits similar or
lower error than DACD on some objects (Arm, Ant) but also considerably larger
error on different ones (For, Shi) which suggests that Dρ3 is quite unpredictable.

Table 1. Errors of the distance functions for the candidate sets for different objects.

Arm Bun Ant For Lio Shi Average

DED 0.120 0.277 0.163 0.093 0.130 0.234 0.169

DAD 0.133 0.281 0.157 0.098 0.144 0.236 0.174

DACD 0.299 0.388 0.264 0.250 0.306 0.352 0.309

DSSD 0.012 0.023 0.009 0.014 0.011 0.012 0.013

DDQ 0.118 0.277 0.162 0.093 0.129 0.232 0.168

Dρ1 0.382 0.399 0.503 0.596 0.326 0.425 0.438

Dρ2 0.401 0.408 0.488 0.563 0.360 0.489 0.451

Dρ3 0.280 0.446 0.269 0.730 0.362 0.447 0.422

The graphs in Fig. 6 show the relation between DGT and the other distance
functions. We generated 50 candidates on the Armadillo and for each pair of the
candidates we put its distance computed by DGT on the horizontal axis and the
distance computed by a given different distance function on the vertical axis.
We normalize each value by Avrg. If some distance function D was the same
as DGT (apart from overall scale) there would be a perfect linear dependency
and the points would lie on a line in the graph. Figure 6a shows the relations
of DSSD, DED, DACD to DGT . The similarity of DAD, DDQ, DED is shown in
Fig. 6b, Fig. 6c shows the dual representations. For different objects the graphs
are slightly different but very similar. There is an obvious almost linear depen-
dency between DGT and DSSD (see Fig. 6a), however, DED, DAD, DDQ exhibit
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(a) (b)

(c)

Fig. 6. Relations between a) DSSD/DED/DACD and DGT ; b) DDQ/DED/DAD and
DGT ; c) Dρ1/Dρ2/Dρ3 and DGT for the Armadillo object.

relation to DGT that is also nearly linear (see Fig. 6b). For DACD the resemblance
to cosine is visible. The dual representations show rather unstable behavior (see
Fig. 6c). This is mostly caused by the shift in some of their coordinates but with-
out it the dual representations would suffer from singularities which would make
them unusable. Different shifting constant could lead to better results, at least
for some objects, but there is no general way how to choose it.

Table 2 shows the Pearson correlations [14] between all pairs of the distance
functions for the data from Fig. 6. Value of 1 indicates perfect linear dependency
and the closer to 0 the weaker the dependency. Expectedly, DSSD shows the
best linear correlation with DGT . The correlations of DED, DAD, DDQ and even
DACD with DGT are all rather high. On the other hand, the distances in the
dual spaces have mostly low correlation with DGT . The high correlations among
DED, DAD and DDQ confirm the similarity of these three distance functions.

Based on the results, the most appropriate representation of the space of
planes in any Mode-based symmetry detection method is the transformation
representation with the DSSD distance function. But, except for the dual rep-
resentations, all the distance functions are similar and none of them deviates
significantly from DGT making all of them well applicable. However, all the dis-
tance functions except DSSD require translating the input object to the origin,
otherwise the normalization of the d coefficient would have to be done differently.
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Table 2. Pearson correlations of the distance functions for the Armadillo object.

GT ED AD ACD SSD DQ ρ1 ρ2 ρ3

GT 1.0000 0.9723 0.9644 0.9120 0.9998 0.9738 0.5361 0.3265 0.7238

ED 0.9723 1.0000 0.9989 0.9679 0.9713 0.9998 0.5537 0.3460 0.7621

AD 0.9644 0.9989 1.0000 0.9767 0.9635 0.9983 0.5499 0.3474 0.7548

ACD 0.9120 0.9679 0.9767 1.0000 0.9105 0.9664 0.5196 0.3111 0.7262

SSD 0.9998 0.9713 0.9635 0.9105 1.0000 0.9728 0.5351 0.3286 0.7214

DQ 0.9738 0.9998 0.9983 0.9664 0.9728 1.0000 0.5516 0.3423 0.7637

ρ1 0.5361 0.5537 0.5499 0.5196 0.5351 0.5516 1.0000 0.9248 0.4217

ρ2 0.3265 0.3460 0.3474 0.3111 0.3286 0.3423 0.9248 1.0000 0.1934

ρ3 0.7238 0.7621 0.7548 0.7262 0.7214 0.7637 0.4217 0.1934 1.0000

4.1 Theoretical Comparison

There are some theoretical differences between the various representations. The
dual and the 4D vector representations are basically Euclidean and the can-
didates can easily be stored in a data structure such as a KD-tree or a grid.
In case of the DAD and DACD distance functions some structure can be built
using the polar coordinates in 4D. Also, there are quite many possible algo-
rithms for mode-seeking in Euclidean data. The transformation representations
and the DSSD and DDQ distance functions are non-Euclidean, with smaller
choice of data structures and possible mode seeking algorithms [8,18,19]. Also,
the implementation of the DSSD and DDQ is more complex since they require
implementing the matrix and the dual quaternion algebras.

Although the DDQ distance function does not bring any considerable
improvement over simpler distance functions, the idea of representing reflec-
tions by dual quaternions seems novel and can possibly find its use in other
applications or new symmetry detection methods created in the future.

5 Conclusion

We described several representations of the space of planes suitable for any Mode-
based algorithm for symmetry plane detection and computation of the distances
in these representations. We showed that the 3D dual space representations are
not very appropriate for this purpose but usable for visualizations. In order to
represent the space of planes suitably in context of the Mode-based symmetry
detection, spaces of higher dimensions must be used and the most appropriate
representation is even non-Euclidean. However, the results suggest that apart
from the 3D dual spaces all the plane space representations are well applicable
in this context, although there are some theoretical differences between them.
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Abstract. Impression curve is a widely used method in urban and land-
scape design to assess visual diversity of the space. In these studies, the
method is applied for game level design. The goal of conducted research
was the analysis of space perception in successive design phases related
to the process of game environment formation. Next steps of the design
process define the space burdened with more and more information. It
aims to evaluate if initial assumptions, made by a designer at the begin-
ning of the designing process, are maintained with the increase in the
number of details and the content of locations. These studies are also
a background for research in automation of visual diversity assessment.
This, in turn, is related to making a player focused and interested during
a gameplay, by the means of space defining an action scene. By applying
a method from domain of urban planning and architecture in human-
computer interaction (HCI) studies related to virtual space, we show
that both - defining the surroundings and its impact on recipient - are
subject to the same rules in either case.

Keywords: Virtual environment · Level design · Game design ·
Virtual architecture · Impression curve · Experience design

1 Introduction

Game design became a pretty complex process, where experts from many
domains are engaged in order to produce a user-oriented product. Games, being
under continuous development, represent a very broad area of research. In classic
media as movies, space is thought to be a background of events defining only
the location and the time of action. In interactive environments, in turn, it is an
interface dedicated to navigational and narrative purposes, which highly influ-
ences an observer because of its spatial composition. This kind of interaction
determines if a system is perceived as an attractive one, or not. Experience of
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space, triggered by movement, requires spaces to be formed in such a way the
impression of monotony and repeatability are diminished so that a system seems
attractive to an observer.

Creation of diversified attractive, and engaging virtual environments led to
strategies applied in other areas of studies, like architecture or urban design.
Furthermore, digital characteristic of both description and exploration manners
made these strategies enable to study and verify the theses stated in this paper
for virtual environments.

The contributions to virtual worlds (Virtual Reality as well as video games
levels) design and evaluation presented in this article are:

– The impression curve idea adaptation for virtual world creation (especially
for video games level design process).

– Usability tests with 112 participants confirming the impact of usage of the
impression curve in virtual worlds creation and evaluation.

– Identification of parameters affecting impression in virtual world.

We start with a impression curve definition and history. Next the impression
curve adaptation for virtual world creation process idea detailed description in
given. This is followed by a evaluation methodology and its stages construction
as well as the some details of research environment design. Next, tests results
and their discussion are presented. Finally, ideas for further development and
final conclusions will be given.

2 Impression Curve

The strategy of impression curve was firstly elaborated on by Wejcherts in [8].
The method relies on relation among space, time, and velocity of impression
forming. The author defined space as an interior or an interior layout being
a component part of the structure of space. He emphasized that time and
space, in successive interior layouts (e.g. street sequence), are inseparable. An
observer who moves (motion enables three-dimensional perception) perceives
spatial images, which are bonded to the shape of space where they are and
which change over time. For impression curve no measure can be established,
since it is a way how particular elements of space influence an observer.

Impression curve is depicted as a chart, where the horizontal axis is a time
scale and the vertical one describes how a particular element of a scene influ-
ences an observer on the scale from 1 up to 10. The maximal value of 10 is
a conventional value being the result of the commonly used decimal system.
Each value (from 1 to 10) was described by the Wejchert: value 1 describes
monotonous system devoid of architectural merits. On the other hand, value
10 describes/presents a system of meaningful strong points, dominating as an
element of city’s structure. The studies showed that there is a clear group
which react in the similar manner despite the subjective assessment of observers.
Thanks to this, preparing an average chart on the basis of individual charts is
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possible. Based on the average chart, impression curve-based appraisal of the
spatial system may be done and some basic conclusions about space perception
may be drawn.

Wejchert suggests that street sequence should provide impression changes
every 2 or 3 min to avoid the feeling of monotony. If so, it is clear that the level
of diversity is dependent on the velocity of an observer and how much attention
may he or she pay to the particular fragment of a route. Having analysed charts
of impression curve for different streets, one may notice the decrease of value
for long-lasting motion along repetitive fragments, even though they seemed
interesting at the beginning. As a corollary, space changes are said to be as
essential as visual quality of a scene.

Impression curve may be implemented both for new spaces design and for
assessment of already existing areas. Thanks to it, valuable elements and ele-
ments requiring improvements might be easily identified [12]. Impression curve
was widely used as a method for studying space diversity: identification of the
most precious places at the Piotrkowska street, evaluation of landscape of coun-
tryside Panieńszczyzna in vicinity of Lublin [10] or organizing agrarian and land-
scape structures in Poja�lowice countryside [18] are just a few examples to the
point [1].

When analyzing the state of knowledge, it is worth referring to the search for
various methods of exploring the reception of space in games and the player’s
experience. Research shown in [9,11,16,19] affected the choice of our method and
its application domain. Additionally [17] authors employs surveys to appraise
emotional state of an entity. The key element is that those questions are intro-
duced to the world of game so a survey may be carried out while playing. The
goal of our search was first to create a system embedded in a virtual environment.

Other domains, like urban planning, interior or landscape design may also be
helpful to figure comprehend how to build a functional and visually attractive
game level. Dan Cox proves in his presentations that virtual spaces design and
interior design have a lot in common. He also presents well known techniques of
interior design, which are supportive in game level design [2,3,5].

To sum up, impression curve may be thought of as a method, based on
subjective grade, of valorisation of a landscape in either local or regional scale.
A chart of impression curve depicts an average observers’ judgement and a chart
of deviation from the average reaction tends to form Gaussian distribution [7].
Although this method was introduced for architecture domain and it is widely
applied therein, it may be considered in game level design as well. The first
application of impression curve in design and analysis of virtual environments
was proposed by Rafa�l Szrajber during [13] and [14]. Those speeches initiated
the studies presented in this paper.

3 Method

The idea of the test method is to use an impression curve for the analysis of the
visual diversity and attractiveness of game level. It assesses subjective attraction
of a given space. An entity, being a subject of tests, moves along prepared route
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(in virtual space- controlling an avatar) and in predefined, equally spaced loca-
tion, he or she evaluates how appealing the given fragment of environment is.
The entity assigns grades from 1 to 10, where 1 means a boring scene, and 10- an
exciting scene of high aesthetic merits. Impression curve seems to enable virtual
spaces assessment even though it comes from architectural domain. Thanks to
it, interesting elements of surroundings may be identified. An average chart of
impression curve may be used also to localize and enhance poorly graded level
fragments.

Sinusoidal shape is said to be the proper distribution of the computer game
level impression curve. In uniformed long-lasting environment, the values of
impression curves fall because a brain receives still the same set of stimuli in
similar intensity [8]. In order to keep the constant or increasing trend, impres-
sions should grow continuously. In case of game development industry it often
wreaks much more resources to produce better set of models and more interesting
environment. This may be difficult to achieve. If so, impression level may peri-
odically grow and fall to reach successive increases without any extra expenses
with respect to the previous ones. In addition, impression level should be always
kept above some predefined threshold. Otherwise, it means that some parts of
the game level observed should be definitively improved.

The proposed method is constrained to assessing quality of a single route.
Without further extensions, it may appraise only linear levels, where a player
cannot select an alternative direction. For more complex levels it should be
assured that all players follow the predefined testing routes.

The method of impression curve was introduced to test different versions of
computer game levels during successive phases of virtual space design. It aimed
to answer if impression curve changes in successive design stages and by which
factors it is affected. The goal was also to indicate from which stage of design
process it is possible to evaluate virtual space diversity.

There is a variety of methods in the literature to evaluate quality of game
levels. A few of them rely on questionnaires whereas others suggest monitoring
biological changes in a player’s organism. E.g. in [6,15], the authors monitored
biological changes in a player’s organism in order to adjust the level of difficulty
during gameplay. Based on the results of EEG, the system may adjust require-
ments of a game to maintain constant level of player’s focus. Thanks to this
solution, players do not feel neither bored nor frustrated.

4 Experiment

4.1 Research Environment

Research environment is constituted by a set of trail applications done with the
Unreal Engine 4, each of which contains different version of the prepared game
level. The environment was designed in such a way that no extra explanations
or help were required. Each application consists of the following elements: start
screen (defining the goal a player has to achieve and informing about a test);



528 J. Andrzejczak et al.

Fig. 1. Figure shows successive points where a player assess a level, as well as the visual
representation of each place (for final stage of design process - main models with final
materials with extra fine detailed models (called final level version).

actual game level; questionnaire to be filled with impression curve (appears every
time a player has to grade a scene); and end screen.

The game level used in experiment depicts a fragment of a main road of a
medieval town. The level is linear and a player, in first-person perspective, is
allowed to move only along predefined path (Fig. 1). The graphics of the final
level version is realistic and no stylised elements were added so as to make the
virtual environment as close to the real space as possible. Thanks to this, dis-
turbing variables influencing the level perception could be diminished. Velocity
of the movement is constant (walk) and does not change in individual variants.
Every 50 meters, a player stops and grades the surroundings. There are 10 such
places in the entire level, hence impression curves have 10 points on time axis.

Following level variants showing successive design stages were arranged:

– Simple blockout – 3D game level sketch. Only essential elements were places
on a scene, mainly buildings. Each element was constructed from one or more
cuboid (A)

– Advanced blockout - detailed 3D sketch. Main level elements are presented
in forms of simplified blocks (B)

– Main models without materials (C)
– Main models with monochromatic materials (D)
– Main models with final materials (E)
– Main models with final materials with extra fine detailed models (called final

level version) (F)

All variants represents successive stages of level design (Fig. 2). There is a
clear dependency that each next stage introduces another details to the presented
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Fig. 2. The stages of computer game level design. A - simple blockout; B - advanced
blockout; C - main models without materials; D- main models with monochromatic
material; E - main models with final materials; F - main models with final materials
with extra fine detailed models.

location. This process resembles the way a human perceives visually according
to the theory of vision of David Marr [4].

4.2 Variants of the Level with Changes of Selected Environment
Elements

In order to assess influence of other factors on the final shape of impression
curve, additional trials were conducted. Following potentially influential factors,
split into two groups:

1. Factors whose impact is uniform across the level - Lightening condition
changes (L), Weather changes (W) (Fig. 3)

2. Factors which impact on small fragments of the level - Geometrical changes
(G), Material changes (M), Extra models and objects in the environment (O),
Adding expression (X) (Fig. 4).

In order to conduct these extra tests, another variants of the level were cre-
ated. Each of them let a researcher assert if a particular factor impacts on the
shape of impression curve or not. Introduced changes are natural yet conspicu-
ous. Thanks to this, it was possible to screen out a particular factor and see if
the trials show it does not change the shape of impression curve. In case of level
variants with lightening condition and weather changes, the general appearance
of the environment was changed. The subject of those modification was the final
level version.

The level variant considering changes in lightening conditions presents a
medieval town by night brightened with torches. The lightening varies from
uniform to the spotlight, which causes changes in distributions of fair and dark
areas and increase of contrast.
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Fig. 3. Figure shows Screenshots of selected fragments of modified levels with global
changes - factors whose impact is uniform across the level - Lightening condition
changes (L), Weather changes (W).

The level version with weather changes depicts a town in the rain. Following
extra elements were added: pools, cloudy sky, rain (done with particles), and
rain drops on the screen (postprocess) (Fig. 3).

In those versions of the level which contain spot factors, the elements requir-
ing modification were selected in advance. In each variant changes concern fifth
and sixth point on the impression curve. They lie on the relatively monotonous
fragment of curve where possible influence may be explicitly visible. Changes in
geometry were realized as modifications of advanced blockout whereas the others
– of the final version of the level.

In the case of changes in geometry, extra tall distinctive elements were added,
like guard towers. Also, two houses facing each other were connected with a
passage above the street.

In versions with material changes, some of the houses were modified so as
to make them distinctive among other buildings and to increase the contrast.
Those houses look like painted in flashy and contrasted colours.

In variant with extra models, some tiny items were placed, like a set of
boxes, barrels, and a wagon, in front of a house. On the other hand, a variant
with added expression was enriched by elements which could have some impact
on the observer’s emotions so that the level appears to be inhabited and some
particular events took place there. As emotion fear was opted, since it is easy
to trigger and it affects significantly. The first of the modified impression curve
points contains a ruined building. Another one, blood stains leading an observer
to the broken scratched doors so they appear to be attacked by an animal or a
monster.

4.3 Test Group

Trials were conducted on 112 people. All of them were accustomed with computer
games and control system (first-person perspective). Most of the people tested
were students of computer science. Subjects are from 19 to 35 years old. It was
assumed that one person cannot test more than one version of the level. Each
variant of the level was examined by 7 to 15 people.
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Fig. 4. Figure shows Screenshots of selected fragments of modified levels with local
changes - (G) geometry, (M) material, (O) objects, (X) expression

4.4 Experiment and Results Storing

Each trial began with the start screen containing the description of the studies.
Afterwards, participants played the levels fulfilling grading questionnaires until
end screen was reached. To make trials objective and to make trials reliable,
following constraints were put on experiments: no one (including a researcher)
should look at the screen during a trial and a participant should not be able to
see values provided by the other players.

Having done all trials, CSV file was generated. It contains the following
information: an unique name of a variant, Values of impression curve for a player,
time of the level accomplishment.

4.5 Results

For each variant of the level, the average impression curve was estimated. The
values of impression curves as well as associated standard deviations are pre-
sented in Table 1. (variants with successive stages of level design) and Table 3
(variants with level modifications).

The results suggest that despite the similarity of individual charts, values
used by players differ. Some of them used virtually all available values from 1
to 10 whereas the others did not distinguish so much. This is the reason for
relatively high values of standard deviations for individual average impression
curves.

5 Discussion

Prior to comparing the impression curves charts, let us focus on grades given by
players. Although individual shapes seem to be similar, scale used by the players
differ. Some of them made use of the entire scale, unlike the others who were
satisfied with values from 1 to 5 or from 5 to 10. In order to evaluate which
elements of the game level are visually appealing, local behaviour as well as
local and global extrema are taken as indicators rather than particular values of
impression curve.

The crucial factor which ought to be considered while assessing successive
level variants is the shape of impression curve. There are several strategies to
appraise similarity of the two impression curves:
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Fig. 5. The average values of impression curve for variants of levels concerning succes-
sive stages of virtual space design and the average value for all stages.

– Global minima and maxima lie in the same points or their close neighbour-
hood on both charts

– Local minima and maxima lie in the same points or their close neighbourhood
on the two charts

– Both charts feature increasing trend in the same ranges
– Both charts feature decreasing trend in the same ranges.

5.1 Comparison of Impression Curve Charts for Next Stages
of Creating a Computer Game Level

In Fig. 6 visual similarity of average impression curves may be seen for variants
representing successive stages of level design (exact numbers with standard devi-
ations are presented on Table 1). They are said to be similar due to the following
reasons:

– Local minimum of each chart is placed in the first point of impression curve
(narrow passage surrounded with wall)

– Local maximum of all charts are in second and third point (crossing a mar-
ketplace)

– Local minimum of charts are in fourth and fifth point of impression curve
(beginning with the street surrounded with small houses)

– From fifth and sixth point on the impression curve, values increase up to the
global maximum in the tenth (or eleventh in case of variant with monochro-
matic materials) point of impression curve.



Impression Curve as a New Tool for Game Levels Design Process 533

Fig. 6. Average value of impression curve - stages of the design process

Table 1. The average values of impression curve for variants of levels concerning
successive stages of virtual space design and the average value for all stages. AV -
average value of the impression curve for each point; SD - standard deviation of the
impression curve average value for each point.

Curve point I II III IV V VI VII VIII IX X

Simple blockout (A)

AV 1.57 3.00 3.71 3.71 3.14 3.93 4.93 5.71 6.21 7.29

SD 0.79 1.00 1.35 1.58 2.12 2.01 1.64 1.60 2.00 1.98

Advanced blockout (B)

AV 1.44 3.22 3.33 3.22 2.83 3.78 4.22 5.28 5.94 7.00

SD 1.13 1.39 1.73 1.86 1.62 1.72 1.70 1.92 1.91 1.94

Main model without material (C)

AV 2.79 6.00 5.71 4.93 5.29 5.31 5.79 6.29 6.71 7.57

SD 1.29 2.00 2.63 2.83 2.63 2.66 2.20 2.21 2.06 1.62

Main model with momochromatic material (D)

AV 2.61 5.84 6.18 5.58 4.50 5.02 5.34 6.48 7.26 7.18

SD 0.82 2.41 2.11 1.72 2.51 2.54 1.94 1.74 1.61 1.16

Main model with final material (E)

AV 2.57 5.33 5.78 4.78 4.11 4.22 5.22 6.56 7.33 8.11

SD 1.80 2.24 1.92 1.72 1.54 1.39 1.56 1.51 1.66 1.36

Main model with final material with extra fined detailed model - final level version (F)

AV 3.40 6.25 5.81 5.38 4.88 5.00 5.56 5.75 7.25 8.50

SD 1.83 2.19 2.39 2.77 2.36 2.39 2.26 2.19 1.39 1.20
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5.2 Comparison of the Highest, Lowest and Average Values
of the Impression Curves for Next Stages of Creating a
Computer Game Level

Table 2 contains the lowest, the highest and the average values of impression
curve for variants of levels concerning successive stages of virtual space design:

– For “Simple blockout”(A) and “Advanced blockout”(B) those values are the
lowest ones

– For variant “Main models without materials”(C), “Main models with
monochromatic materials”(D) and “Main models with final materials”(E)
those values are higher than in case of “Simple blockout”(A) and lower than
for the “final level version”(E).

– Value of impression curve are highest for “Final level version - Main models
with final materials with extra fine detailed models”(F).

The above data indicates that the more advanced stage of level design, the
higher values of impression curve occur. Both the average and extreme values
grow.

Table 2. The highest, lowest and average values of the impression curve for individual
level variants, showing the next stages of work on the virtual environment.

Stage of design process Value of impression curve

Lowest value Highest
value

Average
value

Simple blockout (A) 1.57 7.29 4.32

Advanced blockout (B) 1.44 7.00 4.03

Main model without material (C) 2.79 7.57 5.64

Main model with momochromatic material (D) 2.61 7.26 5.60

Main model with final material (E) 2.57 8.11 5.40

Final level version (F) 3.40 8.50 5.78

5.3 Comparison of Impression Curve Charts for Modified Variants
of the Computer Game Level

Having confirmed that impression curves for successive stages of level design are
alike, curves for modified versions of the level might be compared. This should
provide the information which modifications have the effect on impression curve.

In Fig. 7 and Fig. 8 visual similarity of average impression curves for modified
levels may be juxtaposed with the curve of any stage of level design process (exact
numbers with standard deviations are presented on Table 3). It may be noted
that:

– Changes of weather, lightening conditions and materials do not impact on
the shape of impression curve
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Fig. 7. Average value of impression curve - variants with global changes - (W) weather,
(L) Lighting

Fig. 8. Average value of impression curve - variants with level modifications - local
changes - (G) geometry, (M) material, (O) objects, (X) expression

Table 3. The average values of impression curve for variants of levels concerning
successive stages of virtual space design and the average value for all stages. AV -
average value of the impression curve for each point; SD - standard deviation of the
impression curve average value for each point.

Curve point I II III IV V VI VII VIII IX X

Weather change (rain)

AV 3.00 7.13 6.25 5.38 5.00 5.00 5.63 6.88 7.88 8.75

SD 1.07 1.13 1.28 1.51 0.76 1.20 1.51 0.83 0.83 0.89

Change of geometry - advanced blockout

AV 1.91 4.68 3.82 5.23 5.05 4.55 4.32 6.36 7.09 8.18

SD 1.14 2.17 0.78 1.99 2.15 2.45 2.12 2.11 1.97 1.94

Adding expression

AV 3.65 6.15 5.88 6.46 7.05 6.42 5.65 6.31 7.04 7.85

SD 1.52 1.99 1.87 2.11 1.96 2.25 1.52 2.02 2.05 1.39

Change of materials

AV 3.64 6.21 5.86 4.86 5.64 5.86 6.29 6.93 7.50 7.57

SD 1.55 1.76 1.51 1.51 1.95 1.66 1.38 1.21 0.94 1.79

New environment objects

AV 3.50 6.50 6.63 5.50 6.25 6.69 6.50 7.63 7.63 8.00

SD 0.76 1.51 0.92 1.60 1.83 1.83 1.77 1.41 1.77 1.31

Lighting change (night)

AV 4.00 6.63 6.38 4.88 4.38 4.38 5.25 5.88 7.13 7.75

SD 2.33 2.20 2.26 1.89 1.51 1.41 1.04 1.25 1.55 1.67
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– For variants enriched by expression elements or tiny surrounding items, the
curve grew and reached a local maximum in the modified locations (fifth and
sixth point on impression curve)

– Changes in geometry dramatically influence the impression curve. The values
of curve decrease for points from fourth to seventh on the impression curve.

6 Summary and Conclusions

The goal of this paper was to examine, by means of impression curve, how visual
perception varies throughout successive stages of level design process as well as
to identify factors which influence on scene perception by a player. To conduct
studies, several variants of the same level were prepared. Each version was tested
by players. All presented charts contain average impression curves which were
compared to one another (Fig. 5).

Based on conducted experiments, following conclusions might be drawn:

– The method of impression curve could be a useful tool to assess virtual worlds,
especially in case of game level design. It is supposed to support the design of
virtual worlds being visually appealing and diversified, where the gameplay
and appearance complement each other

– Charts of average impression curves for successive stages of level design are
alike. This means that the virtual environment may be tested with impression
curve from the very beginning

– The more advanced the design phase, the higher average impression curve
values are

– Disturbances of buildings blocks (geometry changes, extra tiny items, added
expression) have impact on the shape of impression curve

– Neither lightening condition changes, nor weather or material changes influ-
ence impression curve

There are possible following directions of further research: investigation of
dependency between player’s reaction and forming of the impression curve (eye-
tracking [20], EEG [21]), examination if graphical style or perspective (used
camera type) have any impact on the impression curve or check if the strategy
of impression curve can be used for 2D.
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Abstract. This work contains a solution for game metrics analysis
based on a visual data stream dedicated for the player. The solution
does not require interference in the programming code of the analyzed
game and it is only based on image processing. It is possible to analyze
several aspects of the game simultaneously, for example health/energy
bars, current weapon used, number of objects worn (aid kits, ammuni-
tion). There have been presented methods using cascading classifiers and
their training to detect the desired objects on the screen and to prepare
data for other stages of processing, e.g. OCR. The effect of the meth-
ods is a gameplay chart that allows a thorough analysis of the player’s
actions in the game world and his or her advancement. The solution is
fast enough that it can be used not only in previously recorded gameplay
analysis, but also in real time during simultaneous gameplay.

Keywords: Gameplay metrics · HUD · Image processing

1 Introduction

Gameplay metrics are important parts of testing and analyzing computer games.
They rely on the interpretation of raw data from the game, which may contain
information about the player’s current activities [10] – including, but not limited
to, moving around the world, performing defined operations, or interacting with
the graphical interface [4]. Acquiring data for the gameplay metrics process may
require some access to the game’s source code, whether by modding or compiling
open source projects. Another way may be to use specialized equipment such
as e.g. eyetracker to analyze the player’s behavior, but for obvious reasons it
is limited to laboratory conditions [9]. However, a lot of information could be
obtained from the game result streams alone – image and sound. This is very
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important, because it allows to analyze games at which access to the source code
is impossible, such as those recently released – and do it very effectively [6].

The methods presented here can also be used in a broader scope, such as
testing player behavior (including attempts to cheat in online games), or elements
of automated tests, including tests of games produced by third-parties. The data
obtained here can be a subset of the inputs of a bot’s program, which tests the
game by building a map and navigating within it [3] or acting in other way [8].

The paper presents a solution consisting of three methods. The first combines
known HUD1 analysis with shape detection based on a cascade classifier to obtain
a robust method independent of user screen configuration. The second expands
the game analysis presented in the literature with a new algorithm. It involves
recognizing shapes using cascade classifiers based on Haar-like [12] and Local
Binary Patterns (LBP) [2] features to recognize moving technical objects – in
this case, weapons in first-person shooter game (FPS). The third method allows
to analyse the HUD detected by the cascade classifiers to recognize the text
it contains, and interpret the strings obtained in this way. This allows to read
secondary information about the game, such as the number of first aid kits or
ammunition.

2 Related Work

Usually game metrics are understood as telemetry, i.e. remote collection of game-
play data for many players for analysis and statistics [5]. Only game producers
can do this because they have access to data collected on their game servers.
The data can be various: equipped weapon, play time, difficulty level, current
mission, avatar location, enemies’/NPCs’ parameters, save/load actions, player
drop-off per mission, custom use of game mechanics. Applications other than
play testing are, for example, bug tracking and QA. Game metrics results are
often presented as graphs of measured value versus time or heat-maps showing
the intensity of various measurements collected in 3D game space [5].

Audiovisual analysis of the game through postprocessing does not need to
access the game code. Thus can be an effective variation of gameplay metrics
for third-parties. It is based on audiovisual analysis of the recorded gameplay.
It was presented in [6]. Key elements of communication with the player in the
analyzed game, i.e. “Bioshock 2” [1] (e.g. health bar status, occurrence of the
HUD on the screen, sounds of shots) can be precisely extracted from the game
result streams. Then, these data can be presented as a graph illustrating several
dozen minutes of gameplay. Such graph is a clear way to distinguish between
the way a beginner player plays and an advanced one. The work [6] presents
algorithms that allow to segment and index the gameplay – they are referred
to as “Algorithm 1” and “Algorithm 2”. Our work references to them the same
way.

1 Heads-Up Display is the graphics part of the game user interface by which informa-
tion about the state of the game is visually presented to the player.
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“Algorithm 1” checks the occurrence of HUD on the screen (during non-
interactive scenes the HUD is hidden, which excludes them from performance
analysis) through the static logo detection algorithm on the screen, depending on
the mask created earlier. “Algorithm 2” checks the player’s health and energy
level as the appropriate colors constituting the health and energy bars in the
areas of the screen determined by static masks.

As a field for further analysis [6] proposes to include a method of detecting
objects on the screen, extracting text, and recognizing enemies by face detection.

3 Method

The solution is based on visual analysis of gameplay recordings in the game
“Bioshock 2” [1], using the tools built into the OpenCV 3.3.1, and cascade classi-
fiers that have been prepared by hand. In addition, the Tesseract text recognition
system was used.

In order to get data for the analysis the gameplay recordings were made. To
reduce the calculation time, the frames of the recordings for analysis should be
averages of several seconds of gameplay [6]. Each image analyzed is an average
of 30 frames. Averaging frames blur all the moving elements on the screen. The
most static element of the world – a weapon held by the player – is also blurred,
but not enough to prevent its analysis.

A certain problem in creating classifiers [7,13] is the preparation of appro-
priate image samples: several hundred positive, containing the sought shape,
and several thousand negative, not containing it. Although a thousand image
samples can mean a huge amount of data and a long time to obtain them, it is
also the number of frames from just 33 s of gameplay recording with a frequency
of 30 frames per second. Samples were therefore obtained by recording a short
gameplay and appropriate processing, described below.

Negative samples for learning the classifier were the entire screenshots of
gameplay. To ensure the right variety of screenshots two rules were applied. The
first was to quickly change the position and rotation of the camera throughout
the entire recording. The second involves making recordings in several places
– at least one dark and at least one bright. All classifiers were created on the
basis of several uninterrupted gameplays recorded in two different chapters of
“Bioshock 2” – no more than 30 s each – made separately for each weapon.

Positive samples were obtained in the same way, however, additional crop-
ping was necessary so that they contained only the shape sought, with only small
background areas at the edges. To increase the diversity of samples, a random
jitter was introduced – for each frame a position offset and frame size are ran-
domly choosen, equal to at most 5% of its width or height. To save calculation
time when training the classifier, the n-th frame, instead of each were used.

The classifiers were created with the help of the traincascade program
included in the OpenCV package. Each classifier for this project was based on
200–900 positive samples, and 1000–2000 negative ones. The maximum false
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alarm rate2 as well as the specific number of samples were manually choosen to
get the best results while keeping the training time below an hour. The exact
values are presented in Table 1. For all classifiers the Gentle AdaBoost training
algorithm was used, 19 was the maximum number of training epochs achieved.
The classifiers were created in two variants, based on the same data sets – for
Haar-like and LBP features.

Table 1. Training configurations of the different classifiers used in the method.

Haar1/LBP1 Haar2/LBP2 Haar3 LBP3 Haar4/LBP4 Haar HUD

Negative samples 479 263 397 397 246 903

Positive samples 1501 990 1921 1921 1098 826

Max false alarm 40% 40% 40% 33% 40% 40%

3.1 Algorithm A. HUD Detection and Analysis

HUD detection is performed using a properly trained cascade classifier based
on Haar-like features. The classifier reliably detects a screen section with the
same shape and the same HUD fragment (the cropping differences between sub-
sequent detections are small). It is therefore possible to train the classifier so
that it detects one very characteristic fragment of the HUD and then enlarges
the marked area (e.g. in percentage) so that it contains the entire HUD (Fig. 1).

The detected screen area – if the detection occurred – is intended for further
processing. As in “Algorithm 2” [6], the intensity of colors was measured in
two areas of the examined image (health bar and energy bar). It was based on
masking the image and counting pixels with an appropriate shade relative to all
non-zero pixels in the mask. In our approach, on the other hand, pixel filtering
for shade and brightness in the HSV3 color space was used, and detection of
rectangular contours describing the pixels detected in this way (bar filling). The
width of the bright red rectangle in the HUD area determines the amount of
health of the player, and the width of the bright blue rectangle means the amount
of energy of the player.

The difference from “Algorithm 2” [6] is that the operation is local for the
HUD, not for the entire screen, so the transformations made on the HUD are
not relevant to it. As a result, it is possible to detect the presence of HUD on the
screen and advanced analysis of its content regardless of its current location. In
addition, it is not necessary to prepare an appropriate mask before conducting
the tests: it is enough to prepare information about the desired colors. Optionally,
additional cropping of the detected area can be used to reduce the chance of
incorrect color detection in the background game world.
2 False positive detection percentage allowed at each stage of training the cascade

classifier.
3 hue, saturation, value.
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Fig. 1. The cascade classifier detects and marks the screen area containing the HUD
(processed frame from a screencast recorded from “Bioshock 2” [1]).

An intermediate “Algorithm A” has also been implemented, detecting the
HUD area with a cascade classifier, and then analyzing it locally using masks,
as described by “Algorithm 2”.

In addition, a separate implementation was made that works exactly accord-
ing to Algorithms “1” and “2” of [6] to compare the effectiveness of HUD
detection.

3.2 Algorithm B. Identification of Held Weapons

In “Bioshock 2”, as in the vast majority of FPS, the weapon held by the player’s
character is always visible in the lower right corner of the screen as a model in
the game world, making small movements both when moving the camera and
the character, as well as when idle. In the averaged frame, the model is therefore
blurred, but still retains a reproducible set of characteristics (Fig. 2).

The image analysis was carried out in the initial stages of the plot of the
game “Bioshock 2”, where four weapons are available. Detections are carried
out on each analyzed frame using four different classifiers, each trained to detect
a different weapon: “Drill” (1), “Rivet gun” (2), “Hack tool” (3) and “Machine
gun” (4). In order to optimize detection and reduce false positive errors, the
analysis is performed only on a fragment of the image – specifically its right
half. What counts is the fact of detecting the shape; whether the area found by
the classifier contains all or only part of the weapon does not matter (Fig. 2).
There is also no reason to create a general classifier (whether any weapons are
kept) as part of the optimization, since the weapons are kept only when the
HUD is displayed. And this is detected by the “Algorithm A”.
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Fig. 2. The effects of the “Algorithm B”. Two different weapons are effectively detected
and marked on the screen (processed frames from a screencast recorded from “Bioshock
2” [1]).

Based on which classifier in the given frame detected the weapon on the
screen, it is determined which weapon is currently visible.

3.3 Algorithm C. Eliminating Weapon Identification Error

Due to problems such as invisibility of the weapon at some moments, caused by
environmental factors (“Bioshock 2” takes place largely in very dark locations,
so a large part of the features can be visible to a very limited extent), or the
possibility of incorrect detection of weapons by “Algorithm B” (no weapons, or
several weapons at the same time), it is necessary to use the method of mitigating
the effects of errors. Our solution to the problem is to use fuzzy logic by creating a
vector of floating point values that are stored throughout the analysis. Each value
in the vector corresponds to the “truth” of the occurrence of a given weapon in a
given frame based on the results of detection by cascade classifiers in the current
frame and previous frame. Thus, with four detected weapons, the vector has four
components. Each vector field has a specific maximum (here 3.0) and minimum
(0.0) value. If any weapon is recognized in a given frame, the fields corresponding
to each of the detected weapons are incremented by a certain value (here 1.0),
and the non-detected weapon fields are decremented by the same amount. If no
weapon is detected in the frame, the values of all fields are reduced by some other
value (here 0.3). The highest value in the corresponding field of the vector gives
current weapon. In this way, a single incorrect detection in one frame (as well as
the detection of more than one weapon in a single frame), when the weapon is
detected correctly in the previous and next frame, does not affect the result. If
no weapon is detected, the stored values will be accepted as current for the next
few frames (maximum of 10 frames for example values). However, the detection
of a correct weapon change is delayed by only two frames.

This method can be effectively applied in the vast majority of modern FPS
games – it is enough to prepare other classifiers for them, for weapons present
in a given game.



544 K. Koz�lowski et al.

3.4 Algorithm D. Reading Text in the Graphical Interface

The main HUD in the game “Bioshock 2”, shown in Fig. 3, in addition to two
status bars also contains two numbers. The first of them means the number of
first aid kits (supplementing the character’s health), and the second – the number
of portions of “Eve”, supplementing energy. The lower HUD of the game, in
turn, presents information about the quantity and type of ammunition for the
currently selected weapon. These values have a huge impact on the player’s
tactics and tell a lot about his style.

Fig. 3. Algorithm for detecting the value of the energy bar. From the left: The input
area of the image detected by the classifier (additionally automatically cropped to
improve processing); the image with detected pixels of proper shade and brightness
(light blue); the output image with the outline of the energy bar marked, whose width
is information about the energy possessed (fragments of processed frames from a screen-
cast recorded from “Bioshock 2” [1]). (Color figure online)

After detecting these HUDs, the cropped image fragments are processed using
the method described in “Algorithm A”. It is based on masking the interface so
that only fragments that may contain text are visible, and on thresholding the
image according to brightness to make the text clearer and remove unwanted
shapes and gradients from the background. In the image prepared in this way,
the text recognition process is carried out using the Tesseract-OCR system. The
detection is based on default text recognition results for English, made available
by the creators in a public repository [11].

If the pre-processing was successful, processing the detection results is very
simple. Tesseract-OCR provides a text string of several lines whose analysis
strictly depends on the analyzed HUD. For example, upper HUD analysis pro-
vides three lines of text: the first two are integers, the third is a simple string
with the name of the plasmid4 used.

To support text recognition, the range of characters recognized by Tesseract
can be limited, e.g. to numbers only. Particularly undesirable are simple punc-
tuation marks, such as a period and comma, which may be misdetected on the
basis of individual pixels.

4 Results

A series of tests of the methods was carried out on four different recordings of the
game from the “Bioshock 2” game. It was done with the use of frame averaging
4 Characteristic of “Bioshock 2” gameplay object.
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(30 in one) and without it. The recordings contained sequences of exploration,
fighting, non-interactive story scenes (without HUD) and an open pause menu,
recorded in various game locations, including well-lit and darker places, addi-
tionally differing in the colors of the environment. In total, over 11 min of various
gameplay were tested, averaged into 699 samples. The recordings were made at
a resolution of 1280 × 720 pixels, with a 30 frames per second (thus during the
analysis one average frame contained data from exactly one second of the record-
ing). Weapon classifiers operated with a scale factor of 1.025, and searched for
areas between 250 × 200 and 600 × 600 pixels.

For averaged frames, the average accuracy (ACC) of HUD detection was
92.13%, with a precision of 99.35% (PPV). Details of the effectiveness of the
HUD detection classifier are presented in Table 2 (where it was designated “Haar
HUD”). The standard deviation of the reading of the values presented in the
HUD at a constant level of health and energy, using “Algorithm A” was 1.07 for
both bars (with values given on a scale of 0–100), respectively. Standard devia-
tions for the values read by the implemented “Algorithm 2” were 4.03 and 2.25,
respectively, for health and energy. In the case of the indirect algorithm (“Algo-
rithm 2” operating locally in the area cut out using the cascade classifier) 4.38
and 2.22, respectively. In addition, the implemented “Algorithm 1” confirmed
its 100% HUD detection efficiency mentioned in [6].

Table 2. Table of statistics on the operation of various classifiers in the application.
The rows “Total Haar” and “Total LBP” contain the sums of the TP, FP, TN and
FN columns of all Haar and LBP classifiers, respectively, and the average of the other
columns. Numbering 1–4 next to the classifier names defines the weapons as in the
Subsect. 3.2. Haar HUD is a classifier used to detect HUD in the “Algorithm A”.

Classifier TP TN FP FN Precision
(PPV)

Sensitivity
(TPR)

Specificity
(SPC)

Accuracy
(ACC)

Haar 1 124 445 107 24 53.68% 83.78% 80.62% 81.29%

Haar 2 92 495 8 105 92.00% 46.70 % 98.41% 83.86%

Haar 3 115 493 71 21 61.83% 84.56% 87.41% 86.86%

Haar 4 105 464 47 84 69.08% 55.56% 90.80% 81.29%

Total Haar 436 1897 233 234 69.15% 67.65% 89.31% 83.32%

LBP 1 132 532 20 16 86.84% 89.19% 96.38% 94.86%

LBP 2 161 466 25 37 86.56% 81.31% 95.02% 91.14%

LBP 3 94 562 2 42 97.92% 69.12% 99.65% 93.71%

LBP 4 121 431 79 69 60.50% 63.69% 84.51% 78.86 %

Total LBP 508 2002 126 164 82.95% 75.83% 93.89% 89.64%

Haar HUD 618 26 4 51 99.35% 92.37% 86.66% 92.13%

5 Defines the step size when the classifier scales the searched shape. The smaller the
scale factor, the more calculations the classifier makes and the greater its accuracy.



546 K. Koz�lowski et al.

When testing the “Algorithm B”, the average effectiveness of identification
of the weapon held (compliance of the identified weapon with the actual value)
was 58.08% for “Algorithm B” alone using LBP classifiers, 55.36% for Algorithm
B” alone using Haar-like classifiers, and 66.95% for “Algorithm B” using LBP
features and using “Algorithm C”. Details are presented in Table 2 and Table 3.

Table 3. Weapon identification efficiency for three different detection systems, for four
different gameplay recordings.

Recording number 1 2 3 4

RAW LBP 75.00% 44.64% 74.83% 76.32%

RAW Haar-like 69.57% 46.43% 73.78% 70.30%

LBP with “Algorithm C” 77.17% 62.50% 82.17% 92.48%

For non-averaged frames, both the detection of weapons and HUDs increased
the occurrence of false positive error, which reduced the effectiveness of both
“Algorithm B” and “Algorithm A”, due to much greater information noise.

Using the presented algorithms, it was possible to create charts showing the
states of health, energy and weapons used (Detected Weapon) in subsequent time
samples for two (of four) choosen recordings – visible in Fig. 4. The algorithms
“B” and “C” were tested independently of the “Algorithm A”.

On average, full analysis took 19.692 ms, of which 9.118 ms was HUD and
10.573 ms was weapon analysis. On this scale, it should also be mentioned that
loading and averaging 30 frames of the recording took an average of 188.416 ms
using an HDD. Tests were carried out on a computer with an Intel Core i7-
4720HQ @ 2.60 GHz processor. The created system did not contain multi-
threaded elements.

Training of classifiers with Haar-like features took 20–40 minutes on the
above described equipment with 5 threads. Training of LBP classifiers on the
same data in all cases lasted from 50 s to 18 min (where only LBP 3 was created
for more than 5 min).

HUD analysis using the “Algorithm D” in “Bioshock 2” was performed on the
same recordings as the detection of weapons. The upper HUD (first aid kit, eve)
and lower HUD (ammunition) analysis were tested. The average effectiveness
of text analysis in frames with correctly detected areas of text was 99.36% and
98.79%, respectively. The effectiveness of text analysis in all frames in which
it should be carried out (the frames in which detection of screen areas was
ineffective were included) was 93.25% and 95.90%, respectively. There was no
false positive error in any of the 701 frames tested (there was never an accidental
successful analysis of an area that did not contain the appropriate text). Details
are presented in Table 4. The numbers in the upper part of the table indicate
the number of frames meeting the condition shown in the left column.
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Table 4. Statistics on the analysis of two different HUD parts.

Top HUD (aid
kits, eve)

Bottom HUD
(ammunition)

Correct detection of the area and
its correct analysis result (A)

622 492

Correct detection of the area and
incorrect analysis result (B)

4 6

Incorrect detection of visible area
(FN)

41 15

Incorrect detection and full
analysis of the invisible area (FP)

0 0

Correctly not detecting an invisible
area (TN)

34 188

Total analysed frames 701

Effectiveness of the analysis in the
detected areas ( A

A+B
)

99.36% 98.80%

The effectiveness of the analysis in
all frames that should be analyzed
( A
A+B+FN

)

93.25% 95.91%

5 Discussion

HUD detection using the Haar-like classifier brought noticeably less accuracy
than the logo detection method of “Algorithm 1” (a decrease of about 8%).
This, combined with the high accuracy achieved (a small number of FP errors)
means that “Algorithm A” receives less data for analysis, but only a small part
of them is incorrect (HUD analysis occurs rarely when it is not on the screen).

Random deviations of the detected position and HUD area by the cascade
classifier should have a negative impact on the effectiveness of HUD analysis.
However, there are negligible differences in the standard deviation values between
the implementation of “Algorithm 2” in the full-screen version (described in [6])
and the indirect, classifier-based. This suggests that the deviations of the values
are mainly caused by errors in detecting colored pixels in subsequent frames,
rather than shifting areas of the masks. At the same time, the new method of
analyzing the value of health and energy bars, finally described in “Algorithm
A” brought much more stable results than both versions of “Algorithm 2” (with
more than four times less standard deviation).

Weapon identification based on both Haar-like and LBP features has similar
effectiveness – in some cases Haar-like gives better results, in others worse than
LBP. The difference is always at most few percent (at most 6% points of differ-
ence). This is despite the fact that the LBP classifiers have on average clearly
higher efficiency and precision than those based on Haar-like features.
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For each set of samples, the use of the “Algorithm C” increased the effective-
ness of weapon identification. The effectiveness of the “Algorithm C” decreases
with frequent weapon changes, reaching the lowest value at first recording (Fig. 4
left). In the second recording (Fig. 4 right), where the effectiveness of identifica-
tion with the “Algorithm C” is the highest of all cases, weapon changes occur
least often (only 11 times in 4 min).

The number of samples that should be forwarded to the classifier learning
process (and its maximum false alarm) to obtain satisfactory results is strictly
dependent on the appearance of the specific weapon. For example, the most
difficult classifiers to create were Haar 3 and LBP 3, detecting the “Hack Tool”
(shown in Fig. 5). The reason was the distinctive appearance of the weapon,
which contained two circles. This caused a false positive to occur frequently.

Fig. 5. Visual effect of the methods result: image from the average frame, the detected
HUD area subjected to further analysis, and the identifier of the detected weapon in
the lower right corner (processed frame from a screencast recorded from “Bioshock 2”
[1]).

The analysis of the HUD content in terms of text content (“Algorithm D”)
proved to be very effective for all recordings from the game, with a particularly
low (below 1.3%) percentage of erroneous full analyzes, and a complete lack of
False Positive errors. Their higher frequency could lead to undetectable analysis
errors, distorting the generated picture of the course of the game.

Figure 4 shows the results of analyzing two different game recordings. They
presented types of weapons appearing in subsequent samples, marked manu-
ally (Actual Weapon chart line), and types detected by “Algorithm B”, using
LBP classifiers, supported by “Algorithm C” (Detected Weapon chart line). The
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results of Actual Weapon and Detected Weapon are similar to each other, which
means that the identification of weapons carried out by the application is quite
effective. It is clearly seen that in Fig. 4 on the left side there is a greater dis-
crepancy between the actual weapons and weapons detected by the algorithms
than on the right. The reason is the player frequently changing weapons, which
reduces the effectiveness of the “Algorithm C”.

Health and energy values presented in Fig. 4 were detected using the “Algo-
rithm A”. It can be seen many breaks in them, caused by the algorithm not
detecting the GUI due to an error or because the GUI was hidden in the game.
For example, the pause in Fig. 4 on the left side, near the sample (seconds) 246,
is the result of the player entering the shopping menu. However, the gap in Fig. 4
on the right side, at sample 26, is caused by a false negative error of the classifier,
extending over a dozen samples. Despite the missing data at some moments, the
charts can be used to determine differences in the player’s actions. According to
Fig. 4 on the left, the player lost health during the fight around 11 s (samples)
and healed 60 s later. At the same time he at no time used special skills that
would cause loss of energy – its state was constant all the time. In Fig. 4 on the
right, the player repeatedly used his skill, and in the 157th second he started
a 40-s battle that caused health levels to wave over that period. Thanks to the
weapon chart, it can be said that most of the aforementioned fight took place
using a “Machine gun” (weapon 4), which at the end (about 181 s) was changed
to a “Rivet gun” (weapon 2).

6 Conclusions

The use of cascade classifiers in the presented methods has significantly reduced
its creation time. This is due to the possibility of using a small number of samples
and the use of a small number of learning stages. Despite this, the classifiers
achieved a precision of 75%.

Using the presented methods, it was possible to distinguish a set of four
classes of objects (weapons) with an efficiency of over 66%, which turned out to
be sufficient for analyzing the game. The presented algorithm for minimalization
identification errors turned out to be positive in all test cases.

LBP classifiers present in this application – i.e. detecting different types of
weapons – show noticeably higher efficiency than Haar-like classifiers. However,
this does not translate into clear gains in the effectiveness of weapon identifica-
tion without the use of an algorithm that eliminates identification errors. Much
shorter learning time makes the process of improving and testing LBP classifiers
in an iterative way much more efficient than with Haar-like classifiers.

The time results of the algorithms clearly show that the method can be
effectively used in real time – not only as postprocessing, but also as an analysis
of ongoing gameplay.

The presented method of HUD detection and analysis is effective to a degree
similar to the literature method [6], however, it allows you to analyze the inter-
face regardless of its location on the screen, so it is suitable for analyzing moving
interface elements.
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Further work may include the preparation of more precise classifiers, which
should significantly increase the effectiveness of weapon identification. The sys-
tem has the potential to significantly parallelize calculations, because of all the
methods presented only the “Algorithm C” has to be executed sequentially. The
presented graphical interface analysis method can be used in other games to
analyze static and moving interface elements. Weapon identification algorithms
can be used in most FPS games.

The algorithms presented here allowed to make an effective analysis of the
player’s state of change over time in three aspects: energy level, health level and
the type of weapon held. The obtained statistics allow to determine the style
of playing and to detect and analyze the most important moments from the
recorded game (e.g. the course of the fight) based on the generated graph itself.

Of course, the methods presented have their limitations. While the analysis
of GUI elements can also be useful for other game genres, the specific weapon
detection algorithm will only be useful for FPS games. The method based on
postprocessing and classification of graphic elements would always need to be
adjusted if the type of game analyzed changes. But other game metrics methods
are not without this drawback, where the collected data itself is closely related
to a specific genre or even a specific game.
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Abstract. The total variation regularization of non-convex data terms
in continuous variational models can be convexified by the so called func-
tional lifting, which may be considered as a continuous counterpart of
Ishikawa’s method for multi-label discrete variational problems. We solve
the resulting convex continuous variational problem by the augmented
Lagrangian method. Application of this method to the dense depth map
estimation allows us to obtain a consistent normal field to the depth sur-
face as a byproduct. We illustrate the method with numerical examples
of the depth map estimation for rectified stereo image pairs.

Keywords: Consistent normal vector field · Point cloud · Augmented
Lagrangian method

1 Introduction

Estimation of the depth map for a three-dimensional (3D) scene is a major task
of computer vision [17,18]. For example, depth maps can be generated from
several two-dimensional (2D) color or grayscale images of a 3D scene taken by
one or more cameras positioned at different space locations. More specifically,
given a set of 2D images, which consists of rectified stereo pairs of images taken
by a stereo pair of cameras, we have to estimate depth maps for each stereo
pair of images and merge them into one 3D point cloud. The point cloud is used
afterwards to reconstruct a 2D surface of the scene.

Efficient surface reconstruction methods [4,8,10,11], which produce 2D sur-
faces from 3D point clouds, most often use approximate normal vectors to the
reconstructed surfaces. Good surface reconstructions are obtained by means of
consistent normal maps [2,7,9], which respect edges and other feature points on
the reconstructed surface, i.e. the normal vectors are smooth within the smooth
parts of the surface but discontinuous across the edges and corners on the surface.

We estimate the depth map in the form of the global minimum of suitable
functionals, which are non-convex in general. The global variational approaches
to depth estimation can be more attractive than the faster local procedures
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because they are more robust to various image corruptions and provide wider
regularization conditions. However, finding global minima of non-convex func-
tionals may be very difficult or even not feasible in practice.

Our estimation of the depth map uses the continuous variational model

arg min
u

∫
Ω

α|ux(x)|dx +
∫

Ω

ρ(u(x), x)dx, (1)

where the first term is called the total variation (TV) regularization introduced
in [16]. The value |ux(x)| =

√
u2

x1
+ . . . + u2

xn
denotes the Euclidean length of

the gradient vector ux = [ux1 , . . . , uxn
]. The function ρ(t, x) is supposed to be

not convex in variable t. Since the point-wise global minima of ρ(u(x), x) are
very noisy functions, the total variation times a well-chosen parameter α > 0
enforces necessary smoothness in the solution u(x) of (1).

The authors of [13] have proposed an elegant convexification procedure called
the functional lifting, which reduces the non-convex model (1) to a convex varia-
tional model but with an extra dimension. Further developments and extensions
are found in [12,14]. A similar method for discrete variational models has been
earlier proposed by H. Ishikawa [5,6]. The paper [13] also contains a detailed
comparison of the continuous functional lifting with Ishikawa’s method.

The present paper contributes to the estimation of the depth maps by extend-
ing the results from [13]. The numerical method of [13] is replaced by a faster
method, which is a variant of the augmented Lagrangian method (ALM); cf. [19].
We point out that the convexification from [13] is not directly suitable for ALM
and must be refined as in Theorem 1. A consistent normal field to the depth map
surface is obtained as a byproduct of ALM; see formula (20).

2 Convex Relaxation for Continuous Variational Models

Similar to [13], the theoretical arguments below are not fully rigorous but rather
informal. For instance, the expression of the total variation, formally valid for
functions from the Sobolev space H1, is applied to functions, which are not
necessarily in H1, etc.

The variational model (1) defines an unknown real-valued function u : Ω →
[a, b] of bounded variation in the rectangular domain Ω = [0, L1]× [0, L2]×· · ·×
[0, Ln] ⊂ R

n. Note that the regularization parameter α > 0 is introduced for
convenience only.

The function ρ(t, x) can be non-convex in variable t, which creates serious
difficulties when developing reliable numerical methods for solving (1). Fortu-
nately, the non-convex variational model (1) can be reformulated into a convex
form by adding an extra dimension, say t, to the available dimensions x1, x2,
. . . , xn. Such convexification uses special binary functions called the indicator
functions of superlevel sets. Namely, for a given function u(x), the indicator
function of superlevel sets φ : [a, b] × Ω → {0, 1} is defined as

φ(t, x) =
{

1, if u(x) ≥ t,
0, if u(x) < t.

(2)
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The function φ(x, y) is binary and monotonically non-increasing with respect to
the variable t. Owing to monotonicity, the original function u(x) is reconstructed
from φ(t, x) via the formula

u(x) = a +
∫ b

a

φ(t, x)dt. (3)

Theorem 1 (Functional uplifting). If u(x) is a solution of the minimization
problem (1), then the indicator function of superlevel sets φ(t, x), constructed in
(2), is a solution to the following minimization problem:

arg min
φ∈Φ{0,1}

∫
Ω

∫ b

a

α|φx(t, x)| − ρ(t, x)φt(t, x)dxdt, (4)

Φ{0,1} = {φ | φ(t, x) : [a, b] × Ω → {0, 1}; φ(a, x) = 1 and φ(b, x) = 0 ∀x; (5)
φ(t1, x) ≥ φ(t2, x)) whenever t1 < t2}.

The converse is also true: if φ is the indicator function of superlevel sets associ-
ated with u and solves the minimization problem (4)–(5), then u solves (1).

Proof. Following [13], the co-area formula from [3] gives
∫

Ω

|ux(x)|dx =
∫

Ω

∫ b

a

|φx(t, x)|dtdx,

where |φx(t, x)| =
√

φ2
x1

+ . . . + φ2
xn

. The identity φt(t, x) = −δ(u(x)−t), where
δ(·) is the Dirac delta function, implies the equalities
∫

Ω

ρ(u(x), x)dx =
∫

Ω

∫ b

a

ρ(t, x)δ(u(x) − t)dtdx =
∫

Ω

∫ b

a

−ρ(t, x)φt(t, x)dtdx.

Theorem 2 (Convex relaxation). If φ(t, x) is a solution of the relaxed (from
Φ{0,1} to Φ) minimization problem

arg min
φ∈Φ

∫ b

a

∫
Ω

α|φx(t, x)| − ρ(t, x)φt(t, x)dtdx, (6)

Φ = {φ | φ(t, x) : [a, b] × Ω → [0, 1]; φ(a, x) = 1 and φ(b, x) = 0 ∀x; (7)
φ(t1, x) ≥ φ(t2, x)) whenever t1 < t2},

then the binary function

φθ(t, x) =
{

1, if φ(t, x) ≥ θ,
0, if φ(t, x) < θ,

(8)

is a solution of (4)–(5) for all threshold values θ ∈ (0, 1).

Proof. The co-area formula
∫

Ω

|φx(t, x)|dx =
∫

Ω

∫ 1

0

|φθ
x(t, x)|dθdx.
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and differentiation of the identity φ(t, x) =
∫ 1

0
φθ(t, x)dθ with respect to t as

φt(t, x) =
∫ 1

0

φθ
t (t, x)dθ

allow us to derive that the energy functional

E(φ) =
∫

Ω

∫ b

a

α|φx(t, x)| − ρ(t, x)φt(t, x)dtdx

satisfies the following identity for all φ ∈ Φ:

E(φ) =
∫ 1

0

{∫
Ω

∫ b

a

α|φθ
x(t, x)| − ρ(t, x)φθ

t (t, x)dtdx

}
dθ

=
∫ 1

0

E(φθ)dθ.

When φ is a minimizer of the functional E in Φ, the inequality E(φθ) ≥ E(φ)
holds for all θ ∈ (0, 1) because φθ ∈ Φ. If the measure of the set of all θ for
which E(φθ) > E(φ) is larger than 0, then E(φ) =

∫ 1

0
E(φθ)dθ > E(φ). Hence

the measure equals zero.
An argument similar to those in [1,14] can be used to include θ belonging to

the exceptional set of zero measure.

3 The Augmented Lagrangian Method

Let us introduce a dual function p(t, x) such that p = (p0, p1) = ∇φ, where
∇φ = (φt, φx) is the full gradient of φ(t, x) and |p1| = ‖p1‖2 is the Euclidean
norm of p1. Then the problem (6)–(7) is equivalent to the following constrained
convex minimization problem

min
φ,p

∫
[a,b]×Ω

α|p1(t, x)| − ρ(t, x)p0 dtdx, (9)

p0 =φt, p1 = φx; p0 ≤ 0, φ(a, x) = 1, φ(b, x) = 0. (10)

The convex variational problem (9)–(10) can be solved by means of the aug-
mented Lagrangian method (cf. [19]) with the augmented Lagrangian

L(φ, p, λ) =
∫
[a,b]×Ω

[
α|p1| − ρp0 + 〈λ, p − ∇φ〉 +

c

2
‖p − ∇φ‖22

]
dtdx, (11)

where p = (p0, p1) and λ = (λ0, λ1). The inner product 〈λ, p−∇φ〉 is Euclidean.
The constant c > 0 is sufficiently large but is not required to tend to infinity.

Each iteration of the ALM method consists of alternative minimizations with
respect to φ and p and special updates of λ.
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Algorithm ALM

1. Set k = 0 and initialize p0 = 0 and λ0 = 0.
2. Find the solution φk+1 of the minimization problem

φk+1 = arg min
φ

φ(a,x)=1
φ(b,x)=0

L(φ, pk, λk)

3. Find the dual variable pk+1 by solving the minimization problem

pk+1 = arg min
p=(p0,p1)

p0≤0

L(φk+1, p, λk)

4. Update multiplier λ in accordance with the augmented Lagrangian method

λk+1 = λk + c(pk+1 − ∇φk+1)

5. Set k = k + 1 and go to step 2.

Let us consider Steps 2 and 3 in detail.

Minimization with Respect to φ. Step 2 of the ALM algorithm concerns the
optimization problem

min
φ

∫
[a,b]×Ω

[
−〈λ,∇φ〉 +

c

2
‖p − ∇φ‖22

]
dtdx

where φ(t, x) satisfies the boundary conditions φ(a, x) = 1, φ(b, x) = 0. Standard
arguments from the variational calculus yield the Poisson equation

φtt +
n∑

i=1

φxixi
= (p0 + λ0/c)t +

n∑
i=1

((p1)i + λi/c)xi
(12)

with the Dirichlet and Neumann boundary conditions

φ(a, x) = 1, φ(b, x) = 0, (13)
φxi

(t, x) = ((p1)i + λi/c)(t, x) if xi = 0 or xi = Li. (14)

Minimization with Respect to p. Step 3 of the ALM algorithm requires solution
to the pointwise minimization problem

arg min
p0,p1 : p0≤0

α‖p1‖2 − ρp0 + 〈λ, p − ∇φ〉 +
c

2
‖p − ∇φ‖22 (15)

= arg min
p0,p1 : p0≤0

2α

c
‖p1‖2 − 2ρ

c
p0 + ‖p − (∇φ − λ/c)‖22.

Let us denote
q0 = φt − λ0/c and q1 = φx − λ1/c. (16)
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Solution to minp0≤0 − 2ρ
c p0 + |p0 − q0|2 is p0 = min(q0 + ρ/c, 0).

A simple geometric argument reveals that the minimum point of the function
2α
c ‖p1‖2 + ‖p1 − q1‖22 must have the form p1 = rq1 with 0 ≤ r ≤ 1. For r ∈ (0, 1)

the necessary condition for extremal points is satisfied when

d

dr

[
2α

c
r + (r − 1)2‖q1‖2

]
=

2α

c
+ 2(r − 1)‖q1‖2 = 0.

Hence r = 1 − α/(c‖q1‖2) if ‖q1‖2 − α/c > 0. Otherwise, r = 0. As a result,
solution to (15) is given by the pointwise formulas

p0 = min(q0 + ρ/c, 0), (17)

(p1)i =
{

[1 − α/(c‖q1‖2)](q1)i, ‖q1‖2 − α/c > 0,
0, otherwise. (18)

By Theorem 2, an approximation to u(x) can be obtained in the form

u(x) = a +
∫ b

a

φ1/2(t, x)dt. (19)

The normal field to the surface t − u(x) = 0 in the space with coordi-
nates (t, x) is the set of the gradient vectors n(t, x) = [1,−ux1 , . . . ,−uxn

]T .
We use formula (19) to express the derivatives of u(x) in terms of φ1/2(t, x)
as uxi

=
∫ b

a
φ
1/2
xi (t, x)dt. Since the derivatives φxi

(t, x) in the AL method are
approximated by (p1)i, the normal field can be approximated as

n(t, x) =
v

‖v‖2 , where v(t, x) =

[
1,−

∫ b

a

(p1)1(t, x)dt, . . . ,−
∫ b

a

(p1)n(t, x)dt

]T

.

(20)
Formula (20) is one of the main contributions of the paper.

4 Numerical Experiments

The meaning of the variable x is changed in Sect. 4. Instead of the points x =
(x1, ..., xn) ∈ R

n, we deal with the pixels (x, y) ∈ R
2.

4.1 Depth Map from Stereo Pairs of Images

Our numerical experiments deal with estimation of the dense depth map; see,
e.g., [17,18] for more detail about depth estimation. Suppose that two functions
L(x, y) and R(x, y) represent a pair of left and right 2-dimensional grayscale
images with the horizontal coordinates 0 ≤ x ≤ Lx and vertical coordinates
0 ≤ y ≤ Ly. We assume that the images L and R are rectified so that one
can define the disparity map t = t(x, y) as the parallel translation along the
horizontal direction such that a point (x, y) in the left image L matches the
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point (x − t(x, y), y) in the right image R. The disparity map is converted into
the depth map via the simple formula depth = focus ·baseline/disparity, where
baseline is the distance between the two camera positions, from which the images
L and R have been taken. We assume that both cameras are identical, have focal
length focus and equally oriented in 3D space.

In order to estimate the disparity map for grayscale images, we use the sim-
plest dissimilarity function

ρ(t, x, y) = |L(x, y) − R(x − t(x, y), y)|. (21)

The range of the variable t in (21) for fixed variables x and y is the interval
max(x − Lx, a) ≤ t ≤ min(x, b) because the first argument x − t of R must
satisfy 0 ≤ x − t ≤ Lx. The function ρ(t, x, y) equals zero outside this range.
More sophisticated dissimilarity functions can be found in [17,18].

The dissimilarity function for RGB images can be constructed as the sum of
absolute differences of intensities for all three color channels

ρ(t, x, y) =
∑

C={R,G,B}
|LC(x, y) − RC(x − t(x, y), y)|.

4.2 About Solving the Poisson Equation in Rectangular Domains

The Poisson Eq. (12) with the Dirichlet boundary conditions (13) and the Neu-
mann boundary conditions (14) can be solved by several numerical methods.

When the size N of the discretized function φ(t, x, y) is not very large, the
Poisson equation can be solved by means of the fast discrete sine and cosine
transforms. The arithmetic complexity of the fast Poisson solver is O(N log N ).

For very large N , the Poisson equation can be efficiently solved by the multi-
grid method, which has the linear arithmetic complexity O(N ).

4.3 Synthetic Dataset

In order to demonstrate behaviour of the proposed method, we use a synthetic
dataset, where all functions are constant along the axis y. This dataset is conve-
nient for visualization because it is enough to plot only sections of such functions
for a fixed y. These sections are the horizontal lines of the images displaying the
functions. The depth function d(x, y) = 10 + sin(mod(x, π)) of the synthetic
dataset is defined for |x| ≤ 5π and defines the surface z = d(x, y). Two identical
cameras with focus equal to 1 are located at the points (x, y) = (−2, 0) and
(x, y) = (2, 0). The coordinate axes x, y and z of both cameras are oriented in
parallel to the axes x, y and z of the surface z = d(x, y). The left and right
digital images L(x, y) and R(x, y) have size 128 × 10. The horizontal lines of L
and R for a fixed y are shown in Fig. 1. Note that the most left 15 pixels of L
and the most right 15 pixels of R on each horizontal line are outside the scene.
The horizontal lines of the true disparity are shown on the right side of Fig. 2.

The augmented Lagrangian method has been implemented with the fast Pois-
son solver, which is based on the fast Fourier transform. The following parameters
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Fig. 1. Horizontal lines of the rectified stereo images L and R
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Fig. 2. The true disparity and its horizontal lines

have been used for computation by this method: a = 13, b = 14.35, α = 0.7,
c = 0.1. The number of nodes along the coordinate directions t, x and y are
respectively 129, 128, and 16. The grid steps are ht = (b − a)/128, hx = hy = 1.
We have run 100 iterations of the augmented Lagrangian method. However, a
sufficiently good convergence is achieved much earlier, say after 30 iterations.

Figure 3 displays the computed disparity versus the true disparity. The com-
puted disparity is plotted using the blue solid line, and the true disparity using
the red dash-dot line. We recall that the displayed disparity is defined in the
coordinate system of the left image L. Note also that the most left 15 pixels lie
outside the scene, i.e. the parts of both lines for x = 1, 2, . . . , 15 are fictitious.
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Fig. 3. Disparity computed by the AL method vs. true disparity

This section of the paper aims to justify numerically that the augmented
Lagrangian method produces consistent normals to the surfaces. The surface of
the synthetic example is the disparity map d(x, y), which is constant along y. The
computed solution u(x, y) turns out to be also constant along y. The computed
function (p1)2(x, y) is zero everywhere. We recall that the normal field n(x, y) is
computed by the formulas

n(x, y) = v(x, y)/‖v(x, y)‖2, where v(x, y) = [1,−ht(p1)1,−ht(p1)2].

Figure 4 displays the normals along the horizontal line of the disparity map
computed by the augmented Lagrangian method.

4.4 Comparison with the Numerical Method of [13]

Apart from introducing the functional lifting for convexification, the authors
of [13] propose an efficient numerical method for solving the resulting convex
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Fig. 4. Normals to the disparity surface computed by the AL method

variational problem. Provided that ρ(t, x, y) ≥ 0, they consider the convex model

arg min
φ∈D

∫ b

a

∫
Ω

[
α
√

φx(t, x, y)2 + φy(t, x, y)2 + ρ(t, x, y)|φt(t, x, y)|
]

dtdxdy,

(22)

D = {φ | φ(t, x, y) : [a, b] × Ω → [0, 1]; φ(a, x, y) = 1 and φ(b, x, y) = 0}, (23)

which is equivalently transformed into the primal-dual formulation

min
φ∈D

max
p∈C

∫ b

a

∫
Ω

(
φxp1 + φyp2 +

ρ

α
φtp0

)
dxdydt, (24)

where

C = {p(t, x, y) | p(t, x, y) = (p0, p1, p2)(t, x, y) : [a, b] × Ω → [0, 1]; (25)

|p0(t, x, y)| ≤ ρ(t, x, y)
α

;
√

p21(t, x, y) + p22(t, x, y) ≤ 1}.

Such a transformation is obtained by using the vectors [p1(t, x, y), p2(t, x, y)]
coinciding with the normalized vectors [φx, φy]/

√
φ2

x + φ2
y. Apparently, this rep-

resentation does not lead to formula (20) for a consistent normal field.
The numerical algorithm for solving (24), proposed in [13], is called a primal-

dual proximal point (PDPP) method and iteratively minimizes the functional
in (24) with respect to the primal variable φ and then maximizes the same
functional with respect to the dual variable p. Each iteration consists of the
following two steps:

primal step φk+1 = PD(φk + τpdivpk),
dual step pk+1 = PC(pk + τd∇φk+1).

The operator PD denotes the projection onto the set D, which can be computed
by a simple truncation of φk+1 to the interval [0, 1] and setting φ(a, x, y) = 1
and φ(b, x, y) = 0. The operator PC denotes the projection onto the set C, which
can be computed via the formulas

pk+1
1 = pk+1

1 /max
(

1,

√
(pk+1

1 )2 + (pk+1
2 )2

)

pk+1
2 = pk+1

2 /max
(

1,

√
(pk+1

1 )2 + (pk+1
2 )2

)

pk+1
0 = pk+1

0 /max

(
1,

α|pk+1
0 |
ρ

)
.
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The parameters τp and τd must guarantee stability of the method. The authors
of [13] propose the choice τp = τd = 1

√
3. For the synthetic dataset, sufficient

convergence is observed after 1000 iterations (Fig. 5).
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Fig. 5. Disparity computed by the PDPP method vs. true disparity

To get the plot on the upper level of Fig. 6, the PDPP method was iterated
2000 times, which is much longer than necessary for convergence. The normals
have been computed by the formula n(t, x, y) = [1,−ux,−uy]T , where u(x, y) is
the computed solution of (22).
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Fig. 6. Normals computed by the PDPP method are shown on on the upper level;
normals computed by the AL method are shown on the lower level

The comparison of the normal fields in Fig. 6 demonstrates that both the
augmented Lagrangian method and the PDPP method produce normal fields of
similar visual quality.

4.5 Tsukuba Dataset

Let us use the dataset Tsukuba from http://vision.middlebury.edu/stereo in
order to demonstrate the working capacity of the AL method for calculation of
a consistent normal field. The rectified stereo image pair Tsukuba of the smallest
size 384 × 288 consists of two RGB images. The image from the left camera is
shown as the left image in Fig. 7.

The corresponding image of the true disparity is also available at the Mid-
dlebury repository [15]; see the right image in Fig. 7. The disparity map has 256
gray levels but it can be scaled to the interval [0, 15] of integer numbers with-
out any loss. The scaled image has only the following gray values (or labels):

http://vision.middlebury.edu/stereo
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Fig. 7. The left image and the true disparity for the Tsukuba dataset

0, 5, 6, 7, 8, 10, 11, 14. The interval (measured in pixels) containing all disparity
values is [a, b] = [0, 16].

The suitable parameters in the augmented Lagrangian (11) are α = 0.1
and c = 0.1. The label space [a, b] is divided into 32 subintervals of the length
ht = (b − a)/32. We have run only 100 iterations of the AL method. Figure 8
shows the computed disparity map and consistent normals for the Tsukuba
rectified stereo pair.

Fig. 8. Computed disparity and consistent normals for the Tsukuba dataset

5 Conclusion

We have developed a variant of the augmented Lagrangian method for a convex
relaxation of the continuous variational problem with the total variation regu-
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larization. The most time consuming part of this method is solving a boundary
value problem for the 3D Poisson equation. We solve it by the fast Poisson solver.
The augmented Lagrangian method has a significantly faster convergence than
the primal-dual proximity point method from [13].

An additional benefit of the augmented Lagrangian method consists in pro-
ducing a consistent normal vector field to the solution surface as a byproduct.
Numerical differentiation of the solution computed by the method from [13]
seems to produce a normal vector field of similar quality. However, thorough
verification of these properties requires further investigation.
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Abstract. Functional networks are a powerful extension of neural net-
works where the scalar weights are replaced by neural functions. This
paper concerns the problem of parametric learning of the associative
model, a functional network that represents the associativity operator.
This problem can be formulated as a nonlinear continuous least-squares
minimization problem, solved by applying a swarm intelligence approach
based on a modified memetic self-adaptive version of the firefly algorithm.
The performance of our approach is discussed through an illustrative
example. It shows that our method can be successfully applied to solve
the parametric learning of functional networks with unknown functions.
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1 Introduction

Models in science and engineering are usually expressed in the form of mathe-
matical equations representing the reality with a given quality level. In addition
to the free variables determining the degrees of freedom of the system, such equa-
tions usually involve some particular parameters accounting for the conditions of
the problem. Learning such parameters is of paramount importance for an accu-
rate and realistic description of the observed behavior of the system. This is also
a very challenging task, typically demanding a lot of expertise, time, and effort
from a human expert in order to get reliable results. Seeking to overcome this
limitation, several approaches and methodologies have been devised to address
this issue automatically. A classical example arises in neural networks, where
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several methods for parametric learning have been reported in the literature.
In this work, we focus our attention on the functional networks, which are a
powerful extension of the standard artificial neural networks (see our discussion
in Sect. 2 for further details).

In this paper, we consider the problem of parametric learning of a classical
model of functional networks, the so-called associative model, which is used to
represent the associativity operator. This problem can be formulated as a non-
linear continuous least-squares minimization problem. We solve it by applying a
swarm intelligence approach based on a modified memetic self-adaptive version
of the firefly algorithm. The paper is organized as follows: functional networks
and their main components are described in Sect. 2. Sections 3 and 4 discuss
the problem to be solved, and the firefly algorithm and its variants, respectively.
Section 5 describes the method used to solve this optimization problem. Section 6
discuss an illustrative example. The paper closes with the main conclusions and
a brief discussion about future work.

2 Functional Networks

In short, functional networks can be regarded as a generalization of the standard
artificial neural network in which the classical scalar weights of the neural net-
works are replaced by neural functions. This methodology was firstly described
in 1998 by E. Castillo in [2] as a way to extend neural networks with new capa-
bilities. Since then, they have been successfully applied to several problems in
science and engineering. The interested reader is referred to [3] for a detailed
explanation about functional networks, several examples and applications. Next
paragraphs describe the main components of a functional network as well as the
differences between neural networks and functional networks.

2.1 Components of a Functional Network

As the functional networks generalize the neural networks, they share several
common features, including a close graphical representation. Figure 1(a) shows
a functional network called associative functional network (discussed in detail in
Sect. 3.1), which represents the associativity operator. Following this figure, we
can identify the main components of a functional network. They are:

1. Some layers of storing units: in Fig. 1(a), we can see a first layer of input
units, which contains the input information. In our example, this input layer
consists of the units ξ, ζ and υ. We also have some intermediate layers of
storing units. We point out that they are not neurons, but units storing some
intermediate information. This set is optional and it is used to allow more
than one neuron output to be connected to the same unit. For instance, in
Fig. 1(a), we can see one layer with 4 intermediate units, represented by small
circles in black. Finally, we have a layer of output units. In Fig. 1(a), it consists
only of the unit μ.
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Fig. 1. Associative functional network: (a) original network; (b) simplified network.

2. One or more layers of computing units called neurons. Each neuron receives a
set of input values, coming from the previous layer, makes some computations
with them and returns a set of output values to the next layer. Neurons
are represented graphically by circles, with the name of the corresponding
neural function written inside. For example, in Fig. 1(a), we have 6 neurons
arranged in two layers, where Φ and I represent the associative operator and
the identity function, respectively.

3. A set of directed links, represented graphically by directional arrows. These
arrows connect the input layer (or any intermediate layer, in general) to its
adjacent layer of neurons, and neurons of one layer to its adjacent intermediate
layers, or to the output layer. Note that the information flow is exclusively
unidirectional: it always flows from the input layer to the output layer.
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Fig. 2. Graphical differences between: (top) neural networks; (bottom) functional net-
works.

The collection of all these features define the so-called network architecture or
topology of the functional network, which determines the functional capabilities
of the network.

2.2 Differences Between Neural Networks and Functional Networks

In spite of their similarities, there is a number of differences between neural
networks and functional networks. The most important ones are:

1. Each neuron of a standard neural network returns an output value y =
f(

∑
wikxk) that depends only on the value

∑
wikxk, where x1, x2, . . . , xn are

the received inputs (see Fig. 2 (top)). This means that each neural function
is always univariate, as opposed to the case of functional networks, in which
the neural functions are multivariate, as shown in Fig. 2 (bottom).

2. The neural functions of the functional networks can be different (such as
functions f1, f2 and f3 in Fig. 2 (bottom)). In contrast, the neural functions
in neural networks are generally all identical.

3. The neural networks contain scalar values called weights, which must be
learned. This component is not part of the functional networks, where neural
functions have to be learned instead.

4. The neuron outputs of the neural networks are usually different. On the con-
trary, the neuron outputs of the functional networks can be coincident. In such
cases, we obtain a set of functional equations, which have to be solved through
specialized techniques, such as those reported in [2,3]. As a consequence, the
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neural functions in functional networks can be reduced in dimension or can
be expressed as functions of lower dimension.

All these differences and features show that functional networks are more
general and exhibit more interesting capabilities than the neural networks.

3 Problem to Be Solved

3.1 The Associative Functional Network

In this paper we consider the associative functional network, which represents
the associativity operator Φ between two real numbers, given by:

Φ(Φ(ξ, ζ), υ) = Φ(ξ,Φ(ζ, υ)). (1)

Our goal is to learn the function Φ by using functional networks. To this pur-
pose, we consider the network topology shown in Fig. 1(a), which replicates the
mathematical structure of Eq. (1). Initially, it seems that a two-argument func-
tion Φ is to be learned. However, Eq. (1) puts some constraints on it. In fact, it
can be proved that the general solution of the functional Eq. (1) takes the form
(see [3] for details):

Φ(ξ, ζ) = ϕ−1[ϕ(ξ) + ϕ(ζ)] (2)

where ϕ(ξ) is a continuous and strictly monotonic (but otherwise arbitrary) func-
tion, which can only be replaced by η ϕ(ξ),with η being an arbitrary constant.
Replacing now Eq. (2) in Eq. (1), the two sides of Eq. (1) can be written as:

ϕ−1[ϕ(ξ) + ϕ(ζ) + ϕ(υ)] (3)

which means that the functional network in Fig. 1(a) is equivalent to the func-
tional network in Fig. 1(b), where only a one-argument function ϕ has to be
learned. This observation leads to two important conclusions:

1. This is the unique functional form for Φ that satisfies Eq. (1). So, the neurons
Φ cannot be replaced by any other neurons.

2. The initial two-dimensional function Φ is fully determined by a univariate
function ϕ. This means that the effect of the functional Eq. (1) is to reduce
the initial degrees of freedom of Φ from a bivariate function to a univariate
function ϕ.

3.2 Parametric Learning of the Associative Functional Network

Suppose now that we are provided with a set of α data points
{(ξj , ζj , υj)}j=1,...,α, obtained from a certain unknown function υ = Φ(ξ, ζ).
Let us also assume that no information is available about the form of the func-
tion, but we still know that it is associative, i.e., it follows Eq. (1). To learn this
associative operator, we can take pairs of numbers and their operated values as
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triplets (ξj , ζj , υj) such that υj = Φ(ξj , ζj) = ξj ⊕ ζj , for j = 1, . . . , α. From
Eq. (2) we get:

ω = Φ(ξj , ζj) ⇐⇒ ϕ(ω) = ϕ(ξ) + ϕ(ζ) (4)

an interesting relation to be exploited for learning ϕ(ξ). Therefore, learning the
associative functional network is equivalent to learning the function ϕ(ξ). To
this end, we can approximate ϕ(ξ) by a function:

ψ(ξ) =
β∑

i=1

δiψi(ξ), (5)

where the {ψi(ξ)}i1,...,β is a given set of linearly independent functions, with
the ability to approximate ϕ(ξ) to the desired accuracy, and the coefficients δi

are the parameters of the functional network. Note that this means that they
assume the role played by the weights in a neural network.

In order to estimate the coefficients {δi}i=1,...,β , we use the available data in
the form of triplets (ξj , ζj , υj). According to Eq. (4) we must have

ϕ(υj) = ϕ(ξj) + ϕ(ζj) (6)

for j = 1, . . . , α. Then, the error of the approximation can be measured as:

χj = ψ(ξj) + ψ(ζj) − ψ(υj) (7)

To estimate the coefficients {δi}i=1,...,β , we minimize the sum of squared errors:

α∑

j=1

χ2
j =

α∑

j=1

(
β∑

i=1

δi [ψi(ξj) + ψi(ζj) − ψi(υj)]

)2

(8)

subject to ϕ(ξκ) ≡
α∑

i=1

δiψi(ξκ) = λ, where λ is an arbitrary but given real con-

stant, required to identify the constant η discussed above.
To summarize, learning the associative functional network finally reduces to

perform parametric learning on this approximation function ψ(ξ). This requires
to solve a least-squares minimization problem:

Λ = minimize
{δi}i,λ

⎡

⎣
α∑

j=1

(
β∑

i=1

δi [ψi(ξj) + ψi(ζj) − ψi(υj)]

)2

+

(
α∑

i=1

δiψi(ξκ) − λ

)2
⎤

⎦

(9)
Unfortunately, this is a difficult multivariate nonlinear continuous optimiza-

tion problem. In this paper, we address this issue by applying a swarm intelli-
gence approach based on a modified memetic self-adaptive version of the firefly
algorithm. The original firefly algorithm and the modifications introduced in this
paper are briefly explained in next section.
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4 The Firefly Algorithm

4.1 Original Algorithm

In this work we rely on the firefly algorithm, a bio-inspired computational algo-
rithm for optimization [14,15]. The basic inspiration for the algorithm is the
observed flashing behavior of fireflies in nature; in particular, the variation of
the intensity of light and the concept of attractiveness, which is assumed to be
related with the encoded target function. The interested reader is referred to [16]
for further details on the firefly algorithm. See also [4] for an updated review on
bio-inspired computation at large.

The firefly algorithm is a population- based method in which the individuals
(fireflies) are randomly distributed over the search space and perform exploration
searching for the best location, related to the quality of the solution. The motion
at iteration t+1 of a firefly i which is attracted by a more attractive (i.e., brighter)
firefly j is governed by the following evolution equation:

Xt+1
i = Xt

i + β0e
−γrµ

ij (Xt
j − Xt

i) + α

(

σ − 1
2

)

(10)

where the three terms on the right-hand side of the equation account respectively
for the current position of the firefly, the attractiveness of the firefly to light
intensity seen by neighbor fireflies, and a random movement of the firefly if
it is the brightest one. Coefficients α and σ are random numbers uniformly
distributed on the interval [0, 1].

Since its appearance, the firefly algorithm has been successfully applied to
several problems in many different fields (see, for instance, [1,6–9] for some
illustrative applications). Also, several modifications and enhanced versions on
the original algorithm have been developed [10,11,13]. We refer the reader to the
paper in [5] for a review and taxonomic classification of several firefly algorithms
and its variants and applications.

4.2 Modified Memetic Self-adaptive Firefly Algorithm

A promising line of research nowadays is given by the so-called memetic algo-
rithms. Basically, they consist of the hybridization of a global search method with
a local search procedure. In agreement with this, we consider here a modified
version of the firefly algorithm that enhances the original algorithm with three
additional features: the use of self-adaptation schemes on some control parame-
ters, a new elitist population model, and the hybridization with a heuristics for
local search.

The first modification consists of the application of self-adaptation schemes
on some control parameters; in our particular case, this strategy is applied on
the randomization parameter α, the attractiveness β, and the light absorption
coefficient γ. For parameter α it is convenient to consider relatively large values



Parametric Learning of Associative Functional Networks 573

at initial stages, thus promoting the explorative ability at the beginning of the
simulation. Consequently, we apply a self-adaptive perturbation driven by:

αt+1 = αt

(

1 − t − 1
Tmax

)2

with α0 = 0.9. This means that we start with a high randomization parameter
value, e.g. α = 0.9, which corresponds to a system where fireflies are affected by
a relatively large perturbation leading to a wide-range exploration, and slowly
reduce it to lower values near to 0, where the system intensifies the exploitation
around the local optima.

At their turn, parameters β and γ undergo a process of uncorrelated mutation
where each control parameter is perturbed additively according to the normal
distribution modulated by the mutation strength of that parameter, as:

βt+1 = βt + ζt
βN(0, 1) ; γt+1 = γt + ζt

γN(0, 1) (11)

where the mutation strength ζt
i , i = β, γ, also undergoes mutation determined

by a characteristic time called the learning rate:

ζt+1
i = ζt

i exp [τ ′N(0, 1) + τNi(0, 1)] (12)

where τ ′ ∝ 1/
√

2d and τ ∝ 1/
√

2
√

d.
The second modification concerns the population model. In the original firefly

algorithm, the population of NP individuals is entirely replaced in each genera-
tion. Consequently, it misses some valuable features typically found in the evo-
lutionary algorithms, such as the selection pressure for survival of individuals.
As a matter of fact, even the best firefly in each generation is not preserved for
the next generation. In our approach, at each generation we select a percentage
p of the best fireflies to be preserved unaltered to the next generation. Similarly,
we select a percentage q of the worst fireflies of the swarm and split it up into
two subgroups of the same size, formed respectively by fireflies that are replaced
by random solutions to increase the exploratory capacity of the swarm, and by
fireflies that are copies (clones) of the best members of the swarm but then
undergo mutation through an additive single-point, inductive uniform mutation
at a single coordinate while all other coordinates remain unaltered.

Finally, this modified firefly algorithm is enhanced by its hybridization with
a local search heuristics. In this work we apply the Luus-Jaakola local search
method, a heuristic proposed in 1973 to solve nonlinear programming problems
[12]. The method begins with an initialization step, in which random uniform
values are chosen within the search space. This is achieved by computing the
upper and lower bounds for each dimension. Then, a random uniform value
within these bounds is sampled for each component. This value is additively
added to the current position of the firefly location to generate a new candidate
solution. This new solution replaces the current one if and only if this leads to a
improvement of the fitness at the new position. Otherwise, the sampling space is
multiplicatively decreased by a factor, freely chosen by the user. This workflow
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is repeated iteratively. With each iteration, the size of the neighborhood of the
point is reduced, until eventually collapsing to a point.

5 Our Method

The modified firefly algorithm described in previous section has been applied
to solve the parametric learning optimization problem described in Sect. 3.2.
To this purpose, we need to determine some important choices. First of all, we
need an adequate representation of the unknowns of the problem. The fireflies
in our method correspond to real-coded vectors of length β +1 corresponding to
the free variables, {δi}i=1,...,β and λ, of the least-squares minimization problem
in Eq. (9). All individuals (fireflies) are initialized with uniformly distributed
random numbers on the parametric domain for each coordinate. On the other
hand, the fitness function corresponds to the evaluation of the least-squares
function, given by Eq. (9).

Regarding the modified memetic self-adaptive firefly algorithm, some con-
trol parameters should be determined. As is usual in the field of metaheuristic
techniques, the choice of suitable values for the control parameters becomes an
important issue, as it affects the performance of the method at large extent.
It is also a challenging problem, since it is strongly problem-dependent. In this
work, our choice is mainly based on a large collection of empirical results. These
control parameters and their values for this work are:

– the number of fireflies, nf : we set this value to nf = 100 fireflies in this paper.
We also tested larger populations of fireflies (up to 300 individuals) at the
expense of higher computation times, without any significant improvement,
so we found this value to be appropriate in our simulations.

– the number of iterations, niter. Through numerical simulations, we found
that niter = 5000 is a suitable value, as convergence is achieved in all our
simulations and higher values for niter do not lead to any improvement in our
results.

– the initial attractiveness, β0: some theoretical results indicate that β0 = 1
is a suitable value for many optimization problems. Accordingly, we consider
this value in this paper, with positive results, as shown in next section.

– the absorption coefficient, γ: its value is set up to γ = 0.5 in this work, since
it provides a quick convergence of the algorithm to the optimal solution.

– the potential coefficient, μ: in principle, any positive value can be used for this
parameter. However, it is noticed that the intensity of light varies according
to the inverse square law. Therefore, we decided to choose μ = 2 accordingly.

– the randomization parameter, α. This parameter, which varies on the interval
[0, 1], is used to decide the degree of randomization introduced in the algo-
rithm, which, in turn, is used in order to generate new solutions and avoid to
getting stuck in a local minimum. However, it has been noticed that larger
values introduce strong perturbations on the evolution of the firefly and, even-
tually, delay convergence to the global optima. Consequently, it is preferable
to select values between these extreme ends of the spectrum. In this work, we
select α = 0.5.
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– the percentage p of best solutions selected for elitism: it is set to p = 0.1,
with the meaning that 10% of the best solutions are preserved to the next
generation unaltered.

– the percentage q of worst solutions for replacement: it is taken as q = 0.2,
meaning that 20% of the worst solutions are replaced in our population for
each generation. Among them, 10% are replaced by random fireflies to pro-
mote exploration, while the rest are replaced by copies of the best individuals
selected for elitism and then further mutated, as explained in Sect. 4.2.

After the selection of suitable values for its parameters, the modified firefly
algorithm is executed iteratively for the given number of iterations. With the
purpose to remove the stochastic effects, and also to avoid premature conver-
gence, 30 independent executions have been exectued for each experiment. Then,
the firefly with the best (minimum) fitness value is taken as the best solution to
the problem.

6 Computational Simulations and Experimental Results

6.1 Computational Simulations

To check the performance of our approach, it has been applied to a practical
example of an associative model with functional networks. The corresponding
benchmark is given by the collection of data points shown in Table 1. The table
displays a collection of 100 training points applied to learn the functional net-
work. The parametric learning is achieved by solving the minimization problem
in Eq. (9) through the method described in Sect. 5.

For the learning process in Eq. (5), we consider the family of Bernstein poly-
nomials of degree ρ (which are linearly independent), given by:

ψi(ξ) = Bρ
i (ξ) =

(
ρ

i

)

ξi (1 − ξ)ρ−i ; i = 0, . . . , ρ

used to approximate the neuron function ϕ in Eq. (2), and perform parametric
learning of the functional network.

6.2 Experimental Results

We have tested our results for different values of the polynomial degree ρ, starting
with the simplest case (ρ = 1). The best solution obtained for the approximating
function is given by the expression:

ϕ(ξ) = 0.234B1
0(ξ) + B1

1(ξ)
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Table 1. Benchmark used for parametric learning of the associate functional network.

ξ ζ Φ(ξ, ζ) ξ ζ Φ(ξ, ζ) ξ ζ Φ(ξ, ζ) ξ ζ Φ(ξ, ζ)

0.376 0.608 1.240 0.869 0.981 1.660 0.934 0.897 1.650 0.566 0.641 1.350

0.230 0.811 1.300 0.174 0.291 0.984 0.439 0.848 1.400 0.911 0.858 1.620

0.569 0.860 1.460 0.244 0.173 0.960 0.714 0.106 1.200 0.952 0.163 1.365

0.240 0.682 1.230 0.093 0.742 1.210 0.170 0.075 0.876 0.816 0.606 1.460

0.762 0.778 1.510 0.305 0.997 1.450 0.686 0.089 1.170 0.116 0.293 0.959

0.377 0.138 1.010 0.337 0.565 1.201 0.938 0.101 1.340 0.184 0.684 1.210

0.598 0.152 1.150 0.355 0.867 1.380 0.903 0.041 1.301 0.951 0.412 1.460

0.995 0.468 1.501 0.140 0.189 0.916 0.190 0.669 1.202 0.818 0.512 1.421

0.907 0.521 1.470 0.960 0.687 1.570 0.252 0.199 0.976 0.517 0.541 1.269

0.726 0.714 1.461 0.739 0.274 1.280 0.710 0.527 1.360 0.296 0.724 1.280

0.073 0.649 1.151 0.402 0.607 1.252 0.619 0.964 1.541 0.031 0.512 1.050

0.471 0.121 1.061 0.518 0.882 1.462 0.902 0.983 1.681 0.835 0.373 1.368

0.123 0.292 0.962 0.145 0.057 0.854 0.426 0.199 1.071 0.299 0.331 1.060

0.144 0.206 0.926 0.437 0.888 1.432 0.032 0.050 0.794 0.383 0.070 0.988

0.371 0.172 1.031 0.696 0.754 1.471 0.192 0.241 0.967 0.767 0.012 1.200

0.558 0.791 1.420 0.543 0.852 1.450 0.793 0.762 1.521 0.797 0.382 1.350

0.928 0.192 1.372 0.208 0.819 1.301 0.182 0.858 1.319 0.397 0.285 1.089

0.883 0.427 1.421 0.472 0.984 1.499 0.641 0.755 1.440 0.664 0.146 1.180

0.001 0.126 0.818 0.468 0.397 1.181 0.703 0.884 1.539 0.723 0.187 1.230

0.425 0.718 1.330 0.694 0.623 1.401 0.905 0.348 1.398 0.480 0.956 1.482

0.454 0.719 1.341 0.261 0.490 1.131 0.181 0.250 0.966 0.331 0.516 1.172

0.628 0.314 1.230 0.352 0.681 1.269 0.823 0.388 1.370 0.357 0.442 1.151

0.570 0.698 1.381 0.894 0.434 1.429 0.832 0.831 1.570 0.826 0.324 1.350

0.555 0.755 1.402 0.283 0.612 1.209 0.431 0.427 1.180 0.185 0.892 1.340

0.742 0.178 1.240 0.248 0.191 0.971 0.536 0.584 1.299 0.471 0.121 1.061

Proceeding in the same way, we also tested our method for larger values of
η. The approximate models associated with ρ = 2 and ρ = 3 are given by:

ϕ(ξ) = 0.423B2
0(ξ) + 0.521B2

1(ξ) + B2
2(ξ)

and
ϕ(ξ) = 0.395B3

0(ξ) + 0.5276B3
1(ξ) + 2.06B3

2(ξ) + 1.049B3
2(ξ),

respectively. The performance of these models can be better measured in terms

of the RMSE (root mean squared error), given by: RMSE =

√
Λ

α + 1
, which

takes into account not only the approximation error but also the sample size
used for training.

Table 2 reports our experimental results. The table shows (in columns): the
number of approximating functions, ρ, the number of free parameters, α + 1,
and the averaged RMSE and maximum error values for the 100 training points
(columns 3 and 4) and testing points (columns 5 and 6) in Table 1. As the
reader can see, the RMSE shown in third column decreases as the number of
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Table 2. RMSE and maximum errors for five different approximate models.

Training phase Testing phase

β par. RMSE Max. RMSE Max.

2 3 1.93 × 10−1 4.57 × 10−1 1.98 × 10−1 5.16 × 10−1

3 4 1.49 × 10−2 4.33 × 10−2 1.51 × 10−2 7.63 × 10−2

4 5 1.28 × 10−3 3.47 × 10−3 1.51 × 10−3 5.72 × 10−3

6 7 7.56 × 10−6 2.81 × 10−5 8.38 × 10−6 4.56 × 10−5

11 12 4.98 × 10−8 1.09 × 10−7 5.71 × 10−8 2.63 × 10−7

approximating functions increases. We also performed cross-validation of our
results to check for over-fitting. To this aim, we predicted the values of 500 data
points and computed the prediction errors. The results for the RMSE are shown
in columns 5 and 6 of Table 2. We can see that the RMSE and the maximum
errors for the training and testing data are comparable. As a result, we can
conclude that no over-fitting happens and our results can be safely validated.

All the computational work in this paper has been carried out on a 3.4 GHz
Intel Core i7 processor, with 16 GB of RAM. The programming code has been
implemented by the authors in the programming language of the popular scien-
tific program Matlab, particularly on its version 2018b.

7 Conclusions and Future Work

In this paper we addressed the parametric learning problem of functional net-
works by considering a classical model: the associative functional network, which
represents the associativity operator. We showed that learning this functional
network for an unknown functions can be transformed into the problem of learn-
ing the parameters of an approximating function, leading to a multivariate non-
linear continuous minimization problem. We solved it by applying a modified
memetic self-adaptive version of the firefly algorithm. The experimental results
on an illustrative example used as a benchmark show that the method performs
well and is able to obtain the learn all parameters of the model and hence, repli-
cate the approximating model with good accuracy. Our results also show that
the accuracy increases with the number of approximating functions. We also
performed cross-validation by using two sets of data for training and testing,
respectively. Since the obtained results are comparable, we concluded that no
over-fitting occurs.

Our future work includes extending this methodology to other types of func-
tional networks and to more sophisticated approximating functions. For instance,
it is still an open problem to determine whether or not the method improves for
other choices of the basis functions, such as shifted step functions, logistic func-
tions, or the like. Applying this approach to some practical problems in different
domains of science and engineering is also included in the plans for future work
in the field.
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Abstract. The TV-Stokes denoising model for a vectorial image defines
a denoised vector field in the form of the gradient of a scalar function. The
dual formulation naturally leads to a Chambolle-type algorithm, where
the most time consuming part is application of the orthogonal projector
onto the range space of the gradient operator. This application can be
efficiently executed by the fast cosine transform taking advantage of the
fast Fourier transform. Convergence of the Chambolle-type iteration can
be improved by Nesterov’s acceleration.

Keywords: Total variation · Denoising of a vector field · Chambolle’s
algorithm

1 Introduction

Let ũ(x) be a scalar function, or a continuous grayscale image, defined in a
domain Ω ⊂ R

2, which is corrupted with an additive noise, i.e., ũ = u+η, where
u(x) is an unknown true function, or image, and η(x) is noise. A classical varia-
tional model for image denoising is the Rudin-Osher-Fatemi (ROF) variational
model introduced in [8],

min
u

∫
Ω

|∇u| +
1
2λ

‖u − ũ‖22, (1)

where ∇u = (ux1 , ux2) is the gradient of u(x) and |∇u| =
√

u2
x1

+ u2
x2

. The term∫
Ω

|∇u| is called the total variation of u(x) in Ω. The term ‖u−ũ‖22 =
∫

Ω
(u−ũ)2

is the data fitting term. A suitable regularization parameter λ > 0 depends on
statistical properties of the noise η. Solution of (1) gives an approximation to the
true function such that sufficiently large discontinuities available in u(x) are well
preserved. A classical numerical method for solving (1) is Chambolle’s algorithm
from [2]. A recent survey of the most efficient numerical algorithms for solving
(1) is found in [3]. These algorithms belong to the class of local methods.
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Modern image denoising techniques are dominated by the non-local patch-
based algorithms; see survey in [6]. Nevertheless, the ROF model should not be
entirely discarded because the model and its special variants can be useful in
some cases, for example, when smoothing an image until a cartoon-looking result
or when denoising an image subject to geometric constraints. Our study below
is devoted to the latter case.

The model (1) is trivially extended to the case, when ũ(x) and u(x) are vector
functions, by applying the model (1) separately to each component of ũ(x) and
u(x). Since the trivial extension is not always satisfactory, other approaches
to the vectorial images have been proposed. For example, the so called TV-
Stokes model, which is restricted to two-dimensional vectorial images v(x) =
(v1(x), v2(x)), satisfies the Stokes constraint div v = ∂v1/∂x1+∂v2/∂x2 = 0 and
reads

min
v: divv=0

∫
Ω

λ|∇v| +
1
2
‖v − ṽ‖22, (2)

where |∇v| =
√

(v1)2x1
+ (v1)2x2

+ (v2)2x1
+ (v2)2x2

; see [4,7,10] for more details
and a great deal of numerical illustrations.

The present note introduces a multidimensional TV-Stokes model and derives
its dual formulation similar to that of [4]. The dual formulation allows us to pro-
pose a Chambolle-type algorithm for numerical solution of the TV-Stokes model.
Most of the arithmetical work at each iteration of this algorithm is required for
application of the orthogonal projector to the linear subspace defined by the
Stokes constraint. We propose an efficient implementation of this operation via
the fast Fourier transform. We also note that the original Chambolle algorithm
can be improved by means of Nesterov’s acceleration as in [1], and similar accel-
eration may be applied to the Chambolle-type algorithm following the recipes
given in [3].

2 TV-Stokes Model for Multidimensional Images and Its
Dual Formulation

We consider real-valued functions defined in Ω = [0, L1] × · · · × [0, Ln] ⊂ R
n

for arbitrary n = 1, 2, . . .. The gradient operator ∇ is applied only to func-
tions with homogeneous Neumann boundary conditions. First of all, we use the
gradient field of a scalar function u(x), x ∈ Ω, which is the vector function
∇u(x) = [ux1(x), ux2(x), . . . , uxn

(x)]T . We also apply the gradient operator to
n-dimensional vector fields v(x) = [v1(x), v2(x), . . . , vn(x)] in Ω and label it with
the bar as ∇̄v(x) in order to distinguish from the scalar case. The object ∇̄v(x)
is the tensor field ∂vi(x)/∂xj , i, j = 1, 2, . . . , n.

Given an n-dimensional vector field ṽ(x) ∈ R
n corrupted with an additive

noise, a constrained variant of the ROF model defines the gradient field v(x) =
[v1(x), v2(x), . . . , vn(x)] ∈ R

n satisfying the variational problem

min
v=∇u

(
|∇̄v|1 +

1
2λ

‖v − ṽ‖22
)

, (3)
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where λ > 0 is a suitable scalar parameter and ‖v − ṽ‖22 =
∫

Ω

∑n
i=1(vi − ṽi)2(x).

The seminorm |∇̄v|1 is the total variation

|∇̄v|1 =
∫

Ω

|∇̄v| =
∫

Ω

√√√√ n∑
i,j=1

(∂vi(x)/∂xj)2.

The inner product of vector functions v, w ∈ R
n is

〈v, w〉 =
∫

Ω

n∑
i=1

vi(x)wi(x)

so that the norm ‖v‖2 satisfies ‖v‖22 = 〈v, v〉.
Solution v(x) of the variational model (3) is constrained to the linear subspace

V = {v ∈ R
n : v = ∇u, where u(x) is a scalar function}. When n = 2, the

constraint v = ∇u is equivalent to the constraint div v = 0, which participates
in the 2D TV-Stokes model from [4,7,10]. Following this observation, we will
call (3) the TV-Stokes model too. More specifically, (3) is a primal formulation
of the multidimensional TV-Stokes model.

Note that the continuous functional F(v) = |∇̄v|1 + 1
2λ‖v − ṽ‖22 is strictly

convex. Therefore, its minimum in V is unique and attained in the closed ball
{v : ‖v − ṽ‖2 ≤ ‖ṽ‖2}.

Let us equip tensor fields p(x) having the components pij(x), i, j = 1, 2, . . . , n,
with the two norms

‖p‖∞ =

∥∥∥∥∥∥

√√√√ n∑
i,j=1

p2ij(x)

∥∥∥∥∥∥
∞

, ‖p‖2 =

∥∥∥∥∥∥

√√√√ n∑
i,j=1

p2ij(x)

∥∥∥∥∥∥
2

.

The total variation can be rewritten in the form

|∇̄v|1 = max
‖p‖∞≤1

〈∇̄v, p〉 (4)

using the tensor p(x) as a dual variable; see arguments in [3]. Thus, the model
(3) is equivalently reduced to the primal-dual formulation

min
v∈V

max
||p||∞≤1

F (v, p), where F (v, p) = 〈∇̄v, p〉 +
1
2λ

〈v − ṽ, v − ṽ〉. (5)

The order of the operations min and max in (5) may be interchanged due to

Theorem 1 ([9]). Let X be a convex subset of a linear topological space, Y be
a compact convex subset of a linear topological space, and f : X × Y → R be
lower semicontinuous on X and upper semicontinuous on Y . Suppose that f is
quasiconvex on X and quasiconcave on Y . Then

inf
x∈X

max
y∈Y

f(x, y) = max
y∈Y

inf
x∈X

f(x, y).
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Owing to Theorem 1, minv∈V max|p|≤1 F (v, p) = max|p|≤1 minv∈V F (v, p), and
we arrive at the primal-dual max-min formulation

max
||p||∞≤1

min
v∈V

[
〈∇̄v, p〉 +

1
2λ

〈v − ṽ, v − ṽ〉
]

. (6)

Further derivations make use of the conjugate to ∇ operator denoted by ∇∗.
In particular, 〈∇̄v, p〉 = 〈v, ∇̄∗p〉 and

F (v, p) = 〈v, ∇̄∗p〉 +
1
2λ

〈v − ṽ, v − ṽ〉. (7)

Replacing v by ∇u in (7) and further rearrangements yield

F (v, p) = 〈∇u, ∇̄∗p〉 +
1
2λ

〈∇u − ṽ,∇u − ṽ〉

= 〈u,∇∗∇̄∗p〉 +
1
2λ

[〈∇∗∇u, u〉 − 2〈u,∇∗ṽ〉 + 〈ṽ, ṽ〉] .

The necessary condition for minv=∇u F (v, p) in terms of the first variation of u
is the equality

λ∇∗∇̄∗p + ∇∗∇u − ∇∗ṽ = 0. (8)

Solution of (8) is not unique because of the homogeneous Neumann boundary
conditions. However, all solutions differ only by a constant, i.e. if uI(x) and
uII(x) are two solutions, then uI − uII ≡ const.

Let us choose the linear least squares solution

u = (∇∗∇)†∇∗ (
ṽ − λ∇̄∗p

)
, (9)

where † denotes the Moore-Penrose pseudoinverse, i.e. the solution of (8) with
the minimum 2-norm. The vector field v = ∇u is determined uniquely as

v = ∇(∇∗∇)†∇∗ (ṽ − λ∇∗p) = Π (ṽ − λ∇∗p) . (10)

Recall that the symmetric operator Π = ∇(∇∗∇)†∇∗ is an orthogonal projector,
i.e., Π2 = Π and Π∗ = Π.

In order to find max|p|≤1 F (v, p) subject to (10), we insert the representation
v = Π

(
ṽ − λ∇̄∗p

)
into (7) and perform equivalent transformations:

F (v, p) =
1
2λ

[
2〈Π (

ṽ − λ∇̄∗p
)
, λ∇̄∗p〉 + 〈Π (

ṽ − λ∇̄∗p
) − ṽ, Π

(
ṽ − λ∇̄∗p

) − ṽ〉]

=
1
2λ

[
2〈Π (

ṽ − λ∇̄∗p
)
, λ∇̄∗p〉 + 〈Π (

ṽ − λ∇̄∗p
)
,Π

(
ṽ − λ∇̄∗p

)〉
− 2〈Π (

ṽ − λ∇̄∗p
)
, ṽ〉 + 〈ṽ, ṽ〉]

=
1
2λ

[〈ṽ, ṽ〉 − 〈Π (
ṽ − λ∇̄∗p

)
,Π

(
ṽ − λ∇̄∗p

)〉]

=
1
2λ

‖ṽ‖22 − 1
2λ

‖Π(ṽ − λ∇̄∗p)‖22.
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Therefore, the problem max|p|≤1 F (v, p) subject to (10) is equivalently reduced
to the constrained minimum distance problem

max
||p||∞≤1

‖Π(∇̄∗p − ṽ/λ)‖2. (11)

We formulate the above proven facts in the form of

Theorem 2 (Dual formulation of the TV-Stokes model). The unique
solution to the TV-Stokes variational problem

min
v=∇u

(
|∇̄v|1 +

1
2λ

‖v − ṽ‖22
)

is the vector field
v = Π (ṽ − λ∇∗p) ,

where Π = ∇(∇∗∇)†∇∗ is an orthogonal projector, and the tensor field p(x)
solves the dual variational problem

max
||p||∞≤1

‖Π(∇̄∗p − ṽ/λ)‖2.

3 The Chambolle-Type Iteration

Following the derivation of Chambolle’s algorithm in [2], we write the Karush-
Kuhn-Tucker conditions for (11) as the equation

∇̄Π
(∇̄∗p − ṽ/λ

)
+ ‖∇̄Π

(∇̄∗p − ṽ/λ
) ‖∞p = 0. (12)

Hence the solution of (11) can be approximated by the projected gradient iter-
ation

p0 = 0, pk+1 =
pk − τ∇̄Π

(∇̄∗pk − ṽ/λ
)

max(1,
∥∥pk − τ∇̄Π

(∇̄∗pk − ṽ/λ
)∥∥

∞)
. (13)

where τ > 0 is a step parameter.
Nesterov’s acceleration for the iteration (13) and other numerical methods

such as the primal-dual methods can be found in [1,3].

4 The Singular Value Decomposition of the
Differentiation Matrix

We approximate the partial differentiation operators ∂/∂xd by the N × N dif-
ferentiation matrices of order N = Nd:

D =

⎡
⎢⎢⎢⎢⎢⎣

−1 1
−1 1

. . . . . .
−1 1

0

⎤
⎥⎥⎥⎥⎥⎦

. (14)
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The discrete cosine transform is defined by the orthogonal N ×N matrix C with
the entries

C1j =

√
1
N

, Cij =

√
2
N

cos
π(i − 1)(2j − 1)

2N
, i = 2, . . . , N, j = 1, . . . , N.

The discrete sine transform is defined by the orthogonal (N − 1) × (N − 1)
symmetric matrix S with the entries

Sij =

√
2
N

sin
πij

N
, i, j = 1, . . . , N − 1.

The singular value decomposition (SVD) of D is

D = −
[

0 S
1 0

]
ΣC,

where the diagonal matrix Σ has the entries Σii = 2 sin π(i−1)
2N , i = 1, . . . , N .

5 Discrete Gradient Operators

Discretization of a scalar function u(x) on a rectangular grid, which is equidistant
along each of n dimensions, is given by the components uα1α2...αn

, 1 ≤ αd ≤ Nd.
The set of components is often called the grid function. The r-norm of a grid
function u is defined as ‖u‖r =

(∑
α1α2...αn

|uα1α2...αn
|r)1/r.

The product of an Nd ×Nd matrix A with a grid function u along dimension
d is denoted by A×du such that the product w = A×du has the components
wα1...αd−1βαd+1...αn

=
∑Nd

γ=1 Aβγuα1...αd−1γαd+1...αn
.

The discrete gradient operator ∇ is defined by means of the differentiation
matrices D introduced in the previous section. For example, the gradient of a
scalar grid function u is the set of n grid functions

∇u = {D×1u,D×2u, . . . , D×nu}.

The discrete gradient ∇̄ is defined for a vectorial grid function v = [v1, v2, . . . vn]
as the set of n × n grid functions D×jvi, i, j = 1, 2, . . . , n.

It is rather straightforward to introduce discrete analogs of the norms ‖∇u‖2,
‖∇̄v‖2, seminorms |∇̄v|1 and so on.

The singular value decomposition of D allows us to prove that

‖∇̄‖2 = ‖∇‖2 < 2
√

n. (15)

Let us consider the iteration (13) for grid functions and with the discrete
gradient operators. The following lemma determines the range of steps τ , for
which the iteration (13) is stable.

Lemma 1. The iteration (13) is 1-Lipschitz if

τ ≤ 2/‖∇̄Π∇̄∗‖2. (16)
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Proof. Each step of (13) consists of two mappings: p �→ p − τ∇̄Π
(∇̄∗p − ṽ/λ

)
and q �→ q/ max(1, ‖q‖∞). The first mapping is linear and 1-Lipschitz if and
only if ‖I − τ∇̄Π∇̄∗‖2 ≤ 1, where I is the identity transformation. The second
mapping is always 1-Lipschitz.

The estimate (15) implies that stability of (13) holds when τ ≤ 1/(2n). The
fastest convergence occurs for τ = 1/(2n).

6 Computation of (∇∗∇)† by the Fast Cosine Transform

Using the differentiation matrices D of order Nd along each dimension d, a
discretization of the operator ∇∗∇ is applied to a grid function u as follows,

∇∗∇u = (DT D)×1u + (DT D)×2u + . . . + (DT D)×nu.

By the aid of the SVD of each differentiation matrix D, the discretized equation
∇∗∇u = f is equivalently reduced to the diagonal system of linear equations

Σ2
×1û + Σ2

×2û + . . . + Σ2
×nû = f̂ ,

where û = C×n . . . C×2C×1u and f̂ = C×n . . . C×2C×1f . Recall that C×d are the
matrices of the discrete cosine transform of order Nd. The components of û and
f̂ are related by the equalities

ûα1···αn
Ψα1α2...αn

= f̂α1···αn
, αd = 1, . . . , Nd,

where Ψα1α2...αn
= Σ2

α1α1
+Σ2

α2α2
+ . . .+Σ2

αnαn
Note that Ψα1α2...αn

= 0 if and
only if α1 = . . . = αn = 1 and is positive otherwise. Hence the least squares
solution of ∇∗∇u = f has the components

û1···1 = 0, ûα1···αn
= f̂α1···αn

/Ψα1α2...αn
if α1 + . . . + αn > n.

Recall that u = CT
×1C

T
×2 · · · CT

×nû. Note that multiplication of grid functions
by the matrices C and CT can be efficiently implemented by means of the fast
Fourier transform (FFT); see, e.g. [12].

Alternatively, fast application of the operator (∇∗∇)† can also be computed
by the multigrid method [11].

7 Conclusion

In this note, we propose the variational model (3) for denoising of multidimen-
sional vectorial images satisfying the Stokes constraint. Theorem2 gives the dual
formulation of this model. The dual formulation is used for construction of the
Chambolle-type iteration (13), which solves the problem (3). Faster convergence
is achieved by applying Nesterov’s acceleration to (13) as in [1].

While the potential applicability of the new model (3) is not wide, we hope
that the TV-Stokes model will become a useful instrument for denoising of
images of hydrodynamical flows and for image inpainting.
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Abstract. 3D printing has been widely used in daily life, industry, architecture,
aerospace, crafts, art, etc. Minimizing 3D printing material consumption can
greatly reduce the costs. Therefore, how to design 3D printed objects with less
materials while maintain structural soundness is an important problem. The
current treatment is to use thin shells. However, thin shells have low strength. In
this paper, we use stiffeners to stiffen 3D thin-shell objects for increasing the
strength of the objects and propose a stress guided optimization framework to
achieve minimum material consumption. First, we carry out finite element
calculations to determine stress distribution in 3D objects and use the stress
distribution to guide random generation of some points called seeds. Then we
map the 3D objects and seeds to a 2D space and create a Voronoi Diagram from
the seeds. The stiffeners are taken to be the edges of the Voronoi Diagram whose
intersections with the edges of each of the triangles used to represent the
polygon models of the 3D objects are used to define stiffeners. The obtained
intersections are mapped back to 3D polygon models and the cross-section size
of stiffeners is minimized under the constraint of the required strength. Monte-
Carlo simulation is finally introduced to repeat the process from random seed
generation to cross-section size optimization of stiffeners. Many experiments are
presented to demonstrate the proposed framework and its advantages.

Keywords: 3D printing � Thin-shell stiffened objects � Minimum material
consumption � Finite element analysis � Stress-guided optimization

1 Introduction

With quick development of 3D printing technologies, the price of desktop 3D printers
has become more affordable to general customers. Nowadays, people can make 3D
prints easily with these affordable printers. With more and more widely applications of
3D printing, saving material consumption of 3D printing can significantly reduce the
costs which can be achieved by using thin shells. Since thin-shell objects have low
strength, we use stiffeners to stiffen thin-shell objects and proposed a stress guide
optimization framework to obtain stiffened thin-shell objects with minimum material
consumption and required strength.

© Springer Nature Switzerland AG 2020
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Our proposed stress guide optimization framework achieves minimum material
consumption through optimizing stiffener distribution and minimizing the cross-section
size of stiffeners. In order to generate optimal distribution of stiffeners, the stress field
of the input thin-shell objects under given loads and boundary conditions is calculated
with the Finite Element Analysis (FEA). According to the stress distribution, some
points called seeds are placed randomly on the surface of 3D thin-shell objects. The 3D
objects and seeds are mapped to a 2D space so that a Voronoi diagram can be generated
from these mapped seeds. The generated Voronoi diagram is mapped back to the 3D
space and the edges of the mapped Voronoi diagram represent the distribution of
stiffeners. After that, cross-section size of stiffeners is optimized to minimize the
volume of the stiffeners. Since the generation of seeds uses a uniform random process
which may not lead to a global optimal solution of stiffener distribution, Monte-Carlo
simulation is introduced and iterated a given number of times to avoid any local
minimum.

2 Related Work

The work proposed in this paper is related to 3D printing, finite element analysis, and
structural optimization. We briefly review the existing work in these areas.

3D Printing: There are a lot of papers on 3D printing. The deformation problem was
investigated in [1]. The articulation of 3D printed models was examined in [2].
Mechanical movements of 3D printed objects were studied in [3, 4]. And the
appearance of 3D printed models was discussed in [5, 6].

Finite Element Analysis Enormous publications can be found about finite element
analysis. For example, the finite element method in solid and structures was introduced
in [7]. The finite element analysis of stiffened plates was given in [8]. The finite
element calculations of stiffened shell were presented in [9]. The vibration of stiffened
plates was investigated with the finite element method in [10]. Stress analysis of
stiffened composited plates was carried out in [11]. The plates and shells with geo-
metrically linear and nonlinear problems were studied in [12]. And mesh distortions of
plate and shell finite elements were examined in [13].

Structural Optimization is also a well investigated filed. Here we only briefly review
some representative literature on optimization of 3D printing objects. Three approa-
ches: hollowing, thickening, and strut insertion were introduced in [14] to obtain
structurally sound and lightweight 3D prints. Thickness parameters of shells were
optimized in [15]. The number of struts in a skin-frame structure is minimized in [16].
The material consumption of honeycomb-like 3D models is reduced via a hollowing
optimization algorithm in [17]. Stiffened objects were first investigated in [18].
A method to produce optimized structures for any input surface with any load con-
figurations was researched in [22].
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3 Overview

The algorithm overview is shown in Fig. 1. For an input thin-shell object, the finite
element calculation is first carried out to obtain its stress distribution (Fig. 1(a)). The
seeds used to determine the positions of stiffeners are dispersed randomly in high stress
areas (Fig. 1(b)). By mapping the object and seeds in a 3D space to a 2D space, a
Voronoi diagram is generated (Fig. 1(c)). After determining the intersections between
the edges of the V oronoi diagram and the edges of each of the triangles used to
represent the thin-shell object and mapping them back to a 3D space, the stiffener
distribution is determined (Fig. 1(d)). Having determined the stiffener distribution,
cross-section size optimization of stiffeners is performed to obtain the minimum vol-
ume of the stiffeners. In order to optimize the seed generation, Monte-Carlo simulation
is introduced to refine the stiffener distribution further. The final stress field obtained
from finite element calculations is shown in Fig. 1(e) which significantly improves the
stress distribution.

The finite element formulation of thin-shell objects and stiffened thin-shell objects
has been presented in [10, 19]. In what follows, we only investigate the distribution of
stiffeners, size optimization of stiffeners, Monte-Carlo simulation, and present the
results obtained from our proposed framework.

(a) (b) (c)

(d) (e)

Fig. 1. Algorithm overview.

590 A. Zheng et al.



4 Distribution of Stiffeners

The distribution of stiffeners is obtained through four steps. They are: seed generation,
quasi-conformal parameterization, creation of Voronoi diagram, and stiffener
extraction.

4.1 Seed Generation

The stress field of an input thin-shell object is first calculated under given boundary
conditions and forces. Based on the obtained stress distribution, a given number of
seeds are distributed on the object. The seeds are placed through a probability that
places more seeds in the areas with a higher stress. By doing so, the areas with higher
stresses are stiffened by more stiffeners.

In what follows, nt stands for the number of triangles of the object mesh, si the
stress of a randomly selected triangle ti, rs the material strength, ns the number of
expected seeds, and p� for the probability threshold.

First, a triangle ti is randomly selected from the nt triangles, and a probability p is
also randomly generated between 0 and 1. If a randomly generated probability p is
bigger than the probability threshold p� but smaller than si / rs which is the ratio of the
stress si over the material strength rs, the triangle is seeded and marked. If the ran-
domly selected triangle ti has been seeded and marked, a new triangle is randomly
selected. The process is repeated until the number ns of the expected seeds are reached.
This algorithm is shown below.

4.2 Quasi-Conformal Parameterization

Generating a Voronoi diagram from the placed seeds in the 3D thin-shell object and
tracing stiffeners from the 3D Voronoi diagram and the 3D mesh is more complicated
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than in 2D since it requires searching for geodesic lines between arbitrary two points.
In order to tackle this problem, we use a quasi-conformal parameterization method
called the least square conformal maps (LSCM) [20] to map the 3D mesh to 2D which
transforms the problem of tracing stiffeners in 3D space into the one of finding inter-
sections between a segment and mesh edges, which is easier to deal with.

Conformal Maps: As shown in Fig. 2, an application X mapping a u; vð Þ domain to a
surface is said to be conformal if for each u; vð Þ, the tangent vectors to the iso-u and iso-
v curves passing through X u; vð Þ are orthogonal and have the same norm, which can be
written as:

N u; vð Þ � @X u; vð Þ
@u

¼ @X u; vð Þ
@v

ð1Þ

where N u; vð Þ denotes the unit normal to the surface. In other words, a conformal map
is locally isotropic, i.e. maps an elementary circle of the u; vð Þ domain to an elementary
circle of the surface.

Conformality in a Triangulation: Consider a triangulation G = {[1 ��� n], T , (pj)
1� j� n}, where [1 ��� n],n � 3 corresponds to the vertices, T is a set of n’ triangles
represented by triples of vertices, and pj 2 R

3 denotes the geometric location at the
vertex j. Each triangle has a local orthonormal basis, where x1; y1ð Þ; x2; y2ð Þ; x3; y3ð Þ
are the coordinates of its vertices in this basis (i.e., the normal is along the z-axis). The
local bases of two triangles sharing an edge are consistently oriented.

By considering the restriction of X to a triangle T and applying the conformality
criterion to the inverse map U: (x,y) ! (u,v), Eq. (1) becomes:

@X
@u

� i
@X
@v

¼ 0 ð2Þ

where X has been written in a complex number, i.e. X = x + iy. According to the
theorem on the derivatives of inverse functions, this implies that

@U
@x

þ i
@U
@y

¼ 0 ð3Þ

where U = u + iv.

Fig. 2. Conformal map [20]
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Since this equation cannot in general be strictly enforced, the violation of the
conformality condition is minimized in the least squares sense, which defines the
criterion:

C Tð Þ ¼
Z

T

@U
@x

þ i
@U
@y

����

����

2

dA ¼ @U
@x

þ i
@U
@y

����

����

2

AT ð4Þ

where AT is the area of the triangle and the notation|z| stands for the modulus of the
complex number z. Summing over the whole triangulation, the criterion to minimize is
then

C Tð Þ ¼
X

T 2T C Tð Þ ð5Þ

After the seeds are obtained on the 3D mesh, they are projected to the 2D space with
the above LSCM parameterization for further processing.

4.3 Creation of Voronoi Diagram

A Voronoi diagram is a partition of a plane into regions close to each of a given set of
seeds. With the algorithm described in 4.1, the seeds on the 3D mesh shown in Fig. 3
(a) are generated. These seeds are mapped to a 2D space with the algorithm given in
4.2, and the following algorithm is used to generate a Voronoi diagram from the
generated seeds as shown in Figs. 3(b) and 3(c).

For the input boundary surface S and a given number n of seeds sif g; i 2 1; nð Þ
defined in the interior domain of S, a Voronoi tessellation of S is defined to be the
collection of Voronoi cells Xi, i 2 1; nð Þ of these seeds with

Xi ¼ fx 2 S k x� si kj � k x� sj k; 8j 6¼ ig ð6Þ

In the above equation, �k k denotes the Euclidean norm. A Voronoi tessellation is
called a centroidal Voronoi tessellation (CVT) [21] if each seed coincides with the
centroid of its Voronoi cell, where the centroid ci of its Voronoi cell Xi is defined as

ci ¼
R
x2xi

q xð Þxdr
R
xi2xi

q xð Þdr ð7Þ

where dr is the area differential, and q xð Þ is the density function over the domain S.
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4.4 Stiffener Extraction

Having created the Voronoi diagram in 2D, the next work is to extract stiffeners from
the Voronoi diagram. Suppose two ends of an edge of the Voronoi diagram is repre-
sented as pa and pb respectively. And the edge intersects with the projected input mesh
at mi (i = 1, ���, I) where I is the number of intersections as shown in Fig. 4.

The stiffener extraction step takes each edge from the Voronoi diagram. All local
triangles ti

l are iterated to detect all intersections p1, p2 in all triangles where p1 stands
for mi, and p2 stands for mi+1 (i = 1, 2, …, I − 1). In order to easily project 2D
intersection points back to 3D, the obtained intersections p1 and p2 are converted to
area coordinates L1 and L2 using the local triangle ti

l. After all edges of the Voronoi
diagram have been processed, all intersections represented in local area coordinates are
mapped back to 3D coordinates. The algorithm is summarized in Algorithm 2.

5 Size Optimization

With the obtained distribution of stiffeners from previous steps, we further minimize
the material consumption by finding optimized cross-section sizes of stiffeners. The
objective of the size optimization is to minimize the volume of stiffeners. The con-
straints of the size optimization consist of 1) user specified lower bound w and upper
bound �w for the width of stiffeners, 2) user specified lower bound h and upper bound �h
for the height of stiffeners, and 3) the material strength rs for both stiffeners and plates.

Fig. 4. Stiffener extraction

Fig. 3. Generation of Voronoi diagram.
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Considering the above optimization objective and constraints, the problem of the
size optimization can be formulated as the following constrained minimum problem:

arg min
w;h

X
vol <ið Þ

s:t:

w�w� �w

h� h� �h

S<i\rs
Sj\rs

ð9Þ

where w is the width of stiffener cross-section, h is the height of stiffener cross-section,
S<i stands for the stress of stiffener <i; and sj means the stress of triangle tj.

6 Monte-Carlo Simulation

As indicated in Algorithm 1, the seeded triangle ti and probability p are both randomly
generated from a uniform distribution. The stiffener distribution relies on the generated
seeds from this algorithm which may be a local minimum, not a global optimal
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solution. In order to tackle this problem, a Monte-Carlo simulation algorithm based on
Monte-Carlo stochastic sampling is introduced.

Monte-Carlo sampling is one of the most classic sampling methods used to solve
the problems such as evaluation of integrals, physical simulation, optimization and so
on. With this sampling algorithm, a number of nm Monte-Carlo simulation iterations is
specified, and then the process of determining the distribution of stiffeners and size
optimizations of stiffeners is repeated nm times with different randomly generated seeds
rs to search for a global optimal solution.

In this research, the number nm of Monte-Carlo iterations is set to be 100. The
experiment indicates 100 Monte-Carlo simulation iterations are large enough to obtain
a global optimal solution.

7 Results and Discussions

In this section, we introduce the implementation and parameter setting of the proposed
framework, effects of different probability thresholds and Monte-Carlo simulation, and
3D printed objects and the stress comparisons before and after they are stiffened with
the method proposed in this paper.

7.1 Implementation and Parameter Setting

The proposed algorithm is implemented in MATLAB with FEM calculations compiled
into MEX functions for speed reason. The results are tested on a PC with an Intel Xeon
E5 CPU and 32 GB memory, running on Windows OS.

The minimal wall thickness allowed by the used printer is 1 mm. Therefore, both
the w and h are set to be 1 mm. The material strength rs of the photosensitive resin
used to print all the 3D objects is 42 N/m2. The upper bounds �w and �h are taken to be
4 mm.

7.2 Effect of Different Probability Thresholds

The probability threshold p* is introduced here to control the spread of the seeds over
the geometry. When p* is set to a low value, the triangles with small probabilities will
not be filtered out and marked as seeded ones, causing a wide spread of seeds over all
triangles. On the contrary, if p* is set to a high value, triangles with the stress less than
p�rs will never be selected which guarantees the concentration of seeds around critical
areas.

Figure 5 shows the effect of different probability thresholds p* on the generated
stiffeners. It can be seen a small p* such as p* = 0 in Fig. 5(a) leads to a more uniform
distribution of seeds over the mesh, while a large p* such as p* = 0.5 in Fig. 5(c) drives
seeds towards the areas with higher stress and brings in more stiffeners to enhance
them.
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7.3 Effect of Monte-Carlo Simulations

Figure 6 shows the effect of random number generator seed rs. With the same stress
map and same number of seeds (ns= 35), the distributions of seeds in Figs. 6(a), 6(b)
and 6(c) are different, leading to different Voronoi diagrams shown in 6(d), 6(e) and 6
(f) and different stiffener distributions shown in 6(g), 6(h), and 6(i), respectively.

7.4 3D Printed Objects and Stress Comparisons

With the optimization algorithm of stress-guided stiffened objects proposed in this
paper, the minimum stiffener volumes of some stiffened objects are obtained, their 3D
printed models are shown in Fig. 7, and the stress changes with and without the
optimized stiffeners are shown in Fig. 8, 9, 10, 11, 12, 13, 14, 15 and 16, respectively.

(a) p = 0  (b) p = 0.3 (c)  p = 0.5 

Fig. 5. Effect of different thresholds p* on the distribution of seeds.

(a) (b)                             (c)

(d) (e)                                   (f)

(g) (h)                              (i)

Fig. 6. Effect of Monte-Carlo simulations of a Guscio. The random number generator seeds rs
for each column are 10, 20 and 30 respectively.
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Figure 8 shows the stress distributions, stiffeners, and 3D printed model of a stress-
guided stiffened plate. In the figure (a) depicts the stress distribution in the flat plate
without stiffeners with a maximum stress of 278.198 MPa, (b) shows the optimized
stiffeners with a total volume of 418.5148 mm3, (c) gives the stress distribution in the
flat plate stiffened by the optimized stiffeners with a maximum stress 24.6426 MPa,
and (d) is a photo of the 3D printed model of the stiffened plate. By applying the
optimized stiffeners, the maximum stress reduces from 278.198 MPa to 24.6426 MPa.

The example of a Botanic is given in Fig. 9 to show the stress distributions,
stiffeners, and 3D printed model. Figure 9(a) shows the initial stress distribution of
Botanic without stiffeners with a maximum stress of 90.927 MPa, (b) shows the
optimized stiffeners with a total volume of 418.856 mm3, (c) gives the stress distri-
bution in the Botanic stiffened by the optimized stiffeners with a maximum stress
33.8706 MPa, and (d) is a photo of the 3D printed model of the stiffened Botanic. By
applying the optimized stiffeners, the maximum stress reduces from 90.927 MPa to
33.8706 MPa.

Fig. 7. All printed 3D objects

(a) Initial stress (b) Stiffener (c) Final stress (d) 3D printed plate

Fig. 8. Stress-guided stiffened Plate
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The stress fields, stiffeners and 3D printed model of a stiffened Snail are shown in
Fig. 10. In the figure, the initial maximum stress within the Snail without any stiffeners
is 33.273 MPa as shown in (a). After applying the stiffeners (b) with a total volume of
84.0108 mm3 to the Snail, the maximum stress shown in (c) drops from 33.273 MPa to
28.3634 MPa in the final printed 3D model (d).

Figure 11 shows the stress distributions, stiffeners, and 3D printed object of a
Dome. The maximum stress 59.028 MPa in the initial stress distribution (a) without
any stiffeners is reduced to the maximum stress 34.3583 MPa in (c) by applying the
stiffened stiffeners (b) with a total volume of 754.704 mm3. (d) is a photo of the 3D
printed model of the stiffened Dome.

(a) Initial stress (b) Stiffener (c) Final stress (d) 3D printed botanic

Fig. 9. Stress-guided stiffened Botanic

(a) Initial stress (b) Stiffener (c) Final stress (d) 3D printed snail

Fig. 10. Stress-guided stiffened Snail

(a) Initial stress (b) Stiffeners   (c) Final stress (d) 3D printed dome

Fig. 11. Stress-guided stiffened Dome
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The stress fields, stiffeners and 3D printed model of a stiffened bridge are shown in
Fig. 12. In the figure, the initial maximum stress within the bridge without any stiff-
eners is 94.4982 MPa as shown in (a). After applying the stiffeners (b) with a total
volume of 535.109 mm3 to the bridge, the final maximum stress (c) drops from
94.4982 MPa to 16.8744 MPa in the final printed 3D model (d).

Figure 13 shows the stress distributions, stiffeners, and 3D printed object of a
hemisphere. The initial stress distribution without stiffeners has a maximum stress of
42.0198 MPa shown in (a), (b) shows the optimized stiffeners with a total volume of
1961.93 mm3, (c) gives the stress distribution in the hemisphere stiffened by the
optimized stiffeners with a maximum stress 31.2246 MPa, and (d) is a photo of the 3D
printed model of the stiffened hemisphere. The applied optimized stiffeners help to
reduce to the maximum stress from 42.0198 MPa to 31.2246 MPa.

(a) Initial stress (b) Stiffener (c) Final stress (d) 3D printed bridge

Fig. 12. Stress-guided stiffened Bridge

  (a) Initial stress (b) Stiffener (c) Final stress (d) 3D printed hemisphere

Fig. 13. Stress-guided stiffened Hemisphere

(a) Initial stress (b) Stiffener (c) Final stress (d) 3D printed guscio

Fig. 14. Stress-guided stiffened Guscio
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Figure 14 shows the stress distributions, stiffeners, and 3D printed object of a
Guscio. The maximum stress 43.8379 MPa in the initial stress distribution (a) without
any stiffeners is reduced to the maximum stress 29.5158 MPa in (c) by introducing the
stiffened stiffeners (b) with a total volume of 711.483 mm3. A photo of the 3D printed
model of the stiffened Guscio is shown in Fig. 14(d).

Figure 15 shows the stress distributions, stiffeners, and 3D printed object of a
Lilium. The initial stress distribution without stiffeners has a maximum stress of
52.0412 MPa shown in (a), (b) shows the optimized stiffeners with a total volume of
227.294 mm3, (c) gives the stress distribution in the Lilium stiffened by the optimized
stiffeners with a maximum stress 35.3578 MPa, and (d) is a photo of the 3D printed
model of the stiffened Lilium. The applied optimized stiffeners help to reduce the
maximum stress from 52.0412 MPa to 35.3578 MPa.

The stress fields, stiffeners and 3D printed object of a leaf are shown in Fig. 16. In
this example, the initial maximum stress in the leaf without any stiffeners is
54.9437 MPa as shown in (a). After attaching the stiffeners (b) with a total volume of
112.512 mm3 to the leaf, the final maximum stress drops from 54.9437 MPa to
20.2208 MPa as depicted in (c), and the final printed 3D model is given in (d).

(a) Initial stress (b) Stiffener (c) Final stress (d) 3D printed lilium

Fig. 15. Stress-guided stiffened Lilium

(a) (b) (c) (d)

Fig. 16. Leaf: (a) Initial stress, (b) Stiffener, (c) Final stress (d) 3D printed leaf
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8 Conclusion and Future Work

In this paper, we have developed a stress guided optimization framework to minimize
the material consumption of 3D printing. The framework consists of the finite element
analysis to obtain the stress distribution in thin-shell objects, random generation of
seeds guided by the obtained stress field, mapping the 3D objects and generated seeds
to a 2D space to create a Voronoi diagram for optimizing the distribution of stiffeners.
Apart from optimizing the stiffener distribution, the cross-section size of stiffeners is
minimized to save materials for 3D printing. The Monte-Carlo simulation is introduced
to optimize the seed generation and achieve a global optimal solution.

A lot of experiments were carried out to demonstrate the effectiveness and
advantages of the proposed method. The stress comparisons between the thin-shell
objects with and without stiffeners demonstrate that thin-shell objects stiffened with the
optimized distribution and cross-section size of stiffeners significantly reduce the
material consumption of 3D printed objects.

This paper assumes the cross-sectional profiles of the stiffeners are the same for
each model. To achieve a more efficient structure, it is more reasonable to use various
cross-sectional shapes. In the future, one of the aims is to apply various cross-sections
and obtain stiffened structures with even less materials.
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Abstract. The Van der Waals (VdW) equation of state is a popular
generalization of the law of ideal gases proposed time ago. In many situ-
ations, it is convenient to compute the characteristic curves of the VdW
equation of state, called binodal and spinodal curves. Typically, they
are constructed through data fitting from a collection of data points
represented in the two-dimensional pressure-volume plane. However, the
resulting models are still limited and can be further enhanced. In this
paper, we propose to extend this polynomial approach by using a rational
function as a fitting function. In particular, we consider a rational free-
form Bézier curve, which provides a global approximation to the shape
of the curve. This rational approach is more flexible than the polynomial
one owing to some extra parameters, the weights. Unfortunately, data
fitting becomes more difficult as these new parameters have also to be
computed. In this paper we address this problem through a powerful
nature-inspired swarm intelligence method for continuous optimization
called the bat algorithm. Our experimental results show that the method
can reconstruct the characteristic curves with very good accuracy.

Keywords: Equation of state · Characteristic curves · Van der Waals
equation · Data fitting · Rational curves · Bat algorithm

1 Introduction

Equations of state (EoS) are key in several fields such as physics, thermodynam-
ics, chemical engineering and many others. Roughly speaking, they are algebraic
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expressions that describe the relation between physical variables such as tem-
perature, T , pressure, P , and volume, V , for a blend or a component. Therefore,
they can be used as predictors of the behavior of thermodynamic systems under
different conditions [14].

Different EoS have been defined in the literature. The simplest and most
widely known is the ideal gas law, given by:

P.V = n.R.T =
m

M
.R.T (1)

where the mass, the molar mass and the number of moles are represented by
the variables m, M and n, respectively. As usual, R represents the universal gas
constant, whose value was used as R = 0.082 L.atm.mol−1.K−1. This equation is
adequate for high temperatures and low pressures (i.e. about 1 atm). Nonethe-
less, incurs inaccuracies when applied to other conditions. Consecuently, the
equation has been modified throughout the years. A modification was proposed
in 1873 by Johannes D. Van der Waals. This modification introduces two real,
positive parameters, a and b, that account for the forces of interaction between
molecules and molecular size, respectively [10]. This equation is referred to as
the Van der Waals (VdW) Equation of State and is expressed as follows:

[
P +

a

Vm
2

]
(Vm − b) = R.T (2)

where Vm is the molar volume. By setting affix the temperature T in (2), and
plotting the variables of pressure P vs. volume V , an isotherm can be obtained
(go to Sect. 2 for details). A phase diagram can be built by displaying and
analysing isotherms for several values of T . This diagram will set the bound-
aries of the different regions of solid, liquid, and gas phases. These boundaries are
defined by curves of non analytic behavior, and indicate the limit in which phase
transitions take place. In particular, the gas-liquid transition can be explained
by the construction of the characteristic curves: the binodal curve, beneath which
two different phases can coexist, and the spinodal curve, that defines the unsta-
ble region in a system. From now on and for convenience reasons these curves
will be referred to as binodal and spinodal respectively.

In general, it is not possible to analytically calculate these curves. They
have to be computed by performing data-fitting of a collection of 2-D points
previously obtained for distinct isotherms. The sequence of data points that
define the binodal consists of the roots placed farthest to the left, the critical
point (in which liquid and gas phases are indiscernible), and the roots placed
farthest to the right. On the other hand, the spinodal is defined, from right to left,
by the local maxima, the critical point, and the local minima of the collection of
isotherms. Numerical procedures are used to determine both sequences of points.
Then, the characteristic curves are obtained using polynomial data fitting (see
[1,2,4,5,12] for details).

The organization of this paper is the following: The problem to be solved is
presented in Sect. 2 as a continuous, nonlinear optimization problem. Section 3
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offers an insight into the swarm intelligence approach used in this work: the
bat algorithm. Section 4 describes in detail the methodology proposed, and the
experimental results are reported in Sect. 5. Finally, the main conclusions are
presented and some ideas for future work are explored.

2 Problem to Be Solved

2.1 Background

In this paper, we consider the VdW EoS expressed as (2). With some algebraic
manipulation and rearranging, it can be obtained an expression for the relation
between V and P , for any given T . Hence, for a set of temperatures, being
T1, T2, . . . , TM , their respective isotherms can be determined, resulting in a set
of curves in the P–V plot. Logically, each temperature will have its associated
isotherm. Multiplying the expression by Vm

2/P , and rearranging, the result is a
cubic polynomial:

Vm
3 −

(
b +

RT

P

)
Vm

2 +
a

P
Vm − ab

P
= 0 (3)

which will have one or three real roots. It will be the case that only one real
root exists for values of temperature, T , larger than the critical value of Tc,
known as the critical temperature, and being characteristic of each substance.
The second case, three real roots, happens for temperatures lower than Tc, when
the isotherms oscillate up and down. The isotherm corresponding to T = Tc is
associated with a triple root, which defines the critical point. The scope of this
work will be centered around the case of T < Tc; the three real roots linked to
each correspondent isotherms will be named as R1, R2 and R3. It is worthwhile
to mention that the end roots, R1 and R3 are respectively associated to the
liquid phase and vapour phase.

Given an scenario in which a temperature T < Tc is raised until meeting
the critical value, T = Tc, it occurs that the molar volume of the saturated
liquid is increased, while in the case of the saturated vapor, the molar volume
decreases. This saturated states represent the boundary between the single-phase
region (for liquid or vapour respectively), and the coexisting-phases region (liq-
uid/vapour). Mathematically, this can be translated as the two end roots, R1 and
R3, moving towards each other as the temperature is raised, until they merge in
the critical point. This means that at the critical point, liquid and vapour are
indistinguishable. The critical values associated with the VdW EoS of a gas are
only dependent on the previously-mentioned a and b parameters. This can be
proved as follows:

Vc = 3.b, Pc =
a

27b2
, Tc =

8a

27bR
(4)

Working with dimensionless variables by considering the reduced tempera-
ture, pressure and volume:

(Tr, Pr, Vr) =
(

T

Tc
,

P

Pc
,
V

Vc

)
(5)
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Note that the molar volume, Vm, now is referred to as V for simplicity.
Substituting and rearranging terms, Eq. (3) becomes:

V 3
r − 1

3

(
1 +

8Tr

Pr

)
V 2

r +
3
Pr

Vr − 1
Pr

= 0 (6)

The isotherms for T < Tc exhibit a surprising behavior: if the volume is
decreased, then the pressure increases, falls, and then increases again, describing
a fluctuation; suggesting that the pressure of certain molar volumes can decrease
as a consequence of compressing the fluid, which is associated with a negative
isothermal compressibility, and therefore, identified as an unstable phase.

One way to fix this deficiency was proposed by James Clerk-Maxwell in [11],
and is now referred to as Maxwell’s construction, or Equal area rule. Basically, it
proposes solving the situation by tracing a horizontal line through the fluctuating
curve, so that it connects the dew point and the bubble point, in a way that the
areas enclosed between the curve and the horizontal line would be equal. This
horizontal line is called tie line.

2.2 Binodal and Spinodal Curves: Defining the Data Points

Let us examine how are the data-points of the binodal and spinodal obtained. In
the case of the binodal, the first step is to define a set of increasing temperatures
T1 < T2 < . . . TM < Tc. For every temperature value, there will be a pressure,
P ∗

j , that will split up the isotherm in two halves of equal dimensions. The value
of P ∗

j is calculated applying an optimization procedure that, through iteration,
identifies the P ∗

j that ensures the minimal difference between both areas. To that
end, it begins with an initial guess of P̃j and iterates until it converges. Once
that the right value of pressure has been determined, it is possible to compute
the roots, Rj

k, for (k = 1, 2, 3), as the intersect between the isotherm for Tj and
the horizontal line P = P ∗

j . This assemblage of vapour and liquid roots will
conform the binodal. Hence, the defining points of the binodal curve, B, can be
listed as:

B =
{

{(Rj
1, P

∗
j )}j , (1, 1), {(RM+1−j

3 , P ∗
M+1−j)}

}
j=1,...,M

(7)

On the other hand, the spinodal is conformed by the collection of points that
define the local minima, lj , the critical point, and local maxima, Ll. Note that
vectors appear in bold.

The above-mentioned local optima points can be obtained through various
techniques. One of them is solving the derivative dP/dV = 0 and examining
the second derivative’s sign, d2P/dV 2, at the obtained solutions. If negative, the
point corresponds to a maximum; otherwise, it is a minimum. Therefore, the
assemblage of the points conforming the spinodal curve, S, is defined by:

S = {{lj}j , (1, 1), {Lj}j}j=1,...,M (8)
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2.3 Characteristic Curves: Data Fitting

With the two sets of data points established, the characteristic curves can
be reconstructed using standard numerical routines for data fitting. Taking
into account that the obtained data points are influenced by some distur-
bances such as irregular sampling or noise, approximation is preferable, fre-
quently using least-squares optimization. In such scenario, the function to be
minimized is the error functional Ξ, which is the squared sum of residuals.
The residual for the i-th data is given by the difference between observed
data, μi, and the fitted data, μ̂i:

Ξ =
χ∑

i=1

(μi − μ̂i)2 (9)

Here χ is the total amount of data, and fitted data are procured by a certain
fitting model function ϕ. It is worthwhile to mention that the minimization is
carried out on the free variables of ϕ. Here ϕ is presumed to be a polynomial
of a determined degree. As previously discussed, this choice can be extended by
considering rational curves, as described in next section.

2.4 Data Fitting with Rational Bézier Curves

A free-form rational Bézier curve Φ(τ) of degree η is defined as [12]:

Φ(τ) =

η∑
j=0

ωjΛjφ
η
j (τ)

η∑
j=0

ωjφ
η
j (τ)

(10)

where Λj are vector coefficients called the poles, ωj are their scalar weights,
φη

j (τ) are the Bernstein polynomials of index j and degree η, given by:

φη
j (τ) =

(
η

j

)
τ j (1 − τ)η−j

and τ is the curve parameter, defined on the finite interval [0, 1]. By agreement,
0! = 1. As mentioned earlier, vectors will be denoted in bold.

Considered a set of data {Δi}i=1,...,χ in R
ν (usually ν = 2 or ν = 3), the goal

is to achieve the rational Bézier curve Φ(τ) through a discrete approximation
of the data {Δi}i. To that end, it is necessary to compute all parameters of
the approximating curve Φ(τ), (i.e. weights ωj , poles Λj , and parameters τi

associated with data points Δi, for i = 1, . . . , χ, j = 0, . . . , η), by minimizing
the least-squares error, Υ , defined as the sum of squares of the residuals:
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Υ = minimize
{τi}i
{Λj}j

{ωj}j

⎡
⎢⎢⎢⎢⎢⎣

χ∑
i=1

⎛
⎜⎜⎜⎜⎜⎝

Δi −

η∑
j=0

ωjΛjφ
η
j (τi)

η∑
j=0

ωjφ
η
j (τi)

⎞
⎟⎟⎟⎟⎟⎠

2⎤
⎥⎥⎥⎥⎥⎦

. (11)

Now, taking:

ϕη
j (τ) =

ωjφ
η
j (τ)

η∑
k=0

ωkφη
k(τ)

(12)

Eq. (11) becomes:

Υ = minimize
{τi}i
{Λj}j

{ωj}j

⎡
⎢⎣

χ∑
i=1

⎛
⎝Δi −

η∑
j=0

Λjϕ
η
j (τ)

⎞
⎠

2
⎤
⎥⎦ , (13)

which can be rewritten in matrix form as: Ω.Λ = Ξ, where: Ω =

[Ωi,j ] =

⎡
⎣

(
χ∑

k=1

ϕη
i (τk)ϕη

j (τk)

)

i,j

⎤
⎦, Ξ = [Ξj ] =

⎡
⎣

(
χ∑

k=1

Δkϕη
j (τk)

)

j

⎤
⎦, Λ =

(Λ0, . . . ,Λη)T , for i, j = 0, . . . , η, and (.)T means transposition.
Generally, χ >> η, meaning that Ω.Λ = Ξ is an overdetermined system of

equations. If τi had assigned values, the problem could be solved by standard
optimization procedures with coefficients {Λi}i=0,...,η as unknowns. However,
since τi are treated as unknowns, the complexity of the problem escalates. In fact,
as the polynomial blending functions φη

j (τ) and the rational blending functions
ϕη

j (τ), are nonlinear in τ , the least-squares minimization of the residuals turns
to be a continuous, nonlinear optimization problem. It can also involve a large
number of unknowns, since in reality the problem can present an extremely large
amount of data points. Since there may not be only one unique set of param-
eters leading to the solution, the problem is also multimodal. On the whole,
the complicated interplay among all the unknowns (data parameters, poles, and
weights) leads to a highly complex overdetermined, continuous, multivariate,
multimodal, nonlinear optimization problem. The aim of this work is to solve
this problem. Instead of assuming certain values for some free parameters, they
are all included in our computations. This problem cannot be solved by apply-
ing classical mathematical optimization techniques [4]. In this work we propose
the application of the bat algorithm, a high-power evolutionary computational
method, already successfully applied to other data-fitting optimization problems
in previous works [7–9]. In the next section this algorithm is further discussed.

3 The Bat Algorithm

The bat algorithm is a computational intelligence algorithm devised for contin-
uous optimization problems [19,20]. It is inspired by some particular features
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of the social and motion behavior of small bats (microbats). These microbats
use a particular kind of sonar called echolocation for different purposes, such as
prey detection, obstacle avoidance, or roosting crevices detection, among oth-
ers. Introduced in 2010, the bat algorithm has found remarkable applications
for several problems [9,15–17]. See also [21] for a detailed review of the bat
algorithm.

The bat algorithm is a population-based method in which the individuals
(bats) are randomly initialized and distributed over the search space and then,
they perform extensive exploration searching for the best location, a variable
related to the quality of the solution. When a bat i is moving, its dynamics at
iteration g is determined by its frequency fg

i , location xg
i , and velocity vg

i . These
variables are governed by the following evolution equations:

fg
i = fg

min + β(fg
max − fg

min) (14)

vg
i = vg−1

i + [xg−1
i − x∗] fg

i (15)

xg
i = xg−1

i + vg
i (16)

where β is a uniform random variable on [0, 1], and x∗ is used to represent the
current global best location (solution), obtained by evaluating the fitness func-
tion at all bats and then ranking the corresponding fitness values. The method
then performs a local search in the neighborhood of the current best solution
through a random walk of the form:

xnew = xold + εAg

with ε being a uniform random number on [−1, 1] and where Ag =< Ag
i >,

represents the average loudness of all the bats of the population at generation
g. Any new solution that is better than the previous best solution is accepted
with a certain probability that depends on the value of the loudness. In case of
acceptance, the pulse rate is increased according to the law:

rg+1
i = r0i [1 − exp(−γg)]

where γ is a parameter of the method.
Simultaneously, the loudness is decreased, following an evolution rule:

Ag+1
i = αAg

i

with α being another parameter of the method. This procedure is repeated iter-
atively for a maximum number of iterations, given by a parameter Gmax.

It is generally assumed that each bat has different values for the loudness
and the pulse emission rate. This is achieved by considering the initial values for
the loudness randomly as A0

i ∈ (0, 2). The emission rate takes an initial random
value r0i in the interval [0, 1]. Both parameters are updated only when the new
solutions are better than the current ones, which is interpreted as a sign that
the bats are advancing towards the optimal global solution.
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4 The Method

4.1 Overview of the Method

As explained above, the Van der Waals Equation of State in (2) introduces
two parameters, a and b, characteristic of each chemical element. These two
parameters, together with a set of temperatures T1 < T2 < . . . TM below the
critical temperature of the substance, Tc, are the starting input of the problem.
Our method is comprised of the subsequent steps:

1. Compute Vc, Pc, Tc, the critical values, using (4).
2. Compute the reduced variables Vc, Pc, Tc with (5).
3. Compute isotherms at temperatures Tj from (2).
4. For every isotherm of Tj :

4a. Contemplate a first guess P̃j and obtain the value of P ∗
j through opti-

mization, applying Maxwell’s construction.
4b. With P ∗

j , compute the roots of (6), as recounted in Sect. 2.2.
4c. Obtain the local optima of (6), as described in Sect. 2.2.
The result of (4a.) and (4b.) will be the sets of data points, B and S, for the
binodal and the spinodal curves, found respectively in (7) and (8).

5. Apply rational Bézier curves for data fitting on B and S as indicated:
5a. Obtain data parameterization for B and S and weight computation using

the bat algorithm (further discussed in Sect. 4.2).
5b. Compute the poles of the curve applying least-squares optimization.

Resolve the equations system applying classical numerical procedures,
such as singular value decomposition (SVD), standard LU decomposi-
tion, and a modification of the LU decomposition for non-squared sparse
problems (see [13] for details).

The most important and crucial part of the method, as well as the key com-
ponent of this paper is the step (5a), which will be discussed in the next section.

4.2 Bat Algorithm for Data Fitting

This section describes how the bat algorithm, presented in Sect. 3, is used for
data parameterization and weight computation with rational Bézier curves. To
this purpose, we need to consider:
1. Bat encoding. In our problem, the free variables are going to be represented
as follows. Bats, being denoted by Bk, are vectors of real numbers of length
M + η + 1, corresponding to a parameterization of data points and the weights,
as follows:

Bk = (ρk
1 , ρ

k
2 , . . . , ρ

k
M , ωk

0 , ωk
1 , . . . , ωk

η ) (17)

All bats {Bk}k are initialized with uniformly distributed random numbers on
the interval [0, 1] for the ρk

j and with real positive values on the interval (0, 20]
for the ωk

j . The {ρk
i }i are arranged in ascending order to reproduce the orderly

form of data parameterizaton.
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Table 1. Parameters of the bat algorithm and the values used in this work.

Notation Explanation Range Selected value

P Size of the population 50–300 100

Gmax Max. no. of iterations 200–3,000 1,000

A0 Initial loudness (0, 2) 0.5

Amin Minimum loudness [0, 1] 0

r0 Initial pulse rate [0, 1] 0.2

fmax Max. frequency [0, 10] 1.5

α Multiplicative factor (0, 1) 0.3

γ Exponential factor [0, 1] 0.2

2. Fitness function. It dovetails with the estimation of the least-squares function
(11). However, as this function ignores the total number of data points, the
RMSE (root-mean squared error) is also computed:

RMSE =

√
Υ

χ
(18)

3. Curve parameters. There is solely one parameter, which is the degree of the
curve, η. This value will influence the amount of weighs and poles. In this work
we empirically determined the optimal value, by computing and comparing the
RMSE for different values of η, from 2 to 7.
4. Bat algorithm parameters. The algorithm has some key parameters that need
to be tuned. This is of paramount importance for the proper functioning of the
method. The task entails a challenge, because these parameters depend heavily
on the problem. In this work the authors chose the best value by comparison
from a vast set of empirical results, obtained after performing a large amount
of simulations. The adjusted parameters are displayed in rows in Table 1, with
their notation, explanation, and range arranged in columns, along with the final
selected value. The parameters that are most decisive are the population size,
P, and the maximum number of iterations, Gmax. The size of population is set
to P = 100 in all shown cases. More extensive populations were also tested,
up to 300, without any significant effect. As for the number of iterations, the
bat algorithm results particularly beneficial since a number of Gmax = 1000 is
sufficient to reach convergence, as opposed to other algorithms that typically
requires a much larger number.

With the above-mentioned parameters selected, the bat algorithm is run for
the fixed number of iterations. Last, the simulation with the top fitness value
for (18) is chosen as the problem’s best solution.
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5 Experiments and Results

5.1 Application to a Real Case: Argon

We have applied our method to the Van der Waals (VdW) Equation of State for
the case of argon, Ar. This noble gas is the third most abundant of its kind in
the atmosphere, and has countless applications in industrial processes, research,
medicine or lighting [18]. Its VdW parameters are a = 1.355 atm.L2.mol−2 and
b = 0.03201 L.mol−1. The value of the critical temperature is Tc = 150.86 K,
with a margin of 0.1 K as reported by [3,6].

First to third steps from our workflow were performed for the following set of
temperatures: {130, 133, 135, 137, 140, 142, 145, 147, 148, 149, Tc} K and {128,
130, 133, 135, 137, 140, 142, 145, 147, 148, 149, 150.2, Tc} K, respectively for the
binodal and spinodal. Subsequently, the lists of data points for the characteristic
curves, B and S, were obtained following the fourth step. In the step 4a, the Van-
dermonde matrix is used for carrying out the standard polynomial linear fitting
of the optimization process. Data parameterization and weight computation are
completed following the procedure in Sect. 4.2. The result is a linear system that
can be solved using SVD. By doing so, pole computation is accomplished.

5.2 Computational Results

To account for stochastic effects and prevent premature convergence, 30 indi-
vidual simulations were run for every value of η. The worst 10 executions were
dropped to avoid the specious effects of instability. Computational results are
reported in Tables 2 and 3 for binodal and spinodal curves respectively, with the
degree ranging from η = 2 to η = 7 (in rows). We remark that, although our
previous experiments for polynomial curves included values up to η = 9, the
values η > 7 are actually unnecessary because of the extra degrees of freedom
given by the weights. They also introduce large numerical errors, so values for η
larger than 7 are finally discarded in our discussion. We have also compared our
current results for the rational curves with the previous ones with strictly poly-
nomial curves. The comparative results are displayed in Tables 2 and 3. Each
table presents, in columns, the curve degree, the best RMSE (for the 30 exe-
cutions), and the RMSE mean (for the 20 best executions) for the polynomial
Bézier curves (columns 2 and 3) and for the rational Bézier curves (columns 4
and 5).

It can be seen from the good values of the fitting errors that the method
performs pretty good. The RMSE, best and mean, achieve values of order as low
as 10−4 for all degrees, except η = 2, meaning that the fail to be replicated with
a quadratic curve, owing to the fact of not being parabolas. The best fitting
rational curves are obtained for η = 4 for the binodal curve (although η = 3
performs almost equivalently) and for η = 3 for the spinodal curve (although
the errors for η = 4 are also very similar). The RMSE degrees from η = 4 to
η = 9, tend to be of the same order. This fact indicates that functions of higher
degree are associated with more degrees of freedom (DOFs) and consequently,



614 A. Campuzano et al.

Table 2. Computational results for the binodal curve.

Degree Polynomial approach Rational approach

RMSE (best) RMSE (mean) RMSE (best) RMSE (mean)

η = 2 3.5349E−2 5.6509E−2 3.3873E−2 5.4522E−2

η = 3 7.7394E−5 9.8801E−5 6.5902E−5 7.7883E−5

η = 4 8.5572E−5 1.0833E−4 5.9717E−5 7.4588E−5

η = 5 1.0365E−4 1.1776E−4 8.4615E−5 1.0513E−4

η = 6 1.1927E−4 1.3328E−4 9.0631E−5 1.0264E−4

η = 7 1.1624E−4 1.2684E−4 9.0724E−5 1.0016E−4

Table 3. Computational results for the spinodal curve.

Degree Polynomial approach Rational approach

RMSE (best) RMSE (mean) RMSE (best) RMSE (mean)

η = 2 4.9074E−2 7.1226E−2 4.3812E−2 6.2144E−2

η = 3 9.8649E−5 1.0356E−4 6.3187E−5 8.4551E−5

η = 4 1.1267E−4 1.2842E−4 7.3063E−5 8.5114E−5

η = 5 1.2060E−4 1.2953E−4 9.9672E−5 1.0724E−4

η = 6 1.4971E−4 1.8611E−4 1.1163E−4 1.3974E−4

η = 7 1.4750E−4 1.6975E−4 1.1708E−4 1.4828E−4

they achieve better fitting. Naturally, this occurs at the price of a higher model
complexity, so in the case of numerical errors of a similar order, the values
providing the simplest model are more desirable and should be selected with
higher priority. In fact, an additional problem is that these extra degrees of
freedom may cause over-fitting. Actually, this holds true for the spinodal and
binodal respectively, for models of degree η ≥ 6 and η ≥ 7. Hence, the curves
that must be considered predictive for other temperature values, are only those
of low degree.

Another important observation is the excellent CPU times of around only
2∼4 min. On the other hand, simulations in alternative swarm intelligence meth-
ods can take as long as tens of minutes for a single execution. This advantage
is owed to the quick convergence of this method. Such competitive computa-
tional times are a good indicator of the applicability of our method. We remark,
however, that the CPU times for the rational case are still slightly larger (but
not dramatically) than for the polynomial case, which is consistent with the
fact that some extra free parameters have to be computed, thus requiring extra
computation time in our simulations.

Regarding the implementation, the equipment used for all the computations
was a 3.4 GHz. Intel Core i7 processor with 8 GB. of RAM. The authors imple-
mented all the source code in MATLAB, version 2018b.
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6 Conclusions and Future Work

In this manuscript, a new method to construct the characteristic curves of the
Van der Waals equation of state through data fitting is presented. The method
relies on the use of rational Bézier curves. Considering the parameters a and b
of a chemical system as the input for our method, two sets of data points for the
binodal and spinodal curves are firstly obtained; then, they are used to perform
data parameterization and weight computation by means of the bat algorithm;
finally, we apply least-squares optimization with singular value decomposition to
compute the poles of the curves. The method is applied to a chemical element,
argon. The method performs very well, and reconstructs the curves with high
accuracy. Furthermore, it is reasonably fast (although slower than the polynomial
case), with CPU times in the range of 2–4 min for each execution.

About the plans for future work, we wish to further improve the accuracy
of our method. We also want to reduce the computational time of the method.
We are also planning to apply this approach to other chemical components and
mixtures, as well as extending this approach to other popular equations of state
of interest in the field.
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