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Abstract. In the new normal of fake news, wide-scale disinformation and alter-
nate facts, the need for fact-checks and bot detection is real and immediate. It
is generally accepted that altering the psyche, our thinking, is the most potent
form of controlling and shaping human behavior. Fake news, disinformation and
alternate reality are all aimed at shaping our beliefs. In this experiment, we set out
to understand if the stream of news articles is itself designed to influence society
at large, either to think positively or negatively — in other words can dictate how
society views itself — disconnected from reality. In this exercise we are seeking
to identify if there is a systematic prevalence of positive/negative sentiment in a
given stream of news articles, using standard NLP techniques.
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1 Cogito Ergo Sum

The often quoted, “I think, therefore I am” [1] is a profound reflection on human con-
dition. To think is distinctly human and it is upon us to nurture and protect that faculty.
Sometimes, our thinking springs forth from unknown source, as in the case of inspired
works such as E = mc? [2] or Paradise Lost [3] and we don’t need any protection from
such sources. Then, there is, ephemeral source of information which are mostly rooted
in some local context and short-lived, such as media in the myriad forms it is delivered
to us. While it is up to the individual to choose wherefrom they source information, left
unchecked, the potential for outlets, with undesirable objectives, to misrepresent reality,
spread falsehood, mislead and shape societal thinking, is real and present. Arguably,
Brexit in recent history and during World War II — an argument can be made that public
opinion was shaped by a select few with access to media outlets.

1.1 Age of Disinformation and Fake-News

In the new normal of fake news, wide scale disinformation and alternate facts, the need for
fact checks and bot detection is real and immediate. It is generally accepted that altering
the psyche, our thinking, is the most potent form of controlling and shaping human
behavior. Fake news, disinformation and alternate reality are all aimed at shaping our
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beliefs. In this experiment, we set out to understand if the stream of news articles is itself
designed to influence society at large, either to think positively or negatively — in other
words can dictate how society views itself — disconnected from reality. To answer this
question, we have processed large number of content generated over a period of time.
Each article was first prepared for NLP and then classified either as negative (depressing)
or positive (uplifting) using several different classifiers. We then present a time series
of the sentiment to understand if there has been a demonstrable shift in the sentiment of
the article stream.

1.2 Technology Is a Double Edged Sword

In this new era of numerous technology advances such as, internet and social media
tools, this problem is further exacerbated. So one can posit technology can amplify
societal negative tendencies. However, other concomitant advances technologies such
as machine learning, natural language processing, API driven access to data, allows us
to devise solutions to counteract anti-social behaviors, and possibly mitigate this risk.
The solution to a problem induced by technology, happens to be rooted in technology,
as well.

This is urgent and in the rest of this paper we present our efforts to engineer a
solution to classify individual articles using NLP and characterize streams of article and
determine sentiment projected in s given stream of news articles.

2 Technical Overview

We performed a broad sentiment analysis of articles published by several digital outlets
as a function of time and developed a time series of promoted sentiment for various
media outlets. We do not know and we are not seeking to establish if the public opinion
was indeed shaped during these periods. What we will establish is the sentiment article
by article over time.

2.1 The Experiment

We processed articles from two outlets CNN and Guardian between Jan 2011 through
Nov-2019 and retrieved 68158 articles from CNN and 38625 articles from Guardian.
Our scope was to analyze one geographical region at a time. In this study we processed
news from US region from both CNN and Guardian. Although we wanted to study news
article from other outlets, these were the only two news corpus we could find.
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Each article once retrieved, was prepared for NLP Tasks, then we performed senti-
ment analysis, and each article was labeled as either positive or negative sentiment. This
sentiment, the article, publisher and date of publication were persisted. This is a classic
big data “pipeline” problem. Using this pipeline pattern, parallelizing is straightforward
— each stage can be run in parallel using shared queue.

We now discuss the technical considerations and the architecture of our solution in
detail for each pipeline stage. We implemented the peline in python.

2.2 Data Retrieval

Data Sources usually limit the rate at which clients retrieve data. Rate limits are imposed
at the IP address level and/or api key level and sometimes on both IP address and api
key. One must manage this tactfully so that we can complete a session in reasonable
time, without being blocked by the content provider.

B e e e e M|
CNN Site Map for Section US (Articles) for undefined -
2011

B -

Source: https://www.cnn.com/us/article/sitemap-2011-09.html
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Using standard HTML parser that comes with Beautiful Soup package, we extract and
store the URLSs. Independently, content is retrieved from each URL using text libraries
available in Python and it is stored in the file system as files, so we could leverage file
processing capabilities and the meta data is persisted in the database with the following
tuple structure:

Outlet: From which source we have gathered the data in our case CNN
Date: The published date of the article

Title: Title of that article:

Url: Actual URLof that article if someone wants to read it from the website
File_name

Guardian data is only marginally different allowing us to reuse much of the utilities
we wrote for CNN.

Articles from Guardian are available from 2008 and CNN articles are available
from 2011. There were lot more US articles from CNN as one would expect but by
partitioning the tasks as described above, we distributed the load on 3 nodes and processed
approximately 47 K articles in 80 min, at times processing more than 500 articles per
minute.

df = pd.read_csv("Complete_Articles_Data.csv',names = [“outlet’,"date’, title’,'url", text_file'],sep="]")
daf.tafl(10

cutiet date title wrl text_file
69968 . 20194- ;o Gymmastic e of $ponts med cnn comy201904730 ass SBOGMA0SATAWBWE SMGA 1 OE8osoaN b
CNN s USAGymnastics director of sports medicine is. herps Pwvww onn comy 20190430/ us/usa gymnast AspBQGmdgSATWBWE SmGA1QESqQBogN tx
o CNN Oteo tomado survivor It's hearttreaiong  hips www cnn comideos/us 20 1805/28 cho. peenTgOwdavX 1609nlnSGVIPRPBYUN ta
69967 o 194 The It hooter Breatened 10 kil B0 /Ay com20190428 o UBITVOICKSBED10 TSOVOAKSe tat
CNN 2% he linos plant shooter Breatened 10 il htps /iwww cnn com20190428 us/aurcea.-llin RAUBITVQIC KBk 10kIsHTSOVQAKSe t

65968 CNN 51 New York ts the first m heps./www cnn com2019050

L A pohce OfCer responde heps /Aweww Cre COMV20 16

69970 N Mane becomes the first state to ban St Www cnn comV2019 1us/ an-st E WIXGZNZVWMODCEQw Taty 20O tat
LA John Kasich FastFacts s fwww cnn ¢ OLYILIXgHawiNOZUTWOHBTeB0NTKoT et
65972 CNN Chacago sees sight drop inviolent cnme mA . hips fwwwe onn usichicago-<rim
o7y o Shudents stage walkout at 186ois hgh school . heps www cnn comv2010:0501 /us blackiace4
65974 N 2 Swarthmore faterntes will dsband afer d  hitps /\www ¢nn comv2 us/swarthmore !

We show here the scraping table.

2.3 Managing IP Address Using Proxies

As mentioned before, CNN limits us to 3500 calls per day and below we will elaborate the
techniques we used to retrieve ~50 K articles in 80 min. We could not achieve the same
level of throughput from Guardian perhaps because of internet latencies and possibly
our public proxy ip addresses might have been shared.
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2.4 Proxies

Exceeding the CNN limit, results in 24 h block period. To overcome this constraint we
used Rotating IP service from US Proxy. After much trial and error, we chose to utilize
paid proxy service so our proxies were not shared over the internet. We used a total of
50 IP addresses and 30 were valid.

The randomized proxy approach resulted in significant reduction in data gathering
time.

2.5 Preprocessing

In this phase we removed duplicate articles, and performed the required NLP tasks, as
follows:

removed extra spaces, special characters, single characters, new lines,
converted entire text to lowercase.

removed stop words using stop words library from nltk

performed lemmatization/stemming

removed participle, tense form of the words.

Nk

This preprocessing resulted in 50% reduction in the number of bytes to be processed.

2.6 NIp

In this phase we classified each article using 5 different binary classifiers namely

1. Naive Bayes,

2. MultinomialNB,

3. BernoulliNB,

4. LogisticRegression, and
5. LinearSVC

and assigned a sentiment to the article using majority voting scheme.

2.7 Training Data for Sentiment Labeling

We use the known positive words and negative words to train our classifier models.
short_pos = open(“trainning_files/positive.txt”,’r”, encoding="‘1s0-8859-1").read()
short_neg = open(“trainning_files/negative.txt”,’r”, encoding="is0-8859-1").read()
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Words associated with positive sentiment
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Words associated with negative sentiment
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We trained on 80% and tested on 20% of the data.

2.8 Verification and Testing

Let us consider the three sentences: “This article was rich, clear, willing, ingenuous,
attractive, sensational, and hot”

“This is the best marvelous, imaginative, and realistic one I have seen”

“This article was utter junk. There were absolutely O points. I don’t see what the
point was at all. Horrible essay, sucks” with the corresponding result shown above.

'pos’, 'pos’, 'pos’, 'pos’]
1= 0)
", 'pos’, 'pos’, 'pos’, 'pos’]

'neg’, 'neg', 'neg', 'neg']

We applied this to entire document and for each document we tabulate the sentiment
generated by the 5 classifiers as shown.

3 Result Analysis

‘We achieved an accuracy of 72% we got based on 80/20 split across the 5 classifiers as
shown below
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Original Naive Bayes model accuracy percent: 72.16494845360825
Most Informative Features
free = True pos : neg
clear = True pos : neg
famous = True pos : neg
best = True pos : neg
safe = True pos : neg
sharp = True pos : neg
effective = True pos : neg
attractive = True pos : neg
equivocal = True pos : neg
static = True pos : neg
noble = True pos : neg
sensational = True pos : neg
envious = True pos : neg
willing = True pos : neg
creative = True
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each classof s average calculating time in sec:

0.001841174 0485, 0.00219170 00262, ©.001 00275063 ]
LogisticRegression_classifier accuracy percent: 72.38586156111928
LinearSVC_classifier accuracy percent: 72.82768777614137
MNB_classifier accuracy percent: 72.60677466863034

BernoulliNB classifier accuracy percent: 72.23858615611192

In the table below, the average executing time (around 16800 .txt files) and the
accuracy achieved for each classifier is presented:

Classifier NB MultiNB BinaryNB Logistic SvC
Accuracy percentage 72.16% 72.61% 72.24% 72.38% 72.83%
Executing time 0.00639 0.00191 0.00184 0.00219 0.00177

4 Visualization

Below we show number of positive/negative articles for CNN and Guardian for the entire
period.

CNN articles @ positve (D negtive =
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Sentiment analysis results of ten years.

4.1 Yearly Sentiment

In each year, the blue represents negative articles and the red represents positive.
We count the neg/pos articles in each month and we present the monthly neg/pos
article count for all of 2019, using barcharts.

2019 CNN articles analysis 8 ostve @ regeivo
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4.2 Sentiment Trend
In addition, we visualize the trend

Positive Articles: 2278 (26.37%)

Negative Articles: 6362 (73.63%)
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Negative Articles: 1304 (38.22%)

Positive Articles: 2108 (61.78%)
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4.3 Production Deployment Urls

All work has been deployed using Microsoft Azure cloud and may be viewed here

1.

5

https://newsarticlessentimentanalysis.azurewebsites.net/api/sentiment_engine?
code=WXK9ko1U88HTfB30iOyFDsJIDGpAa6JAuzLRjCNNkRoPInQNUgA
SKw==&name=web.htm
http://newsarticlessentimentanalysis.azurewebsites.net/api/sentiment_engine?
code=WXK9ko1U88HTrfB30iOyFDsJIDGpAa6JAuzLRjCNNkRoPInQNUgqA
SKw==&name=comparison.html
http://newsarticlessentimentanalysis.azurewebsites.net/api/sentiment_engine?
code=WXK9ko1U88HTrfB30iOyFDsIDGpAa6JAuzLRjCNNkRoPInQNUqA
SKw==&name=fancy.html
http://newsarticlessentimentanalysis.azurewebsites.net/api/sentiment_engine?
code=WXK9ko1U88HTrfB30iOyFDsIDGpAa6JAuzLRjCNNkRoPInQNUgqA
SKw==&name=posvsneg.html

Conclusions

We find no discernible change in the positive/negative sentiment for CNN and Guardian
as one would expect. We are actively seeking data to conduct additional experiments.
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