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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

The HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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Towards Conversational E-Government

An Experts’ Perspective on Requirements
and Opportunities of Voice-Based Citizen Services

Matthias Baldauf(B) and Hans-Dieter Zimmermann

FHS St. Gallen University of Applied Sciences,
Rosenbergstrasse 59, 9001 St. Gallen, Switzerland

{matthias.baldauf,hans-dieter.zimmermann}@fhsg.ch

Abstract. While chatbots are an increasingly applied new channel for
government services, voice-based citizen services and corresponding sci-
entific knowledge on their requirements and design are still scarce. In
order to pave the way for prospective conversational e-government ser-
vices for voice assistants, we conducted five semi-structured expert inter-
views with government representatives experienced with e-government
issues as well as engineering and design experts familiar with voice inter-
faces. We analyzed their responses on relevant topics such as accessi-
bility, authentication, data protection and open government data and
APIs, as well as collected their rich application ideas for a first genera-
tion of voice-based citizen services. Based on these results, we derived a
set of implications and considerations for both providing the fundamen-
tals as well as designing and implementing conversational e-government
services.

Keywords: Conversational interface · Conversational government ·
Chatbot · Voice assistant

1 Introduction

In the last few years, so-called conversational interfaces have reached the mass-
market. They enable users to interact with their smartphones and other ubiqui-
tous devices such as connected loudspeakers in a natural way to obtain informa-
tion, access Web services, and issue commands (cf. [11]). They appear in form of
chatbots (chatting robot) supporting written requests and voice assistants under-
standing voice commands, both utilizing the potential of artificial intelligence.
Accordingly, conversational interfaces provide intuitive natural language-based
human-computer interfaces. Although the technology and respective applications
are still in their infancy, there are numerous applications being implemented,
especially in the business world, where the term “conversational commerce”
already was coined [17]. For example, users can apply chatbots to book and
check in for flights or to get product recommendations.

In the case of voice assistants, numerous custom extensions are available for
either Amazon’s Alexa or Google Assistant, usable either on dedicated devices
c© Springer Nature Switzerland AG 2020
F. F.-H. Nah and K. Siau (Eds.): HCII 2020, LNCS 12204, pp. 3–14, 2020.
https://doi.org/10.1007/978-3-030-50341-3_1
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or just regular smartphones. Recently, it was reported that merely in Q3 2019
more than 28 million so-called “smartspeakers” have been sold globally [4].

As conversational interfaces use natural language to interact with applica-
tions, it can be hypothesized that interaction barriers will be lowered, with
great potential also for citizen services. The Open Government movement aims,
among others, at improving engagement of citizens in public sector activities
and, thus, to focus on more citizen-centric service offerings. Key issues of Open
Government are transparency, participation, collaboration, to generate partici-
patory and collaborative dialogue [18]. Therefore, conversational interfaces for
e-government services can be understood as part of corresponding multichannel
strategies (see [9,10]). Only recently, the UK government has launched a voice-
based service for Alexa and Google Assistant to make information access easier
for citizens [6] – one of the first appearances of publicly available “conversational
government” services.

In this paper we focus on voice-based conversational interfaces and aim to
identify and to analyze the requirements for designing and implementing useful
and user-accepted voice-based citizen services. Following a short summary on
existing related findings from literature, we present the results of five semi-
structured expert interviews with government representatives experienced with
e-government issues as well as engineering and design experts familiar with voice
interfaces. Based on the corresponding results, the contribution of this paper
includes a first set of implications for enabling voice-based e-government services
as well as several ideas for suitable first applications, both from an experts’
perspective.

2 Related Work

Whereas so-called chatbots offering e-government services can be found in prac-
tice in the meantime, voice-based services are not yet deployed broadly, if at
all. We hardly have scholarly knowledge about experiences or requirements of
voice based governmental services, especially from a non-technical perspective.
There is some literature available addressing conversational interfaces in the
e-government context from the perspective of deploying artificial intelligence
(e.g., [2,12]. Furthermore, technical, design, as well as linguistic challenges have
been addressed in prior research (e.g., [1,3]). Issues such as the citizen’s or public
authority’s perspective including multi- or cross-channel or process integration
issues or legal/regulatory issues have hardly been addressed so far. In a com-
prehensive literature study, Madsen and Hofmann investigated the literature of
multichannel management in the public sector [9], but aspects of requirements
for any channel have not been subject to any of the identified papers at all.

As one of a few papers Lindgren and Jansson [8] take a more broad, interdis-
ciplinary perspective and propose a conceptual framework for public e-services.
Three dimensions of public e-services have been defined, which are “Public”,
“e-”, and “Services”. Several characteristics for each of the dimensions have
been identified; they could be interpreted as success factors or requirements
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for respective services. These are, among others: need to ensure comprehensive
legal framework with different degrees of discretion (dimension public), a techni-
cal artifact, constituted of Internet-based technology, some degree of interaction,
connections to other information systems, e.g., back-office systems (e-dimension),
or service as a process must be perceived as a process in which value is co-created
by consumer and supplier (services dimension). Hence, studying the dimensions
including their identified characteristics and adopting them might be a start-
ing point to derive more concrete requirement for conversational e-government
services.

Beyond the public sector, conversational interfaces are being used more
widely in the business domain where the term “conversational commerce” has
been established already. But although there are several systems implemented
facilitating consumers’ interaction with suppliers, e.g., such as product search or
flight check in, there is not a rich body of research literature available either. In
a rather recent study, the authors present an exploratory study on customers’
perception of conversational commerce [17]. Applying a broad perspective, the
study reveals opportunities, challenges, as well as process implications of con-
versational commerce and provides a comprehensive framework. Therefore, also
the knowledge about conversational commerce might provide a further start-
ing point for developing criteria for a successful development of conversational
government services.

In summary, there is hardly any scholarly literature available addressing
voice-based citizen services, their requirements beyond technical aspects nor
challenges and opportunities. Issues such as the citizen’s or government author-
ity’s perspective including cross- or multi-channel or process integrations or
legal/regulatory issues are missing in the literature so far.

3 Method

To learn more about potential requirements, challenges and opportunities of
voice-based citizen services, we conducted a set of expert interviews in Switzer-
land. We deliberately focused this early investigation on government representa-
tives with knowledge on (e-)government services and processes as well as senior
staff of technology companies experienced in realizing voice interfaces and ser-
vices. We outline our plans for studying and integrating requirements from a
citizen perspective in the final section of this work.

Table 1 gives an overview about the interviewed participants: P1, P2, and P3
were government representatives on different governmental levels (city, province,
state), each one with several years of experience in public service and respon-
sible for e-government matters. P4 and P5 were experts with engineering and
design backgrounds. Both have been holding leading positions in several projects
involving voice interfaces.

Each interview with the participants was conducted by two researchers. They
kicked-off the conversation with a short introduction on the recent state-of-the-
art of voice assistants and asked for the interviewee’s knowledge level to consider
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it during the interview. The actual interviews were semi-structured following a
guideline with central questions. These addressed opportunities for facilitating
access to e-government services as well as requirements and challenges, e.g. from
a technical, legal, or organizational perspective. Furthermore, we asked them for
potential application fields and concrete ideas for voice-based citizen services.

The interviews took between 60 and 90 min and were conducted between
April and June 2019. Both researchers took notes on the interviewees’ comments.
Additionally, the interviews were audio-recorded on a smartphone for later analy-
sis. During post-study analysis, we identified common themes in the interviewees’
responses and clustered related statements into requirement groups.

Table 1. Participants of the expert interviews.

Id Job Institution

P1 Chief digital officer City government

P2 Group leader service development Federal chancellery

P3 Head E-government Province government

P4 Software project manager Digital agency

P5 Innovation manager Software company

4 Results

In the following, we report on the results of the expert interviews. First, we
report on collected requirements of voice-based government services, then we
outline application ideas generated by the participants.

4.1 Requirements

This section summarizes and groups participants’ statements regarding overall
requirements.

Design of (Governmental) Voice Interfaces. The interviewees with expe-
rience in implementing voice-based services, P4 and P5, advised to consider
humans’ cognitive limitations when designing a voice interface. Both empha-
sized the importance of short, precise answers of a respective voice assistant for
governmental purposes. P4 mentioned a certain fatigue of users of voice assis-
tants, when dialogues are lengthy and require more than three consequent user
requests.

P5 recommended designing a voice assistance service for integration in a
user’s routines. An example is a weather forecast for the day, often used in the
morning during having breakfast. He noted that many governmental services, in
contrast, address non-routine, irregular tasks. For example, reporting a change of



Towards Conversational E-Government 7

residence to the local registration office is a relatively rare event. Several simpler
tasks such as accessing information on governmental services (e.g., opening hours
of a governmental office) can be solved by popular voice assistants without any
custom extension, since this information is available on the authorities’ official
Web pages and can be found through a Web search.

P3 emphasized that a voice assistant for governmental services should provide
functionality beyond information access. As examples he mentioned pro-active
notifications by a respective assistant, such as suitable context-aware reminders
for dates of the carbage collection. Additionally, he considered hedonistic aspects
very important: “Such a voice assistant must provide added value for the citizens,
yet, at the same time, should be fun to use”.

Accessibility. Based on experiences from prior e-government projects, P4 men-
tioned an important requirement of respective digital citizen services: Accessi-
bility. In contrast to other applications, such services must be usable by as many
user groups as possible to not exclude citizen minorities.

Authentication. The need for an authentication of the user became evident
for several advanced e-government services involving privacy-critical informa-
tion. P5 elaborated on recent technical possibilities to realize user authentica-
tion for voice-based services: One factor authentication methods include speaker
recognition (solely relying on voice characteristics) as well as a password-style
method involving a private pin. For example, purchases via Amazon Alexa can
be confirmed by saying a self-defined four-digit pin code.

Alternative two-factor authentication techniques make use of the user’s per-
sonal device. When an authentication is required, the voice assistant notifies the
user’s smartphone. Using a typical push notification, a custom authentication
app then shows a respective prompt for the user to confirm the authentication
request. This may either be realized by a push notification or, according to P5,
by audible or non-audible sound signals sent by the voice assistant and detected
by the smartphone app to ensure the physical proximity of the device (and its
owner, respectively).

P1 related to the authentication mechanism implemented in a chatbot for
governmental services. Therein, a user may identify herself using her personal
tax reference number. P1 considered this solution sufficient for several govern-
mental services, since “the potential for abuse is very limited”. He notes, that
several additional security measures can be implemented which do not make
authentication harder for the user. For example, ordering official documents such
as a tax report may only be allowed once per month. In addition, “automated
misuse of these services must be prevented”, P1 emphasized.

P2 confirmed this approach and claims “a simple, low-threshold solution for
the user” too. Potential errors should be rather corrected later by withdrawal,
for example.
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As authentication proofs the real identity of a user, here the citizen, the
described technologies can be used as well for a weaker identification. Here, a
certain identity can be proofed which not necessarily has to be the true identity
of the citizen.

User-Perceived Security. Furthermore, P2 argued for a user-centered inves-
tigation of security measures for voice-based citizen services. Since there are
currently no such services offered in Switzerland, there is no validated knowl-
edge on how strong respective identification and security measures need and are
expected to be. “Maybe citizens do not consider their government data that
sensible?”, he added.

P5 mentioned a related user-oriented security aspect of future voice-based
services: “How can a voice assistant communicate that its user is authenticated,
or a secure connection has been established?” The acceptance of advanced voice-
based services may depend on the citizen’s trust in a respective voice assistant,
he added.

P1 reported on related requirements regarding a recently launched chatbot
offering governmental services. To protect personal data, user sessions are reset
after 30 min. All entered data are then cleared and the user informed, respec-
tively. He concluded that also a voice assistant must provide such functionality
and clearly communicate its behavior.

Processing Privacy-Relevant Information. The handling and protection
of privacy-relevant information was a central topic in several interviews. After
having detected a wake-up word (“Ok, Google!”, e.g.) locally, today’ popular
voice assistants such as Alexa and Google Assistant send the users’ utterances to
remote data centers for analyzing and understanding the content. For example,
P2 considered data protection “a major challenge”.

While P5 noted that Google and Microsoft are about to build local data
centers (especially for cloud-provided office software), P4 emphasized that these
companies do not guarantee any specific location for processing collected voice
data. He further noted that users need to consent that their voice data can be
used for training purposes before they are able to use Alexa, for example. In a
similar vein, users of a conversational government service on a mass-market voice
assistant must be made aware again, that their voice data may be analyzed in
global data centers and be used for other purposes—out of scope of the authority
providing the service. P5 mentioned the availability of alternative voice assistants
that can be installed on own hardware and process data only locally. Yet, he
considered such assistants currently not suitable to reach citizens on a large
scale.

Robustness of Speech Recognition. To ensure best recognition rates and
successful voice-based services, P4 recommended implementing highly structured
use cases. He mentioned the example of a mobile app for national public trans-
port: When planning a route, the starting point and destination can be spoken,
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instead of cumbersomely typed in. Due to the limited vocabulary, the stops can
even be spoken in vernacular language (due to a tailored speech recognition
engine).

While talking about the quality of today’s speech recognition, we asked the
interviewees on how important they estimated the support of vernacular lan-
guage for the acceptance of voice-based citizen services. While P4 considered
understanding vernacular language as a crucial requirement for the citizens’
acceptance, the remaining interviewees held another opinion. P5 attributed a
minor relevance, since “speaking standard language can be expected for bank
and governmental services”. He added, that, based on his experience with voice
services, “about 70% of vernacular utterances are correctly recognized by the big
players”, anyway. P1 and P3 agreed that, in a first step, offering conversational
services supporting vernacular language is not relevant. P1 emphasized that not
vernacular but standard language is the administrative language. Additionally,
P4 pointed out, that e-government services in many cases might involve several
special terms, mass-market voice assistants might have trouble understanding.
As consequence, respective services should be designed to not rely on the recog-
nition of such rare terms.

Governmental Processes and Culture. All interviewees agreed that the dig-
italization of governmental processes poses special requirements. P4 mentioned
the complexity of several core processes, partly resulting from rigid authority
structures having evolved over long periods of time. Based on own experiences,
P4 recommended reconsidering a governmental process before offering a related
voice-based service.

P2 noted that advanced digital citizen services such as voice-based services
provide a major paradigm shift for governments and their processes: Instead of
citizens visiting a governmental office, sophisticated digital services approach the
citizens.

P3 also addressed the governmental culture and mentioned potential reser-
vations of civil servants. Especially the topic of “big data” and publishing gov-
ernmental data sets in form of “open government data” are seen critical due to
data protection concerns, according to P3.

Technical Implementation and Integration. Regarding the technical imple-
mentation of voice-based citizen services, P3 held the view that governments
should not take the lead. Instead, third parties should be motivated to create
respective citizen-oriented services based on open government data.

To realize more sophisticated interactive services beyond information access
and to initiate governmental processes through third party applications, respec-
tive APIs (Application Programming Interface) are required. However, such
“Open Government APIs” (in analogy to recently emerging Open Banking APIs,
e.g.) are still a vision. None of the authorities of the interviewed governmental
employees P1, P2, and P3 currently offers such publicly accessible service inter-
faces.
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4.2 Application Ideas

During our interviews, the participants generated various ideas for voice-based
governmental services. In the following, we shortly outline application ideas men-
tioned by several interviewees including some thoughts regarding their imple-
mentation.

Requesting Official Documents. From time to time citizens need to provide
official documents such as a statement from the debt collection register, criminal
records, parking permit, or residence certificates to apply for a visa or a job, e.g.
Requesting such a document could be implemented through a rather simple
dialogue. But as most of the documents contain very personal information the
core requirement is an authentication of the user as a precondition to provide
the service. Furthermore, it can be assumed that some municipalities will not
allow to leave these data the country which has an implication of which voice
platforms can be utilized. In addition, these documents are subject to charges
which constitute another challenge.

Reporting Damages. Many cities offer Websites and apps to report dam-
ages to public infrastructures such as potholes and broken street lights (“Fix
my Street”, e.g.), etc., but also to report general complaints or even to collect
citizens’ ideas. A low-threshold voice-enabled interface could motivate citizens
to report incidences even more. Although an authentication is not needed some
kind of identification (maybe optional) would be helpful to prevent false reports
but also to enable further communication and follow up with the user, e.g., to
ask for more details or to give feedback to the user. A challenge would be the
issue of exact localization of the incident to be reported. Whereas voice-enabled
services used on smartphones may make use of the device’s localization capabil-
ities, using a smart speaker, which is located usually at home, would need some
further functionalities to capture the location of a reported damage, in case it is
needed.

Information Retrieval and Calculator. Another area of potential applica-
tions could be the retrieval of information and, in addition, a calculator. Relevant
information for citizens is any information offered by a community which is rel-
evant to citizens, e.g., tax related information, responsibilities for certain issues
within an administration, poll and election related information, etc. A further
area of application to think about could be to use voice-enabled services to access
open government data repositories.

In case a citizen wants to or has to determine whether he or she is eligible
for a certain service, such as reduction of health insurance rates, a calculator
could be offered. Such a calculator, known from related Websites, could guide a
user through the application and ask for the respective information and finally
present the result to the user via voice output.
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Similar services have been implemented as a chatbot already. Authentication
or identification might not be needed for these kinds of services, nevertheless, it
might be helpful to store data and/or results to follow up on a case online or
in direct interaction with people from administration which would require some
kind of identification or even authentication. A challenge might be the limitations
of speech recognition as users articulate their concerns in many different forms
of verbalization.

Reminders. One possible field of application identified is a city’s calendar for
garbage and waste paper collection. In this specific case of a city, the collection
plan has a certain structure and is defined per year but contains irregularities
because of holidays and other circumstances. Thus, citizens need to consult a
source of information to find out the respective date. Today, this is solved via
paper-based information sheets as well through an online e-government applica-
tion which is also available as a mobile app. As these data are (rather) static
and publicly available anyway and as there is no need for integrating the process
into existing administration applications and also further functionalities such as
authentication or payment is not necessary, but on the other hand this infor-
mation are needed by citizens throughout the year, this case is a candidate for
first conversational e-government service. Related generic reminder applications
are available for Amazon’s Alexa assistant, e.g., yet require the user to import
calendar data assuming certain technical skills.

Relocation Assistant. In case citizens plan to relocate within or between
cities, several public services have to be involved. For citizens it may be a chal-
lenge to identify all services and to contact them in time. Therefore, a relocation
assistant could guide a citizen through the relocation process. The service not
only could provide necessary information about what, when, and who, but also
could remind people of tasks and deadlines. Of course, this service is rather com-
plex and needs several functionalities already discussed, such as authentication
of the citizen, in case the service should support issues such as registering a
change of address, payment, full integration into administration’s services, and
others. Furthermore, it has to be defined as one channel of a multi-channel strat-
egy; here, the voice assisted service can be understood as a further touchpoint
to support the citizen along the so-called citizen journey [14]. This kind of voice-
supported assistant could also be applicable to other domains of governmental
services, e.g., in the areas of unemployment benefits or building applications.

5 Discussion and Implications

In our discussion, we derive implications for paving the way for and designing
and implementing voice-based citizen services.
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Providing Government Data and APIs. All three involved government
representatives expected to see the development of voice-based citizen services
by third parties, not by public institutions. Given the required special skills
and the efforts for providing respective services for several different voice plat-
forms, such an open innovation approach seems reasonable. Lots of municipal-
ities started Open Data initiatives and published remarkable amounts of data
sets (mainly resulting in mobile apps). Open Government Data also provide the
base for prospective voice-based citizen services facilitating information access
(cf. [15]). However, to enable the development of advanced interactive services,
third parties need to be allowed triggering and initiating government processes.
Corresponding Open Government APIs seem a crucial building block to boost
the creation of more future powerful voice-based citizen services.

Selecting Suitable Citizen Services. The design of convenient user-accepted
voice interfaces involves several challenges (cf. [7]). Since audio feedback is non-
persistent and it is harder to communicate the state of a current process than in a
graphical user interface, the length of a conversation with a voice assistant should
be limited. Regarding the use case, voice-based services work well when they can
be integrated into people’s daily routines (typically while performing another
primary activity). Many government services seem to have an opposite character.
E.g., filling in a complex tax form is time-consuming, needs the person’s entire
attention and is done rarely (and in long periods).

We conclude that, first, citizen services for voice assistants need to be care-
fully selected regarding their complexity and periodical usage to provide true sus-
tainable value. Second, several government services might need to be rethought
on the path to truly citizen-oriented e-government services. Similar as traditional
government processes were optimized for today’s e-government Web portals, a
related step seems necessary for offering advanced complex government services
via voice assistants.

Ensuring Accessibility. While voice-based services provide great potential
for blind people, government services provided via a voice assistant obviously
exclude deaf and dumb citizens. In order to ensure overall accessibility, voice-
based citizen services should not cover fundamental or critical government pro-
cesses or rather complete alternative channels such as a Web platform.

Convenience over Strong Authentication. Advanced personalized citi-
zen services will require authenticating the current user, obviously. Providing
a simple, yet strong authentication for shared voice assistants is still a chal-
lenge. Recent approaches (e.g. [5]) rely on multi-factor authentication involving
a mobile device. However, the requirement of installing an additional custom
authentication app on the smartphone may hamper the acceptance of respective
voice-based services. The government representatives agreed that there might not
be the need for technically strong authentication, since either the consequences
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of a misuse are limited or government processes provide corrective means, such as
the later withdrawal of an illegitimately obtained document, for example. They
all recommended to focus on the convenience and good usability of respective
services during design.

Considering Privacy-Relevant Data. Currently, it cannot be expected that
mass-market voice assistants will ensure a certain location for remotely pro-
cessing speech samples. Therefore, the respective privacy and data protection
regulations cannot be confirmed during the deployment and installation of the
actual voice service – what should be considered for citizen services involving
privacy-relevant data. While Google announced offline support for their voice
assistant only recently [16], the impact on custom extensions is not clear yet.

6 Conclusion and Outlook

In this paper, we investigated requirements and opportunities of voice-based cit-
izen services in order to pave the way for a next generation of digital government
services: conversational e-government. We reported on the results of five expert
interviews with government representatives experienced with digital citizen ser-
vices as well as senior staff of technology companies familiar with realizing voice
interfaces and services. We found that the foundations to develop and imple-
ment voice-based citizen services are still rather undecided in many respects. For
example, authentication for conversational e-government as well as the investiga-
tion of related privacy concerns require further investigation (extending existing
trust models for conversational interfaces, e.g. [13]). Based on the interviewees’
responses and assessments, we derived several implications as first requirements
and considerations from an expert perspective.

The above presented results have been derived from interviews as well as
from literature. Based on the findings, we will pursue future activities: First, the
citizen perspective shall be investigated following a mixed methods approach. We
plan to study citizens’ perception, acceptance, as well as requirements in focus
groups and an online survey. Second, prototypes of voice-based citizen services
shall be developed to demonstrate possible functionalities, study their acceptance
and derive concrete design guidelines for the conversational e-government.
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Abstract. Community-based open innovation platforms offer a promising app-
roach to use the collective intelligence of target groups as a knowledge resource
in product development processes. Their success depends on how such platforms
can be designed in a user-centric way. This requires the consideration of factors
such as communicative usability and sociability.

In a study, the interaction between users when submitting ideas and comment-
ing on ideas on an innovation platform was investigated. The analysis provides
indications of usage strategies that encourage or discourage collaboration between
users to further develop ideas. Guidelines for user interaction (code of conduct)
and for the usable design of community-based innovation platforms are derived
from the findings.

Keywords: Community-based open innovation platforms · Usability ·
Sociability

1 Introduction

Today’s information society is characterized by a multitude of technological advances
that enable innovative products and services for end users. Many innovation projects,
however, do not take actual customer needs sufficiently into account: In the innovation
process, customers often play a purely recipient role without co-determination rights –
products are developed for the target group, not in cooperation with it, which causes
product launches on the market to fail [1]. However, innovations are essential for the
competitiveness of companies, especially in a dynamic competitive environment [2].
Knowledge is the central prerequisite for the development of innovations [3]. The knowl-
edge of customers allows conclusions to be drawn as to whether a product idea offers
added value for a target group. However, such knowledge of customer needs can only
be gained through dialogue with the target group [4].

The open innovation approach makes such knowledge of target groups usable for
the development of products and services: the collective intelligence of (potential) cus-
tomers serves as a knowledge resource in product development processes. Open inno-
vation methods such as community-based innovation platforms motivate customers to
submit, comment, rate and collaboratively develop innovative proposals online in Web
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2.0 environments within a limited time frame [5]. In view of the Grand HCI Chal-
lenge “Learning and Creativity” [6], community-based innovation platforms represent
a promising opportunity for users to gain knowledge and develop new or unusual ideas
with others.

From a business point of view, these innovation methods have a high potential for
obtaining target group-specific knowledge in high quality and quantity: From user-
generated contributions, information on needs and corresponding solutions as well as
trends in terms of design preferences can be derived. The successful application of the
method depends significantly on how it is possible to design the platforms in a customer-
centered way: The more users submit ideas and improve existing ideas according to the
principle of co-creation, the higher the output of generated need and solution informa-
tion. The successful implementation of open innovation platforms therefore requires a
high level of platformusability on the one hand and high-quality social interaction (socia-
bility) on the other. Research on open innovation, which is predominantly economic in
nature, hardly deals with these questions.

In a study on one community-based innovation platform user interaction via com-
menting was analyzed. The analysis of the commentary sequences makes it possible
to obtain indications of interaction problems and corresponding requirements for the
usability and sociability of open innovation platforms.

The study focuses on three research questions:

1. Quantitatively: At which points in time during the life of an innovation platform
do users participate with contributions (idea submissions, comments, ratings)? How
extensive are discussions between users (length of chains of related comments)?

2. Qualitatively: For what purposes are idea comments used?Which types of comments
promote co-creation and sociability, which ones hinder both aspects?

3. Quantitatively and qualitatively: Which challenges of platform and community
design can be identified from the contributions on the platforms?

The results are discussed in terms of requirements for the design quality of
community-based innovation platforms – both from the perspective of (communicative)
usability and sociability.

2 Theoretical Background

2.1 Co-creation Online

Co-creation is defined as “[…] any act of collective creativity, i.e. creativity that is shared
by two or more people.” [8]. According to this approach, users jointly develop existing
products incrementally: Eachparticipant contributes to a commonpool of knowledge that
wouldnot arise as apublicgoodunder amarket institutionalization [9] and initiates further
improvements by other participants. Co-creation thus enables amulti-perspective viewof
the subject matter [10] and continuous optimization of content in iterative cycles [11].

Participation in co-creation processes requires extensive domain knowledge, dedica-
tion and motivation [8]. Users invest such a high level of effort due to various incentives,
which Füller [12] divides into four categories: Rewards (e.g.: material prizes), needs
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(e.g.: prospect of implementing an idea), curiosity (e.g.: pleasure in new challenges) and
intrinsic motives (e.g.: participation in the product development process).

Collaboration between customers according to the principle of co-creation is mainly
written and internet-based using web-based writing technologies [13]. Rowley et al.
[14] describe how users of online product forums use web-based writing technologies to
collaboratively generate content: Users publish suggestions for improvement in the form
of comments on existing products. Other users, in turn, continuously publish comments
inwhich they take up and develop the initial suggestion for improvement. Rapid feedback
from users on published contributions is the basis for this type of co-creation [13]. For
companies, such user-generated improvements of idea descriptions submitted by other
users represent a high added value: On the one hand, idea proposals are more elaborated
in thisway and theirmarketability is increased, on the other hand, companies can forecast
market acceptance based on user feedback.

2.2 The Design of Community-Based Open Innovation Platforms

Open innovation refers to the targeted use of incoming and outflowing knowledge to
promote internal innovation and to expand markets for the external exploitation of inno-
vation [15]. Open innovation platforms are one method of achieving this goal. On such
platforms, companies ask customers for structured input of topic-related suggestions for
improvement and ideas [9]. Community-based open innovation platforms aim at estab-
lishing a predominantly hedonically oriented innovation community. Such communities
consist of groups of end consumers who voluntarily develop improvements to existing
or completely innovative products [16].

The collaborative development of innovations is enabled by community functions
(comment function, news function, tagging, integration of social media such as Twitter
feeds). Some of the community-based competitions offer co-development functions that
allowco-authoring in the productionof content [5]. In innovation communities, both need
information and solution information can be collected at various stages of development,
from brief descriptions to fully implemented prototypes [17].

The literature on methods of open innovation, which is mainly based on economic
science, only occasionally mentions design requirements for community-based open
innovation platforms. The requirements are directed towards the evaluation of ideas, the
retention of users and the development of a community.

Evaluation of Ideas: Open innovation platforms should offer conventional evaluation
functions (e.g. voting or ranking) which users can use without explanations or help [18].

User Loyalty: Users should be motivated to visit open innovation platforms frequently
and to stay on the platform for a longer period of time per visit - corresponding incentives
are created by functions such as ranking lists, announcements of new ideas in competition
via app or the connection of social media such as Facebook or Twitter [19].

Community Development: Requirements for the design of community-based open inno-
vation platforms aim to give users the impression of being part of a community of innova-
tors with expertise in a common field. Such an innovation community can be established
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in particular through the use of community functions, such as chat functions, user profiles
or discussion forums. Submitted ideas should be able to be recommended and evaluated
using community functions [19].

The requirements described are mostly limited to the naming of functions that are
to be implemented in innovation platforms. With regard to the design of functions, it
is assumed that users adapt their actions to the characteristics of the platforms [20]:
Users are assumed to familiarize themselves with open innovation platforms if they
have sufficient interest in the task to be solved and the subject area and thus qualify for
participation in innovation activities (self-selection). Users are expected to use strategies
such as trial and error to learn applications. According to vonHippel [20], the usability of
open innovation platforms is guaranteed if users can participate even with little domain-
related knowledge. Such approaches lack design requirements that consider the actual
needs of users.

2.3 Communicative Usability

Usability is an essential criterion in the design, implementation and optimization of
electronic applications. The field of usability research is significantly influenced by dis-
ciplines such as psychology, technical subjects and ergonomics. The definition of what
is meant by usability varies in part depending on the subject. Shackel [21], for exam-
ple, defines usability as the interaction of efficiency, effectiveness and user satisfaction.
Nielsen [22] names six design criteria for usable websites: Hypertexts should be easy
to learn, memorable, error-free as well as pleasant and efficient to use. However, such
definitions often do not consider linguistic-communicative aspects of system design [23,
24]. Jakobs combines both aspects in her approach to communicative usability. Com-
municative usability focuses on the question how linguistic and semiotic means can
contribute to making the dialogue between humans and technical artefact transparent,
trouble-free and enjoyable. The approach is based on action theory and focuses on com-
municative modes (as the most important modality for the exchange between user and
machine), superordinate action contexts (e.g., how the communicative design supports
goal hierarchies of users), action contexts (e.g., does the design consider domain-specific
or socio-cultural conditions) as well as the interplay of content, interface and aids.

2.4 Sociability

Sociability is a concept developed by Preece [25, 26] to evaluate the success of online
communities. It records the quality of interaction between users in online communities
in relation to the components purpose, users and guidelines. The purpose of a community
is described as the common focus of all members on a topic, a need, information, offer
or support; it embodies for each member the reason for participating in the community.
Users are considered in terms of their role in the interaction, examples of roles are
Leader, protagonist, entertainer or moderator. Regarding community guidelines, two
types of guidelines are considered according to their implicitness: Informal rules based
on a common language and common standards that guide social interaction and formal
rules that are laid down in registration guidelines or codes of conduct.
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According to Preece [27], sociability can be evaluated and promoted. It distinguishes
between purpose and user-related criteria. Purpose-related criteria include the number of
messages sent, interactivity, reciprocity and the quality of user-generated contributions.
Preece describes the criteria as follows:

• The number of messages sent reflects the commitment of the members and is an
indication of the extent to which the community fulfils its purpose.

• Interactivity is measured by the number of comments posted by users in response to
a topic.

• Reciprocity refers to the ratio in which users accept support from the community and
make contributions themselves. An example of reciprocity is the number of questions
a user asks in a community in relation to the answers he or she publishes to questions
from other users.

• The quality of contributions is measured by the length and the style of wording of
the contributions. The quality of contributions can be made visible by providing
community members with a function for rating comments.

The number of community members is perceived as user-related success criterion
for sociability. The success of policies within a community can be determined by the
extent of rude and offensive comments. The trustworthiness of members is measured by
the number of exclusions from the community due to inappropriate behavior.

An essential statement of the sociability approach is that the way the interactors
behave is influenced by the design of the interaction environment. Sociability therefore
requires the careful design of the functions and framework conditions through which
users can interact with each other. Initial design decisions - especially regarding guide-
lines for community use - must be continuously checked for suitability and adapted to
the needs of the users [27].

3 Methodology

3.1 Data Collection

Acommunity-based innovation platform focusing on the topic ofmobile communication
was selected for the study. The platform offers users the opportunity to enter ideas in a
limited time frame (platform lifetime: originally 64 days, after an extension at the end
of the first period 96 days in total) and comment on them using a simple web forms,
rate ideas by awarding them stars. The platform provides brief descriptions of the task,
but no rules of conduct. The ideas, idea comments and idea ratings were collected - the
entire corpus comprises 269 idea descriptions, 655 comments and 742 ratings.
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3.2 Data Preparation

The database was enriched by the publication dates of the idea descriptions, the relation-
ships between ideas and comments, and the relationships between ideas and ratings. In
addition, interrelated comments (based on direct references to the content or authors of
previous comments)were grouped into comment sequences. For each comment, the posi-
tion within the corresponding comment sequence was determined (depth of comment).
The lengths of the comment sequences were added to the database.

3.3 Data Analysis

The data analysis examined the chronological distribution of submissions, types of
comments and types of comment sequences.

Time Course of the Submissions: The ideas were sorted chronologically. The platform
duration was determined based on the start and end of the submission period and divided
into 20 segments (five percent steps). For each segment, the number of ideas published
during this period was determined as well as the number of associated comments and
ratings.

Types of Comments: Comment categories were inductively formed from the material in
a qualitative content analysis. The comments of the database were assigned to the cate-
gories by two annotators. Differing annotations and difficulties in assigning comments
were discussed and resolved. Problems that arise when using certain comment types
were annotated.

Types of Comment Sequences: Commentary sequences were qualitatively examined in
terms of their composition of comment types. The annotation was carried out in the same
way as the determination of the comment types. The comment sequence types were
qualitatively examined regarding their potential for promoting and reducing co-creation
and sociability.

4 Results

4.1 Frequency of Submissions

The results of the analysis show a discontinuous publication behavior of users. Many
ideas were submitted on a few individual days, and on the majority of all days no
or few ideas were submitted. Figure 1 shows the distribution of publications over time:
Significantly more ideas were submitted at the beginning, middle and especially towards
the end of the platform lifetime.
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Fig. 1. Distribution of ideas submitted during the lifetime of the platform.

The distribution of comments (see Fig. 2) and ratings (see Fig. 3) according to
submitted ideas shows that peaks of highly commented and rated ideas are located at
the beginning, the middle and the end of the platform lifetime.

Fig. 2. Distribution of comments submitted during the lifetime of the platform.
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Fig. 3. Distribution of ratings submitted during the lifetime of the platform.

An increased number of idea submissions leads to an immediate increase in com-
ments and ratings. Five measures appear to have a direct impact on user activity
(submission of ideas, comments and ratings):

• Advertising: Periods of high activity occur at times when the competition is actively
promoted on external websites (technology and news portals).

• Newsletter: Further influence is exerted by platform-internal calls for more partici-
pation by e-mail: Newsletters were sent to all platform users on two days during the
platform period. On both days, there was a significant increase in contributions.

• Submission deadlines: In the periods shortly before the two submission deadlines,
days with high user activity accumulate.

• Deadline extensions: After the announcement of the extension of the first submission
deadline, there was a brief increase in user activity.

• Mutually reinforcing user activity: In the middle of the platform period, 5 individual
users (possibly motivated by the platform’s advertising measures) began to comment
and evaluate ideas more intensively. These activities resulted in reactions from other
rather passive users.

Regarding the sequences of related comments, the frequency with which users com-
ment on the comments of other users was investigated (the frequency is measured in the
length of the comment sequences). The data analysis identified 118 comment sequences
consisting of 324 comments. The majority of all sequences consist of two to three
comments (see Table 1).
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Table 1. Distribution of comment sequences according to their length

Sequence length Amount (Percentage)

2 comments 74 (62,71%)

3 comments 27 (22,88%)

4 comments 8 (6,78%)

5 comments 3 (2,54%)

6 comments 3 (2,54%)

7 comments 1 (0,85%)

9 comments 1 (0,85%)

14 comments 1 (0,85%)

4.2 Contents of Comments

Users of the platform use comments to clarify difficulties in understanding ideas, to
negotiate the innovative content of ideas and to develop ideas further. Five main types of
comments were identified in the content analysis: Questions about ideas, endorsement
of ideas, criticism of ideas, suggestions for improvement of ideas, and author reactions.
The distribution of the comment types is shown in Table 2, the individual types are
described below.

Table 2. Distribution of comment types

Comment type Amount (Percentage)

Questions 74 (11,3%)

Endorsement 183 (27,94%)

Criticism 126 (19,24%)

Improvements 121 (18,47%)

Reactions to comments 151 (23,05%)

Questions about ideas: Users of the innovation platform address questions to the authors
of idea descriptions in order to obtain additional information for a better understanding
of the described idea. Questions refer to the target group (10.81% of all questions), the
functionality (71.62% of all questions) or design aspects (17.57% of all questions) of an
idea.

The question about the target group of an idea aims at two difficulties of understand-
ing: It is either unclear whether the idea is suitable for the target group as a whole. Other
questions relate to the usability of the idea for a subset of the target group with special
restrictions such as wearers of pacemakers.

Questions about the functionality of an idea result from inaccurate or incomplete
idea descriptions and aim at increasing the elaboration of an idea.
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Questions about the design implementation are asked in order to be able to understand
design decisions directed at the size, material, arrangement, color or shape of design
elements of an idea.

Endorsement: This category records positive comments on the ideas of others. One
third of all endorsements (31.15%) consist of a short praise (“Great idea!”) to which no
justification is added. The rest (68.85% of all ideas) are justified by

• listing advantages of the idea (19.13% of all endorsements),
• emphasizing individual aspects of the idea (15.3% of all endorsements),
• applying the idea to a practical situation (14.75% of all endorsements),
• positively highlighting the elaboration of the idea (13.66% of all endorsements)
and by

• comparing the idea with existing products (6% of all endorsements).

Justified endorsements highlight the innovative potential of an idea and provide other
users with arguments why an idea should be positively evaluated.

Listing of advantages: Some ideas are evaluated by simply listing advantages such as
ease of use, proximity to the target group or protection of the user’s health.

Highlighting of aspects: The commentator cites a single aspect or object from the idea
description as the reason for his or her positive perception.

Application to a practical situation: The commentator describes a recurring everyday
problem that could be solved by the idea and thus emphasizes its value.

Highlighting the elaboration: In several cases, the positive perception of ideas refers to
the idea description and added files such as images.

Comparison with existing products: The idea is compared to existing solutions and thus
exemplified as solution to issues of such products.

Criticism: Rejections are used to criticize ideas posted on the platform. A small minority
of rejections are not justified (2.14%of all rejections). Themajority of rejections (97.86%
of all rejections) are justified by

• questioning the feasibility of the idea (2.53% of all criticisms),
• criticizing the quality of the drafting of the idea description (5.06% of all criticisms)
• criticizing the idea as being too complex (5.39% of all criticisms),
• questioning the usefulness of the idea for the target group (8.23% of all criticisms),
• criticizing the usability of the idea (10.78% of all criticisms)
• pointing out that the idea already exists (65.87% of all criticisms)

Reasoned refusals reduce the perceived innovation potential of submitted ideas. In
the case of references to already existing ideas, the criticized idea submission is denied
any innovative potential - and thus the right to participate in the competition. Reasoned
rejections are explained below.
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Lack of feasibility of ideas: Commentators doubt whether the idea can be implemented
as a product.

Poor quality of drafting: Commentators criticize the quality of idea descriptions.

Lack of usefulness of ideas: Comments in this subcategory question whether an idea is
suitable for the target group.

Lack of usability of idea implementations: With comments in this subcategory users
criticize weaknesses in the usability of an idea implemented as a product.

Idea theft: The most frequent criticism of ideas is the accusation of adopting ideas on
the platform of already submitted ideas (59.42%) or existing products (40.58%). The
majority of the accusations (56.52%) are substantiated by stating a hyperlink leading to
similar ideas on the innovation platform or to articles of existing products.

Improvement suggestions for ideas: Suggestions for improvement help users discover
the potential for optimization of submitted ideas and support idea authors in improving
their submissions. Suggestions for improvement refer to

• the design of an idea (3.88% of all suggestions for improvement),
• alternative areas of application for an idea (4.3% of all suggestions for improve-
ment),

• improving the elaboration of an idea (12.3% of all suggestions for improvement),
• the technical implementation of an idea (32.79% of all improvement suggestions)
and

• the extension of an idea (46.72% of all improvement suggestions).

Suggestions for improvement are explained below.

Design suggestions: Design Suggestions focus on the visual appearance of the idea
implemented as a product - users use this sub-category of suggestions for improvement
to show possibilities for optimizing design aspects.

Suggestions for alternative areas of application: This subcategory of suggestions for
improvement indicates areas of application in which the idea could be used beneficially.

Elaboration suggestions:Comments in this subcategory showpossibilities for optimizing
an idea. They refer to the scope of the idea description, the creation of visualizations,
structuring as well as formulation hints. Notes on scope recommend a more detailed and
precise description of the entire idea or individual aspects. Recommendations for the
creation of visualizations guide authors as to the form (e.g. as a sketch) and tools (e.g.
image editing software) in which an idea can be visualized.

Proposals for technical implementation: Proposals for technical implementation refer
to the question of which technologies or mobile phone components can be used to
implement an idea as a product.

Extension suggestions: Users state possibilities how the benefit of ideas can be
increased by additional content, features or functions. Users often suggest combining
the commented idea with an idea they have submitted themselves.
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Reactions: Some of the comments are written by authors who explicitly address the
content of comments on their ideas. The majority of reactions can be assigned to one of
the four comment types described above (87.41%) - reactions mainly refer to rejection
of ideas (36.42% of all reactions) and questions (23.18% of all reactions), less frequently
to suggestions for improvement (15.89% of all reactions) and endorsements (11.92% of
all reactions). In addition, there is a sub-category of reactions criticizing the behavior
of users of the platform (12.58% of all reactions). Behavioral criticism refers to both
ratings of ideas and commentary content. Criticism of ratings is published when low
ratings are not justified with a comment or when rating and justification in the comment
do not match. Criticism of comment content refers to comments that are perceived as
inappropriate.

4.3 Comment Sequences

The distribution of the 118 commentary sequences among the four categories men-
tioned can be seen in Table 3. There is a clear majority of commentary episodes that
have a positive impact on user interaction (77.97% of all episodes). A minority of the
consequences have a negative impact (22.03% of all consequences). The categories are
explained below.

Table 3. Distribution of comment types

Comment sequence types Related to sociablity Related to co-creation

Promoting 56 (47.46%) 36 (30.51%)

Hindering 7 (5.93%) 19 (16.1%)

Sociability-promoting comment sequences: Sociability-enhancing discussions are dis-
cussions in which users express and negotiate positions on an idea. Such an exchange of
views enables the formation of a community on the innovation platform. There are three
reasons for this exchange of views: To clarify questions about an idea, to negotiate criti-
cismof an idea and to praise an idea. Themajority of these commentary sequences consist
of only two comments (76.79% of the sociability-promoting commentary sequences),
which are usually published on the platform at short intervals one after the other. Three-
part chains supplement the above-mentioned two-part chains by thanking for the reaction
to the first comment (63.64%), by a specification of the question asked at the beginning
(42.86%) or by an objection to the rejection of criticism of an idea (14.29%). The
only sequence comprising four comments begins with a question that is answered by the
author of the idea. The questioner finds the answer insufficient and specifies his question,
whereupon he receives a more precise answer from the author of the idea.

Sociability-hindering comment sequences: Sequences in which users accuse each other
of misconduct are an obstacle to the development of sociability. There are two conse-
quences: First, sociability-reducing consequences inhibit the perceived quality of social
interaction and second, they distract users from activities that generate profit for the
platform operator (evaluation and further development of ideas). Comment sequences
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in which users accuse each other of misconduct result from criticism of ideas as well
as from the accusation that the idea has been adopted. Such sequences are among the
longer consequences on the platform: 42.86% consist of three comments, 14.29% of
four comments, 42.86% of six comments. The accusation of misconduct represents a
serious damage to the reputation of the commentator – the need for clarification of the
accusation causes longer consequences of commentswhich, in contrast to other commen-
tary sequences, have an aggressive to offensive style of wording. Sociability-reducing
commentary sequences make it difficult to build trust between users.

Co-creation-promoting comment sequences: Comment sequences foster co-creation on
the innovation platform if users further develop collaboratively submitted ideas via
comments. The results show that improvements in ideas can result from endorsements
(5.56%of co-creation-supporting comment sequences), questions (8.33%of co-creation-
supporting comment sequences) or the accusation of idea theft (22.22% of co-creation-
supporting comment sequences). In the third case, the original idea is expanded in
response to the accusation of idea theft in order to distinguish it from the existing idea
or product. In the majority of all cases, an improvement proposal is submitted directly
without prior discussion (63.89%co-creation-promoting commentary sequences).Direct
suggestions for improvement lead to two different types of commentary sequences:
either one ormore endorsements of the improvement suggestion (27.78% of co-creation-
promoting comment sequences), or iterating suggestions for improvement (36.11% of
co-creation-promoting comment sequences).

Co-creation-related are among the longest commentary sequences on the innovation
platform: 50% of the episodes contain between three and fourteen comments. Espe-
cially relevant for co-creation on the innovation platform are iterative suggestions for
improvement: Optimizations of an idea are mutually improved by different users. In this
way, ideas are further developed by the community instead of by individual represen-
tatives of the community. However, suggestions for improvement are seldom added to
the idea descriptions: Only in 5.2% of all idea descriptions text passages were identified
which indicate revisions based on suggestions for improvement (usually starting with a
note (“To clarify:”, “Update:”, “Explained in more detail:”).

Co-creation-hindering comment sequences: Comment sequences impede or prevent co-
creation if suggestions for improvement of ideas are rejected by the author, if it is pointed
out to users that suggestions for improvement have already been submitted as ideas or if
accusations of adopting ideas are rejected. In the first two cases, no further suggestions
for improvement were submitted after the rejection of a suggestion for improvement –
the rejection of suggestions for improvement ends all interaction abruptly.Desired effects
such as iterating suggestions for improvement are thus prevented.

In the third case, the focus of user interaction shifts: Users no longer work together on
the further development of ideas, but act against each other to clarify the accusation of
idea theft. Discussions about the similarity of ideas or ideas and existing products are
not made usable for co-creation, e.g. by proposing extensions of the discussed idea that
would result in a significant difference to the objects of comparison. Instead of promoting
co-creation, discussions end in accusations of idea adoption.
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The discussion-interrupting effect of the three cases also indicates that commentary
sequences in this category are very short: 73.64% consist of only two comments, 10.53%
of three comments and 15.8% of four comments. Co-creation-reducing commentary
sequences make it difficult to build trust between users.

5 Discussion

5.1 Implications for the Design of Innovation Platforms Regarding
Communicative Usability

Platforms represent a hypertext genre for the acquisition of need and solution information
from target groups. The main goal for users to offer such information is the prospect of
winning a prize by submitting an idea. Achieving this goal is impeded on the one hand
by competing users (and their strategies for gaining an advantage, see Sect. 5.2), and on
the other hand by the platform design. The results indicate several problems for users to
screen, submit, comment on and rate ideas. These problems are related to the quality of
the communicative platform design regarding (the interplay of) content, interface and
help features (see Sect. 2.3).

Screening ideas: Users interested in submitting an idea are confronted with the high
volume of user-generated information, which poses two major challenges:

• Users cannot invest the necessary time to check whether an idea to be submitted
already exists as a contribution on the platform – there are multiple submissions of
similar idea descriptions which lead to discussions about idea theft.

• Users who wish to participate in the development of solutions to specific topics or
questions can only identify suitable contributions with high efforts.

For the challenges described, approaches are needed that automatically check con-
tributions for topic affiliation and arguments contained in them. A promising approach
could be to offer search and proposal functions which apply text mining methods. Such
interface elements allow to access the platform contents using topic tracking and argu-
mentation mining on the basis of automated part of speech annotation. Categorization
of contributions offers users the possibility to check short descriptions of their ideas for
similarity to existing contributions before publication or identify ideas in their own field
of expertise for co-development activities.

Creation of ideas: Ideas submitted to the innovation platform show fluctuating qual-
ity, especially regarding the linguistic implementation: Contributions contain many
orthographic errors and deficiencies in coherent text structure. Such issues should be
addressed with platform functions: Authors should be offered powerful writing tech-
nologies (instead of simple web forms) that support idea structuring and formulation as
well as the creation of supplementary files such as visualizations. Help features should
guide the user in every step of the process, e.g. by suggesting technical terminology.
The most important feature to support users in creating ideas is content provided by the
platform operators: Such content needs to state clearly what the operators expect from
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the users, how submissions will be used by the operators and which criteria submissions
need to meet in order to be considered as adequate to win a prize.

Commenting: Idea comments are often brief and can lead to difficulties of understanding
or undesired reactions on the part of the authors, if they are not carefully formulated (see
Sects. 4.2, 4.3). Since comments are submitted in the same way as idea submissions via
web forms, it is likely that commentators face the same problems as idea authors. Such
problems can be solved with writing technologies as described above. Another problem
is the use of comments to link ideas: This strategy is used by users to promote their
own ideas (see Sect. 4.3). From the point of view of platform operators, such proposals
are particularly promising as they show synergies between submissions. From the users’
point of view, such suggestions for combining ideas can only be indicated via comments,
where they remain largely invisible. Desirable would be platform functions that allow
different ideas to be linked and emphasize the added value.

Rating: The sociability of a community-based innovation platform is decreased if users
rate ideaswith a low score and do not justify the evaluation via comment. Authors suspect
that other users try to gain competitive advantages in this way. To prevent such strategies,
the platform design should connect commenting and rating in a way that only justified
ratings are allowed. The examined platform allows to rate ideas with a score between
one and five stars – in such cases explanations are needed as to what the individual scores
mean from the point of view of the platform operator. It should be explained in which
cases which score is suitable for an idea of which level of elaboration.

5.2 Implications for the Design of Innovation Platforms Regarding Sociability

The results indicate that user interaction on the examined innovation platform takes
place only sporadically during the runtime as well as purposefully in short commentary
sequences (see Sect. 4.1). However, findings like mutually reinforcing user activity
(see Sect. 4.1) and co-creation-promoting comment sequences (see Sect. 4.3) show the
potential of user interaction for innovation platforms. Such positive interaction can,
however, be disturbed by negative interaction, which is manifests, for example, in the
accusation of idea theft (see Sect. 4.2). According to the measures of sociability (see
Sect. 2.4), the examined platform shows a relatively low quality of social interaction.
Interaction problems arise from particular comment types and types of commentary
sequences. Identifiedproblems are describedbelow.For eachproblem, rules are proposed
which are intended to promote confidence building, sociability and co-creation as a code
of conduct on community-based innovation platforms. The rules should be monitored
by moderators, multiple violations should be punished by blocking user accounts or
withdrawing access to the comment function. To encourage community interaction and
co-creation, the reward and incentive system should be expanded: Community awards
should be awarded for frequent constructive comments and co-developer awards for
improvements.

The results indicate that some of the interaction problems are caused by a lack of
quality in the submission of ideas:Qualitatively inferior idea descriptions and appendices
are criticized, inferior idea descriptions result in inferior comments. A first step is to
encourage users to submit ideas in the best possible quality.
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Rule 1:Make sure to submit ideas in the best possible quality.
General interaction problems arise from unobjective and insulting formulations in com-
ments. Users should be obliged to follow the rules of netiquette. The netiquette should
be made available on the platform additionally.

Rule 2: Please comply with the netiquette. Violations will be punished by blocking user
accounts or the comment function.
It is often the case that users only comment on descriptions of ideas, but do not take up
comments from other users. Reactive comments neither promote confidence building
nor co-creation. Users should be encouraged to comment discursively.

Rule 3: In your comments, always consider the comments thatwere previously published
on the idea in question.
Interaction problems arise from all comment types, they are described below per type.
Questions are often formulated in a less concrete way so that it not obvious which aspect
of the idea is referenced. A corresponding guideline should encourage users to formulate
questions concisely.

Rule 4: If you have a question about an idea, always indicate to which point of the idea
description andwhich aspectmentioned there you refer to. Add all necessary information
to your question so that other users of the platform can understand your question.
A common problem is unfounded endorsement and criticism – the author of the idea
cannot understandwhich aspect of the idea is evaluated; other users cannot use such com-
ments as basis for a discussion. Commentators should be required to provide mandatory
justifications for idea evaluations.

Rule 5:When evaluating an idea, always give a reason so that other users can participate
in the discussion.
Endorsement and criticism that are given by applying an idea to a practical situation
from the everyday life of the commentator offer advantages for users and for the platform
operator: From the user’s point of view, praise can be better understood; from the platform
operator’s point of view, such descriptions provide need information that can be used
for product development.

Rule 6:When evaluating an idea, please always address situations in everyday life where
the implementation of the idea would have an impact.
Criticism of ideas is often the starting point for unobjective, insulting reactions. Fur-
thermore, the results indicate that rejections are used to reduce the chances of ideas
submitted by other users. Abuse of the commentary function must be prevented. For
this reason, each rejection should be accompanied by a precise description of what the
comment refers to. Unsubstantiated criticism does not enable authors to improve their
ideas. Justifications should be mandatory in the context of rejections.

Rule 7:When you criticize an idea, always indicate towhich point of the idea description
andwhich aspectmentioned there you refer to. Criticismof ideasmust always be justified
with arguments and contain constructive suggestions for improvement.
The most frequently discussed topic is the accusation of idea theft. Such comments
reduce the quality of social interaction, building trust and co-creation. In addition, the
accusation of idea theft ends other discussions abruptly. For this reason, accusations of
adoption should not be discussed publicly between users. Instead, users should report
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suspected idea theft to the platform operator, who will investigate the case and take
action. In addition, users should be informed about how the competition jury assesses
ideas that have been submitted several times.

Rule 8: If you find that an idea has been submitted to the platform before or exists as a
product, please report this to the platform operator. Such matters should not be discussed
between users of the platform. If a similar idea is submitted by several users, the jury
will evaluate the version that was submitted first.
As the high amount comments that are not part of comment sequences as well as the low
amount of the comment type ‘reaction’ indicate, reactions to comments by authors of
ideas are often omitted, thus preventing continuous interaction on the platform. Authors
should be required to respond to each comment. Violations of the guidelines should be
taken into account in the evaluation by the competition jury.

Rule 9: If one of your ideas is commented on, alwayswrite a comment inwhich you react
to the corresponding contribution. Missing reactions to comments from the community
will result in a devaluation of the idea by the jury.
The results indicate that authors often do not take up criticismor suggestions for improve-
ment to revise their idea descriptions. They should be motivated to improve their own
ideas by means of appropriate guidelines.

Rule 10: If suggestions for improvement are made or weaknesses of your idea are
revealed in the comments, please revise your idea accordingly.
Authors often respond to criticism by merely denying counterarguments. To encourage
interaction and co-creation, authors should always be required to justify such statements
with pro-arguments.

Rule 11: If you want to refute criticism of your ideas, this is always done objectively
and by providing arguments.

6 Conclusion

User comments offer promising opportunities to improve ideas on innovation platforms.
From the user’s point of view, suggestions for improvement promote the quality of social
interaction and confidence building between users. From the operator’s point of view,
they increase the quality of solution information and increase the market potential of
product developments. Ideally, users apply collaboration-oriented usage strategies such
as iterative co-creation in order to continuously optimize ideas from each other.

If the platform operator does not communicate desired and undesired behavior in the
interaction between users in a concise and comprehensible way, the quality-increasing
potential of user comments is reversed: platformparticipants apply informal competition-
oriented rules in order to gain competitive advantages for themselves and corresponding
disadvantages for competitors. Clear formal behavioral guidelines as well as their mon-
itoring and enforcement by moderators are an essential requirement for the design of
community-based innovation platforms: Only with such measures can continuous, con-
structive, collaboration-oriented community interaction and the successful application
of the open innovation method be guaranteed. Such measures must be supported by high
usability as well as functions that enable users to focus on the collaborative development
of ideas.
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Abstract. Increasing healthcare costs have motivated researchers to seek ways
to more efficiently use medical resources. The aim of our study was to adopt the
explanatory data-mining approach to identify characteristics of emergency depart-
ment (ED) visits for ED management. To that end, we adopted a behavior-based
decision tree (DT) inductionmethod that considersmedical diagnoses and individ-
ual patients’ information, i.e., 11 input variables, in order to analyze characteristics
of patients’ visits to EDs and predict the length of the stays. We interpreted the
results based on the communicability and consistency of the DT, represented as a
behavior-based DT profile in order to increase its explanatory power. Among the
major preliminary findings, the DT with International Classification of Diseases
diagnosis codes achieved better clinical values for explaining the characteristics of
patients’ visits. Our results can serve as a reference for ED personnel to examine
overcrowding conditions as part of medical management.

Keywords: Behavior-based profile · Decision tree · Emergency department ·
International Classification of Diseases diagnosis codes

1 Introduction

The emergency department has become the most important and busiest unit in most
hospitals. Since the initiation of National Health Insurance (NHI) in Taiwan in 1995,
outpatient numbers and medical expenses have grown quickly. According to Taiwan’s
Ministry of Health and Welfare, from 2012 to 2017 the cost of emergency cases in
Taiwan rose from 18,283,211,000 to 21,645,524,000 points. It is noted that one-fourth
of costs are centered in Taipei and New Taipei City. Interestingly, the number of ED
visits and distinct patient visits decreased from 2012 to 2017 (12,614,216/4,261,052 to
11,730,241/4,198,223). This shows that the average cost for each ED visit is increasing.
Uscher-Pines et al. [1] show that a large proportion of all EDvisits in theUnited States are
for nonurgent conditions. In fact, studies have revealed that the percentage of nonurgent
ED visits in the U.S. comes to at least 30% of all ED visits [2, 3]. Nonurgent ED visits

© Springer Nature Switzerland AG 2020
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are typically defined as visits for conditions for which a delay of several hours would not
increase the likelihood of an adverse outcome. Use of the ED for nonurgent conditions
may lead to excessive health care costs, unnecessary testing and treatment, and weaker
patient–primary care provider relationships. Interestingly, in our cooperating hospital
approximately 87% of patients remain in the ED for less than two hours and they could
be Nonurgent ED visits.

Healthcare data mining provides outstanding possibilities for the discovery of pat-
terns, rules and knowledge hidden in medical data. Healthcare institutions can adopt
data-mining techniques and applications to predict trends in patients’ conditions and
behaviors, as well as their future requests, needs and conditions. In turn, physicians can
refer to the results to determine diagnoses, prognoses and treatments for patients and
reduce subjectivity in decisions about their treatments [4]. Pendharkar and Khurana [5]
compared the use of a classification and regression tree, chi-square automatic interaction
detection and support vector regression with data from 88 federal and specialty hospitals
in Pennsylvania to build length-of-stay (LOS) prediction models. Their results showed
no significant difference in performance in terms of the root mean square errors of the
three models. However, among the three models, the classification and regression tree
provided a decision tree (DT) that is easy to understand, interpret and express as decision-
making rules. Graham et al. [6] used three algorithms, i.e., logistic regression, decision
tree, and gradient boosted machine (GBM), to build the prediction model for patient
admissions to two major hospitals’ EDs in Northern Ireland. The research identified
factors related to hospital admissions including hospital site, patient age, arrival mode,
triage, care group, previous admissions in the past months and years. The results show
that the GBM algorithm achieved the best prediction capability, but decision tree and
logistic regression also performed well. The research suggests that practical implemen-
tation of themodels can help advance resource planning and the avoidance of bottlenecks
in patient flow.

Our early research first proposed amulti-objective stochastic optimizationmodel that
minimizes patient LOS and Medical Wasted Costs (MWCs) simultaneously to solve
the problems of the medical resource allocation in the ED of Taiwan [7]. That is, a
multi-objective simulation optimization algorithm that combine NSGA II withMOCBA
algorithms was developed to search the Pareto set of non-dominated medical resource
allocation solutions by allocating simulation replications/budgets effectively. Finally,
the hybrid method, i.e., NSGA II_MOCBA algorithm, generates more accurate and
more suitable allocation solutions for ED decision-makers than the current solution
implemented in EDs does. However, this research did not select the proper feature
automatically in the first step. Accordingly, we adopt a DT inductionmethod to construct
a prediction model with explanatory capability that can identify key features to detect
ED overcrowding in the early stage by using explanatory data-mining techniques. We
also incorporate the International Classification of Diseases, Ninth Revision, Clinical
Modification (i.e. ICD-9-CM) diagnosis codes to construct a behavior-based DT model
for understanding the characteristics of the visits and their types of diseases. In this paper,
we further adopt andmodify the communicability and consistency indicators proposedby
Karhade et al. [8] to examine the profiles of the behavior-based DTs. Overall, we sought
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to evaluate the explanatory power of behavior-based DTs and profiles to generalize
patients’ visits in the ED.

2 Research Objectives and the Approach

2.1 The Explanatory Data Mining: Behavior-Based Decision Tree Generation

We collect 44,151 of 45,080 valid medical records of patients’ visits to the ED from
July 1, 2010, to December 31, 2010, from the health information system of Mackay
Memorial Hospital in Taipei, Taiwan. Figure 1 shows our explanatory data-mining and
analytical process. In this work, we focus on explaining the behavior-based DTs instead
of data mining techniques.

Patient types: 
Typical or Exceptional

LOS prediction 
model (C4.5 algorithm)

Behavior-baed DT &
Profiling

Model Evaluations
(Accuracy, Size of tree)

Parameter adjustment 
(+ICD Code) Profile of Decision 

Tree
• Clinical Value
• Clinical 

Relatedness
• Communicability
• Consistency

HIS System

Attributes: 
Medical diagnosis & 

individual information

Fig. 1. Explanatory data mining

• We adopt a DT method involving a C4.5 algorithm to analyse patients’ behaviors
in the ED during visits with various LOSs. We analyse the visits based on patients’
individual information and doctors’ medical diagnoses, and incorporate ICD-9-CM
diagnosis codes to refine the behavior-based DT induction method for the ED. With
those strategies, we ultimately sought to know the effect of including diagnostic codes
in investigating characteristics of patients’ visits to EDs.

• We adopt a DT induction methodology to codify tacit interconnections of attributes
and relate important decision-making rules to the outcomes of actions taken based
on the decisions made. Ultimately, using the methodology enabled us to open up the
so-called black box of decision making. In this paper, we explain the results based
on the communicability, consistency and clinical values, as interrelated measures, of
each DT profile. Overall, we aim to evaluate the extent of behavior-based DTs and
the explanatory power of associated profiles.

We propose a novel way to divide an unbalanced dataset by using rules that are
extracted from the Apriori algorithm. There are 11 attributes for the algorithm included
types of patients’ individual information (IAs) and medical diagnosis (DAs), as shown
in Table 1. Then, we use the Apriori Algorithm to partition the dataset into frequent
and infrequent ED patient behavior. Then two types of patient behavior (PB) – typical
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and exceptional patient behavior – are identified based on the support and confidence
behavior; others are represented as exceptional behavior. These rules are termed patient
behavior rules. Three are 1311 rules and 1001 rules are generated for the first and second
half year of 2010 respectively. That is, we can partition the data into two types of ED
visits by the rules. We adopt rule-based classification methods to construct the model
and extracted the rules for future predictions [9]. Next, we add the ICD-9-CM diagnosis
codes to increase the explanatory power of the DT from the perspective of diseases. We
adopt C4.5 algorithm as the method for each experiment and tenfold cross-validation to
evaluate the accuracy of the results of predictions. The target attribute is LOS, in values
of short, medium and long, as shown in Table 2. In short, we predict the patients’ LOS
based on the input variables. Accordingly, six DTs are constructed with and without the
diagnosis codes based on various LOSs.

Table 1. Attributes for generating association rules

Types Attributes

Individual attributes (IAs) Arrival Day, Mode of Arrival, Arrival Time, Age

Diagnostic attributes (DAs) X-Ray, CT, Lab, Pattern, Temperature, Triage, Disposition, ICD
codes

Table 2. Average LOS of each cluster of two sets of data in the first half year of 2010 (Unit: hour
(hr.))

Sets Cluster 0 (short) Cluster 1
(medium)

Cluster 2 (long)

2010-H1 2 h 15 h 49 h

2010-H2 2 h 16 h 52 h

2.2 Measurement of Complexity and Consistency Indicators

The communicability of the DT relates to the complexity of the DT, which is determined
the number of decision-making attributes in the DT. The number of decision-related
attributes included in the DT serves as a determinant of the complexity of the DT. The
greater prevalence of a decision-making rule in the DT denotes that the rule was consis-
tently applied to make more decisions regarding a large number of distinct initiatives.
In turn, the frequency with which decision-making rules are applied represents the con-
sistency with which the tacit decision rational is applied for the subset of visits [8]. We
use communicability, which includes complexity, and consistency, the two indicators of
evaluation criteria, to access the characteristics in each DT.
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3 Evaluation Design and Results

3.1 Parameter Testing of the Prediction Model

We have listed the input variables included for all DAs and IAs in Table 1. The target
attribute is LOS in values of short, medium and long. We adopt rule-based classification
methods to construct the model and extracted the rules for future predictions. For the
C4.5 algorithm of the DT, we need to decide the minimum number of instances per node
(minNumObj) and the confidence factor (CF) for pruning, which in the C4.5 algorithm
is error-based pruning to evaluate errors in decision making at each node of the tree. We
set the minNumObj in the DT at 10. The greatest and least CF values in Weka needed
to appear as, for example, (0, 0.5), in which a small value corresponds to heavy pruning
and a large one to too little pruning.

Weused tenfold cross-validation to evaluate the accuracy of the prediction results and
extended the concept of confusion table to evaluate the capacity of eachmethod to predict
the actual label (i.e. short LOS, medium LOS or long LOS). Our evaluation results show
no difference between the accuracy of two DTs with and without the diagnosis codes
under various CF settings. Accordingly, we focused on the size of the DT to determine
the CF value, as shown in Table 3. Based on the size of the trees, we set CF at 0.35
for DTs with and without the diagnosis codes. Altogether, 73 and 86 nodes emerged
between the DTs.

Table 3. Results of parameter testing

Parameter Accuracy

CF Tree size in
DT

All Cluster0
(short)

Cluster1
(medium)

Cluster2
(long)

Without ICD 0.25 5 91.58% 92.25% 92.06% 98.84%

0.30 5 91.57% 92.23% 92.06% 98.84%

0.35 86 91.53% 92.16% 92.07% 98.82%

With ICD 0.25 5 91.59% 92.27% 92.07% 98.85%

0.30 5 91.51% 92.21% 92.02% 98.80%

0.35 73 91.45% 92.11% 92.00% 98.78%

Note. CF = confidence factor

3.2 Results of Behavior-Based DT Profiles

We have listed the input variables included for all DAs and IAs in the fourth row of
Table 4, which also includes the attribute of ICD-9-CM diagnosis codes. The target
attribute was LOS in values of short, medium and long. The results of behavior-based
DT profiles as shown in Table 4.
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Table 4. Profiles of behavior-based decision trees (DT)

DTs DT without ICD DT with ICD

Illustrated 
DTs

=DAs ; =IAs =DAs ; =IAs
Notations in 
the DT

= The thicker the line, the more decisions that were consist-
ently made with the decision-making rules

Attributes 

DAs: lab, X-ray, temperature, triage 
IAs: Arrival day, mode of arrival, 
arrival Time, age

DAs: lab, ICD, temperature, triage
IAs: Arrival day, mode of arrival, 
arrival time, age

Repetitive
Non-

repetitive
Repetitive

Non-
repetitive

% of  
Diagnostic 
(DAs)

7 (26.92%) 4 (50%) 6 (40%) 4 (50%)

% of Patient 
(IAs) 19 (73.08%) 4 (50%) 9 (60%) 4 (50%)

Measure of
Complexity 

26/10 
260%

8/10 
80%

15/10 
136.36%

8/10 
72.73%

Measure of 
Consistency

Rules with the first and second 
greatest percentages = {50.96%, 
45.26%} 

Rules with the first and second 
greatest percentages = {50.90%, 
45.21%} 

Medical 
Implications 

Patients’ behavior can be in-
ferred by numerous attributes 
with more rules. 
Predicting patients’ behaviors 
with DTs could be problematic 
since behaviors in the ED were 
inconsistent. 
The attending physician con-
cluded that there is a lower 
clinical value for reference.

Patients’ behavior can be in-
ferred by a few attributes with 
fewer rules.
Predicting patients’ behaviors 
with DTs could be relatively 
easy since behaviors in the ED 
were similar.
The attending physician con-
cluded that there is a higher 
clinical value for reference.

Behavior-Based Profile (Attributes): The numbers of non-repetitive DAs and IAs are
identical for the two DTs. Regarding attributes within the sets of DAs and IAs, the DT
without diagnosis codes include the X-ray attribute, whereas the DT with the codes dose
not. After consultation with the attending physician, we learned that X-rays is not an
important attribute for explaining the results of patients’ behavior for predicting LOSs. In
addition, diagnosis codes, patient age, frequency of laboratory testing and patient arrival
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times are important for analysing the behaviors of patients that cause overcrowding in
EDs, as shown in Fig. 2. Thus, the behavior-based DTs with ICD codes can select better
features for predicting and explaining the ED visits behaviors.

LABLevel

High
Cluster2 

(5.0)ICD CODE 1

Mid

Triage

460-519

Cluster2 (LOS Long)
(6)

ArrivalTime

Cluster2 (LOS Long)
(2) Triage

Cluster2 (LOS Long)
(2)

Cluster2 (LOS Long)
(1)

Morning Night

390-459 740-759

T2

T4

Fig. 2. DT with ICD codes for longest LOS

Behavior-Based Profile (Complexity): The results reveal that adding diagnosis codes
reduced the complexity of the DT, which correlated negatively with communicability. In
other words, the lower the complexity, the greater the communicability. The complexity
of the DT without the codes was 260.0%, whereas that of the DT with the codes was
136.36%.

Behavior-Based Profile (Consistency): Both DTs achieve similar consistency for the
rules with the first and second greatest percentages. The top two rules show the frequency
of laboratory test is an important attribute to predict patients’ LOSs. We do not list the
ranking of the third rule because its percentage was less than 1%.

3.3 Results of DTs for Various LOSs

Due to the large size of short and medium LOSs of DTs, we only show the DTs with
ICD codes for long LOSs in Fig. 2. However, we list the DTs’ profiles for patients with
short, medium and long LOSs in Appendix A. Apparently, the more LAB tests patients
take, the more LOS they will have. In addition, patients with different LOSs will have
different kinds of ICD codes, especially patients with the longest LOSs, as shown in
Table 5.

Types of ICD Codes: Table 5 shows that different types and numbers of ICD codes
will appear in the DTs with various LOSs. The longest one had ICD codes that appear
most for patients with serious diseases, i.e., ICD codes 390–459, 460–519, and 740–
759. Appendix B shows the full list of ICD-9-CM codes with categories of diseases.
Furthermore, most of the patients who belong to the longest LOSs have diseases of
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Table 5. ICD codes for DTs with different LOSs

Short Medium Long

140–239
240–279
320–359
460–519
580–629
780–779
E&V

001–139
140–239
240–279
280–289
290–319
320–359
360–389

390–459
460–519
520–579
580–629
630–679
680–709
710–739

780–779
800–999
E&V

390–459
460–519
740–759

the respiratory system (ICD codes 460–519) and were distributed into triage level 2.
Therefore, they stayed in the hospital for a longer time. In addition, some of the ICD
codes only appear in the DT with medium LOS. The information can assist in finding
other attributes to discover why patients belong to different LOSs.

EDs as a Shortcut for the Public: Most of the patients who belong to the shortest
LOSs had neoplasms (ICD codes 140–239) and endocrine, nutritional, and metabolic
diseases, as well as immunity disorders (ICD codes 240–279) and were admitted to the
hospital on weekends. On the contrary, patients who belong to the medium LOSs with
the same ICD codes were admitted to the hospital on weekdays. This may result from
their urgent conditions. We can infer that patients who come to the hospital on weekdays
require more treatment for the same ICD codes; thus, they have longer LOSs. Moreover,
among patients with diseases of the genitourinary system (ICD codes 580–629) with
medium LOSs, most were admitted to the ED on weekdays, as shown in Fig. 3(a). How-
ever, some patients admitted to the ED on weekends had non-urgent conditions, e.g.,
did not have a fever, as shown in Fig. 3(b). We would advise that patients with minor
signs or illnesses utilize self-diagnostic platforms to confirm the necessity of going to
an ED or instead looking for a suitable clinic. In addition, patients can check the ED’s
patient load using an app offered by the hospital to decide if they should go to the ED
immediately or register online before going to the hospital to avoid ED overcrowding.

In sum, profiles of DTs can help clinical staff gain a comprehensive view of patients’
behaviors in the ED and make comparisons among profiles. In the longer version of our
paper, we will explain the three DTs related to visits with short, medium, and long stays
to examine in detail patient behaviors in the ED.

3.4 Clinic Scores of the DTs

We then evaluate the two DTs in terms of CV and CR by consulting with the cooperated
attending physicians. The clinical score of 3 indicates that the rule has a high clinical
value. The clinical score of 2 means the rule has a general clinical value. However, the
clinical score of 1 shows the rule cannot be inferred and it is not valuable. If the rule
does not have clinical reference value, the clinical status condition should be checked
based on risk factors like smoking, age, heart rate, and so on. The score of 3 means
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LABLevel

ICD CODE 1

Mid

Temperature

580-629

ArrivalDay

Cluster0 (LOS Short)
(17)

Non-Fever

Weekend

LABLevel

ICD CODE 1

Mid

Temperature

580-629

ArrivalDay Cluster1 (LOS Medium)
(21)

Non-Fever

Cluster1 (LOS Medium)
(28)

Weekday

Fever

(a) (b)

Fig. 3. (a). Patients with diseases of the genitourinary system with short LOSs (b). Patients with
diseases of the genitourinary system with medium LOSs

inference is the same as clinical inference. The score of 2 shows it closes to clinical
inference. However, the score of 1 indicates that the rule cannot be inferred and need
more evidence but does not mean the rule is incorrect.

Although results showed that DTs with or without ICD codes achieve similar LOS
prediction results in terms of accuracy as shown in Table 3, the attending physician who
evaluated Table 6 points out that the clinical value of DTs with ICD codes is better
than that of DTs without ICD codes, as shown in Table 6. Apparently, the DTs without
ICD codes have low clinical value and normal relatedness, whereas the DTs with ICD
codes have high clinical value and relatedness. This is primarily because the DTs with
ICD codes included more diagnosis-oriented attributes (e.g., ICD-9-CM codes), which
increased the explanatory value of the decision tree. That is, DTs with ICD codes include
more relevant and fewer irrelevant attributes. For example, “X-rays” is not an important
attribute for explaining the results of patients’ behavior exclusive of the DTs with ICD
codes

Table 6. Clinical Sores of DTs

Without ICD Code With ICD code

CV CR CV CR

Short 1 2 3 3

Medium 1 2 3 3

Long 1 2 3 3
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4 Conclusion

The chief contribution of our work is the proposed behavior-based DT induction method
that considers medical diagnoses and individual patients’ information in analysing the
characteristics of patients’ visits to EDs in terms of their behaviors. The DTs with
diagnosis codes were better than the DTs without the codes from the perspective of
clinical score, complexity, and explanatory power, although the profile of each DT can
offer ED staff an overview of patients’ behaviors in EDs. Furthermore, diagnosis codes,
patient age, frequency of laboratory testing, and patient arrival times are important for
analyzing the behaviors of patients that cause overcrowding in EDs. Although the ICD
code attribute can increase the explanatory power of the DT, the number of instances of
each rule is not significant.Accordingly,wemay focus on specific diseases to increase the
robustness of the model in a future study. Altogether, our results can serve as a reference
for ED personnel to understand overcrowding in terms of LOSs and ICD diagnosis codes
as part of efforts to provide higher-quality care in the ED.

Acknowledgments. This research was supported by the Ministry of Science and Technology of
Taiwan under Grant MOST 108-2410-H-003-132-MY2.

Appendix A: Various DTs’ Profiles Based on Decision Tree Analysis
Results

See Table A.1

Table A.1. DT profiles for patients’ with short, medium, and long LOSs

Experimental
Group

Cluster0 (Short LOS) Cluster1 (Medium LOS) Cluster2 (Long LOS)

Repetitive attribute Repetitive Non-repetitive Repetitive Non-repetitive Repetitive Non-repetitive

Diagnostic attribute 5 4 6 4 4 3

Individual attribute 8 4 9 4 1 1

Communicability Inversely related to complexity of the DT: One key measure of complexity of a DT
is the number of decision attributes included in the DT.

Complexity of DT 13 8 15 8 5 4

Measure of
Complexity

{The number of decision attribute, The maximum number of decision rule attributes
in the leaf, Total number of leaves}

{13, 6,
18}

{8, 6, 18} {15, 6,
35}

{8, 6, 35} {5, 4, 5} {4, 4, 5}

% of decision
attributes

{The number of decision attributes/The number of input attributes}

118.18%
(13/11)

72.73%
(8/11)

136.36%
(15/11)

72.73%
(8/11)

45.45%
(5/11)

36.36%
(4/11)

(continued)
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Table A.1. (continued)

Experimental
Group

Cluster0 (Short LOS) Cluster1 (Medium LOS) Cluster2 (Long LOS)

% of
decision
attributes

(Diagnostic attribute or Patient attribute)/The number of decision attributes

IA 38.46%
(5/13)

50%
(4/8)

40%
(6/15)

50%
(4/8)

80%
(4/5)

75%
(3/4)

PA 61.54%
(8.13)

50%
(4/8)

60%
(9/15)

50%
(4/8)

20%
(1/5)

25%
(1/4)

Consistency Number of decision made consistently using the same decision rule: Thicker

{Single rule/Total
rules}

5.56%
(1/18)

2.86%
(1/35)

20%
(1/5)

Appendix B: List of ICD-9-CM Codes

See Table B.1

Table B.1. ICD-9 codes with name of the associated disease

ICD codes Diseases

ICD-9 codes 001–139 Infectious and parasitic diseases

ICD-9 codes 140–239 Neoplasms

ICD-9 codes 240–279 Endocrine, nutritional and metabolic diseases, and immunity
disorders

ICD-9 codes 280–289 Diseases of the blood and blood-forming organs

ICD-9 codes 290–319 Mental disorders

ICD-9 codes 320–389 Diseases of the nervous system and sense organs

ICD-9 codes 390–459 Diseases of the circulatory system

ICD-9 codes 460–519 Diseases of the respiratory system

ICD-9 codes 520–579 Diseases of the digestive system

ICD-9 codes 580–629 Diseases of the genitourinary system

ICD-9 codes 630–679 Complications of pregnancy, childbirth, and the puerperium

ICD-9 codes 680–709 Diseases of the skin and subcutaneous tissue

ICD-9 codes 710–739 Diseases of the musculoskeletal system and connective tissue

ICD-9 codes 740–759 Congenital anomalies

ICD-9 codes 760–779 Certain conditions originating in the perinatal period

ICD-9 codes 780–799 Symptoms, signs, and ill-defined conditions

ICD-9 codes 800–999 Injury and poisoning

ICD-9 codes E and V codes External causes of injury and supplemental classification

Source: https://en.wikipedia.org/wiki/List_of_ICD-9_codes

https://en.wikipedia.org/wiki/List_of_ICD-9_codes
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Abstract. In high-end hospitality industries such as airline lounges, high star
hotels, and high-class restaurants, employee service skills play an important role as
an element of the brand identity.However, it is very difficult to train an intermediate
employee into an expert employee who can provide higher value services which
exceed customers’ expectations. To hire and develop employees who embody the
value of the brand, it is necessary to clearly communicate the value of the brand
to their employees. In the video analysis domain, especially analyzing human
behaviors, an important task is the understanding and representation of human
activities such as conversation, physical actions and their connections on the time.
This paper addresses the problem of massively annotating video contents such as
multimedia training materials, which then can be processed by human-interaction
training support systems (such as VR training systems) as resources for content
generation. In this paper, we propose a POC (proof of concept) system of a service
skill assessing platform, which is a knowledge graph (KG) of high-end service
provision videos massively annotated with human interaction semantics.

Keywords: Video annotation · Knowledge graph · Behavior analysis · Video
retrieval · Training support system · Service excellence

1 Introduction

In high-end hospitality industries such as airline lounges, high star hotels, and high-class
restaurants, employee service skills play an important role as an element of the brand
identity. However, it is very difficult to train an intermediate employee who can provide
the basic core value proposition specified in themanual into an expert employee who can
provide higher value services which exceed customers’ expectations (Service excellence
“Level 4 Surprising Service” [3]). To hire and develop people who embody the value of
the brand, it is necessary to clearly communicate the value of the brand to employees.
Companies are using scenario-based role-play and other customer service contests for
training. However, the skills evaluated in role-play are conventionally accessible only
by playing and viewing the movie selected from a huge video archive. Also, the skills
evaluated depend on the context, and it is not easy to convey the evaluated points clearly

© Springer Nature Switzerland AG 2020
F. F.-H. Nah and K. Siau (Eds.): HCII 2020, LNCS 12204, pp. 46–58, 2020.
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to the trainees. This is a major problem for global companies when educating human
resources at overseas branches and when providing education to its alliance companies
where cultural background is not shared.

Recently, the video annotations have gained popularity in the area of video analy-
sis, among the academic community as well industry for commercial applications that
handles computer’s vision systems [15]. An increasing interest for understanding the
actions that occur in the video clips for a wide number of applications have motivated
the research in this area [18].

In the video analysis, specially analyzing human behaviors, an important task is
the understanding and representation of human activities such as conversation, physical
actions (pose, angle vision, spatial position in the scene, etc.). The discovery of skills,
behaviors patterns or training learning base models might be computed easier by ana-
lyzing formal representations of human actions as knowledge graphs. Usually the video
annotations are written manually which is a time-consuming task and requires special
attention in fine details within small periods of time (scenes per second).

In this paper, we propose a POC (proof of concept) system of a service skill assessing
platform, which is a knowledge graph (KG) [16] of high-end service provision videos
massively annotated with human interaction semantics. The approach takes into account
the conversation, physical actions, activities and skills presented in the scene. The main
objective is to represent large amount of human information from a high number of video
frames for further analysis and reasoning. The process of knowledge graph exploitation
can be computed by ontology inferences, graph theory algorithms or machine learning
(ML) techniques.

2 Related Work

Recently, a significant number of approaches addressed the problem of human activity
recognition and its representation through several annotation techniques have been pro-
posed. However, most of researches implemented machine learning (ML) techniques
that in general require a large number of tagged data for their training. Acquiring large
amount of labeled data has been an obstacle which these models depend their efficiency.
Respect to automatic annotation on videos the work of Duchenne et al. [6] used movie
scripts as a training data set but it was limited to annotated content using solely the
video’s conversation. The work associated the text to the script discovering the action
on the scene. One important issue was the lack of a proper video analysis of physical
actions. Moreover, Kaiqiang Huang et al. [8] developed an empirical study of annotation
models using machine learning and transfer model. This research presented an alterna-
tive that avoided the manual annotations in the training dataset. The works presented
good performance for general and common actions. For specific cases of study many
gaps could not been address though. Similarly, Fuhl et al. [7] proposed a transfer learning
model for video annotation with the advantage of including a self training method that
addressed the limitation of labeled image data. The algorithm achieved accurate point
annotation focused mostly in eye gestures.

Regarding action recognition, the work of Das Srijan et al. [5] proposed a hybrid
model with handcrafted approach (video’s frame descriptors) and machine learning.
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They focused primarily in action recognition instead of only objects identification, i.e.,
motion, pose and subject performing. The work included similar actions discrimination
but the spatial-temporal processing was suggested to be explored. Additionally, Yang
Xiao et al. [17] proposed a CNNmodel for human-human and human-object interaction
on dynamic image in depth videos. Whereas the works included spatial-temporal action
handling. The researched mentioned the necessity of relaxing the strong requirement on
training sample size.

Tackling the task of video summarization, the work of Zhang Ke et al. [19] imple-
mented video long short-term memory for selecting automatically key frames. They
introduced a technique that addressed the necessity of large amount of training data by
reusing auxiliary annotated video summarization data sets.

Processing video annotation using natural language processing (NLP) and linguistic
characteristics, the work of Hendricks Lisa et al. [1] localized moments (temporal seg-
ments) in the videos from natural language text descriptors. The work included temporal
processing. The work integrates local and global features. The scope of the work was
limited to the text descriptions.

Creation annotations as input to machine learning models, the method of Jingkuan
Song et al. [13] proposed a semi-supervised annotation approach for graph-based learn-
ing algorithms using partial tags (tagged and not tagged data). The work aimed to con-
struct graphs that embed the relationships among data points in order to create image
and video annotation. These annotations define concepts in the scene.

2.1 Discussion of the Related Work

Although many significant improvements have been achieved recently in video annota-
tions and presentation, most of the research projects were focused on machine learning
techniques for human action annotation missing temporal processing, representation in
the semantic level and the interactions among physical behaviors and events. Neverthe-
less, the main disadvantage of these proposals is that they need an immense amount of
tagged data for training to obtain a robust and reliable result. Moreover, many works
were limited to annotated videos for specific purposes not considering external events,
conversations and their connection to physical actions. In contrast, we processed and
represented the video’s content for a wider range of characteristics described in a knowl-
edge base (physical actions, skills and events). The novelty of the presented work is the
conceptual-semantic representation of the human actions and skills, events occurred in
the scene and their relation with other users or objects on the time. One advantage is that
our approach does not need large training data set. The relation between annotations to
physical behavior is straightforward captured and described through a knowledge bases
and used to created video graphs.

Comparing our contributionwith the relatedwork,we processed the physical actions,
comments and annotations such as skills and actions separately in the end connected as a
final graph. The methodology generated relations among all the video’s components for
a final representation as excerpt of knowledge.We took into account the spatial-temporal
processing into the knowledge graphs.



Massive Semantic Video Annotation in High-End Customer Service 49

3 Methodology

The system consists from DNN detectors and a set of service process annotation ontolo-
gies and a KG converter. The input video is splitted into image frames by the DNN
detector and annotated with bounding boxes, 3D person poses information, face orienta-
tion axes, body orientation axes, and then annotated with the ontologies for what human
interaction is occurring in the frame. The combined information is converted into a KG
to store in a triple store for computation.

The generation ofKnowledgeGraph is composed from three stages. First, the video is
processed in order to construct automatically its conceptual representation as knowledge
graph that captures the video’s content, actions, conversations and user’s behavior of each
scene. Secondly, once theknowledgegraphswere created the staff’s behavior ismeasured
and his/her customer service performance is calculated by consulting the knowledge
graph. This step scores users and creates their profile. Finally, the performance of the
staff members can be visualized and profiled via a skill assessing platform (Fig. 1).

Fig. 1. System overview.

3.1 Knowledge Graph Construction

In order to generate the knowledge graph, the system processes two different sources:
1) the human skills and actions manually annotated on video files using the software
ELAN [2]. For the skills and actions annotation, an ontology for skills and services in the
domain of airline industry was developed [10]. 2) The physical behavior presented in the
video is analyzed by machine learning techniques using Python [11] packages such as
YOLO[4] and 3DMPPEmulti-person 3Dpose estimation [9].After obtaining the video’s
content from the previous sources the representation as knowledge graph is computed
by graph theory algorithms (expansion and edges creation). As complementary, process
theirmetadata information is also generated. For each frame a representation (knowledge
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graph) is created. In the end, all the sub graphs are interconnected on time lapses and
stored in agraphdatabase that provide efficientmechanismof the inclusion and extraction
(see Fig. 2).

Fig. 2. General methodology.

The main goal of this stage is to provide an automatic method for describing the
video’s content and explicitly create linking among annotations, actor’s comments and
their physical behaviors in the video frames. The result of the implementation (system)
creates graphs that describe frames, actions, and skills on temporal domain in the con-
ceptual level (semantic) for each video clips. Furthermore, the metadata is generated in
order facilitate the retrieval and indexing of video files. It is important to mention that
the annotations are based on the description of the all scenarios and human behaviors in
the case of study which are stored as knowledge base (KB).

In Fig. 3 the video’s components are separately analyzed and transformed as sub
graphs which in the end are joined on the time (occurrence of events).

Fig. 3. Video clips sections analyzed.
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Regarding the processing of human dialog, the comments are represented as graphs
by means of lexical dependencies produced by natural language processing (NLP). Each
concept that composes the comment can provide information such of context, domain
or type of entity.

The general diagram that contains all the elements described in the knowledge graph
are presented at the Fig. 4. The elements are grouped as: 1) video file’s general infor-
mation obtained from ELAN annotation, 2) the conversations transformed to graph also
generates a corpus, 3) the catalogue of actions and skills that occur in the video and 4)
the video analysis of human physical activity.

Fig. 4. General diagram knowledge graph representation.

After conducting the automatic knowledge graph creation, themethodology is able to
create metadata as a graph as well. Figure 5 represents the elements considered (video’s
technical information, scene’s content and summary) auto-generated for the moment
only from 1) ELAN files.

3.2 Analysis on the Knowledge Graphs

After processing the 1) video’s sources and generating their 2) formal representations,
the next step is to 3) inspect the knowledge graphs stored by SPARQL queries [12]. In
order to accomplish this task, the staffs’ skills, conversation and actions are analyzed
using metrics that measure the level of expertise.
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Fig. 5. Video metadata generated.

In order to assign a score to users, several metrics were taken into account. In our case
study the metrics considered are: 1) in the conversation for instance; if the staff member
mentions the customer’s name. 2) The action and activities that correspond to the correct
service (understanding in requesting a flight cancellation). 3) Physical behaviors such
as bowing (Japanese polite manners) and talk in direction to the customer.

As result of this process, the excellence of service deployed by the employees
(namely, company representatives) can be explicitly assessed and profiled to support
training the skills that are required.

4 Example

By massively annotating customer service video clips and creating a knowledge graph,
it is now not only possible to retrieve specific “episodes” of human interaction but also
to calculate the content of the delivered customer service, and it has become possible
to evaluate the context that would have been impossible in the past when a human had
to perform a very time-consuming task of repeatedly and finely replaying the video to
check the content. In this section an example of the massive semantic video annotation
is presented.

4.1 Experiment

Four grand staffs of an air-line company (two experts and two intermediates) were asked
to go through the same training scenario in the company’s training facility andwere video
recorded. The scenario was as follows: a customer arrived late to the check-in counter
and the boarding time had already passed. The grand staff had to tell the customer that
he/she cannot board the booked flight and had to offer alternative options, which are all
not ideal for the customer (i.e. have to pay extra money to be on time at the destination
or be late for 2 or 3 h). The challenge was a kind of “service recovery” [14] process, i.e.,
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how to manage the customers anger, deliver memorable experience and gain customer
loyalty at the same time.

4.2 Observations

The following three features differentiated expert and intermediate ground staffs. All
four grand staffs suggested the same 4 alternatives (however, the order of the offerings
and the order of presenting accompanying information were different).

1) The experts not only listen to the customer’s requests, but also recites back to the cus-
tomer, while the intermediate recites less. One expert (Exp_1) recited four requests
of the customer and the other expert (Exp_2) recited eight times, while one inter-
mediate staff (Int_1) repeated zero times and the other (Int_2) recited only one time
during a five minutes discourse.

2) Experts always provide follow-up information when they had to present information
unfavorable to the customer. Exp_1 provided optional information to help the cus-
tomer’s decision immediately after the negative information. The ratio for Exp_1was
100% and Exp_2 provided 60%. On the contrary, intermediates tended to wait for
the customers response to the negative offering without any follow-up. The ratio of
no follow-up for Int_1 was 63% and for Int_2, it was 67%. As a result, the customer
understandably felt uncomfortable with unfavorable information.

3) All experts leaned a little forward toward customers, while intermediates generally
leaned away from customers or stood straight.

4.3 Querying the Knowledge Graph

1) Calling the customer’s name:
The following query (Fig. 6) show the difference in how often an expert and inter-
mediate call the customer’s name. from the video file called 6
times (Umemura) while the rest of the staff members that call once or zero
times.

2) Empathy by humble words:
Similarly, the number of times that the expert staff says humble words
was higher compared to the novice (Fig. 7). The cases con-
sidered were: ,

(I’m sorry)”, “ (I’m terribly
sorry)” and “ (I will tell you)”.

3) Confirm read-back (times):
In this example the query counts the number of times that a staff read-back the
customer’s request in the dialogue (Fig. 8).

5 Knowledge Graph Exploitation

In this section a set of users (airline staff members) were profiled after analyzing and
representing their behavior on several video clips. The staffs’ statistics are displayed via
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Fig. 6. Calling the customer’s name.

Fig. 7. Empathy by humble words.

a web system (skill assessment platform). This tool has the goal of capturing the staffs’
expertise in customer service from multiple measures.

The underlining assumption is that service excellence is an art orchestrated from
multiple skills and the same level of excellence is conducted by different sets of skills by
different experts. Thus, if a training support system can profile the combination of skills
deployed by each expert, then the system aids the human resource department to provide
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Fig. 8. Confirm read-back.

an evidence based, and more precise and effective training calcium to the intermediates
of different personalities.

5.1 Web System for User Analysis

Thevisualization systemdisplays staffmembers’ information regarding to their customer
service. Based on this analysis the company might create strategies in order to improve
interaction between customer and company’s representatives. The Fig. 9 presents the
dashboard that summarizes the number of users as “expert” or “intermediate”.

Fig. 9. Dashboard for statistics (type and number of users)

In addition, the Fig. 10 displays charts of the user’s profile pointing the main metrics
(skills and actions) performed in the video clip.
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Fig. 10. User’s profile

Fig. 12. Table metadata

Complementing the previous charts, Fig. 11 andFig. 12 list the staffs and themetadata
respectively produced after processing the video clip.

Fig. 11. Table users
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6 Conclusions

In this paper, we proposed a methodology that aims automatic representation of human
behaviors presented in video clips via knowledge graphs. Our approach combined video
analysis (physical actions), descriptions (annotations) such as actions, skills and events
and conversation analysis. The goal was to create knowledge graphs based on the video’s
content. The graph created can be analyzed by severalmethods such asmachine learning,
graph-based reasoning, etc. As an introductory method of exploitation, the graphs were
retrieved and analyzed by SPARQL queries.

The methodology can be applied to any kind of scenarios presented in the video
and different languages. And for our case of study, the video analysis (human behavior
and interactions) was focused in airline’s customer service (interaction between staff
members and customers) and the language processed was Japanese.

The results obtained after implementing the methodology were: the 1) fast and auto-
matic representation of human behaviors as well the explicit description of interactions
among events, users, actions and conversation in video scenes. 2) The optimization in
representing a massive number of graphs that describe the entire video clip (one graph
for each scene).

An additional knowledge graph exploitation tool was proposed for analyzing staff
members in the area of customer service and in consequence classify them as experts or
intermediates.

Our long-term goal is to make the values derived from human interaction com-
putable. To this end, we developed a POC system that assesses the value of airline
ground operation experts. Experiencing the service provided by the experts (“value in
use”) is a medium to convey the value of the company and representing the context as
a knowledge graph enables the computation of those values. The annotation procedure
includes manual annotations, but the platform helps to identify new challenges for DNN
detection and is designed to incorporate new achievement in DNN as modules.

Future efforts can be focused on optimization the graph’s storage with techniques
such as graph embedding.
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Abstract. The internet is awash with misinformation and disinformation. It is
challenging to educate students in critical thinking and proper searching strate-
gies. This study explored the relationship among epistemological beliefs, cognitive
style, media multitasking, and information searching behaviors when students
encounter contradictory scientific information. Pre-experimental design, inter-
views, questionnaires, observation, and search log analysis were adopted in this
study. A total of 94 students were recruited to participant this study. The result
has shown that science and technology (S&T) students did hold higher scientific
literacy; however, there was no significant difference between S&T and non-S&T
students regarding epistemological beliefs, cognitive style, and media multitask-
ing. Nonetheless, this study found that there is significant relationship between
media multitasking and cognitive style and between media multitasking and web
navigation style. All students’ epistemological beliefs changed significantly from
their pretest to posttest, indicating that students possess higher-order knowledge
and thinking disposition.

Keywords: Epistemological beliefs · Cognitive style · Search strategies ·Media
multitasking

1 Introduction

Plenty of misinformation and disinformation are on the web. People might be unaware
of paradoxical information. It is important to equip students with knowledge that can
improve their critical literacy skills for the digital age [1]. In addition to the subject
expertise knowledge, what key factors influence the evaluation of information?

Previous research has shown that people with more sophisticated epistemologi-
cal beliefs are more likely to consider multiple aspects comprehensively [2]. Another
research study indicated that students with changeable epistemological beliefs could
affect information search technique and be able to deal with complex issues [3, 4]. The
relationship between information search behavior and cognitive style has been investi-
gated to some degrees of correlation [5]. People often apply several kinds of media at
the same time, and previous research on media multitasking has shown that it has an
impact on the process of information filtering [6].
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Thus, we proposed the following research questions. First, are there any differences
between science and engineering (S&T), social science, and liberal arts students regard-
ing media multitasking, epistemological beliefs, cognitive style, information search
strategies and behaviors? Second, are there any differences in search behaviors between
S&T, social science, and liberal arts students when they deal with conflicting scientific
information?Third,what are the relationships betweenundergraduates’mediamultitask-
ing, epistemological beliefs, cognitive style, and their information searching behaviors?
Fourth, will undergraduate students change their minds after searching on the web to
investigate conflicting scientific information and present higher-order knowledge and
thinking disposition?

2 Literature Review

2.1 Epistemological Beliefs and Critical Thinking

Epistemological beliefs are the beliefs about the nature of knowledge and knowing.
Previous research has explored students’ thinking and beliefs about how knowledge is
constructed and evaluated from different perspectives [7]. Schommer [8] investigated
students’ beliefs about knowledge and how these beliefs affect comprehension, and
proposed a scale to measure the degrees of beliefs in innate ability, simple knowledge,
quick learning and certain knowledge. Her subsequent studies have shown that the less
students believe in simple knowledge (to seek single answers and avoid integration), the
more precise their assessment of comprehension [9, 10]. Moreover, Schommer-Aikins
and Hutter [2] indicated that individuals who hold sophisticated epistemological beliefs
arewilling tomodify their thinkingwithmultiple perspectives and recognize the complex
nature of everyday issues.

2.2 Epistemological Beliefs, Information Search and Credibility Evaluation

There is a relationship between epistemological beliefs and information search. Whit-
more [3] found that epistemological beliefs affect not only search technique, the evalua-
tion of information, and the ability to recognize authority, but they also affect information
search process (ISP) which includes topic selection, focus formulation, and collection.
Her subsequent research also indicated that undergraduates with transitional epistemo-
logical beliefs exhibited the capability to handle conflicting information sources and
acknowledge authoritative information sources [4].

Kienhues, Stadtler, and Bromme [11] exploredGerman university students’ different
levels of epistemic beliefs and decision making when they deal with conflicting versus
consistent medical information. The study was conducted using experimental design,
composed of two intervention groups that conducted web searching in conflicting ver-
sus consistent information and one control group that did not perform a web search.
The results have shown that the epistemic beliefs of the intervention group were more
advanced after theweb search. The intervention group that encountered conflicting infor-
mation had less certainty in the ability of experts and made a specific decision after the
web search.
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Most people rely on search engines to search information on the web; therefore, the
search engine results affect the users’ choice of information. It is also challenging if the
users have little prior knowledge about science when they search conflicting scientific
information. Novin and Meyers [12] explored the types of bias from the search engine
results page (SERP) and identified four cognitive biases: priming, anchoring, framing,
and the availability heuristic. The priming effect occurs at the initial stage of searching.
Users usually catch the image before reading information. Anchoring is when students
access information in a top-down manner and trust the top result in a hierarchical list,
leading students to ignore various perspectives or conflicting information. Framing is
when people usually try to minimize cognitive work and narrow the multiple perspec-
tives. Availability heuristic is a cognitive bias about the usefulness and ease of use, it is
challenging for non-experts to decide the right information when confronting popular
but questionable information.

2.3 Media Use, Cognitive Style and Information Search Behavior

It is common that people concurrently use multiple media at the same time, such as
reading a newspaper while listening to music or watching TV while using the Internet.
Ophir, Nass, and Wagner [6] proposed a Media Multitasking Index (MMI) to measure
the level of media multitasking and explored the difference in information processing
styles between heavy and light media multitaskers. The result showed that heavy media
multitaskers are more sensitive to bring obstructed with irrelevant information, and they
have less capability for the transition to another task due to lack of the ability to screen
the unrelated information.

Kinley, Tjondronegoro, Partridge, and Edward [5] investigated the relationship
between cognitive style and search behavior. They found four key aspects of web search
behavior: information searching strategies, query reformulation behavior, web naviga-
tion styles, and information processing approaches. The cognitive styles were classified
as wholist (wholes), analytic (parts), verbaliser (words) and imager (pictures) according
to Riding’s CSA test [13]. Information searching strategies were classified as top-down,
bottom-up, and mixed ways. The result indicated that users with verbaliser and wholist
cognitive styles adopt the top-down approach for search strategies while users with ana-
lytic and imager cognitive styles choose the bottom-up approach. Web navigation styles
were categorized into sporadic and structured; the former refers to an unstructured navi-
gation, while the latter is using a systematic approach during web searching. Users with
verbaliser cognitive style adopt the sporadic navigation style while users with analytic,
wholist, and imager cognitive styles adopt the structured navigation style. Information-
processing approaches were categorized into scanning, reading, and mixed approaches.
Users with verbaliser and analytic cognitive styles adopt scanning approaches, while
users with wholist and imager cognitive styles adopt reading approaches.

3 Methodology

Pre-experimental design, interviews, questionnaires, observation, and search log analysis
were adopted in this study.
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3.1 Sample, Search Task and Research Design

The message of calling for participants were announced via the social media of Fu Jen
Catholic University campus.We provided registration system for students and the goal is
to recruit 30 students respectively from three major disciplines, science and engineering
(S&T), social science, and literal arts. In the end, from S&T, social science, and liberal
arts, the author recruited 27, 38, and 29 students, respectively.

The author discussed with a professor in physics to design one search task with two
contradictory opinions on climate change. We provided six reasons for two sides of
information: “climate change is caused by nature” versus “climate change is caused by
human”, and asked questions about whether there is consensus regarding climate change
and their personal position to the reason caused by nature or human. Participants were
assigned the search task and were asked to complete various questionnaires at different
stages—pre-search, during the search, and after the search task. They were asked to
complete the search task (read the one page information, and freely search on the web),
write short answers and think aloud within 30 min. PowerCam software was employed
to video record student search behavior.

3.2 Measures

Six types of scales were adopted to examine media multitasking behavior, scientific
literacy, epistemological beliefs, and cognitive style. Those scales measured media mul-
titasking index [6], scientific literacy [14], epistemological beliefs [8], and cognitive style
[15]. Furthermore, the topic-specific epistemic beliefs proposed by Kienhues, Stadtler,
and Bromme [11] were applied to conduct the posttest of epistemological beliefs.

MMI =
∑10

i=1
mi×hi
htotal

(m: types of media; h: hours in one week)
(1)

The students’ searching behavior were classified based on the categorization of search
strategies by Kinley, Tjondronegoro, Partridge, and Edward [5] and Thatcher [16, 17].

4 Results and Discussions

4.1 Scientific Literacy, Epistemological Beliefs, Cognitive Style, and Media
Multitasking Index

In terms of scientific literacy (scored by a professor in physics, ranging from 0 to 100),
S&T students gained a significantly higher score than non-S&T students. However, there
was no difference among different groups regarding themeasurement of epistemological
beliefs and cognitive style (score from 1 to 6). The overview of different scales is shown
in Table 1.

The Media Multitasking Index (MMI) developed by Ophir, Nass, & Wagner (2009)
was adopted to measure the level of multitasking behavior. The mean of MMI was 3.03,
which indicatedmost undergraduate students used three kinds of media at the same time.
There was no difference among S&T, social science, and liberal arts students. Students
spent the most time in web surfing (mean = 15.06), listening to music (mean = 12.16),
reading print media (mean = 10.51), and text messaging (mean = 9.95) in one week.
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Table 1. The overview of scientific literacy, epistemological beliefs, cognitive style and MMI of
S&T, social science and liberal arts students

Items S&T Social science Liberal arts

Mean Std. Mean Std. Mean Std.

Scientific literacy 78.3 11.2 68.4 12.4 69.5 10.5

Epistemological beliefs-simple knowledge 3.4 0.8 3.6 0.9 3.3 0.9

Epistemological beliefs-certain knowledge 3.6 0.7 3.5 0.7 3.1 0.5

Epistemological beliefs-quick learning 3.3 0.5 3.4 0.5 3.1 0.8

Epistemological beliefs-innate ability 2.9 0.8 3.1 0.8 2.8 0.6

Cognitive style-creating style 4.5 0.7 4.4 0.7 4.4 0.7

Cognitive style-planning style 4.7 0.6 4.7 0.8 4.9 0.5

Cognitive style-knowing style 4.4 0.5 4.1 0.8 4.1 0.7

MMI 2.9 1.2 3.0 1.2 3.3 1.0

4.2 Web Search Behaviors

Students’ searching behavior in this study coincided with Novin and Meyers’s four
cognitive biases from the search engine results page (SERP) [18].

This study used Kinley, Tjondronegoro, Partridge, and Edward [5] ’s proposed four
aspects of web search behavior: information searching strategies, query reformulation
behavior, web navigation styles, and information processing approaches. The overview
of web search behaviors is shown in Table 2. In this study, regarding information search
strategies, most students chose top-down instead of bottom-up strategies, which indi-
cated that most students searched for a general topic rather than specific information
at the beginning; however, social science and liberal art students adopted mix methods
more so than S&T students. In terms of web navigation style, social science and lib-
eral art students adopted a more structured navigation style than sporadic navigation
style (unstructured navigation), while S&T students adopted these two navigation styles
equally. Moreover, in terms of information-processing approaches, S&T students spent
more time on reading, while social science and liberal art students spent more time on
the combination of scanning and reading.

The typologies of search strategies proposed by Thatcher [16, 17] were applied.
Most students adopted a parallel hub-and-spoke strategy (see Fig. 1), following a path
in a new browser window and then returning to the marker page while keeping the other
result open. The second most common strategy that students adopted was the broad first
strategy, through which the students searched for a general topic first. These two search
strategies of students showedmain characteristics ofmultitasking, speed and broad-scale
browsing instead of in-depth reading. In addition, social science students tended to try
more multiple search strategies than other groups.
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Table 2. The overview of web search behaviors of S&T, social science and liberal arts students

Items S&T Social
science

Liberal arts

N % N % N %

Information searching strategies-[top down] 18 67% 21 55% 14 48%

Information searching strategies-[bottom up] 0 0% 3 8% 2 7%

Information searching strategies-[mixed] 7 26% 13 34% 12 41%

Information searching strategies-[others] 2 7% 1 3% 1 3%

Web navigation-[sporadic] 13 48% 12 32% 11 38%

Web navigation-[structured] 14 52% 26 68% 18 62%

Information-processing approaches-[scanning] 6 22% 6 16% 7 24%

Information-processing approaches-[reading] 14 52% 12 32% 10 34%

Information-processing approaches-[mixed] 7 26% 20 53% 12 41%

Fig. 1. Various kinds of search strategies that students applied.
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4.3 Relationships Among Epistemological Beliefs, Cognitive Style, Media
Multitasking, and Web Search Behaviors

In order to explore the relationship among epistemological beliefs, cognitive style, media
multitasking, and web search behaviors, all students were categorized as high versus low
score groups for epistemological beliefs, cognitive style, media multitasking based on
the mean value of each construct. The high/low MMI group did significantly affect the
web navigation style with chi-square analysis at p < 0.05 level, and high/low of the
innate ability in epistemological beliefs is related to the web navigation style at p < 0.1
level (Table 3). High MMI group and High epistemological belief about innate ability
tended to apply more structured approach than sporadic approach in web navigation
style.

Table 3. Chi-square comparison of web navigation style versus MMI, epistemological beliefs-
innate ability

Web
navigation
style

MMI Epistemological
beliefs-innate
ability

Low High Low High

Sporadic 23 13 20 16

Structured 24 34 21 37

Chi-square 4.502** 3.381*

*p < 0.1, **p < 0.05

In terms of the mean difference analysis of low/high MMI groups in four constructs
of epistemological beliefs and three constructs of cognitive style, only creating and
planning from cognitive style have shown the difference significantly (Table 4). This
indicated that the high MMI group showed more creating and planning cognitive styles
than the lowMMI group. Compared to previous research about heavymediamultitaskers
[6], this study’s result has shown a more positive effect when heavy media multitaskers
searched contradictory information on the web.

Table 4. The mean difference of low/high MMI groups in cognitive style

Cognitive
style

Creating Planning

n Mean t n Mean T

Low MMI 47 4.25 2.91** 47 4.55 2.548*

High
MMI

47 4.64 47 4.95

*p < 0.05, **p < 0.01
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4.4 The Change of Epistemological Beliefs Toward Conflicting Scientific
Information

All students’ epistemological beliefs changed significantly from their pretest to posttest
with t-test analysis at the p < 0.01 level, indicating that students possess higher-order
knowledge and thinking disposition.

The climate change question about whether there exists consensus or not changed
significantly from their pretest to posttest with chi-square analysis at the p< 0.05 level.
Some students changed their response from a Yes/No to one of uncertainty after they
searched on the Internet (Table 5).

Table 5. The pretest and posttest of the climate change question about whether there exists
consensus or not

Pretest Posttest

No
consensus

Consensus Not sure Total

No
consensus

30 14 10 54

Consensus 10 26 3 39

Not sure 1 0 0 1

Total 41 40 13 94

The climate change question about its cause- human, nature, and both - changed
significantly from their pretest to posttest with chi-square analysis at the p< 0.05 level.
The ratio of choosing “both” as the cause for climate changedecreased after they searched
on the Internet. Some students changed their answer from the cause of both to the cause
by nature or by human, showing that they changed their viewpoints from a neutral
position to these two opposite sides (see Table 6).

Table 6. The pretest and posttest of the climate change question about its cause

Pretest Posttest

Nature Human Both Total

Human 5 4 0 9

Nature 3 36 11 50

Both 4 15 16 35

Total 12 55 27 94
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5 Conclusions

This study explored the relationship between epistemological beliefs, cognitive style,
media multitasking, and search behaviors when undergraduates deal with contradictory
information. Undergraduate students usually used three kinds of media concurrently.
There were no differences between S&T students, social science students, and liberal
arts students in terms of epistemological beliefs and cognitive style.

There were some different web search behaviors among the different groups. S&T
students tended to adopt mix navigation styles and non-S&T students were more apt to
use a structured navigation style. S&T students spent time on the reading information-
processing approach, while non-S&T students spent time on both scanning and reading.

Students with high MMI used more structured than sporadic in terms of web navi-
gation style and showed more creating and planning in cognitive style. Those students’
epistemological beliefs in innate ability have shown more structured web navigation
style.

All students’ epistemological beliefs changed after searching information on the
web, indicating students might have the ability for reflective thinking and deal with the
misinformation and disinformation on the web.

This was an exploratory research of undergraduates’ epistemological beliefs and
information search modifications when facing conflicting information. Further research
on the investigation of students’ thinking process would help to clarify the cause of the
relations among different constructs in this study.
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Abstract. Healthcare is increasingly incorporating industrial engineering tools
into process improvement initiatives. This includes integrating technology into
healthcare delivery, which is an appealing solution to “fix” problems. However,
inserting technology without the proper systems integration can limit utility and
success. Exposing industrial engineering students to these challenges is critical in
training future healthcare leaders. This paper highlights the senior design capstone
project for industrial engineering undergraduate students, which is a two-course
sequence in the last year of their curriculum. Several of these projects focused on
using technology to improve healthcare processes, providing hands-on experience
with the challenges of integrating technology in real healthcare systems. These
projects can be evaluated in terms of sociotechnical systems components, which
considers the system dimensions of the person, task, technology, environment, and
organization. Students found that patient-facing technology had more challenges
from the other aspects of sociotechnical systems, which influenced the poten-
tial sustainability and success of the efforts. They gained an appreciation of the
complexity of systems and how technology alone is insufficient to produce last-
ing, meaningful change. This experience served to prepare industrial engineering
students for careers in healthcare and other highly complex industries.

Keywords: Healthcare · Technology integration · Undergraduate education

1 Introduction

Challenges in healthcare delivery systems is an ever-present and growing concern that
is being addressed from multiple directions including implementation of technology
solutions. Previous research has documented the difficulties in incorporating technology
in healthcare, such as organizational barriers [1, 2], challenges in pilot testing technology
prior to full-scale implementation [3], and inappropriate technology adoption [4, 5].
Many of these challenges are the result of not fully understanding all aspects of the
complex healthcare systems.
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Industrial and systems engineers are well-positioned to tackle these complex health-
care problems as their education and training incorporates technological, management,
economic, and personnel aspects of improving systems. Indeed, many industrial and sys-
tems engineers are entering the healthcare field for this reason, and therefore university
curriculum needs to evolve to prepare graduates for these careers.

The purpose of this study is to evaluate how undergraduate student projects in
an industrial engineering program that focus on technology integration in healthcare
expose students to larger challenges impacting project success. The evaluation frames
the projects within a sociotechnical systems perspective, considering the person, task,
technology, environment, and organization dimensions of each system. By exposing
undergraduate students to these challenges, they will be better prepared for careers in
healthcare as process improvement leaders, having experienced the need for a systems
approach to technology integration for healthcare solutions.

2 Methods

2.1 Project Setting

The projects took place in either a local hospital or the public emergency medical ser-
vice (EMS) in Baton Rouge, Louisiana, USA. Project champions at either the hospital
or EMS provided project descriptions to the course instructor, who then distributed the
descriptions to students. Students ranked projects by interest, which the instructor used
to assign teams of three to four students. Students were required to undergo any nec-
essary training and testing, such as completing patient privacy training and verifying
vaccinations, background checks, etc. Students then worked with the project champions
to determine access to data, on-site visits, and interactions with other pertinent staff.

2.2 Education Setting

Each project reported here was completed by industrial engineering undergraduate stu-
dents as part of their required coursework in their final year of studies. The projects
took place over two courses, taken sequentially and lasting approximately nine months.
Students spent 10–15 h per week on project work, including report and presentation
preparation. The first half of the project documents the current processes, identifies
problems, and develops solutions. In the second half of the project, the student teams
implement at least one of their solutions, either through small pilot studies, full-scale
implementation in limited areas, or simulations. Their final deliverable includes an eval-
uation of success in terms of efficacy, cost, and other metrics of interest to the project
sponsor. Teams receive continuous advice and feedback from the healthcare providers
and from a mentoring faculty member. Through this process, students apply concepts
from coursework to a real problem in a real-time environment.

2.3 Evaluation of Project Success

The use of technology in healthcare necessitates a larger sociotechnical systems perspec-
tive to evaluate success. Cresswell and colleagues [6] argue that the effective implemen-
tation of healthcare information technology depends not only on technical aspects but



Exposing Undergraduate Students to the Challenges 71

also on social, organizational, and wider socio-political factors. The Systems Engineer-
ing Initiative for Patient Safety (SEIPS) promotes evaluation of five components that
will influence success of patient safety and other process improvement initiatives within
healthcare: person, task, technology, environment, and organization [7]. Both of these
approaches are based in sociotechnical systems theory, which posits that the success of
systems depends onmultiple components, taking a systems perspective, rather than parts
in isolation. This study uses the five components of sociotechnical systems to evaluate
the success of each project and which components may have been neglected.

3 Results

The following four projects were selected to highlight healthcare projects in the two
settings (hospital and EMS) that integrated technology as a solution. The projects include
reducing patient falls in inpatient hospital units, improving food delivery to inpatients,
using telemedicine in EMS, and using data analytics for decision-making in unit-hour
utilization of ambulances. Each project is described, and solutions are categorized into
one of the dimensions of sociotechnical systems (person, task, technology, environment,
and organization).

3.1 Project 1: Fall Management

The goal of the fall management project was to reduce patient falls on inpatient units
of a hospital. The project took a systems approach by making recommendations that
incorporated technology, changes to patient room layout, nursing workflows, and man-
agement strategies. At the start of the project, students observed an integrated bed alarm
system that was intended to prevent patient falls. The system provided remote monitor-
ing, whereby nurses could monitor activity from the nursing station and be alerted when
a patient tripped the alarm. However, the systems were often either unplugged or turned
off, and there was no consistent policy enforced as to when a patient’s bed alarm should
be used nor how the alarm should be checked for proper use.

A second problem initially noted was that call buttons, which serve as a communi-
cation tool between patients and nurses and as a television remote control, were often
out of reach of patients while in bed. This creates a fall risk when patients attempt to
retrieve the call button.

The students worked with the nurses to conduct a quick process improvement event
to address some of these issues. The team ultimately recommended the following:

– Use clips to secure the call buttons to the bed
– Check the bed alarms and cable plugs when nurses perform rounding
– Use software already integratedwith the bed alarmsystem tomonitor patients remotely
at the nurses’ station

– Add an additional check by transporters on the bed alarm cable plug when a patient
returns to the room after a procedure
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While the project did not last long enough to track if patient falls decreased as a
result of these changes, the team did find the addition of clips increased the call buttons
within reach of the patient in one unit, but had no effect on the second unit studied. The
percentage of call buttons within reach increased from 91% to 100% in one unit and from
40% to 81% in the second unit after the process improvement event. The percentage of
bed alarm cables plugged in slightly decreased for one unit (89% to 85%) but increased
in the second unit (67% to 97%). The changes realized in this project can be categorized
into the five sociotechnical systems components (Table 1).

Table 1. Fall management project sociotechnical systems components

Sociotechnical systems component Project elements

Person No explicit changes

Task Change workflow of nurse rounding to include purposeful
alarm monitor check
Change workflow of patient transporters to check alarm
monitor plug when returning patient to room

Technology and tools Bed alarm system
Software to monitor bed alarms and patients remotely

Environment Use clips to secure call buttons within reach of patients

Organization No explicit changes

3.2 Project 2: Food Delivery

Afood delivery project sought to decrease the overall delivery time ofmeals to inpatients.
One piece of technology in usewas an automated ordering system that allowed patients to
order their meals. The meal tickets could be displayed on a screen (“C-Board”, Fig. 1) in
the preparation area for ease of assembly. While this system afforded patients autonomy
in selecting food and helped ensure the right food went to the right patient, the overall
delivery time did not necessarily improve. In fact, after extensive observations by the
students, the root cause of delivery time problems appeared to be an imbalance in staffing
between tray assemblers and tray delivery staff. A second potential problem was the
capacity limitations of the carts used to deliver trays to patient floors. A third problem
was the high turnover rate of employees in this department.

Even though the causes of delays touched on several areas of sociotechnical systems,
the hospital focused on balancing staffing and possibly improving the C-Board system
(Table 2). Given that the main problem was the personnel imbalance or shortage, the
team used simulation tools to find the optimal balance of personnel and tray cart size
to reduce delivery times to under one hour. Some improvements were suggested to the
C-Board system to further highlight allergies and other dietary restrictions. Although
mistakes in tray preparation were not prevalent, these improvements would help reduce
errors in the tray orders. Another suggestionwas to change the order of the resultingmeal
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Fig. 1. Food tray automated ordering system

ticket to match the flow of food and drink items in the preparation area, which would
serve to further error-proof against missing items and reduce time spent navigating the
ticket and the preparation layout.

Table 2. Food delivery project sociotechnical systems components

Sociotechnical systems component Project elements

Person No explicit changes made

Task Adjust number of personnel to optimize workflows

Technology and tools Modify C-Board to highlight allergies and dietary
restrictions
Change ticket order to match layout of preparation area

Environment No explicit changes made

Organization No explicit changes made

3.3 Project 3: Telemedicine in EMS

The local EMS asked students to investigate the use of telemedicine (or telehealth) to
link paramedics and patients in the field with a medical professional on duty (physi-
cians, nurse practitioners, etc.) Telehealth is defined as technology-enabled health and



74 L. Ikuma et al.

care management and delivery systems that extend capacity and access [8]. Given this
definition, the students developed a list of technological requirements (tablet-style com-
puting devices, speaker, microphone, and camera capabilities, etc.) and sought feedback
from all users on what telehealth might achieve in the EMS setting. The students focused
on the technological and environment requirements including peripheral equipment to
support the tablet, noise and lighting levels, and bags to transport the equipment on-site.
The team also limited the focus of telemedicine use to patients with chronic disease in
need of routine, in-home care rather than acute emergencies. Table 3 summarizes the
components of the project by sociotechnical system component.

Table 3. Telemedicine project sociotechnical systems components

Sociotechnical systems component Project elements

Person Limited to patients with chronic disease requiring
in-home care
Training manual for using the technology created

Task Workflow to use equipment specified in training
manual

Technology and tools Defined communications technology and peripherals
required

Environment Defined proper noise, lighting, and power
requirements for use

Organization No explicit changes defined

3.4 Project 4: Ambulance Unit-Hour Utilization (UHU)

A second project at the local EMS focused on using analytics of ambulance response
times, location of calls, transport times, etc. to create a visualization and decision tool.
Using database and GIS (geospatial information systems) software, the student team
created heat maps (Fig. 2) showing highest use areas compared to the location of ambu-
lances, crews,EMSstations, and emergencydepartments. This toolwas extremelyuseful,
providing data to present to the local funding government as evidence to request addi-
tional resources. The data also helped EMS make allocation decisions for ambulance
and crew placement to meet expected demands. Last, the data illustrated how recent
changes in healthcare access as a result of emergency room closures impact the com-
munity. The project directly affected only the technology and organization components
of the sociotechnical system (Table 4).

4 Discussion

4.1 Project Barriers and Enablers for Success

Due to the nature of the course, students are able to implement their suggested improve-
ments either through small pilot studies or simulations, but they are rarely able to fully
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Fig. 2. Example heat map generated from ambulance UHU project tool showing number of
incidents by location

Table 4. Ambulance unit-hour utilization project sociotechnical systems components

Sociotechnical systems component Project elements

Person No explicit changes

Task No explicit changes

Technology and tools Software tool to combine location and number of calls

Environment No explicit changes

Organization Tool used to make business case for funding and resource
allocation requests

implement their suggestions in the time period of the class. Other studies point to the
difficulties in technology pilot implementations as they often leave more questions than
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answers [3]. Despite pilot-scale implementation, student analysis and feedback from the
sponsors during the project gives insight into potential success and sustainability. Table 5
summarizes barriers and enablers of success for each project, categorized by sociotech-
nical system component. Across all four projects, there are only two major barriers
directly related to technology. However, there are ten barriers from other dimensions,
highlighting the importance of a full systems approach when conducting improvement
initiatives in healthcare.

The fall management, food delivery, and telemedicine projects all involved patient-
facing technology, which created more potential barriers to successful implementation
than the UHU project, which largely focused on decision tools used by EMS manage-
ment. In the fall management project, the students learned that the technology “fixes”
such as plugging in the alarm were easy in comparison to coordinating with nursing
staff to determine a reasonable, enforceable policy on bed alarm monitoring. Although
the initial results showed improvements, the students realized that barriers from other
sociotechnical dimensions may limit the sustainability of their efforts. At the person
level, the students witnessed a lack of motivation from the nursing staff to use the bed
monitoring software, and actions from patients and their families to actively defeat the
bed alarms they felt were cumbersome rather than ensuring safety. From a task perspec-
tive, students realized they were asking already overworked nurses and transporters to
add another step to their routines of checking the bed alarms. The students recognized
this barrier and worked to add these tasks in the simplest forms possible, understanding
that the steps may still be overlooked. Some of the largest barriers came from the orga-
nization dimension. The hospital did not have a clear policy on which patients should
use the bed alarm systems and how to enforce use, and there was little time available
during the project to train nurses on the bed alarm and software use. This resulted in a
lack of buy-in overall and also contributed to the lack of motivation from the individual
nurses. Despite all of these barriers, some enablers included adding the clips to the call
buttons, which reduced the opportunities for falls by keeping the call buttons within
reach of patients. Another enabler is the strong motivation from all levels of hospital
management to reduce patient falls.With the analysis, it becomes clear that management
could use this motivation to make changes to policy and training resources devoted to
fall management.

The food delivery project originally started with a request to evaluate the C-Board
system of managing patient food orders to reduce delivery time, but students quickly
realized that this technology was not the root cause of delays. After performing obser-
vations of the system, it was apparent shortcomings in the task and person components
of the system were the problem. Despite the ease of “fixing” with technology, simply
changing the C-Board technology was not going to decrease food tray delivery times.
Barriers existed in other sociotechnical system components: the department experienced
high employee turnover, and the physical environment placed constraints on how many
trips were necessary to deliver trays to patient floors given the capacity of the current
tray cart. To address this last barrier, one of the suggestions from the students was to
invest in a combination of additional personnel to deliver trays and one larger capacity
cart to reduce trips back to the food preparation area.
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Table 5. Enablers (+) and barriers (X) to project success, by sociotechnical factor

Fall management Food
delivery

Telemedicine Ambulance
UHU

Person X: Lack of
motivation from
nurses to use
software
X: Patients/families
using workarounds
to defeat the bed
alarm

X: High
employee
turnover

X: Patient trust in
decisions made
remotely
X: Providers
uncomfortable
making remote
decisions

Task X: Adding tasks to
rounding and
patient transport to
already high levels
of workload

+: Use of tool
requires no
change to tasks

Technology & tools X: Bed alarms not
plugged in

+: Technology is
modern
X: potential data
security issues
with
patient-sensitive
data

+: Data
required is
already
collected and
available

Environment +: Clips added to
call buttons reduces
fall opportunities

X: Layout
of hospital
floors
versus cart
capacity
dictates
number of
trips

Organizational/Social +: Strong
motivation to
reduce number of
falls
X: Lack of
consistent policies
for use of bed
alarms
X: Lack of time
devoted to training
on bed alarm
systems

X: Cost of
purchasing the
technology
(publicly funded
entity)

+: Any request
for government
funding
requires
objective
justification,
which the tool
provides
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The telemedicine project was perhaps the most exciting in terms of considering the
latest technology for healthcare. However, students learned they had to balance the desire
to use the latest technology with the constraints of a real system. While the majority
of their project time was spent defining the technology and equipment needs against
environmental constraints in terms of lighting, noise, power availability, and size, the
team learned that the bigger barriers were going to fall into the person and organization
components of the system. In general the response from providers was positive, given the
potential to care for patients real-time without the stress and time of transport. While the
healthcare providers liked the idea of using technology to provide assistance remotely,
they were wary of making medical decisions without seeing a patient in person. The cost
and return on investment was also a concern. Given EMS is a publicly funded entity,
the EMS agency had to make a case for investing in cutting-edge technology using tax
funds. As a result, EMS personnel do consult with other healthcare providers while in
the field but do so through phone calls instead of higher-tech solutions.

The ambulance UHU project was an easier sell and has higher potential for sus-
tainability because it didn’t involve patients directly and thus avoided some of the more
challenging aspects of sociotechnical systems integration. It simplymanipulated already
available data to make decisions. It also did not require the modification of any current
processes, meaning providers (EMS in this case) did not have to change their ways. The
project made changes to technology by providing a new tool and at the organization level
by strengthening the ability of EMS to advocate for resources. Students experienced how
complex data sets could be analyzed and communicated successfully to make decisions
that directly affect the well-being of a community.

4.2 Implications for Preparing Engineering Students for Careers in Healthcare

These projects were extremely useful in preparing undergraduate engineering students
for the larger challenges they might face in the healthcare industry and in their careers in
general.While the stereotype of engineers focusing on technologymay have driven some
of the initial excitement for these projects, both the students and project sponsors quickly
learned that technology would be a minor part of project success. This emphasizes the
need for engineering students, particularly in industrial engineering, to be well-rounded
in managing all aspects of systems, going beyond technology to include people, tasks,
environment, and organizational components of each system. Curriculum development
therefore should include opportunities to apply systems engineering principles and expe-
rience first-hand the challenges and consequences of considering (or failing to consider)
all aspects of the sociotechnical system. This is especially true in healthcare, which is a
growing field for industrial engineers, as healthcare systems are particularly complex.

5 Conclusions

Overall, projects using technology to analyze performance and resource needs seemed
to be more successful than technology directed at patient interactions. Much of this
appeared to be due to larger sociotechnical systems issues, such as lack of consideration
of human factors in organizations, as opposed to problems with the actual technology.
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In all, students learned how technology in isolation cannot solve healthcare delivery
problems, but that using technology as one tool in a larger systems perspective can be
powerful.
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Abstract. Deception detection is a vital research problem studied by
fields as diverse as psychology, forensic science, sociology. With cooper-
ation with National Investigation Bureau, we have 496 transcript files,
each of which contains a conversation of an interrogator and a subject
of a real-world polygraph test during interrogation. Researchers have
explored the possibility of natural language process techniques in gam-
ing, news articles, interviews, and criminal narratives. In this paper, we
explore the effect of the frontier natural language process technique to
detect deceptiveness in these conversations. We regard this task as a
binary classification problem. We utilize four different methods, inclu-
sive of part-of-speech extraction, one-hot-encoding, means of embedding
vectors, and BERT pre-trained model, to capture hidden information of
transcript files into vectors. After that, we take these vectors as train-
ing samples of a hierarchy neural network, which is constructed by a
fully-connected layer and/or an LSTM layer. After training, our system
can take a transcript file as its input and classify whether the subject is
deceptive or not. An F1 score 0.733 is achieved from our system.

Keywords: Voice and conversational interaction · Deception
detection · Interrogation · Text analysis · Deep learning application

1 Introduction

Deception detection is a vital research problem studied by fields involving human
interaction. The discrimination between truth and lies has drawn significant
attention from fields as diverse as psychology, forensic science, sociology.

In this paper, we target the detection of deception in the interviews of real-
world crime interrogation. With cooperation with National Investigation Bureau,
we explore the effect of the frontier natural language process technique for decep-
tive language detection. Specifically, we utilize the transcript files of the poly-
graph test during interrogation. The polygraph test procedure has three phases:
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1. Pre-test phase
In the pre-test phase, the polygraph is not used. The pre-test starts with
the interrogator having an interview with the subject. Here, the interroga-
tor will ask the subject questions that are directly related to the case
(“related questions”) and questions that are not directly related to the case
(“control questions”). Examples of a related question and a control ques-
tion are “ ” (In this case, did you attack the
defendant first?) and “ ”
(In your experience, have you ever made any mistake but lied and did not
admit it?). These questions may be open-ended or close-ended. With the con-
versation, the interrogator examines the behavior, body language, and speech
of the subject. During the phase, the interrogator also decides what questions
should be asked when the polygraph is connected. This phase can take from
30 min to 90 min.

2. Test phase
The pre-test phase leads to the test phase, during which the actual polygraph
participates. The interrogator first explains to the subject that how the test
will be conducted, introducing how the polygraph works and the closed-end
questions to which the subject will be questioned later. The subject is then
moved to the polygraph room and connected to the polygraph machine. The
polygraph machine measures the subject’s respiration, heartbeat rate, blood
pressure, and perspiration. Following the hook-up, the interrogator asks the
subject a series of close-ended (i.e., yes/no) questions, for example, “Did you
steal the money?”. The subject is expected to answer with either a “yes” or
a “no”. The polygraph records the physiological responses during this phase.
Once the questioning is over, the subject is disconnected from the polygraph
machine.

3. Post-test phase
The last phase is the post-test phase. During this phase, the results of the
pre-test and test phases are analyzed by the interrogator, and he/she makes
a decision regarding the truthfulness of the subject.

For methodology, we define our task as a binary classification problem to
predict whether a subject is deceptive or innocent based on his/her interview-
ing transcript with the interrogator. With the aid of CKIP parser [1], fastText
pre-trained word vectors1 and BERT pre-trained model [2], we propose four dif-
ferent modeling system with fully-connected and/or LSTM [3] neural networks
to perform prediction based on the encoded transcript data.

CKIP is an open-source library that is capable of performing natural language
process tasks on Chinese sentences, such as word segmentation, part-of-speech
tagging. fastText is a lightweight library for text representation. Its pre-trained
model, trained on Common Crawl and Wikipedia corpus, has the ability to
capture hidden information about a language such as word analogies or seman-
tic. As for BERT, which stands for Bidirectional Encoder Representations from

1 https://fasttext.cc/docs/en/crawl-vectors.html.

https://fasttext.cc/docs/en/crawl-vectors.html
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Transforms, is the state-of-the-art contextual embedding model that can turn a
sentence into its corresponding vector representation. LSTM (Long Short Term
Memory) is a special kind of recurrent neural network (RNN) structure that
is capable of learning long-term dependencies. It is very suitable for processing
sequence data such as conversations since the meaning of a word in a sentence
usually depends on previous words.

We apply four different methods including (1) part-of-speech extraction, (2)
one-hot-encoding, (3) mean of word embedding vectors and (4) BERT model
to each utterance of interrogator and subjects. After that, we use a hierarchical
method to aggregate the hidden representations of them, and then generate a
single prediction label which indicates the deceptiveness or honesty.

2 Background

Even though the literature indicates that many types of deception can be iden-
tified because the liar’s verbal and non-verbal behavior varies considerably from
that of the truth teller’s [4], the reported performance of human lie detectors
rarely achieves at a level above chance [5]. The challenge for people to distin-
guish lies from truths leads to the design that the annotators are the people who
express instead of the people who receive, which causes the lack of real data.

Recent advances in natural language processing motivate the attempt to
recognize the deceptive language automatically. Researchers have explored its
possibility in gaming [6,7], news articles [8], interviews [9], and criminal narra-
tives [10]. However, some of the previous works conducted experiments in pseudo
experiments or were required hand-craft features, which might include human
bias. This issue may make the developed models unable to be applied to real
situations.

In this paper, we use the data from real-world crime interrogation as well as
modern natural language process techniques to address the task of predicting
deceptiveness and honesty in transcript files during interrogation.

3 Dataset

With cooperation with the National Investigation Bureau, we have 496 transcript
files of polygraph tests during interrogation. Each of the transcript files consists
of a field indicating the case is judged as lying or not and 220 conversation
entries on average. For each conversation entry, in addition to the utterance of
the interrogator and the subject, it contains two additional numbers. One of
them indicates whether the entry is a question or an answer while the other
denotes whether the entry belongs to the related question or control question.
Table 1 illustrates two sample conversation entries in a transcript file.

Note that when we say a “transcript file,” it stands for a file that contains
“sentences,” each of which consists of “words.” A transcript file corresponds
to an interrogation case. The dataset contains 496 transcript files comprising
226 deceptive cases and 270 honest cases. In total, there are about two million
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Table 1. Two sample conversation entries of a transcript file. It’s originally written in
Chinese. We translate it into English for demonstration purpose.

Text These three people often cheat on exam? Not often

Question/answer Question Answer

Related/control question Control Control

characters. To parse the Chinese content, we utilize CKIP parser to extract the
part-of-speech information and segment each sentence into word-level tokens.
There are 24853 unique Chinese and English words, numbers, and punctuation
in our dataset.

The part-of-speech information can be put into a neural network classifier
(detailed in the following “Part-of-speech Extraction” section). As for sentence
segmentation, we can convert each token-formatted sentence into a vector rep-
resentation. These representation vectors can then be put into our LSTM model
to encode the transcript file. We also utilize BERT pre-trained embedding model
to encode transcript files directly. Finally, we use the encoding of each transcript
file to predict whether a subject is deceptive or not. Details of how we convert
sentences into vectors are elaborated in the next section.

4 System Overview

4.1 Part-of-Speech Extraction

In this method, we make a hypothesis that if a person lies in a conversation,
he/she will use more words to express contrast, e.g. “however,” “but,” “never-
theless.” Furthermore, people who are deceptive will have more chances describ-
ing an event in third-person point to keep themselves away from it. In short, we
believe that if a person lies, there may exist some patterns in the words he/she
uses. We extract part-of-speech with CKIP parser from each transcript file and
count the number of each part-of-speech tag. Then we take them as entities
of input features and feed them into a fully-connected linear binary classifier.
Table 2 shows a sample result of part-of-speech extraction.

Table 2. A sample result of part-of-speech extraction. It shows pairs of a Chinese word
and its corresponding part-of-speech tag. The Chinese sentence means: “In this case,
did you attack the defendant first?”

Except for the “Part-of-speech Extraction” method mentioned above, in gen-
eral, we take the following steps on each of the structures we propose to address
the task:
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1. Embed each sentence in transcript files into a vector representation,
2. Encode each transcript file into vector format based on the sentence-level

encoded vector obtained from the previous step, and
3. Train the binary classifier by leveraging vectors obtained from step two.

For step one mentioned above, we utilize three different methods (detailed in
the following sections) to embed hidden information into representation vectors:

– One-hot-encoding
– Mean of embedding vectors
– BERT model

Despite the difference between these methods to encode a transcript file,
we use the same hierarchical neural-network structure, as depicted in Fig. 1, to
perform classification and prediction. Additionally, we take the same steps to
train neural networks. The followings are details about embedding sentences.

4.2 One-Hot-Encoding

We apply one-hot-encoding process, to encode each sentence of a transcript file
into a one-hot vector as described below:

1. Extract all the words that appear in transcript files, inclusive of questions
from interrogator and answers from the subject, into a vocabulary set.

2. For each transcript file, prepare a vector which has elements as many as the
number of words in the vocabulary set. Each of the elements corresponds to
a word in the vocabulary set and is assigned to 0 initially.

3. Assign the element to 1 if its corresponding word appears in the sentence.
4. Finally, we take the vector containing zeros and ones as the representation

vector of a sentence.

For example, assume we have a vocabulary set containing words: this, is, an,
apple, a, pen, and assume each word corresponds to index 0 to 5 of a vector.
Then we can encode a sentence “this is an apple” to a vector containing {1, 1,
1, 1, 0, 0} while the sentence “this is a pen” will be encoded to a vector with
the value {1, 1, 0, 0, 1, 1}.

After converting all the sentences in transcript files with the process mentioned
above, we feed these result vectors into an LSTM network sequentially, taking the
last hidden state as the encoding of a transcript file. As for the binary classifier,
we use a fully-connected linear neural network, followed by a sigmoid activation
function. We input the last hidden state of the LSTM network to the classifier and
take the output to be the prediction of the system. Figure 1 depicts the process.

4.3 Mean of Embedding Vectors

For each sentence in a transcript, we collect all the words appearing in it, using
the fastText pre-trained model to encode these words into vectors. Next, we
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vector representation
of a sentence ...

Fully-connected
layersigmoid functionPrediction

Last hidden state of
LSTM networkLSTM network

Transcript files

Fig. 1. This figure describes that how we process data after obtaining vector rep-
resentation of sentences. Vector representation of each sentence is fed into a LSTM
network. The last hidden state of LSTM network is then forwarded into the binary
classifier which is made up of a fully-connected neural network with sigmoid activation
function.

calculate the mean of these vectors element-wisely, then concatenating the result
with two other numbers, which respectively indicate whether the entry is a ques-
tion or answer and whether it belongs to relation question or control question.
We assign 1.0 to the first number if the entry is an answer or 0.0 if it’s a question.
Likewise, we assign 1.0 to the second number if the entry is a related question
or 0.0 if it’s a control question. Figure 2 illustrates the concept. After converting
each sentence to a vector, we input them into the neural network described in
Fig. 1.

4.4 BERT Model

BERT is a contextual embedding model. It captures both meanings of the word
and the information of its surrounding context. Unlike the fastText pre-trained
model, which addresses the embedding task in word-level, the BERT model can
process sentence-level embedding. Therefore, we can use the BERT pre-trained
model to encode each sentence of a transcript directly.

Next, we take the same methods as the previous structure to concatenate two
additional numbers, get the encoding of transcripts, and train the linear classifier.
Figure 3 illustrates how we obtain a sentence vector, which is the input of the
LSTM network.

5 Experiments

We use pairs of transcript representation vector and the corresponding label as
the ground truth to train this classifier. There are 496 cases consisting of 226
deceptive cases and 270 honest cases in our dataset.
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Have you ever lied...

(other sentence)

(other sentence)

Have [0.21, -0.10, 0.21, ... ]

Words
collectionTranscript files

you

ever

lied

Corresponding vector
representation

[0.14, -0.06, 0.12, ... ]

[-0.09, 0.12, 0.29, ... ]

[-0.34, 0.03, -0.07, ... ]

[0.13, -0.07, 0.04, ... ]1.01.0 +

concatenate

element-wise mean

Vector representation of a sentence

Feed into a LSTM network
followed by a linear
classifier

Fig. 2. This figure illustrates how we convert a sentence in a transcript file into vector
format, which can be the input of the following LSTM network with the “Mean of
Embedding Vectors” method. Though sentences here are in English, we can take the
same step on any language to get the sentence vector as long as the sentence is parsed
into words.

We split our dataset into a training set, a validation set, and a testing set. To
make our experiment more reliable, we use cross-validation with stratification
based on class labels (deceptive and honest). We split our dataset into ten splits,
taking one of them to be the validation set, another to be the testing set, while
the splits left out are aggregated to be the training set. With stratified sam-
pling, training and validation sets contain approximately the same percentage
of deceptive/honesty cases.

Besides, we train our models with transcripts that contain (1) control ques-
tions only (2) related questions only (3) both control and related questions to
compare the impact of various types of conversation entries. What’s more, we
randomly generate embedding vectors as a baseline to perform sanity checks
assuring our embedding vectors actually extract hidden information from con-
versations of our dataset.

To train the classifier, we use one of following optimizers: Adadelta [11],
Adam [12], RMSprop [13], SGD with momentum [14], with binary cross-entropy
loss and apply dropout [15]. We perform grid search based on the validation
error to pick the best hyper-parameters and optimizer. The test result is tested
on the testing set.
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Have you ever lied...

(other sentence)

(other sentence)

Transcript files

[0.17, -0.09, 0.13, ... ]1.01.0 +

concatenate

Vector representation of a sentence

Feed into a LSTM network
followed by a linear
classifier

BERT pretrained model

Fig. 3. The figure illustrates the way to encode each sentence in a transcript with the
aid of BERT pre-trained model.

6 Results

We measure each of the settings described in the experiments section with met-
rics including precision, recall, and F1 score. The result is showed in Table 3.
According to the result, we have findings listed below.

1. All of the methods we propose in this paper have a higher F1 score than the
randomly initialized vectors setting. It indicates that these methods indeed
extract some hidden information from our data, and the classifier has learned
some underlying pattern of deceptive language.

2. One-hot-encoding has a higher F1 score
Much to our surprise, the “One-hot-encoding” method has a better F1 score
than any other method. In the setting of using both related and control ques-
tions, it is about 33% higher than the average F1 score. We don’t expect the
result because we think that the BERT pre-trained model, which can extract
not only the meaning of words but contextual information of a sentence,
should be more powerful and have a better performance. On the other hand,
the one-hot-encoding process can only annotate whether the word exists in a
transcript file.

3. Using control questions only gets a higher F1 score
From Table 3, we can see that all methods except “Part-of-speech Extraction”
have a higher F1 score in the scenario of using control questions only. On
average, the F1 score of using control questions only is about 6% higher than
using both questions, 23% higher than using related questions only.
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Table 3. The metric result of each of the methods we propose and the average. The
average value is calculated based on results of four methods listed above, not including
the random initialized vector setting.

Precision Recall F1 score

Part-of-speech extraction Related questions 0.600 0.467 0.476

Control questions 0.650 0.444 0.466

Both 0.587 0.467 0.452

One-hot-encoding Related questions 0.805 0.454 0.402

Control questions 0.690 0.811 0.733

Both 0.559 0.981 0.712

Means of embedding vectors Related questions 0.607 0.404 0.462

Control questions 0.595 0.560 0.543

Both 0.557 0.469 0.471

BERT model Related questions 0.605 0.527 0.500

Control questions 0.600 0.552 0.523

Both 0.584 0.541 0.506

Average Related questions 0.654 0.463 0.460

Control questions 0.634 0.592 0.566

Both 0.572 0.615 0.535

Randomly initialized vectors N/A 0.668 0.333 0.311

7 Discussion

We are curious about why the one-hot-encoding method has a better F1 score.
To further investigate what our model learns in the one-hot-encoding setting, we
generate vectors whose elements all assigned to 0 except one element to be 1 to be
inputs of the model. These vectors can be thought of as a sentence with only one
word. The followings are some one-hot-encoding-format words that are generated
with the method mentioned above. Our model considered these words to have
more possibility being deceptive: (Taipei, a location name), (Taichung,
a location name), (mobile phone), (mention), (April). Most of
them are related to locations. On the contrary, these words are considered to
have more possibility being honest: (monitor), (girlfriend),
(come back home), (for example), (touch). However, we can’t say the
sentence containing words above has more possibility to be deceptive/honest due
to the complexity of the deep learning model. Computation in a neural network
is not linear. Minor change to the input may lead to a significant change to the
output. It just gives us a direction to a more in-depth investigation.

As for the reason why using control question only has a higher F1 score, we
guess it’s because that sentences belonging to control questions have more words
while one belonging to related questions, in which the subject just responses
either yes or no, has less. The representation vectors of sentences belong to
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control questions hold more hidden information than that belong to related
questions. As for the reason why the setting of using both related and control
questions has a lower f1 score than using control questions only, we guess that
related questions might be noise due to the short answers, which often only have
one word from subjects.

8 Conclusion

In this paper, we utilize four different methods, including part-of-speech extrac-
tion, one-hot-encoding, means of embedding vectors, and BERT model, to cap-
ture the hidden information of real-world transcript files which contain conver-
sations from interrogators and subjects. Besides, we use a hierarchical neural
network to detect whether the conversation is deceptive or not. Finally, we com-
pare the metric of each method and have a discussion.

After training, our system can classify the deceptive case and honest. How-
ever, we still can make our system more robust and reliable by collecting more
training samples and combining some deep learning techniques such as trans-
fer learning and multitask learning. Although improvements can be made, we
believe that our methods can be the basis of more complicated neural network
structures, which may be additional aids in the fields such as psychology, forensic
science, and sociology someday. Moreover, the methods and structures mentioned
in the paper are not restricted to Chinese transcripts. They can be applied to
any other language and even other scenarios.
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Abstract. The transformation to innovative and digital work environments is one
major task for theworkingworld. Actively shaping change processes in such away
that employees find the best possible working conditions offers many opportuni-
ties and potentials. On the one hand, it improves theworking climate and employee
loyalty. On the other hand, it creates optimal conditions for employees to opti-
mally develop their potential. Requirements for employees and employers arise
from changes due to the digital transformation of work. Both perspectives were
considered in this paper. Focus is on the employees perspective and transformation
in SMEs.

On the basis of quantitative and qualitative surveys, fields of action in orga-
nizations were identified in this paper that are particularly relevant for the trans-
formation process. An action transformation cycle has been developed, including
fields of action in organizations from which specific measures for a transforma-
tion strategy can be inferred. An evaluation in an SME in the construction industry
showed the transformation action cycle as useful tool for the support in planning
transformation measures.

Keywords: Digital transformation · SME · Transformation strategy

1 Introduction

At this moment, the world of work is drastically changing. Business models, forms of
organizations, andworking processes are being altered, digital working environments are
more and more implemented. This refers on the one hand to digital production solutions
(industry 4.0) but also to the application of digital systems for Information and com-
munication (e.g. digital tools for knowledge management or other processes) [1]. To be
ready for the future, organizations must face this change [3]. There are different views on
the nature of the change, its final objective and the ways to achieve it [4]. The resulting
open questions often concern the most important resource of a company: its employees.
Especially in times of “war of talents”, the integration of an employee-centered transfor-
mation strategy is important. On the other hand, there are clear requirement profiles from
the employer side for the employees of the future. Altogether, management approaches
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for industry 4.0 and human resources 4.0 are on the rise [1, 2, 5]. The current literature
introduces requirement profiles for employees which take the changed requirements and
working conditions into account. Employees should be flexible, willing to learn, innova-
tive, and able to think entrepreneurially [3]. These requirements stem from the changing
working conditions, the change of classical job descriptions, the changing work- and
learning environments, and the changed management structures, which are increasingly
moving away from a traditional hierarchical work organization. This is associated with
a stronger focus on self-organization, knowledge management and teamwork [1].

Small- and medium-sized enterprises (SMEs) have a special role in this change
towards digital work in contrast to large companies or startups [6]. While Large com-
panies often have more resources available making a digital transition but are, due to
their size and structure, slow to change. In contrast, to that startups have high levels of
motivation and change flexibly, but often have low limited available resources. SMEs in
contrast to that, are dependent on a cautious, resource-saving change. For SMEs it is par-
ticularly important to integrate the workers to achieve a change they perceive as smooth
and satisfactory, thereby preventing staff turnover, psychological burdens, and major
disruptions of the daily business. Integrating workers and achieving smooth and satis-
factory change for them is particularly important for SMEs to prevent Staff turnover,
psychological burden and major disruption of daily business [7]. A holistic base for
transformation strategies for SMEs is thus, on the one hand, built by the company’s
perspective on necessary, sustainable, innovative, and digital corporate strategies, and
on the other hand by the perspective of the employees and their needs, requirements, and
worries. In this paper, these two perspectives, their common ground, and their differences
are considered. The paper focusses on quantitative and qualitative empirical studies on
the employees’ perspective on the digitization of the workplace in general, and for the
specific use case of a SME in the construction industry. The employees’ perspective is
examined based on literature. Both perspectives are combined in a transformation action
cycle which is evaluated for the construction industry.

The aim is to unite the perspectives of the employees and the employer, thus enabling
SMEs to identify employee-centered measures for the planning of transformation
strategies and to involve the employees as a key driver for success.

2 Perspectives on the Requirements for Employees in a Changing
Work Environment

The changes a digital work environment introduces affect different aspects of the work-
ing conditions (e.g., flexibility in processes and products), environments (e.g., machine
collaboration), and methods (e.g., the frequent use of information and communication
technologies) [4]. All of these, in turn, affect the employee. In the short term, employ-
ees are confronted with massive changes in their working environment, daily tasks, and
routines, which might lead to stress [3]. In the medium to long term, changing perspec-
tives alter competence profiles, job descriptions and working structures. To successfully
implement these changes, the demands on employees from an organizational perspective
must first be understood.
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To be able to appropriate support employees and derive information and communica-
tion measures, it is also essential to understand the needs and concerns of the workforce.
For that reason, employer and employee perspectives are considered in the following
section.Additionally, the perspective of aSMEfrom the construction industry is provided
as an example.

2.1 Organizational Perspective

Companies face several aspects that especially shape the working life and thus the com-
pany’s future. Four main aspects that impact the future of work, and therefore shape the
organizational perspective on transformation, can be identified: fast knowledge growth,
digitization, globalization, and demographic change [8].

Fast Knowledge Growth. Changes caused by the development of production and
industrial work in western Europe address the strengthening of services on the one
hand, and the development and production of increasingly complex and high-quality
products on the other [9]. This results in the growing importance of knowledge work,
knowledge exchange and knowledge building. The resulting requirements do not only
concern the technical infrastructure and working tools of a company, but the employees’
ability to learn and adapt and their speed of learning as well [10, 11].

Digitization. Additionally, the rapid technological development of production, infor-
mation, and communication technologies, demands a certain speed of development,
regarding the selection, equipment and introduction of new technologies, from the com-
panies [12, 13]. This results in new challenges for employees andmanagers, which affect
all areas of the company, from occupational health and safety to corporate culture [14].
One example is the change of the boundary between the private and professional life of
employees due to home office possibilities. The resulting requirements for employees
address their competence in dealing with changing workflows, their ability to adapt to
new technical tools and equipment, and whether they responsibly handle changes in
working methods, such as working independent of the location, constant availability
and flexible working hours [15].

Globalization. The increase in the networking between people and businesses causes
the national borders for trade and development, business locations, and teams to
fade. Internationally operating companies and intercultural teams require different and
more social skills to enable cooperation independent of location and mother tongue.
Organizations thus rely on employees with social and cultural skills [16, 17].

Demographic Change. Demographic changewill lead to a shift in the population struc-
ture. Consequently, more people of advanced age, and fewer younger people, will be in
gainful employment. This will lead to several necessary changes in the organization of
the working environment. Additionally, this causes a “war of talents”, which means that
qualified employees will be a scarce and sought-after resource on the labor market of the
future [18]. As a result, companies will need to attract good employees, retain them for
as long as possible, and offer them optimal conditions to fully realize their potential. The
expectations of the employees will thus be more strongly oriented towards making full
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use of their potential, which means their willingness to get involved, self-awareness and
reflection regarding prevention (in terms of occupational safety and health protection)
to ensure their own health.

2.2 Employee Perspective

When investigating the employee’s perspective on the future of work, a differentiation
by age is useful, because several studies have shown generational differences regarding
motivational drivers and competences [19, 20].

Since the future of work will be characterized by older employees due to demo-
graphic change, the requirements of an older workforce are relevant [21]. However, a
new generation of employees, whose attitude and competence are different from that of
previous generations, will enter the labor market as well.

Studies could show that there are generational differences in job-related motivations
[22]. While younger workers aspire to career development and growth, older workers
attach more value to a good working atmosphere and maintaining the status quo [23,
24]. A drastic change of working conditions might thus be perceived as negative by this
group of employees, especially when facing new and complex technological equipment.
While several studies could show a negative relation between technology adaption and
age, the overall perceived stress related to technologies at work decreaseswith increasing
age [25, 26]. This might be because they compensate less technical skills with a more
general job experience.

Regarding job tasks, older employees desire job enrichment, e.g., in terms of being
a mentor [23, 27]. In contrast, younger generations–e.g., the millennials (born 1980–
1990)–were characterized by aspiring to have self-realization and independence. Work-
ing conditions thus need to be flexible with a high potential for personal development to
be attractive for potential employees of that generation [20]. Additionally, studies have
shown that theworking profile should integrate responsibility and challenging tasks [28].
This illustrates, that there are generational differences in the requirements for job-related
aspects. An integration of those perspectives is thus important for an employee-centered
transformation strategy.

In the future, employees will thus be confronted with expectations and requirements
arising from the changing work conditions digitization causes, but they will also have
their own demands. Because of the changing labormarket and the “war of talents” arising
from demographic change, it is important to integrate the employee’s perspective in
future strategies. This should include a combination of change and consistency. Change
thereby refers to innovative andmodern workflows, that provide the opportunity for self-
realization, especially for younger workers. Consistency refers to the preservation of the
values and culture of a company, which leads to a good working climate that supports
a changeover that enables all employees with their different potentials and needs to
participate in that change.
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2.3 Perspective of a Classic Industry: Construction Industry

The challenges of a successful digital transformation are particularly tangible in the
construction industry. To develop, plan and construct a complex building, an interdisci-
plinary team with all kinds of different skills and educational backgrounds is required.
High quality standards and an increasing number of licensing requirements cause even
more challenges. On top of these complex structures and processes, SMEs do usually
not have the financial opportunities and resources to invest in new and still undeveloped
digital technologies. This causes them to act cautiously when it comes to change. Due
to already existing company-structures, SMEs are less flexible than start-up companies.
Because SMEs rely on existing processes and a certain level of customer satisfaction to
keep up their daily business, they depend on a long-term, sustainable development. On
the other hand, decisions can be put to practice faster in SMEs than in large companies.
There is therefore always a difficult balancing act between changing and preserving
the existing. Because of this, it comes as it is no surprise that the productivity of the
construction sector, compared to other economical branches, has been stagnating over
the last couple of years in comparison to other economical branches. Over the last 10
years, the construction industry has only seen a productivity growth of around about
three percent, whereas the growth in other industries was significantly higher. Digitally
supported work processes are thus of great importance for the future of the construction
sector. Construction-specific digital approaches (e.g., Building Information Modeling
(BIM)1) are currently only used by 4% of the all companies in the entire construction
industry [29]. The potential of this these digital approaches for the construction industry
lies in the reduced complexity of information flows, the centralisation of information,
and the decentralisation of the access to information. This is both an enormous opportu-
nity and a massive challenge, because the introduction and use of such systems must be
suitable for the highly heterogeneous group of employees involved in the process (e.g.,
different educational backgrounds). Due to the highly heterogeneous nature of the pro-
cess participants, this is both an enormous potential and the greatest challenge. Because
both the introduction and use of the system must be suitable for the different employees
(e.g. diversity in educational background or profession) involved in the process. For
that reason, the digitization process of the workflows in the construction sector is very
complex. Especially for SMEs, it is of great importance to be able to take part in the
competition for new employees on the one hand, and to keep experienced employees
on the other [6]. Thereby, the well-being, satisfaction and health of the employees play
a decisive role. Not in the least because of this, a planned digitization strategy is of
great importance. One the one hand it should involve the employees and prevent exces-
sive demands and a bad working environment caused by the change. On the other, it
should meet the demands and desires the employees have with supporting measures.
The existing high potential the construction industry has, can be realized by a structured
digital transformation approach which involves the individual employees and promotes
acceptance.

1 BIM enables the digital mapping of all construction processes and thus creates the interface for
cooperation with lower information losses in processes of construction companies.
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3 Empirical Surveys of the Employees’ Perspective: Fact Sheets

To investigate the employees’ perspective on the digitization of work, empirical studies
were used. First, focus groups were carried out. Subsequently, a quantitative online
survey was conducted. To integrate the construction industry as a specific use case, an
employer survey was conducted in a construction company. In the following section we
present the fact sheets of the three studies and their main results.

3.1 Focus Groups

To identify people’s worries and needs regarding the future of work, two focus groups
were conducted. The advantage of focus groups compared to pre-structured interviews
is that it has the potential to capture unfiltered free associations and thoughts. Each focus
group was split into two semi-structured discussions. First the participants reflected on
the status quo of digitization in their working environment and their experience with the
transformation to digital processes. Afterwards the challenges and “dos and don’ts” of
digital transformationwere discussed. In the second part, the topic of the discussionwere
the stakeholders responsible for the digital transformation andparticipation opportunities
for employees. Additionally, wishes for the design of transformation processes were
queried.

Participants of the focus group were selected based on work experience whilst ensur-
ing a diverse field of expertise (paramedics, research assistant, safety engineer, consul-
tant, librarian). The seven selected participants had ages ranging from 24 to 58 (M =
38.14, SD = 15.5). Five of them were male und two were female.

To ensure a good setting for the conversation, the participants were randomly split
in two discussion groups. The focus groups were carried out in German in September
2018.

The execution of the focus groups was based on an interview guideline. To provide
everyone with the same picture of the topic that would be discussed, the participants
were first shown a short introductory video on the digitalization of the working world.

The conversations were recorded, transcribed in accordance with the GAT 2 standard
and analyzed using a consensual approach of thematic qualitative content analysis [30].

Main Results. First, two main categories were identified: Organization and Qualifica-
tion.

Organization. This category includes several requirements and general conditions
regarding digital transformation that organizations should consider.

The category has several subcategories based on the group discussion: leadership,
error management, and participation (Table 1).

Qualification. This main category includes aspects of education and training in the
context of work regarding the changing conditions caused by digitization. It has
three subcategories: handling of data, lifelong learning, and superordinate competences
(Table 2).
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Table 1. Identified subcategories of Organization

Subcategories of Organization

Leadership In this subcategory requirements for sustainable management have been
formulated. In detail, the insecurity of the workforce should be reduced,
support should be given, and a common mindset should be established

Error management This subcategory regards the organization’s culture in dealing with
mistakes. A constructive error culture is seen as a prerequisite for a
successful digital transformation, especially during the transition phase

Participation This category consists of ideas to increase the acceptance of, and
commitment to, both the organization and the transformation process. This
can be achieved by the employee’s participation in organizational
processes- and structures

Table 2. Identified subcategories for Qualification

Subcategories to Qualification

Handling of data This subcategory describes the competence in the handling of
date. This includes large data volumes and data security

Lifelong learning In this subcategory includes all aspects of one’s professional
qualification are supplemented. The focus is here on the
changing learning conditions due to caused by digitization,
including changing job profiles, working materials- and systems,
and business models

Superordinate competences This subcategory supplements describes the additional
competences necessary competences to be able to be successful
in the digitalized working world. Besides the classic job profiles.
This includes social and technical skills

Summary. The results of the focus groups show twomain topics of discussion: Organi-
zation and Qualification. Within these categories, the need for strong leadership, which
takes responsibility and provides guidance and support, is expressed. Constructive error
management was seen as another aspect required for a successful transformation to
digital working models. Additionally, the participants expressed a desire for their par-
ticipation in the change process. Regarding professional qualification, the awareness of
the need for lifelong learning became apparent. The skills, independent of occupational
profiles, that must be mastered to be successful in the digital working world were also
discussed.

3.2 Quantitative Employee Survey

To gain deeper insights on the employees’ perspective on the transformation of work, a
quantitative online survey was conducted.
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On the basis of existing literature and the conducted focus groups, various factors
were identified as relevant target variables. In this context, the participants were asked to
evaluate motivational aspects (e.g., the flexibility of working hours, the increase in the
quality of work, improved communication) and potentially burdensome aspects (e.g.,
tighter schedules, increasingly complex work processes, more work). Overall, 18 items
regarding the attitude towards motivational aspects and 15 items considered the burden-
some aspects. For the analysis the items were combined to the variable motivational
aspects (Cronbach’s α = .94) and burdensome aspects (Cronbach’s α = .95).

Empowerment was recorded using an instrument by Spreitzer which included the
dimensions meaning, competence, self-detection, and impact [31]. Self-efficacy towards
technology (SET) was measured using an instrument by Beier [32].

All items were evaluated on a six-point Likert scale, ranging from 1 = I totally
disagree to 6 = I totally agree.

Sample. 507 participants aged between 19 and 66 (M= 46.18 years of age, SD= 11.82)
participated in the survey. The sample approximately consisted of an equal number of
men (n=253) andwomen (n=254).All respondents live inGermany. Participants varied
with regard to the industrial sector in which they are working and level of education.
The data was collected in June 2018.

To analyze the connection between the examined variables (Empowerment; KUT;
Age) and the perception of motivational and burdensome aspects, a correlation analysis
was conducted. The level of significance (p) was set to .05.

Main Results
Figure 1 illustrates the results of the correlation analysis. Only the significant correlations
are included. The results of the correlation analysis show that there is a negative relation
between age and motivational aspects (r = −.25; n = 507; p < .01) and burdensome
aspects (r = −.12; n = 505; p < .01). Thus, older participants agree less with the
burdensome aspects of workplace digitization, but also less with motivational aspects,
than younger participants do.

In addition, a weak correlation between all dimensions of empowerment and the
motivational aspects was found. Only competence (r = −.24; n = 507; p < .01) and
self-detection (r=−.13; n= 507; p< .01) have a negative correlation with the burden-
some aspects. Thus, the less the participants believe they are able to master the necessary
skills of their profession (competence), the more they perceive barriers regarding digiti-
zation. The same applies to participants who experience a low self-determination in their
working environment (self-determination), like the choice of work equipment, methods,
or work processes.

A medium-strong correlation was found between self-efficacy towards technology
and motivational aspects. Participants who show a higher self-efficacy in dealing with
technology (SET) also show a more positive attitude towards the positive aspects of the
digitization of the workplace (r = .30; n = 507; p < .01).

Additionally, the evaluation of motivational and burdensome aspects shows a pos-
itive correlation (r = .12; n = 507; p < .01). Thus, a more positive attitude towards
motivational aspects also results in a higher evaluation of the negative aspects.
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Fig. 1. Correlation analysis

Summary. Overall the results show, that personal factors, such as age, or self- confi-
dence with regard to regarding the use of technology, and psychological empowerment,
are connected to the attitude towards motivational and burdensome aspects of workplace
digitization.

3.3 Employee Survey in a Construction Company

To uncover the specific demands in the construction industry, an employee survey was
conducted based on the results of the quantitative and qualitative analyses described
above. The aim was to supplement the results with the specific perspective of the
employees of a construction company.

The questionnaire included demographic data including age, gender, work experi-
ence, and work area. In the second section, the participants were asked for their attitude
towards the digital transformation of theworkplace in general. In addition, they evaluated
various fears regarding the digitization of their own workplace. Finally, the participants
ranked a set of seven potentially negative aspects. All answers were provided on a
six-point Likert-scale ranging from 1 = totally agree to 6 = totally disagree.

Overall, N= 85 participants completed the survey. Their ages ranged from 20 to 64
(M = 41; SD = 13) and their work experience ranged from 1 to 48 years of experience
(M= 19.84; SD= 15.60). N= 44 participants work in the company’s technical sector, n
= 26 in the commercial, administrative and planning sector, and n= 11 were craftsmen.
With n = 60 the sample is predominantly male (n = 24 female).
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Main Results. Because of the small sample size, all results were analyzed descrip-
tively. For the analysis, items were combined into four thematic variables (data han-
dling, knowledge and learning, communication and connectivity, and improvement of
work and processes).

Data handling includes the positive aspects of dealing with data and the connectivity
of data. Such as the opportunities for one’s own work and for the company. Knowl-
edge and learning includes the statements on the benefits of digitization for knowledge
and learning, such as the simplification of knowledge sharing and increased available
knowledge.

Communication and connectivity includes the positive effect of the use of digital
systems, such as better communication flows and a better connection between working
areas.

Improvement of work and processes includes the positive aspects of digitization for
one’s own ability to solve work task, and the improvement of the company’s processes
as well.

Predominantly Positive Attitude. In general, all participants expressed a positive atti-
tude towards the several aspects of the digitization of their workplace. Figure 1 shows
the sample’s evaluation of the several aspects of digitization. Overall, a medium level of
agreement with the different aspects was found. The improvement of work and processes
received the highest level of agreement (M = 4.46; SD = .66). The positive aspects of
data handling were the least positively evaluated aspect (M = 4.02; SD = .67).

1 2 3 4 5 6

Improvement of work and processes

Communication and Connectivity

Knowledge and learning

Data handling

Agreement
(min=1;  max= 6)

Fig. 2. Attitude towards the digitization of the workplace in a construction company

To get a better understanding of the employees’ opinion, we considered the percep-
tion of digitization of the workplace for the different departments separately (Fig. 2).

The separated analysis of the attitude towards digitization shows that there is a differ-
ence in the attitude prevalent in different departments of the company. The participants
from the craftmanship department perceive less benefits compared to the other two
questioned departments (Fig. 3). For them motivational aspects like data handling and
knowledge and learning are less convincing arguments in favor ofworkplace digitization,
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1 2 3 4 5 6

Improvement of work and processes

Communication and Connectivity

Knowledge and learning

Data handling

Agreement
(min=1; max=6)

craftmanship

commercial,
administrative
and planning
technical

Fig. 3. Attitude towards digitization of workplace in the construction company according to
department

than they are to the other departments. Also, the benefit of work and process improve-
ment is less beneficial for the craftmanship department than for the other departments
of the company.

Fig. 4. Worries regarding digitization Fig. 5. Worries regarding digitization in
departments

Overall, the ranking of the possible disadvantages of the digitization of work show
little concern regarding the risk of losing their job and being no longer necessary (Fig. 4).
The highest priority was given to worries regarding technical aspects: firstly, technical
failure and secondly, data security. Worries concerning process- and task-related prob-
lems like overload, increasing workload, and decreasing social interaction, were ranked
in the middle. In general, the answers show little existing worry or fear of overload.

The participants tended to be more concerned about the smooth operation of new
technical solutions.

The separate analysis of the ranking within the departments showed a dissimilar
picture. Differences were found regarding the excessive demands and the concern to
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become superfluous (Fig. 5). Technical failure and decreasing interaction were fears
felt more by the technical and commercial departments. More work was ranked as the
smallest risk by the commercial planning and administrative departments - probably
because they also perceive the most advantages of technical solutions.

Summary. In summary, the employee survey conducted in the construction company
showed a positive attitude towards digitization. However, it also became clear that the
attitudes of the departments differ both in the perception of the positive aspects and in
the weighting of the negative aspects. The results thus provide a reason to integrate the
different needs of the various departments in a transformation strategy.

4 Summary and Derivates - Transformation Action Cycle

The previously presented results show several main aspects that should be included in
the development of an employee-centered transformation strategy. Using the empiri-
cal results and the literature-based factors we identified, a short and compact model was
designed to provide a first structured point of reference to integrate important aspects in a
transformation process for digital change that considers the requirements for the employ-
ers and employees regarding the digital transformation process. Four main aspects can
be translated into recommendations for communication and transformation:

1. Qualification and education are major aspects in a successful transformation to a
digital work environment [2, 15]. This is common sense in literature but was also
emphasized by the employees (see Sect. 3.1). The educational frame is thus a major
task field that organizations should integrate in the transformation to digital work
processes. Especially for SMEs that have to deal with limited resources compared
to, e.g., large-scale enterprises.

2. The literature and the empirical studies showed that the organizational frame is very
important. On the one hand, it is important to guide changes from a meta perspective
and control and include aspects as education and participation. On the other hand, it
is important to keep the character of the organization (e.g., demographic structure)
and different departments inmindwhen designingmeasures and strategies for digital
transformation [5, 12]. The reflection on the aspects assigned to the organizational
frame is thus indispensable when thinking about transformation strategies.

3. Personal and individual aspects influence the digital change of an organization.
These can be personal factors like the attitude towards technology, psychological
empowerment, or job-related preferenceswhichmaydiffer in different generations of
employees [2, 7, 20]. But they also include personal goals and qualification needs. For
that reason, this taskfield should not be underestimatedwhendesigninguser-centered
strategies for digital change and development.

4. Employees desire a good error management, forms of participation, and a culture
of leadership that includes support and the establishment of common mindsets,
stability, and reliability of corporate values, aswell asmodernity andprogressiveness.
Organizational value structures, that include corporate values (both internal and
external), leadership guidelines, and participation possibilities for employees, are
thus another factor for a successful transformation strategy [18, 27].
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From the identified task areas for transformation, an overview of the fields of action
for the transformation to digital work environments was derived. This can be used to
derive more detailed aspects.

Transformation Action Cycle
Figure 6 shows the transformation action cycle for an employee-centered transformation
strategy for digital change, that was developed based on the aspects identified in this
paper. The main focus is on the employee-centered approach. On this basis, four fields
of action were developed. These were based on literature and the empirical results, as
described above (qualification, educational frame, organizational value structure, and
personal task field). The subdivisions (outer ring) also offer a useful tool for the struc-
turing and orientation of the fields of action. While the fields of action describe the
superordinate fields, the outer ring describes the thematic fields that can be used to
derive concrete measures. The latter are each located at the intersection of the two inner
fields of action to which their content belongs. The distinction is made to structure the
measures and should not be regarded as strictly selective. All aspects influence each
other and each functions as a gear wheel in the digitization process. At the interface of
the organizational and educational framework participation, trainings and prevention of
overload have been arranged. These aspects were placed in the field of organizational
frame because they need an organizational framework to be able to provide measures

Fig. 6. Transformation action cycle



104 J. Kluge et al.

derived from these aspects (e.g., regarding the provision of necessary resources). Espe-
cially participation is an aspect that needs to be embedded, accompanied and supported
by the organization, e.g., regarding the necessary instructions for leaders and employ-
ees. The aspects also belong to the educational field, because participation processes and
their designs need to be learned, both by the employers and the employees. Moreover,
the prevention of work overload, and trainings, belong to the organizational frame as
well, since this provides the necessary frame for courses and measures against an over-
load of work (which is closely linked to trainings). Finally, since its content is a form of
education, both aspects belong to the educational field as well.

At the intersection of the educational and the organizational value structure field,
the aspects responsibility, error management and leadershipwere placed. Responsibility
thereby refers to the educational task field, because taking more responsibility, and thus
relieving the employer of responsibility, is a learning process. It is also associated with
the field of organizational value structure, because transferring and taking responsibility
is part of an organizational value structure that includes aspects like the trust in employees
and is thus a necessary condition for the empowerment of employees. Moreover, leader-
ship is on the one hand closely connected to the organizational value structure because,
for a great part, values are communicated, reproduced and shaped at this level. A com-
mon mindset is thereby shaped by the organizational values. On the other hand, it is also
connected to the personal task field because the more individuals comply with the corpo-
rate values, the higher the meaning component of psychological empowerment and the
intrinsic work motivation is [31]. Additionally, transparency is a relevant aspect between
the organizational values and the personal task field. Transparency includes transparent
communication about changes and transparent information policies to give employees
a comprehensive overview of the entire process. This supports a better understanding of
decisions and workflows and encourages solution-oriented thinking [2].

Personal goals are also a factor for a possible transformation strategy, associated
with the personal task field and organizational value structure. Considering the personal
goals of employees in the transformation strategy to digital working environments can be
achieved by addressing job related goals (such as a higher level of education) or private
goals (such as flexible working hours because of family obligations) which are more
easily achieved after the digital conversion of the workplace. The guiding principle here
should be to adapt the working conditions to the needs of the employee by using digital
means and not vice versa. Thus, a higher motivation and commitment to the employer,
as well as a better working climate, arises [5, 8].

Associated with the organizational frame and personal task fields are the aspects
empowerment, flexibility and feedback. To discover negative evolvement (on a process-,
technical- and social-level) at an early point in time, Feedback is indispensable, both for
the management and the staff. Flexibility refers to the opportunities organizations offer
regarding the distribution of working time, models and locations, to allow their employ-
ees to reach their optimal potential by giving them the option to combine personal (e.g.,
taking on the care for family members) and work goals (e.g., a fulltime job, additional
qualifications). Empowerment is a very important aspect for the future of work, an
employee-centered transformation process and a sustainable workforce. Empowerment
should on the one hand belong to the organizational task field, because it is a holistic
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organizational task [8, 33]. On the other hand, it should belong to the personal task field,
because it requires an intensive dialogue at the personal level.

Overall, the transformation action cycle has to be read as an integrative summary
of the employees’ and employers’ needs for the transformation to digital working
environments on an empirical and literature supported base.

5 Evaluation of the Transformation Action Cycle During Operation
in Construction Industry

As an example, the transformation action cycle was tested and evaluated in a SME of
the construction industry that was in the middle of a digital transformation process. All
four fields of action turned out to be important for the successful implementation of
digitalization or change management in an existing culture or organisational structure
in general. But when tested in a medium-sized construction company, it turned out
that when planning a transformation process which includes all fields of action and
task fields, the complexity increases rapidly due to the high diversity of the employees
and the many external participants involved in the work of a construction company.
Thus, the role of the construction manager was of particular interest for the evaluation
since all relevant and critical aspects come together (cost- quality-, and time-related
topics, operational-safety requirements) there. For that reason, it makes sense to choose
this area as an example for the evaluation. As a process, the introduction of a new
system for internal communication and knowledge management was used, which offers
location-independent access to all relevant data and communication processes, as well
as multimedia support for documentation and administration. Therefore, as a first point
of evaluation, a tool for the selection of the specific process or role for applying the
transformation action cycle would increase usability.

In the analysed field of business, the personal task- and organizational frame field
were the most important. For the observed group of employees, it was critical to have
benefits like less administrative work and more flexibility, which would give them more
time to concentrate on their key responsibilities and could lead to an overall stress
reduction on the long term. As a consequence, employee satisfaction increases, and
stress-related dissatisfaction and overwork decreases. This would, in turn, lead to a
better stability in the execution and quality of the processes. The communication of the
long-term goal of that change process was found to be crucial for acceptance, because
during the transformation process the overlapping use of the old and new system could
turn out to increase the workload. Thus, feedback on, and transparency of, the long-term
goal were relevant aspects for the transformation process according to the transformation
action cycle. Ways to cope with an increase in the time used for tasks because of the use
of digital systems, is on the one hand clarity that overwork should be prevented and on
the other hand how it should be prevented. Therefore, it is more important than ever that
employees have a clear understanding of the overall process, which can only be achieved
through transparency.

For this reason, and in general, it proved to be important to have the employees
participate in the change process as early as possible. Participation proofed to be the
best way to spot ambiguities, errors or deficiencies early on.



106 J. Kluge et al.

As digitalization is new to most employees, especially to those of a higher age or
corporate affiliation, the educational task area proved to be particularly useful. In the
here described use case, personal trainings in smaller groups or one-on-one sessions, in
which the employees get to test the new system hands-on, were the basis for a successful
transformation. The aspect of responsibilitieswas also very important. For the considered
process, having a responsible contact person, who can easily be reached at any time in
case of questions or uncertainties, showed to be a driver for the implementation in
the daily work. For a SME, not disrupting daily business and going easy on resources
usually have the highest priority during a change process. It is therefore essential to have
additional trained staff to support the employees during the transformation process. For
the considered company, it thus seemed to be helpful to have a certain number of key
users, who received amore intensive training, and could later share their knowledge with
the different areas and locations/constructions sites.

The organizational value structure can only be influenced indirectly by taking con-
crete measures. The experience of the transformation process in the here described use
case showed that leadership has a particularly important role. Leaders should serve as
examples and should thus exemplify and reproduce corporate values. In the consid-
ered process, e.g., the decision of the management to move the company to another city.
Employers gave negative feedback on that decision. A retroactive evaluation of this deci-
sion found that aspects such as transparency and considering personal goals were not
taken into account here. The decision of the management was subsequently classified as
a wrong decision and corrected. In this way, the management tried to set a good example
regarding the maintenance of the company’s value structure by establishing a good error
management, taking into account the personal circumstances of the employees, and sup-
porting the common mindset that includes feedback. In general, constant user feedback
regarding the implementation process remains as crucial at any time. Additionally, the
experience that giving feedback leads to change is important to support empowerment
in the workforce. Especially in times of change, a common mindset, affects all fields of
action of the here presented action cycle, facilitates the implementation of change and
provides a secure framework for employees and managers in times of change.

In conclusion the here presented transformation action cycle proofed to be a helpful
visualization and structuring aid. The task areas could all be confirmed as being relevant.
In practice, the appointing of the aspects to the fields of action was rather unstable and
influenced each other in an iterative way. After the application in the practical example,
it can be concluded that the arrangement of the individual aspects should rather be
criss-cross than separated into individual sections.

Especially for SMEs and resource-saving approaches, each transformation process
must be planned individually and depending on the chosen approach, it must be decided
to which extent each field of action has to be integrated in the planning strategy. The
transformation action cycle can be a good tool for the support of that decision process.

6 Outlook

The transformation action cycle is a basic overview of the relevant aspects for the digital
transformation inSMEs.The evaluation in the construction industry showed that all fields
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of action include aspects that should be integrated in an employee-centered planning
process. However, it also showed, that the arrangement of the aspects in the outer ring
was rather unstable. Additionally, the evaluation process clearly showed, that, due to a
fast-growing complexity, not every aspect might have to be considered for the planning
and implementation of the digitization of a process in a SME. As a next step, support
for prioritization should thus be developed.

Moreover, a third part which provides possible concrete measures for the transfor-
mation to a digital process should be added. An example is the use of key-users for the
implementation of new digital processes.

Additionally, an employee-centered transformation strategy should integrate a user-
centered evaluation of the success of the digital transformation process. This also has to
be developed and integrated in the future work. The aim is to develop a more concrete
model for the digital transformation of SMEs based on empirical results. This can then
be used to derive concrete measures and task areas and will continue to be evaluated and
developed through practical application.
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Abstract. Business processes in public administration heavily rely on the
exchange and transformation of information. The potential improvements through
the introduction of supporting ICT are enormous. In this paper we report on sev-
eral problems we found during the redesign of a business process for electronic
invoices in a public administration and show how improving document handling
as a part of proper information exchange could improve the whole process and
highlight why it is a key challenge for such processes.

Keywords: Business process management · Socio-technical design ·
Information systems

1 Introduction

Business process management is focused on activities. In public administrations, these
activities are to a large extent a transformation of information. Such processes can
enormously profit from the use of ICT [1]. Therefore, the current and ongoing transfor-
mation from paper-based documents towards electronic workflows offers a great chance
to exploit these benefits. Considering the used documents and their handling as central
parts of the process re-engineering allows exploiting this potential.

Themainmotivation for putting the used documents into focuswas that a consultancy
agency presented an e-invoicing process and ICT solution which included only one
document: the (e-)invoice. The present paper-based process relied on and produced
many different documents. Handling such documents and their information is important
to leverage the improvement potentials of ICT — though, it is often not considered [2].
Therefore, we decided to focus on it.

In this case study, the business processes are captured with documents and infor-
mation transformation in its center using ethnographic techniques. Additionally, found
artifacts, used documents, and file storages are captured, analyzed, and represented in a
document model. The model is used to guide the process discovery phase and identify
issues during the process analysis phase. To ensure the resulting processes and techno-
logical support fits the organizational needs and provides a sufficient process experi-
ence, socio-technical heuristics, and design goals are employed and used to spot further
issues, understand the underlying causes and guide decisions during the redesign. The
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final designs have been discussed with the process participants in workshop sessions
following the socio-technical walkthrough method [3, 4].

The case study was performed in the accounting department of a large public admin-
istration and accompanied the introduction of a process to handle electronic invoices
(e-invoices). The handling of invoices was mainly paper based and supporting ICT was
only partially present. The motivation to ‘digitize’ — beside fulfilling EU and federal
requirements — was to improve transparency, error handling and reduce the processing
time. The changewas initiated by an EU regulation, requiring the organization to process
e-invoice by the end of 2019.

We identifiedmany problems during the process analysis phase which would be easy
to resolve through the use of unified and cross-cutting ICT and ease the introduction
of new electronic workflows. A key element to do so was the introduction of a central
document management system which would provide the required information for every
process step and thus increase the availability of information and therefore the overall
transparency.

2 Background and Related Work

The implementation of the EU directive 2014/55/EU in Germany requires all bodies
of public administration to accept e-invoices since the end of 2019. The format of an
e-invoice is defined in EN 16931. Increasingly, companies are obliged to issue their
invoices as e-invoices. The reference implementation of this norm is the XML-based
‘XRechnung’ (transl. XInvoice) format. The older ZUGFeRD format has been updated
in version 2.0 to conform to the standard. The submission of electronic invoices is done
through central submission platforms. For small businesses, it is possible to upload an
invoice to this platform via the web or use the platform to create the invoice completely.
Such electronic invoices can easily be processed using ICT and thus enable an enhanced
technical support.

Currently, the most popular way of visualizing and modeling processes is BPMN
2.0 [5] which serves as a general purpose notation suitable for most domains [6, 7].
For the use in public administrations specialized notations and methods are available
like PICTURE [8] which provide a very limited set of elements and – in the case of
PICTURE – even activities; while this simplification can beneficial – especially when
the process is discussed verbally – it can also be a burden when complex activities
need to be reflected in the model. SeeMe [9] is another general purpose notation and
method to model process with a focus on communication and socio-technical aspects.
The set of needed symbols is small and the number of relations connecting elements is
reduced through embedding elements. Another interesting aspect of SeeMe is the option
to express ‘uncertainty’ — parts of the model can be marked as incomplete or unknown.
Having this explicitly expressed can help during the analysis and re-engineering to
identify problematic areas and helps to understand the model. SeeMe is designed to be
used in collaborativemodeling workshops where the process model serves as a boundary
object [3]. These workshops are called socio-technical walkthroughs. By reviewing the
process step by step and the involvement of all stakeholders a common understanding
of the process is achieved. Every participant can propose changes and discuss them with
the relevant stakeholders immediately to understand its impact.
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Public administrations are a special environment for process redesign projects as
they pose some challenges to the project with their large number of processes and
process variants, organic structures with many interfaces and layers of hierarchy and
wide margins of discretion to decide [10, 11]. In this setting, not all process variants can
be considered and optimized. However, the problems found are often present in many
processes and their variants. Therefore, overarching solutions promise relevant benefits
[11]. One Area where such potentials are often present is the support of ICT and the
digitization of paper-based assets [2]. Although the interplay of business processes and
information management is of particular importance to leverage these potentials, it is
not reflected in many approaches for such projects [2].

3 Case Study

This case study has been performed in the accounting department of a public administra-
tion during the switch from a paper-based invoice handling to an E-invoicing workflow.
Due to changes in EU regulations the administration was forced to accept and process
e-invoices. This obligation triggered a general project to digitize all procedures of the
department. Up to this point, the handling of orders and invoices had been completely
paper-based. Besides, the department’s own internal processes the process departments
which rely on the central accounting department (its clients) also needed to reflect the
new requirements. In the most common case, the clients handled the order process them-
selves and forwarded the invoices to central accounting for payment and archiving – less
common (but in some cases required) is the involvement of central accounting already
at the time of ordering or even before that.

3.1 Approach for the Case Study and Goals

Process capturing was performed in all units of the accounting department and three
external client departments that rely on the central invoice handling processes. This
ensured that the designed processwould also address the needs of clients and the required
interfaces are present and fit together. Involving this set of stakeholders enabled us to
design the process with respect to the socio-technical dimension and provide the means
for communication and feedback.

The main functional goal of the redesign project was to fulfill the requirements
set forth by the EU regulation and accept e-invoices. However, also non-functional
dimensions, such as transparency, error handling and reduction of processing time, were
included as transparency has already been identified as a major problem.

The transparency problem is particularly evident in relation to payment reminders:
The accounting department was not able to retrace unpaid invoices. It was unclear
whether the original invoice was lost, never received, or still being processed. The same
is true for corrections: if an invoice was corrected by a supplier the correction could
only be reflected with manual effort as the status of the original invoice was unclear and
its current location. Only if it was already fully processed it was present in the ERP-
System otherwise it was not possible to find it without asking each individual clerk in
the different units of the accounting department.
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To fulfill both sets of requirements the approach of the re-engineering project fol-
lowed the business process management life cycle [12]: After identification of the rele-
vant andmost important processes for invoice handling inside the central department and
in the client department. The processes were captured using ethnographic techniques.
The ethnographic phase was guided by the flow of actual documents in the depart-
ment and their processing. Actual documents served as a boundary object between the
ethnographer and the process participants.

The processes were modeled using the SeeMe notation [9] to allow for discussing
the to-be process with the participants during the redesign and in workshops easily. Also,
because the technical basis for the new process has not been decided and requirements
were unclear. Therefore, expressing ‘vagueness’ explicitly was important. Documents
were represented in an additional UML class model [13] which is suitable and common
for modeling documents [14]. Although, most notations for process models (including
SeeMe) include elements to represent documents, resources or entities. We needed a
deeper understanding of the employed documents and their respective information types.
We needed to understand what they represented and when they were real duplicates.

The resulting models were annotated with issues the process participants uttered
during the ethnographic phase to identify the pain point for them and potential weak-
nesses of the executed process. Additionally, the process models were inspected using a
heuristic evaluation method for socio-technical processes [15, 16] to identify systematic
flaws and reflect the participants, e.g. considering job fit or monotony.

Based on this analysis and the formal requirement of e-invoicing processes the new
to-be processes were created. Design alternatives were considered with regard to the
non-functional modeling goals and their compatibility with the socio-technical heuris-
tics. To ensure the resulting processes are useful for the organization they have been
inspected together with process participants and other relevant stakeholders using the
socio-technical walkthrough (STWT) method in the accounting department itself. A
separate session was conducted with the client departments of the main organization to
reflect both perspectives and ensure the interfacesmatch. The to-be processwas designed
with the principle of data minimization and privacy in mind and additionally reviewed
by an additional external privacy expert to pay respect to the GDPR’s requirement of
privacy by design [17].

3.2 Identified Processes

The payment process and related processes were present in the department in many
different variants and forms and for a large variety of purposes—fromrenting and leasing
contracts to invoices for construction projects and large scale production facilities. This
is common for public administrations and working with all of them is hardly possible
but the found issues are often present across the multiple instances and variants and
therefore profit from similar measures [11]. For this case study, only the handling of
regular invoices and the corresponding procedure of ordering from the client departments
have been in the center of attention – however, existing related processes have also been
studied and partially reflected in the process models but were not re-designed. These
regular processes should serve as a blueprint for other more complex cases, but because
they were by a magnitude more common they promised the most potential. Also, the
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processing of traveling costs or payroll related processes have been omitted from the
analysis and redesign for this project.

Generally, three different ways — from the perspective of the client departments
— are common for the procurement. Low value orders: The client department itself is
required to fulfill the legal requirements. Guidelines on how to fulfill them are available
as well as forms that can be used to include the relevant legal clauses. For high value
orders, the relying department has to ask the central department to handle the ordering
and payment. The legal requirements are more complex and several checks of the manu-
facturer or supplier have to be performed. Additionally, more complete reasoning about
the choice of the product and its supplier have to be given. To initiate such procurements
a special standardized form is available. The third case are exceptions: the range from
projects which require international invitations for tender, simple online orders which
include non-EU states or orders which are based on framework contracts.

3.3 Identified Issues

While the actual order and invoice handling process is specific to the case study the
observed problems and their underlying cause may be present in one form or another in
other processes and other bodies of public administrations.

In the following, we report problems that serve as examples for the 79 issues found
during the ethnographic phase and the heuristic evaluation - if issues were already known
from the ethnographic phase, they have been omitted during the heuristic evaluation. We
further generalized the issues and removed exceptions to reduce the risk of identifica-
tion for individual clerks and ensure to address structural challenges. The finalized issue
register contained 45 entries. The majority of the problems had an impact on the pro-
cessing time (16 cases). Matching those issues with the socio-technical heuristics, they
all matched the “proper information exchange and access”.

During the ethnographic phase in the client departments and the analysis of used and
produced artifacts, it became clear that special practices have emerged to cope with this
issue. Several departments shared an Excel-sheet, which replicated the original form
(which is provided by the central department). This replicated form offered common
default values through drop-down menus. But some of the actually required fields were
missing or were consistently ignored and not filled in, which has been accepted for
years by the central department. The central department’s clerks also created specialized
notices to address commonflaws in the received documents and ask the original sender to
correct these. Although, each unit of the central accounting department had a common
template for such notices. Each clerk maintained her own version of the notice and
added handwritten annotations to the documents to give further information. Despite
these specialized documents incomplete information, errors and missing attachments
were common within the process and hindered its smooth operation.

The employed documents (official and unofficial forms) have been present in many
different versions. The use of old and outdated versions was common. Twomain reasons
for that are that changes of official forms are not announced (if onlyminor adjustments are
made) and that many departments created templates or created new documents through
editing copies of previous ones. This kept the old forms and templates in the loop instead
of the new updated version of the form. These old documents were on the hand missing
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informationwhichwas important to handle the cases quickly but in some cases also asked
for information that was no longer required and difficult to acquire. Thus, increasing the
processing time of the whole case.

The client departments all expressed that handling the orders and invoices is only a
small part of their daily work and that they have a hard time to distinguish the regular
from the exceptional cases and that it is hard to keep all the criteria in mind. They have
to check to correctly initiate the right process. For the examined departments all cases
apart from the default case were so rare that they had to rely on documentation or ask
for help to fulfill such tasks.

The clerks in the central department on the other side could all distinguish the
different cases easily and knew how to handle the legal requirements andwhat guidelines
to follow. For them, interruptions posed a major problem: These were on the one hand
telephone calls were they needed to advise the client departments on how to handle a
case; or colleges coming into the office and asking for a missing invoice or how a specific
invoice has been handled. Both happen frequently because of the lack of practice inmany
client departments and because there is no central register of the invoices and orders nor
any way to get the current status of an invoice or who is currently working on it.

How these cases are handled once the missing invoice or order is found, depends
on the clerk. The handling of errors and missing information is handled differently
depending on the clerk. Some send all documents back to the client department with a
short note about the flaw and the request to fix it; others call the department and ask for
the missing information and add a handwritten note to the document. Clear criteria of
how these two cases are distinguished do not exist. While there is only one original case
file, all units of the central department store their own copy with their corrections and
updates. This ensures that they can find the case without retrieving the original case file
and their changes are documented. But, the changes are not back-propagated to units
that were previously involved in handling the case. This can introduce new problems,
e.g. if you ask unit two they won’t know about corrections in unit five and therefore
answers regarding the same case will differ depending on the unit contacted. There were
no rules for the replacement of employees in the case of absence.

Several clerks had to check information that is present only on paper sheets and
had to manually enter it into the ERP-System. Some entries are duplicated on the paper
forms and need to be filled in several times manually. In case of missing information,
the clerks often had to “google” to find a person they could try contact. Another issue
was the post service which often caused delays between the department because it either
took long or letters and messages got lost.

The main problem was the lack of transparency which made it hard and costly to
resolve problems because the search for information was tedious and required informa-
tion often not available. Other problems related to the breaks of media which are caused
by the only marginally technical support for paper-based processing, the lack of a central
and up-to-date repository of current information, forms, and guidelines, the bad usability
of the employed software and the duplication of effort that stemmed from the missing
reuse of already present information.
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3.4 Improved Process Design

For the new to-be process, a focus had been set on an integrated technical solution which
does not only support the users in fulfilling the task at hand but also provides help and
required information to its users. It is set up as a web service to handle invoices but
also to already place orders easily in the correct way and review the archive of orders
and invoices later. Apart from the technical means attention has been paid to mark the
responsibilities clearly and include contact persons in case of errors or if help is needed.
To ease communication identifiers have been designed to be pronounceable with little
ambiguity and already carry relevant information, such as the current year or similar.
Inside the central accounting department, the files can be easily shared to review them
together with a college but are otherwise protected by a role-based access model.

A special focus is on the storage of documents and their versions, which build as
the central system which provides the relevant information to all steps of the processes.
To ensure all invoices and orders are known and all different formats can be handled;
we propose a semi-central collection through a central gateway. Every department gets
an individual email address to process all orders and invoices. Automatically e-invoices
are extracted and represented in the new web platform as well as other common and
processable formats. Once the invoice is accepted as correct by the client department, it
is forwarded to central accounting. This also serves as an entry point for digitizing paper
invoices. Apart from this is enabled central accounting to notice stale invoices and help to
clear them or find unhandled invoices once a manufacturer or supplier sends a payment
reminder and check its legitimacy. To ensure further development of the platform ways
to engage in a continuous improvement process has been included, such as feedback
forms and user questionnaires.

To ensure the to-be process not only fixes problems of the old flawed process but
also improves the overall process for its participants. We held two STWT-Workshops
one with the central accounting department which was attended by members of all the
involved units. The second workshop took place with two different client departments.
Overall both workshops considered the proposed to-be process usable and wanted it to
replace the current process. Several improvements to provide further help during the
handling of invoices and orders have been proposed as well as update notifications if the
status of a case changes in the central accounting department. However, the general flow
of the process and the general technical support infrastructure did not need to change.

With regard to the privacy evaluation no major flaws cloud be identified as only
required information was handled and the access was restricted through a role-based
accessmodel. Further, the central document handlingmade deletion and handling of pos-
sible requests to the right of access easy. However, with only the process and document
model, the risk assessment was limited from an external point of view.

4 Discussion

Overall, the followed approach was successful in identifying the pain points for the
users and potential flaws in the process execution. The re-engineered to-be processes
were accepted by the process participants and other relevant stakeholders in the final
STWT-Session. The document-centric approach resulted in process models with enough
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depth to understand the current issues found during the ethnographic phase and heuristic
inspection. This was particularly helpful when decisions had to be made during the re-
engineering phase. It allowed for concrete planning of supporting ICT and the design of
the relevant interfaces between different units and departments.

Using the heuristics helped to inspect the processes in a systematic manner and
ensured to pay respect to all relevant areas. It automatically provided a structure to
organize the identified problems – the ones spotted during heuristic evaluation as well
as the issues captured during the ethnographic phase. Many problems have already
been identified during the ethnographic observation and were uttered by the process
participants as common pitfalls and annoyances. Additional problems have been found
during the heuristic evaluation of the captured processes. Through clustering, the dif-
ferent problems and further inspection overarching problems could be identified. Using
ethnographic techniques and following the paper trail allowed us to capture the ‘real’
process and how it is executed as opposed to how it should be executed. It helped to
open up conversations with the process participants as the followed document served as
a boundary object and the participants did not get the feeling of being under surveillance.

However, the document-centric approach was helpful for considering design alter-
natives and getting the details of the process right for the public administration at hand.
But the overarching problems of missing transparency were already known and obvious
in the organization. Also, the benefits of replacing paper trails with digital workflows
are well known. Besides that, it helped to observe the back and forth between the central
accounting department and its clients to understand what support is needed to enable
the clients to provide the information needed and follow the required guidelines. Oth-
erwise, including the ordering process for all possible types of orders and resulting
invoices would not have been considered, which resulted in creating a one-stop-shop.
The order and invoice handling process is augmented with the supporting documentation
and means to contact experts to support the clients and provide them the required help.

5 Conclusion

The potentials found for digital solutions and ICT support in public administrations
are enormous. We found – in this case study – that the management of information
is a key challenge to solve for a successful process. But has to be implemented as an
overarching solution. The digital storage of case files which was handled individually in
each unit of the central accounting department created isolated islands and the result can
be considered harmful as the information regarding the same case is different in each of
the units and does not reflect the final outcome. Identifying such structures can be hard
as they make perfectly sense from the individual unit’s point of view.
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Abstract. Teamwork has long been recognized of its fundamental importance to
the operations and success of professional organizations. With the recent devel-
opment in information and communication technology, the organization structure
and operation frameworks for teamwork also evolve. The resultant emergence of
“virtual team” has become a significant adaptation of teamwork in today’s dig-
ital global society. In this paper, we describe our research design for one of the
first studies in the impacts of “virtual team” on several important factors of team
dynamics and team leaderships, compared to those in traditional teamwork in
physical proximity. We also present our preliminary results about the impacts of
“virtual team” on team creativity and team member psychological safety.

Keywords: Teamwork · Virtual team · Team dynamic · Team leadership ·
Psychological safety · Team creativity

1 Introduction

Teamwork, usually defined as multiple people interacting with each other over a period
of time to achieve a common goal (Carlos et al. 2015), is of fundamental importance to
the operations and success of organizations and permeates almost all facets of today’s
professional organization landscape (O’Neill and Salas 2018). Traditionally, teamwork
has been studied within the context of human communication in a physical environment
within close proximity (Goldense 2017). However, the rapid development of informa-
tion and communication technology (ICT) and the resultant increasing globalization
have necessitated the evolution of organization structure and operation frameworks for
teamwork. As a result, all aspects of teamwork need to adapt to the emerging digiti-
zation of the global society (Han et al. 2017), and the deployment of virtual teams “is
recognized by organizations and researchers to meet many of these facets of societal and
technological evolutions” (Großer and Baumöl 2017).

In this research we adopt the definition of “Virtual Teams” by Schweitzer and
Duxbury (2010) as “teams whose members do not share a common workspace all of
the time, and must therefore collaborate using information and communication tech-
nology (ICT) tools”. We investigate how a collaborative virtual environment can affect
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the factors that determine team dynamics. We propose comparative studies between
physical teamwork and virtual teamwork. In this study, our virtual team environment is
represented by audio and visual signal communications (e.g., video conferencing).

The interests in leadership in teams are growing in scholarship and practitioners
alike (Carson et al. 2007; Mehra et al. 2006; Morgeson et al. 2010). While abundant
research has covered the various aspects of virtual teams and their performance, we
notice that there is scant amount of investigation into the comparison and contrast of
teamwork in physical teams versus teamwork in virtual teams. There are fundamental
differences between these two types of teamwork format milieu. For example, in the
physical environment teams are better at reading each other’s emotional display, which is
a good indicator of teamconflict (Mallen et al. 2003).However, in the virtual environment
the virtual distance between individuals generates chasm in understandings (Berry 2011).
Physical distance creates psychological distance too.

More specifically, two factors in team collaboration are of specific interests in our
study: team psychological safety and team creativity. Team psychological safety is
defined as a shared belief that the team is safe for interpersonal risk taking (Edmondson
1999). According to Edmondson (1999), this factor “is meant to suggest … a sense of
confidence that the team will not embarrass, reject, or punish someone for speaking
up. This confidence stems from mutual respect and trust among team members”; and
“team psychological safety involves but goes beyond interpersonal trust; it describes a
team climate characterized by interpersonal trust and mutual respect in which people
are comfortable being themselves”. Team creativity, based on Amabile’s (1983) concep-
tualization of creativity, refer to the degree to which the team’s output is judged to be
“(a) it is both a novel and appropriate, useful, correct, or valuable response to the task
at hand and (b) the task is heuristic rather than algorithmic”.

Teams operate differently in face-to-face environment and virtual environment. Lit-
erature shows that when people collaborate in a virtual environment, they are less likely
to form a trust or mutual beneficial bond among team members. Statistical analyses
indicate that psychological safety is an integral indicator of building trust, creating a
climate for effective team learning, which leads to team creativity in both collaborative
environments (face-to-face and virtual). For example, Kessel et al. (2012) found the con-
nection between psychological safety within the team and creative team performance
when sharing information and know-how from 73 teams (face-to-face). Recent scholars
have explored the possible mediating role of psychological safety on the effect of orga-
nizational factors on team creativity. Examining the relationship between subordinates
and supervisors in a team environment, Javed et al. (2017) found that when a psycho-
logical safety climate was created and protected by the team, inclusive leadership is
positively related with creativity. Many other studies also corroborated the link between
psychology safety and team creativity in various kinds of teams, including health care
teams, engineering teams, multi-cultural teams, and industrial teams (Hu et al. 2018;
Lenberg and Feldt 2018; Kennel et al. 2017; Paulus et al. 2016). However, no study has
been done to investigate how the relationships between team psychological safety and
team creativity would be affected by the mode of the meeting.

Another aspect of team dynamics that could be significantly affected by the mode
of meeting is team member interaction. Since the purpose of a team is to work together
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to achieve a common goal, the team members’ roles and functionalities become highly
correlated and interdependent, and thus necessitate effective interactions (Hambley et al.
2007). Laura et al. (2006) also pointed out that team members’ interactions would best
be studies “in terms of the communication patterns used to deal with task conflicts and
maintenance of team member relationships”. Again, there are scant studies to address
the impact of meeting mode on the team members’ interactions.

These are the gaps in the current literature that this study intends to fill. More
specifically, in this study, we want to address the following research questions:

1. What are the impacts of mode of meeting (i.e., physical meeting vs. virtual meeting)
on the relationship between team psychological safety and team creativity?

2. What are the impacts of mode meeting on team member interactions?

The rest of the paper is organized as follows: we present our research model in
Sect. 2; we describe our study design in Sect. 3, followed by data analysis and discussion
in Sect. 4. We conclude in Sect. 5.

2 Research Model

Summarizing our explanation in Sect. 1, we now illustrate our research model as in
Fig. 1.

Fig. 1. Research model
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Our research question 1 is represented by arrow 1, and research question 2 is
represented by arrow 2.

3 Study Description

The study involved 27 participants (male = 17 and female = 10). Some descriptive
statistics for the participants are summarized in Table 1.

Table 1. Participant descriptive statistics.

Factors Variable #

Gender Male 17

Female 10

<20 9

Age 20–30 14

31–40 4

Highest degree High School 10

Undergraduate 7

Masters 9

PhD 1

None 7

Year of professional experience <1 year 1

1–5 years 13

6–10 years 6

Participants were recruited through university listservs and were scheduled on a
first come first serve basis. A within-subjects design was adopted for this study where
all participants were grouped and experienced a face-to-face condition and a virtual
condition (e.g., video conferencing with Zoom) in the same session. Face-to-face and
virtual environment conditions were counterbalanced to determine which condition each
group would experience first. Groups were created based on participant availability with
the least being 3 people per group and themost being 4 people. Participantswere assigned
the task of discussing a solution for twoglobal issues, the globalwater shortage andglobal
warming, for 25 min. These topics were also counterbalanced to determine which topic
would be discussed first. Participants were asked at the end of their discussion to present
their idea to a researcher. All sessions were audio and video recorded.

The study lasted approximately 1 h and 30 min. The protocol for the study was as
follows: i.) Participants were given a consent form to review and sign, after signing
participants were debriefed on the purpose of the study; ii.) Then a researcher played
a short clip of how to be an effective team member for participants; iii.) Followed by
instructions on the study task, which was to discuss a solution for a global issue (i.e.,
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water shortage in the world or climate change); iv.) After instructions were given if the
first condition was a face-to-face interaction the researcher would turn on all recording
devices, remind participants the allotted time and exit the room. If the first condition
was the virtual environment interaction a researcher would divide the group into separate
rooms with a laptop prepared for the participant to log into Zoom for a video conference,
remind participants the allotted time and begin recording the Zoom session; v.) After
the 25 min was up a researcher would reenter the room, or Zoom room, for the group’s
final solution presentation; vi.) Participants were then given a post survey, debriefed and
able to leave.

4 Data Analyses and Discussions

4.1 For Research Question 1

Results from CLPM. Since we are studying two variables (i.e., team psychological
safety and team creativity) that are measured at two occasions (i.e., face-to-face meeting
and virtual meeting). We thus constructed a cross-lagged panel model (CLPM) to study
the association of the two variables with each other over the two occasions. The CLPM
results are presented in the following Fig. 2.

This cross-lagged panel shows correlations between the two factors, psychological
safety and team creativity in two different times (i.e. face-to-face and virtual environ-
ments). Our study found that team creativity in face-to-face environment influenced team
psychological safety in virtual environment (B = −0.157, p = 0.003). This result indi-
cates that the higher the team creativity the team members perceived from face-to-face
meeting, the lower the psychological safety they perceive in the virtual environment.
This result is in alignment with the traditional findings in literature that trust, of which
psychological safety is a critical indicator, in the virtual environment is harder to estab-
lish than in the physical environment. With all the technological advancement, people
seem to be still learning to feel comfortable in virtual environment.

It is also found that psychological safety and team creativity at virtual environment
are significantly and positively correlated to these two factors during the face-to-face
meeting. This result can be interpreted as that, the higher the psychological safety (team
creativity) perceived by the team members during face-to-face meeting, the higher the
psychological safety (team creativity) will be perceived during virtual meetings (B =
1.087, p < 0.001, and B = 1.015, p < 0.001, respectively). Since these factors in face-
to-face environment are positively correlated to them in virtual environment, it implies
that the measures we can take to improve team psychological safety and team creativity
in the face-to-face environment may also be taken in the virtual environment to improve
virtual teams’ team psychological safety and team creativity.

Other correlations studied using CLPM did not yield any additional significant
results. We believe one of the reason is the sample size (a total of 27 participants in
8 teams).
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Fig. 2. Results of multi-group CLPM. (Note: Values are standardized path coefficients. Model fit
for the full sample (N = 27))

Results from T-test. We also ran t-test to compare the values of measurement of team
psychological safety, as well as those of team creativity, in face-to-face environment vs
in virtual environment.

For team psychological safety, the result is shown in the following Table 2.

Table 2. Comparison of team psychological safety in two environment.

Paired samples t-test

t df p Cohen’s d

p_t1 – p_t2 −1.009 26 0.322 −0.194

Note: t1 – face-to-face environment, t2 – virtual
environment.

For team creativity, the results is shown in the following Table 3.

Table 3. Comparison of team creativity in two environment.

Paired samples t-test

t df p Cohen’s d

t_t1 – t_t2 4.438 26 <.001 0.854

Note: t1 – face-to-face environment, t2 – virtual
environment
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From these results, we notice that our data indicate in general, team creativity as
perceived by the team members is lower in virtual environment than that in face-to-
face environment. This result conform with our results from the CLPM that people are
still getting used to collaborating in virtual environment, and virtual meeting service
providers have much potential and opportunities in helping people to achieve more
effective virtual collaborations. The lack of significance in the comparison of team
psychological safety, may stem from, among others, the limited sample size of our
experiment.

4.2 For Research Question 2

One suitable tool to use in studying our research question 2 would be Social Network
Analysis (SNA). SNAallows researchers to examine and visualize relational information
(Han et al. 2016). SNA is particularly useful when exploring large networks (McCubbins
2016), it may provide useful insight into smaller networks as well. Networks that are
visualized through SNA software can provide a deeper qualitative understanding that
could be more challenging to obtain quantitatively (Borgatti et al. 2013).

As part of our study, we sought to collect social interaction data through a socio-
metric questionnaire. Participants were asked to rate their level of interaction with other
members on their team. This data was then used to create an adjacencymatrix to run SNA
statistical procedures within UCINET, a SNA software (Borgatti et al. 2002). While the
analysis of the networks did not provide use with a deeper qualitative understanding of
the networks, Table 4 summarizes the descriptive statistics of the Face-to-Face and Vir-
tual Meeting networks. The small size of the teams in the study design, and the resulting
networks created, prevented a more robust analysis of the resulting Face-to-Face and
Virtual Meeting networks.

Our SNA on our data did not yield any significant results regarding the possible
difference between the team interactions in the two environments. We believe this is
again due to the limited sample size. The results of the SNA is shown in Table 4.

Table 4. Descriptive network statistics for face-to-face and virtual meeting teams.

Measure Face-to-face Virtual meeting

# of Nodes 27 27

# of Ties 66 62

Density 0.09 0.08

Average degree 2.44 2.30

5 Conclusions

Teamwork has been long recognized as a fundamentally important factors in the orga-
nizations. As the fast advancement of information and communication technology, the
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organization structure and thus the operation frameworks for teamwork also evolve
quickly. We recognize the emerging significance trends of the “virtual team” in today’s
increasingly interconnected digital global society. While abundant research had been
done to study teamwork within the context of traditional teamwork in close physical
proximity environment, the studies in the teamwork dynamics in virtual environment is
severely lacking.

In this study, we contribute to the study of teamwork dynamics in virtual environment
by investigating the impacts of physical meeting vs. virtual meeting on the relationship
between two critical factors in teamwork dynamics: team psychological safety and team
creativity. In addition, we also attempt to study the impacts of mode of meeting on team
member interactions.

Our initial findings showed a correlation between face-to-face interactions and vir-
tual interactions. Positive team creativity during face-to-face interactions was correlated
with lower psychological safety in the virtual environment which can be explained by
individual’s lack of experience in such environments. Team creativity went down as well
in the virtual environment as opposed to face-to-face. These findings highlight the dis-
crepancy individuals feel when moving and interacting between different environments.
This provides opportunities for virtualmeeting service providers to develop technologies
individuals can experience and become accustomed to.

We also found that when participants reported high on any factor (team creativity
or psychological safety) there was a positive correlation in the virtual environment with
respective factors. This provides direction for future research to investigate methods that
support team creativity and psychological safety in face-to-face interactions and then
apply those methods to a virtual environment. By doing so, such methods will provide
a virtual environment more conducive to team work.

The main limitation of this study is the sample size. The amount of participants
gathered provided enough individuals to create small groups but not large ones. Many of
the analyses we conducted on our data did not yield significant results, and thus limiting
the insights from this study. There is a possibility that greater interactions can occur in
these environments with a larger number of members in each group.

The authors plan on conducting further investigations into teammember interactions
in these environments. We are currently in the process of transcribing and coding the
video data. We will then proceed to conducting data analysis compare and contrast the
teamdynamics and team leaderships in physical teamversus in virtual teamenvironment.
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Abstract. Research on intuitive interaction in the academic community devel-
oped early in the millennium with the pioneering research of groups in Australia
andGermany.Apple has produced awide array of products and technologieswhich
are widely proclaimed as “intuitive” leading to great commercial success. As far as
can be determined Apple has never produced a white paper or any other document
detailing the process or components of intuitive interaction. Apple, however, does
provide Human Interface Guidelines (Guidelines) which frequently mention the
“intuitive” as a desirable goal. This paper analyses the references to the “intuitive”
and related keywords in the Guidelines seeking to understand the context in which
these references appear, and thereby identify elements that comprise “intuitive”
interaction as outlined in theGuidelines. The results showbroad correspondence to
the aspects of intuitive interaction that has been developed by academic researchers
triangulating the academic research performed. The analysis provides additional
insights concerning the nature of intuitive interaction laying the basis for further
research.

Keywords: Apple · Intuitive interaction · Familiar ·Metaphor · Hints

1 Introduction

The success of Apple and, in particular the apple smartphone, is attributed to the intu-
itiveness of these products. In the academic Information Systems (IS) literature little has
been published on the nature on intuitive interaction. However, an intuitive interaction
research stream has emerged from the academic design discipline starting with the pio-
neering work of Blackler [1] in Australia and Hurtienne [2] in Germany. As documented
in the recent work Intuitive Interaction: Research and Application [3], much progress
has been made in identifying the processes behind intuitive interaction and the methods
by which it can be studied.

There has been little connection between the academic research and the commercial
providers of technology. Palmer, Ogunyoka, and Hammond [4] offered perspectives
concerning intuitive interaction during the introduction by IBM of a health kiosk into the
Kenya market highlighting the importance of culture and context to intuitive interaction.
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Hespanhol [5] investigated intuitive interaction in the urban environment. Cave,Blackler,
Popovic, and Kraal [6] researched intuitive interaction in an airport.

This paper attempts to bridge the gap between the academic research and commer-
cial practice. The focus of the paper is Apple products. In the Apple Human Interface
Guidelines (Guidelines) there are frequent references to “intuitive”. The text in which
the references appear is analyzed as to context with related words and phrases. This
provides an ability to correlate “intuitive” references in the Guidelines with other char-
acteristics appearing in the text, and then developing a set of terms related to intuitive
interaction. This result is then compared to the definitional and functional aspects of
intuitive interaction found in intuitive interaction academic research.

The remainder of this paper is organized as follows. Section 2 presents a brief review
of the literature; Sect. 3 presents the method used; Sect. 4 is the results; Sect. 5 is the
discussion; Sect. 6 discusses limitations of and future research; Sect. 7 is the conclusion.

2 Literature

Academic research on intuitive interaction with technology was commenced separately
by Alethea Blackler in Australia and Jörn Hurtienne in Germany in the early years
of the millennium. Blackler, Mahar, and Popovic [7] used experiments to measure the
degree of “intuitive” use of technology. A technology familiarity questionnaire was
developed and used in a series of experiments to relate observed intuitive use directly
to technology familiarity. During the analysis of experiments, the main factors used to
identify “intuitive” use were time to complete tasks, latency, subjective certainty and the
degree to which there was verbalization in the use of the technology.

Hurtienne [2] focused his research on the relation of image schemas, from the work
of Lakoff and Johnson [8], to intuitive use. An easy to identify image schema used in
the design of intuitive interfaces is the “container” image schema which differentiates
between “interior versus exterior” or “in and out”. Image schemas are used to make
interface designs more familiar and thereby more intuitive [2].

Several different definitions of intuitive interaction have emerged. Intuitive interac-
tion is defined by Blackler as “applying existing knowledge in order to use an interface
or product easily and quickly, often without consciously realizing exactly where that
knowledge came from” [3, p. ix]. The German researchers defined intuitive interac-
tion as “A technical system is intuitively usable if the users’ unconscious application
of prior knowledge leads to effective interaction” (Mohs, Hurtienne, Israel, Naumann,
Kindsmüller, Meyer and Pohlmeyer [9, p. 130] as cited in Blackler and Hurtienne [10,
p. 8].

Researchers at the University of Georgia provided a more multifaceted definition:
“interactions between humans and high technology in lenient learning environments that
allow the human to use a combination of prior experience and feedforward methods to
achieve their functional and abstract goals” [11, p. 107].

Continua of intuitive use have been developed both from the German and Aus-
tralian research. Recently, Blackler, Desai,McEwan, Popovic, andDiefenbach [12] have
updated the previously created continua into the Enhanced Framework for Intuitive Inter-
action (EFII), which seeks to explain how the conceptual frameworks inter-relate, and
to provide guidance for designers. See Fig. 1.
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Fig. 1. Enhanced framework for intuitive interaction (EFFI). Source: Blackler et al. [12].

A further theoretical model, the Intuitive Interaction Hierarchy (IIH), focusing on
the cognitive aspects of intuitive interaction was developed by Still and Still [13].

Gradually an alternative subjective approach has emerged from the intuitive inter-
action research stream. Naumann and Hurtienne [14] created the Questionnaire for the
SubjectiveConsequences of IntuitiveUse (QUESI)which identifies the following factors
as comprising intuitive interaction: SubjectiveMentalWorkload, PerceivedAchievement
of Goals, Perceived Effort of Learning, Familiarity, and Perceived Error Rate. Similarly,
the INTUI questionnaire of Ullrich, and Diefenbach [15] identifies the following fac-
tors: Effortlessness, Verbalizability, Gut Feeling, andMagical Experience. McAran [16]
use a different approach by developing a novel perceived intuitiveness construct and
integrating the construct into the Technology Acceptance Model (TAM) [17].

The scope of intuitive interaction research continues to expand. A particular focus on
intuitive interaction has been on aging and intuitive interaction [7, 18, 19]. Interestingly,
Fischer [20] describes how intuitive interaction can be applied to the agile development
process. Hurtienne, Klöckner, Diefenbach, Nass, andMaier [21] have shown that design
using image schemas can be effectively used to create innovative interface designs.
Overall, the importance of intuitive technology can be seen in the increasingly pervasive
and experiential nature of technology [22].

3 Method

The Apple Human Interface Guidelines [23] were accessed online. These guidelines
cover all Apple technologies, primarily iOS, macIOS, watchOS, tvOS, but also thir-
teen additional Apple technologies such as Apple Pay, SiriKit, and Wallet. Each of the
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guidelines associated with these technologies was reviewed three times and notes were
created in regards to the significance of the text.Where there was reference to “intuitive”,
extraction was made of related associated text to identify text that would provide insight
into the nature of intuitive interaction.

Terms that have appeared in the intuitive interaction literature as related to intuitive
interaction were also highlighted and the related text extracted. An example of such a
term would be “feedback”. Further, terms were identified, such as “hints”, that could be
potentially related to intuitive interaction, but have not yet been explored in the literature.
After this analysis was completed, a comparison was made of the characteristics of
intuitive interaction found in the existing intuitive interaction literature.

Themethodology used has resemblance to the grounded theory of Corbin and Strauss
[24] which advocates creation of detailed memos and the use of constant comparison
until theoretical saturation is complete. In this research, detailed notations weremade for
selected sections of text selected from the Apple Guidelines. The selected text, however,
revealed many potential theoretical relations which, because of the length limitation of
this paper, could not be fully developed. An example of a potential theoretical relation
not developed would be the relation of color in interface design to intuitive interaction.
Color can be seen as a type of image schema [2]. It would not be possible to suggest
that theoretical saturation as prescribed by Corbin and Strauss [24] has been achieved.
However, it is asserted that the review of the text of the Apple Guidelines has been
reflective in the sense developed by Schön [25], potentially mitigating the failure to
reach theoretical saturation.

In order to quantify the degree of agreement between the academic research on
intuitive interaction and the salient factors identified in the Apple Guidelines, a simple
measure of agreement is calculated.

4 Results

Most significantly in the Apple Guidelines (iOS App Architecture, Onboarding) advice
is provided to “First and foremost, make your app intuitive” [23]. There are forty-five
uses of the term “intuitive” or “intuitively” in the text of the Apple Guidelines. The
textual analysis of the Apple Guidelines is presented as follows:

• Direct confirmation of characteristics of intuitive interaction.
• Indirect confirmation of characteristics of intuitive interaction.
• Additional insights that can be found in the Apple Guidelines that can be contextually
related to intuitive interaction.

Because of space limitations only salient results are reported. Direct confirmation
of characteristics of intuitive interaction was found in the Apple Guidelines for the
following prominent themes in intuitive interaction research: the familiar and image
schemas. There are twenty-five uses of the word familiar in the text extracted for review.
Two extracts in which “familiar” appears in the same context as “intuitive” are detailed
in Table 1 below.
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Table 1. Extracted text relating familiar to intuitive.

Section of Apple guidelines Relevant text Comments

Technologies
Carplay
Introduction

Well-known iOS paradigms,
including interface elements,
icons, text appearance, and
terminology provide a familiar,
intuitive experience

Because of the juxtaposition in
the text of the words familiar
and intuitive this indicates a
close relationship between the
concepts

Technologies
Carplay
Architecture
Navigation

When possible, use standard
navigation components like tab
bars and table views. Users are
already familiar with these
controls, and will intuitively
know how to get around your
app

This text indicates a close
direct relationship between
familiar and intuitive
interaction

Image Schemas are also a prominent area of intuitive interaction research. The fol-
lowing two extracts from theAppleGuidelines indicate support for use of image schemas
in interface and application design (Table 2).

Table 2. Extracted text relating image schemas to intuitive.

Section of Apple guidelines Relevant text Comments

Apple Design
Guidelines
iOS
Views alerts

Place buttons where people
expect them. In general,
buttons people are most likely
to tap should be on the right.
Cancel buttons should always
be on the left

The placement of the Cancel
button can be interpreted as an
image schema

Apple Design
Guidelines
macOS
Selectors
Sliders

Users expect the minimum and
maximum sides of sliders to be
consistent in all apps. For
example, the user should
always move a vertical volume
slider upward for greater
volume and downward for
lower volume

This is an example of an image
schema: up is more; down is
less [10]

Indirect confirmation of characteristics of intuitive interaction found in the intuitive
interaction research stream: these are consistency, feedback, simplicity and metaphor.
There were fifteen references to consistent or consistency within the text selected for
review. The two most relevant references are below (Table 3):

There were 16 mentions of feedback in the text selected for review (Table 4).
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Table 3. Extracted text relating consistency to intuitive.

Section of Apple guidelines Relevant text Comments

Apple Design
Guidelines
iOS
Themes
Design Principles

A consistent app implements
familiar standards and
paradigms by using
system-provided interface
elements, well-known icons,
standard text styles, and
uniform terminology

The concept of consistency can
be related to “familiarity”
which is prominent in research
of Blackler [1]. In this
particular section consistency is
seen as implementing the
familiar

Apple Design
Guidelines
iOS
Extensions
Sharing and Actions

Craft a familiar interface. For
share extensions, the
system-provided composition
view is familiar and provides a
consistent sharing experience
throughout the system

Apple emphasizes familiar and
consistent in interface design;
this can be related to the
“intuitiveness” of Apple
technology. This text links
familiar to consistent; indirectly
linking consistent to intuitive

Table 4. Extracted text relating feedback to intuitive.

Section of Apple guidelines Relevant text Comments

Apple Design
Guidelines
iOS
Themes
Design Principles

Feedback acknowledges
actions and shows results to
keep people informed. The
built-in iOS apps provide
perceptible feedback in
response to every user action

In Hespanhol [5] there is an
emphasis on the importance of
feedback in intuitive interaction

Apple Design Guidelines
macOS
User Interaction
Providing User Feedback

Feedback tells people what an
app is doing and helps them
understand the results of
actions and what they can do
next

This relates feedback to
feedforward. Both these
functions can be related to
intuitive interaction. This can
be seen as confirmation of
feedforward [11] and feedback
[5]

The following additional factors identified in existing intuitive interaction research
and can be related to text extracts from the Apple Guidelines (Table 5).

Intuitive interaction can be also linked to additional sets of factors that can be iden-
tified in the text of the Apple Guidelines. Some of these additional factors are identified
in Table 6. Because of space limitations only a limited number of factors are identified
(Table 7).
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Table 5. Extracted text relating simplicity and metaphor to intuitive interaction.

Section of
Apple
guidelines

Relevant text Comments

Apple Design
Guidelines
macOS
Accessibility
Best Practices

Simplicity—Enabling familiar, consistent
interactions that make complex tasks simple
and straightforward to perform

This text links familiar and
consistent to simplicity and
thus indirectly to intuitive

Apple Design
Guidelines
iOS
Themes
Design
Principles

People learn more quickly when an app’s
virtual objects and actions are metaphors for
familiar experiences…Metaphors work well
in iOS because people physically interact
with the screen

This is almost the same as the
use of metaphor for intuitive
interaction that has been
prominently discussed by
Blackler [3]

Table 6. Extracted text relating tangible user interfaces (TEIs) and adaptable to intuitive
interaction.

Section of Apple guidelines Relevant text Comments

Apple Design
Guidelines
iOS
Themes
Design Principles

The direct manipulation of
onscreen content engages
people and facilitates
understanding. Users
experience direct manipulation
when they rotate the device or
use gestures to affect onscreen
content. Through direct
manipulation, they can see the
immediate, visible results of
their actions

Direct manipulation would be
a component of a touch
interface
This is confirmation of factor
related to intuitive interaction
found in the Tangible User
Interfaces (TEIs) component
of EFII model

Apple Design
Guidelines
iOS
Interface Essentials

Most iOS apps are built using
components from UIKit …
This framework lets apps
achieve a consistent appearance
across the system, while at the
same time offering a high level
of customization. UIKit
elements are flexible and
familiar. They’re adaptable…

This relates “familiar” to
“consistent”, “flexible” and
“adaptable”. Familiar is
directly related to “intuitive”
[3]. “Adaptable” was identified
as a component of intuitive
interaction by McAran [16].
There is a potential new factor
to be investigated “flexible” in
regards to intuitive interaction
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Table 7. Salient codes assigned to extracted text from the Apple guidelines with comparison to
the EFFI model and intuitive interaction research (As Represented in Blackler [3])

Apple guideline Count
(>n = 3)

Component of
EFFI Model

Found in intuitive
interaction research
(Yes/No)

Notations

Image schemas 8 Yes Yes Discussed in
Hurtienne [2]

Consistent 5 No Yes Mentioned in
Hurtienne and
Blackler [10]

Cues 5 No Yes Discussed in
Blackler [3]

Familiar 5 Yes Yes Discussed in
Blackler [1]

Hints 5 No No No substantive
discussion in
Blacker [3]

Navigation 5 No Yes Mentioned in
Palmer [4]

Predictable 5 No No No substantive
discussion in
Blackler [3]

Simple 5 No Yes Mentioned in
McAran [16]

Easy to use 4 No Yes Mentioned in
Palmer [4]

Feedback 4 No Yes Mentioned by
Hespanol [5]

Clear 3 No Yes Mentioned in
McAran [16]

Efficient 3 No No No substantive
discussion
in Blacker [3]

Flexible 3 No No No substantive
discussion
in Blacker [3]

Lenient learning
environment

3 No Yes Discussed in
O’Brien et al. [11]

Visual 3 No Yes Discussed as part
of feedback
Hespanol [5]
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The above table represents the number of respective codes assigned to the extracted
text. Simple agreement of salient factors found both in Apple Guidelines and EFII model
is: 2/15 = .133. This would be low agreement. Simple agreement of salient factors
found both in Apple Guidelines and intuitive interaction research with technology as
characterized by the Blackler [3] chapter book is: 11/15= .733. This would be moderate
agreement.

5 Discussion

This discussion is limited to highlighting the most significant observations that can be
made from the textual analysis.

Again, intuitive interaction is defined by Blackler as “applying existing knowledge
in order to use an interface or product easily and quickly, often without consciously
realizing exactly where that knowledge came from” [3] (p. ix). The German researchers
defined intuitive interaction as “A technical system is intuitively usable if the users’
unconscious application of prior knowledge leads to effective interaction” (Mohs et al.
[9], (p. 130) as cited in Blackler andHurtienne [10] (p. 8). The base concept found in both
these definitions is “applying existing knowledge” and “prior knowledge”: the research
has broadly confirmed the prime factor of both these definitions through the numerous
and salient references to the importance of the “familiar” in the Apple Guidelines.

There is additional substantive agreementwith the definition created byO’Brien [11].
The concept of feedforward does appear in the definition of intuitive interaction created
by O’Brien and her colleagues: “interactions between humans and high technology
in lenient learning environments that allow the human to use a combination of prior
experience and feedforward methods to achieve their functional and abstract goals” [11]
(p. 107). Feedback has been related to intuitive interaction by Hespanhol [5]. Notably
Feedback and the related concept of feedforward do not appear at present in the EFII
model. In addition, the Apple Guidelines provide a significant focus of the quality of the
user experience: an example is found in iOS App Architecture Onboarding “Anticipate
the need for help. Proactively look for times when people might be stuck”. This extract
can be related to the “lenient learning environments” found in the O’Brien et al. [11]
definition.

Beyond confirming base agreement to the definitions of intuitive interaction, there
are other significant findings. Of particular interest is the relation of learning speed
to the use of metaphor and familiar features “People learn more quickly when an app’s
virtual objects and actions aremetaphors for familiar experiences” (IOSThemes–Design
Principles). The use ofmetaphor and familiar features fit directly into the EFII theoretical
framework. The speed of learning can be logically related to the amount training required
which has been identified as a key aspect of intuitive interaction [16].

The Apple Human Interactions on User Control contains subtler aspects of intu-
itive interaction that are not directly represented in the EFII model. In the IOS Interface
Essentials the following text appears “This framework lets apps achieve a consistent
appearance across the system, while at the same time offering a high level of customiza-
tion. UIKit elements are flexible and familiar. They’re adaptable”. The structure of the
paragraph relates familiar to consistent, flexible, and adaptable. McAran [16] found
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adaptability as key to the creation of a novel Perceived Intuitiveness (PI) construct.
Because of the strong correlation of familiar to intuitive interaction, consistent, flexible,
and adaptable should also be considered for further intuitive interaction research.

Naumann and Hurtienne [14] created the Questionnaire for the Subjective Conse-
quences of Intuitive Use (QUESI). Ullrich and Diefenbach [15] developed the INTUI
questionnaire. These questionnaires use a subjective factor approach to the assessment
of intuitive interaction. The factors identified are (1) From the QUESI questionnaire:
Subjective Mental Workload, Perceived Achievement of Goals, Perceived Effort of
Learning, Familiarity, and Perceived Error Rate; and (2) From the INTUI questionnaire:
Effortlessness, Verbalizability, Gut Feeling, and Magical Experience.

Some of these factors were identified in the Apple Guidelines as supporting intuitive
interactions.As an example, the importanceof the cognitiveworkload is stressed inApple
Guidelines (QUESI questionnaire: SubjectiveMentalWorkload). Additionally, iOSApp
Architecture Navigation advises “Always provide a clear path. People should always
know where they are in your app and how to get to their next destination. Regardless of
navigation style, it’s essential that the path through content is logical, predictable, and
easy to follow.” This can be seen as generally consistent with the factors of Perceived
Achievement of Goals, Perceived Effort of Learning, and Perceived Error Rate from the
QUESI questionnaire.

In the Apple Guidelines there are seventeen references to “easy/easy to use” and five
to “efficiency” which can be conceptually related to the INTU factor of Effortlessless.
In regards to the INTU factors “magical experience” and “gut feeling”, the use of “vi-
sual cues to identify potential destinations and preview the effect of dropping content”
(iOS User Interaction Drag and Drop) and the Apple Guideline references to “natural”
interfaces are conceptually related. In iOS Themes – Design Themes the comment is
made “Touch and discoverability heighten delight and enable access to functionality and
additional content without losing context” (IOs Themes, Design Themes): “Delight” can
be seen as affectively related to “magical experience”.

There are other connections that can be made to intuitive interaction research. Still
and Still (2018) focus on the cognitive aspects of intuitive interaction: The Apple Guide-
lines refer to the need to “reduce cognitive load” (Technologies, Accessibility, Intro-
duction). Macaranas, Antle, and Riecke [26] note the importance of discoverability
in intuitive interaction with a technology. In the iOS, App Architecture, Onboarding
the injunction is made “Make learning fun and discoverable” (iOS, App Architecture
Onboarding). Discoverable is one of the dimensions appearing in the EFII model with
an assigned range from Unnoticed to Magical.

One of the notable observations from the review of the text was the occurrence
of the words: cue (6 times), clues (1 time), and hints (12 times). The close relation
of clues to intuitive interaction can be seen in the excerpt from macOS, Icons and
Images, Custom Icons section of theAppleGuidelines “The best icons use familiar visual
metaphors that are directly related to the actions they initiate….When an icon depicts
an identifiable, real-world object or recognizable app task, it gives first-time users a clue
to its function and helps experienced users remember it”. This text relates “familiar” to
“visual metaphors” and “clues”. This relates “clues” by inference to “intuitive”. Blackler
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[3] identified clues and hints as related to the process of intuition but these concepts were
not explored in her research.

In the Guidelines they are references to “fluid motion” (iOS, Themes, Design
Themes) and “flow”: “A familiar, flowing experience keeps users engaged” (iOS, Visual
Design, Animation) and “Use the system-provided setup flow to give users a familiar
experience” (Technologies,HomeKit, Setup). Consequently, it would be an area of future
research to relate the intuitive interaction experience with technology to flow theory as
developed by Csikszentmihályi [27].

Notably the research found low simple agreement of the salient factors found in
Apple Guidelines to the EFII model. In contrast, there was moderate simple agreement
of the salient factors found in Apple Guidelines to topics found in intuitive interaction
research (as represented in [3]), this may indicate that there may be significantly more
factors that influence intuitive interaction than are included in the EFII model.

6 Limitations and Future Work

The main limitation is that the selection of results to report was highly dependent on the
judgement of the researchers. This limitationwas amplified by the decision to report only
the most salient results because of the space limitations of this paper. The quantification
of the level of agreement used only simple agreement. Furthermore, this paper is limited
toApple technologywhichmay not be representative of computer technology in general.

In the Apple Guidelines, a common theme is that of “hints”. The concept of “hints”
has been developed in relation to intuition itself. Specific research could be performed
to develop the relationship between the concept of “hints”, “clues” and “cues” and intu-
itive interaction. Similar research could be performed in relation to “flow” and intuitive
interaction.

Finally, it may be possible to associate the various concepts that have been developed
in this paper and from the extant literature on intuitive interaction into a structural
equation model. As no research has been identified where this has been done, the use
of Partial Least Squares Structural Equation Modelling (PLS-SEM) may be indicated
as it has been identified as appropriate for exploratory research (Hair, Hult, Ringle, and
Sarstedt [28].

7 Conclusion

This research has found broad correspondence between the characteristics that have been
identified for intuitive interaction in the academic research stream and the characteristics
identified in the Apple Guidelines. Academic researchers should further explore the role
of intuitive interaction in technology acceptance theory. Practitioners should consider
intuitive interaction in the design of new technology. While a number of the known
factors that contribute to intuitive interaction have been triangulated from this research,
some additional factors such as “hints” and “flow”were also identifiedwhich could be the
basis of further research. In addition, given the numerous factors that have been identified
to date related to intuitive interaction, the creation of a statistical model using methods
such as PLS-SEM may be indicated to allow for the quantification of the contribution
of the factors identified to a novel intuitive interaction dependent variable.
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Abstract. Queuing systems manage the order of customers waiting for their ser-
vice encounter fairly and equitably and influence the perception of their experi-
ence in a physical retail store. In this field study, we investigate a self-service and
a human-operated queuing system, both offering additional features, designed to
offer a higher level of personalization and convenience for the customer’s wait-
ing time. Our study shows that advanced queuing technologies in stores, with
generally low customer frequency and short waiting times, show no statistically
significant effect on a customer’s perception of the overall customer experience,
satisfaction or intention to repurchase. However, customers were satisfied with the
technologies and evaluated their queuing experience as effortless, easy and quick,
which shows general support for those technologies. Beyond the statistical analy-
sis, our mixed-method approach contributes to a broad understanding of advanced
queuing technology for practitioners, retailers and developers of such systems.

Keywords: Customer experience · Queuing · Self-service technology · Field
study · Digital retail

1 Introduction

Waiting for service is one of the most unpleasant but unavoidable events in everyday life
[1]. When we encounter a queue at medical facilities, hairdressers, banks or retail stores,
our perception of the service delivery is directly affected [1]. Waiting was mentioned
among the main reasons that encourage customers to buy online instead of visiting a
physical store [2]. In the 1980s, scientists started to recognize the importance of queue
management [3] and the impact of waiting time on customer experience [4]. In 1985,
Maister [5] and Haynes [6] found that the feeling of equitability has a positive effect
on the customer’s perception of waiting time. Sasser et al. [7] observed that customers
feel very angry if somebody successfully sneaks into the line ahead. In order to treat
customers equitably and fairly, we often encounter queuing systems in stores, especially
where products or services require customer-specific and intensive consultation.Queuing
systems such as First-In, First-Out (FIFO) enable fair processing of lines, described
as “social justice” by Larson [3]. One well-known example of a FIFO system is a
ticket queue, in which customers receive a consecutive number by which customers are
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called out or which is displayed on a centrally placed monitor [8]. Those systems apply
to so-called “invisible” queues, in which people are not standing in line one behind
another [8]. A more recent study has shown that customers prefer invisible ticket queues
above physical queues [9]. The development of information systems (IS) entails that
firms increasingly provide technologies, such as self-service technology (SST), which
have been introduced widely in retail environments [10]. Almost 30 years ago, the
topic of SST in retail gained a lot of attention, when researchers of service literature
began to examine relevant factors that are of great importance for customer participation
with SSTs at servicescapes [11, 12]. SSTs enable customers to take over control of the
situation or transactions in waiting and queuing situations [11]. Convenience and the
quick and accurate ability to perform the task, are necessary attributes [13, 14] in order
to encourage customers to use SSTs. From the retailer’s perspective, SSTs have mainly
been introduced to save labour costs as machines are able to take over tasks from human
beings [11].

We conducted face-to-face interviews with a qualitative and quantitative question-
naire after customers visited a telecommunications store in an Austrian shopping mall.
Our study investigates the human-computer interaction between customers and a queu-
ing technology based on the concept of ticketing and offered as both a self-service and
human-operated system. In order to make the waiting time more pleasant for customers,
the retailer’s intentions by providing an advanced queuing system were, first of all, to
offer customers the possibility to move freely around the closer area of the store or to
use the time productively carrying out errands. Second, by being called upon by name,
the telecommunication provider expects to provide a more personal entry into the ser-
vice consultation between employee and customer. Finally, the goal was to improve
the whole experience and to ensure the customer’s intention to repurchase. Therefore,
our work contributes to the understanding of the influence of in-store retail technol-
ogy on customer experience, demonstrated by the usage of a queuing technology in a
telecommunications store. Consequently, we pose the following research questions for
this work: How does a queuing technology affect the customers’ perception of the expe-
rience in a service-oriented retail store? Are there differences in interacting with human-
or self-service-based queuing technologies?

The paper is organized in the following way. Section 2 provides the theoretical
background on customer experience and SSTs in retail. Section 3 presents the queuing
technology and its functionalities. Section 4 outlines the research methodology con-
cerning participants and the questionnaire used in this work. The results are presented
in Sect. 5 and structured based on the four different approaches of our study: First,
we observed customers of a telecommunication store to evaluate their approach and
avoidance behaviour when using SST. Second, we focused on measuring the cognitive,
affective and physical first-order constructs in line with Bustamante et al.’s [15]. In-Store
Customer Experience (ISCX) scale. Third, we investigated the customer’s willingness to
use additional functions of the SST, such as taking a picture to enable employees a faster
recognition of the customer. Fourth, we outline the qualitative feedback of customers’
overall satisfaction. Section 6 shows the findings of this study and gives recommen-
dations for retailers. Further, the limitations of our study are discussed in this section.
Concluding, Sect. 7, provides a summary of our findings.
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2 Theoretical Background and Related Work

Our study is based on two topics: First, we will define the construct of customer experi-
ence and discuss the term in association with the importance of queuing. Second, we will
present related work in IS research on self-service technologies in retail environments.

2.1 In-store Customer Experience

Queuing theory is a formal concept applied in service-oriented industries and studied
in the field of operations management improving the flow of queues, such as in hos-
pital pharmacy [16]. Maister [5], who analysed queuing from the psychological and
behavioural perspective, claims that the customer’s entire perception of service quality
is significantly influenced by the experience in the queue. Service and customer experi-
ence are often used interchangeably in service research [17]. As stated by Meyer et al.
[18], customer experience can be defined as “[…] the internal and subjective response
customers have to any direct or indirect contact with a company. Direct contact generally
occurs in the course of purchase, use, and service and is usually initiated by the cus-
tomer” (p. 1). To Lemon et al. [19] customer experience is “[…] holistic in nature and
involves the customer’s cognitive, affective, emotional, social and physical responses to
the retailer” (p. 70). Bustamante et al. [15] designed the ISCX-scale, a third-order forma-
tive model, to measure cognitive, affective, social and physical experiences in physical
retail environments. ISCX stands for In-Store Customer Experience and is based on the
Strategic Experiential Modules (SEMs) as proposed by Schmitt [20]. SEM proposes to
strategically create customer experience with elements that influence the human’s state
of mind and behaviour, such as affective and cognitive experiences [20], which can be
explained as follows: Affective customer experiences such as being in a good mood or
feeling contented or surprised [15] are human emotions that influence customer expe-
rience and behavioural outcomes [21]. Dahm et al. [22] reported that the affective state
of mind in queues at supermarket checkouts shows a strong negative effect as the num-
ber of people increases in the line behind the focal customer. The emotional elements
related to the shopping experience are excluded if shopping trips are assessed mainly
for utilitarian reasons [23] or if customers are exposed to an unknown situation at the
service encounter [11]. In this case, the psychological concept of cognitive experience
is more active. The cognitive state of mind is defined as a person’s conscious thinking,
allowing people to create opinions, receive, and process information, and evaluate their
environment [24]. Cognitive states of mind occur when the shopping environment awak-
ens curiosity, inspiration, or interest [15]. The physical element of customer experience
refers to the retailer’s environment, the products in the store, as well as its personnel,
and practices [15]. According to Schmitt [20], the physical experience relates to the
active verb “act”, as well as to motivational and inspirational feelings. The use of in-
store technology has an impact on consumers’ perception of the atmosphere in physical
retail stores [25]. Retailers can use this knowledge to introduce triggers in the retail
environment, such as SSTs, through which the customer’s thinking engages [15]. De
Keyser et al. [26] emphasize that in-store technology plays an important role in cus-
tomer experience. Consequently, behavioural outcomes, such as customer satisfaction
[19, 27–30] and intention to repurchase (IR) [29, 31, 32] (as part of customer loyalty) are
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both factors used by researchers and practitioners to evaluate how customers perceived
their shopping experience.

2.2 Self-service Technologies in Retail Environments

Few field studies about SSTs in physical retail environments have been conducted in
the past decade [33]. Numerous researchers use the well-known TAM as the theoretical
basis on technology acceptance of decision support technologies [13, 34]. Moreover,
many studies focus on decision support technologies, such as Djelassi et al.’s [10] work
on the experience with self-checkout and self-scanning devices and perceived waiting
time. The authors proved that the satisfaction with the technology increases the more
interactively the SST has been designed (e.g., self-scanning). Even though the authors
showed a link to overall satisfaction with the store, this connection is more difficult to
establish as customers might attribute the experience with SSTs to themselves rather
than to the store. Dabholkar [11] was one of the first who studied the influence of SST
usage on perceived service quality and the effect of cognitive and affective perception
of waiting. In any waiting situation, control has been found to be a strong determinant of
service quality, as well as enjoyment for long waiting times. Roy et al. [32] performed
an online questionnaire on multiple smart retail technologies, such as smart checkouts,
personal shopping assistance, and point of sale smart displays. All of these technologies
promoted a positive influence of the SST on the customer’s satisfaction. Various studies
on queuing systems andwaiting emotions can also be found in the literature on hospitality
[35], transportation [36], and operations management [37].

The objective of our study is to investigate whether queuing technology affects the
perceived customer experience of the queuing process in retail environments. For this
purpose, we used an SST and a human-operated queuing system, both of which were
evaluated by customers. The goal is to draw conclusions that support practitioners in
developing in-store technologies as well as to make retailers aware of important factors
when implementing in-store technology.

3 The Functionality of the Queuing Technology

This study discusses queuing technologies, which are implemented at stores of sev-
eral telecommunication providers. Those stores are typically consultancy-intensive as
the majority of customers demand an individual consultation by a service employee.
Depending on the frequency in the store, customers need to wait for a personal service
encounter. The advanced queuing technology presented in this study aims to create an
enhanced customer experience and to offer a pleasant perception of the unavoidablewait-
ing time. The system has been developed by an Austrian retail-software and consulting
company specialised on in-store technologies. The hardware supplier, an international
IT-systems company, provides devices with touch-screen monitors for all kinds of self-
service encounters. The web application is developed in responsive design, enabling an
automatic adjustment of the content on any device and screen size [38]. Therefore, the
application can be used as SST on a touch-screen monitor, as well as from a ‘Human
Greeter’ (HG), in order to arrange the next possible service encounter with another
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employee. The HG refers to an employee who welcomes customers at the entrance of
the store and queues them by using a portable tablet computer with the same software.
If the HG is not present or busy queuing others, customers are offered the possibility of
using the SST at the entrance of the telecommunications store. See Fig. 1.

Fig. 1. Self-service technology in a telecommunication retail store.Note: Photo has been adjusted
for reasons of secrecy

During the process of queuing, customers decide onhow theywould like to be notified
about the upcoming service encounter. Customers can either be called using their name as
given to theHG/SST or informed by a textmessage fiveminutes prior to the appointment.
Both options require the input from the customer at a keyboard on the touch screen or
waiting for the HG to enter the information. It is also possible for users of the SST to skip
those options by clicking on the “Continue” button several times. In this case, the system
creates a consecutive ticket number by default. Both queuing possibilities (SST/HG)
provide an estimated waiting time, which is automatically calculated by the number
of employees logged in to the system and the number of customers in consultancy or
waiting ahead. In case of low frequency in the store, customers tend to directly approach
the counter of a free employee instead of queuing. Figure 2 gives an overview of the
possibilities of approaching a service encounter at the retail store.

The main purpose of the queuing technology, as described by the developer, is to
provide a convenient and fair FIFO-queuing-process in which customers are not forced
to stay in the store during thewaiting time and leave the store perceiving a great customer
experience.
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Fig. 2. Queuing process at the telecommunication store

4 Research Design and Methodology

In order to investigate the customer’s perception of the queuing technology, a mixed-
methods field study has been carried out in one of the telecommunication provider’s
stores located in a shopping mall in Vienna, Austria. We did not interfere in the daily
business for our study. Firstly, we observed how customers approached the retail store
and their behaviour with the SST or the service employee as HG. Secondly, we inves-
tigated the impact of queuing technology on customer experience and consequently on
satisfaction and intention to repurchase. In this case, data has been collected by a quan-
titative approach. Thirdly, we got deeper insights from a quantitative evaluation of the
customer’s technology usage. In the last step, customers expressed the overall satisfac-
tion in their own words. The following subsections will provide the segmentation of
participants, as well as the data collection procedure.

4.1 Participants

In total, 60 interviews were completed on four days in June and July 2019 at the entrance
of a telecommunications store in a well-established shopping mall in Vienna. While
considering the gender balance, customers were chosen at random to participate in a
structured face-to-face interview using quantitative and qualitative questions after their
store visit and were not aware of the questionnaire in advance. Each day, there were
between 60 and 70 people visiting the store. Because of the relatively low customer traffic
on the days of observation, the majority of customers were able to approach an employee
directly or did not have to wait for more than one minute before their appointment came
up. Overall, the survey was conducted with approximately 20% of the total amount of
people having a service consultationwith one of the store’s employees on each of the four
survey days. To reduce a negative emotional bias in the statistical analysis, we excluded
three peoplewhose problems could not be solved by the company and subsequently rated
their overall experience as “(very) bad”. Consequently, the resulting sample included
57 persons between the age of 17 and 75 (mean age = 37.89, SD = 13.968), of which
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29 were men (50.9%) and 28 were women (49.1%). We split the participants into two
experimental groups who either used the SST to get a queuing ticket (nSST = 17) or
were queued by the HG (nHG = 11). The control group consists of 29 participants (nCG
= 29) who did not have contact with either the SST or the HG. These customers directly
approached free service employees or were offered help without queuing. In total, 85%
of participants had been regular customers of the telecommunications provider before
they entered the store on the respective day of the investigation. More than three quarters
had already encountered self-service queuing technology before of which 20% knew the
system from this retail store and 27% from another location.

4.2 Questionnaire

To measure customer experience in a retail store we adapted a questionnaire design pro-
posed by Bustamante et al. [15]. The scale measures participant’s cognitive (3 items),
affective (3 items) and physical experience (3 items). Contrary to Bustamante et al. [15],
we did not include questions about the social construct to focus on the evaluation of
the store and the use of the technology, independent of the employees’ consultancy and
service abilities. All items were measured with a Likert scale ranging from 1 (‘highly
disagree’) to 5 (‘highly agree’). The questionnaire was conducted with survey software
Questback [39] running on a tablet device. According to the automatic logging, the com-
pletion of the questionnaire took an average of 8.5 min. Additionally, our questionnaire
addressed participants’ overall satisfaction with the store (1 item) and intention to repur-
chase (1 item) both derived from Turner and Schockley [29]. We also included sample
selection questions (2 items), asked for participants’ previous SST experience (1 item
[10]), trust in the SST (4 items [40]), satisfaction with the queuing system (1 item [29])
and participant’s demographics (3 items). For the open question on overall experience
[29], customers’ answers were written down by the researcher in an open text field on the
tablet device. Furthermore, we collected the customers’ self-evaluation on technology
readiness (2 items [41]) and need for interaction (2 items [42]).

5 Results

The evaluation of the results is divided into four categories: First, we present the obser-
vations from the field. Second, we conducted a statistical analysis in which Bustamante
et al.’s [15] ISCX scale is used. Third, we present the findings from the customer’s
evaluation of the interaction with the SST. Finally, we evaluate customers’ qualitative
feedback on the overall experience.

5.1 Situational Observation of Customers Entering the Store

An initial concern was whether shoppers entering the store would notice the SST and
start the queueing procedure. We observed that some shoppers who stopped and looked
at themonitor did not instantly interact with it. In this case, the customerswere either able
to directly approach a service employee because of low frequency in the store or were
directed to the SST by an employee. The purpose of the SST was not obviously clear to
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users, who had not been in contact with the system before. Those customers were able
to use it after reading the text on the screen, being informed by an employee or watching
other people using the SST. Still, they were looking for a monitor where they could
check their waiting number and howmany people were ahead in the queue. Experienced
customers, who obviously knew the system already, immediately approached the SST.
The majority of customers were busy checking whether the company was calling up
customers in the right order and that no other customers were jumping the queue. Two
customers who had been welcomed by the HG directly asked if he could take care of
their problem directly instead of providing a queuing number.

5.2 Statistical Analysis of Customer Experience

In the following subsections, we present the findings from our statistical analyses on cus-
tomer experience, satisfaction and intention to repurchase. Respective group differences
and effect sizes are provided as well.

Descriptive Statistics. After the store visit, customers were asked questions about their
cognitive, affective and physical experience in the store. Skewness and kurtosis values
suggest all items deviate from a normal distribution. This is further confirmed by the very
significant p values of the Kolmogorov-Smirnov test and Shapiro-Wilk test, which in
total suggest the validity of non-parametric testing. Due to their non-parametric nature, a
Kruskal-Wallis test was used to check whether the customer experience of people using
SST, HG and control group differs significantly from each other. Furthermore, a Mann-
Whitney U test with Bonferroni corrected significance level was conducted to pinpoint
the differences between SST, HG and control group. Finally, we tested the effect size
of the discovered differences by using Cohen’s d. The software SPSS (v. 26) [43] was
used to analyse the data of our questionnaire. The results of the descriptive statistics on
customer experience, satisfaction, and intention to repurchase are presented in Table 1.

Group Differences and Effect Sizes. We conducted a Kruskal-Wallis test for non-
parametric statistics and small samples to analyse differences in customer experience
between participants who did not queue by using technology (control group) and the
ones who either used the SST or were queued by the HG.We observed no significant dif-
ferences in customer experience perception between HG, SST and control group except
for the cognitive item “Interest”. Consequently, the item was analysed with a Mann-
Whitney U test for each group combination to discover which groups significantly differ
from each other. The results are outlined in Table 2.

As Table 3 shows, the Mann-Whitney U test (U= 143.5) shows a significant differ-
ence (p= 0.0155), even at the Bonferroni adjusted significance level (p= 0.016), of the
cognitive item “Interest” between the control group (Median = 4) and SST (Median =
3). The effect size according to Cohen [44] is d = 0.737 which represents a medium to
large effect.

5.3 Quantitative Analysis of Interaction with SST

Weevaluated customers’ perceived convenienceusing theSSTby thequestionnaire items
effort, easiness, and quickness adapted from Colwell et al. [10]. The analysis shows that
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Table 1. Descriptive statistics

Item M SD Skew. Kurt. K-S/pa S-W/p

Cognitive

The environment of this retail store, the display of its products, services, etc.:

C1. Awaken my
curiosity

3 1.088 – 0.325 – 0.271 0.193/<0.001 0.906/<0.001

C2. Inspire me 3 1.093 0.118 – 0.258 0.221/<0.001 0.903/<0.001

C3. Interest me 3 1.217 – 0.323 – 0.712 0.185/<0.001 0.905/<0.001

Affective

The environment of this retail store, the display of its products, services, etc., make me feel:

A1. In a good
mood

4 0.934 – 0.551 0.205 0.231/<0.001 0.872/<0.001

A2. Contented 4 0.844 – 0.437 – 0.599 0.22/<0.001 0.843/<0.001

A3. Surprised 3 1.187 0.038 – 0.817 0.156/0.001 0.918/0.001

Physical

The environment of this retail store, the display of its products, services, etc., make me feel:

P1. Comfort 4 0.964 – 0.387 – 0.738 0.243/<0.001 0.866/<0.001

P2. Energy 4 0.772 – 0.780 2.185 0.291/<0.001 0.811/<0.001

P3. Well-being 4 0.789 – 0.484 – 0.551 0.23/<0.001 0.824/<0.001

Overall
satisfaction

5 0.331 – 2.361 3.703 0.522/<0.001 0.385/<0.001

Intention to
repurchase

5 1.101 – 1.747 1.704 0.437/<0.001 0.582/<0.001

aLilliefors Significance Correction
Note: Median (M), Standard Deviation (SD), Skewness (Skew.), Kurtosis (Kurt.), Kolmogorov-
Smirnov test (K-S), Shapiro-Wilk (S-W) test and their significance (p)

customers (n = 28), independently of the self-service or human-operated technology,
rated the three convenience items with the maximum value. Only one person chose the
second-best possible answer for the quickness with the HG.

Furthermore, the survey contained questions about using the additional functions of
the SST as presented in the aforementioned Sect. 3. In this section, customers evaluated
their willingness to expose their real name and phone number (only available for SST
users) for an intentionally more personalized customer experience. In total, nine of 17
SST users and two of eleven HG users were willing to reveal their name. Regardless of
SST or HG, customers were, except for one person (Likert-rating: 4), very satisfied with
the queuing process (Likert-rating: 5).

Overall, it can be stated that trust towards the company itself (median = 4.5) was
rated slightly higher than trust with regard to the deletion of the data after the store visit
(median = 4.0). It needs to be stated that there is no clear evidence for the items “trust”
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Table 2. Group differences SST, HG and control group

Item Kruskal-Wallis H df Asymp. Sig.

Cognitive

C1. Awaken my
curiosity

1.533 2 0.465

C2. Inspire me 1.451 2 0.484

C3. Interest me 6.228 2 0.044

Affective

A1. In a good
mood

1.275 2 0.529

A2. Contented 0.654 2 0.721

A3. Surprised 0.253 2 0.881

Physical

P1. Comfort 2.653 2 0.265

P2. Energy 1.910 2 0.385

P3. Well-being 2.603 2 0.272

Overall
satisfaction

3.574 2 0.167

Intention to
repurchase

4.750 2 0.093

Table 3. Mann-Whitney-U tests and effect sizes

Cognitive Item
“Interest”

Median
comparison

Mann-Whitney U Z Exact. Sig.
(2-tailed)*

(η2) dCohen

Control
group-SST

4–3 143.5 −2.435 0.0155 0.119 0.737

Control
group-HG

4–3 113 −1.443 0.151 0.049 0.452

SST-HG 3–3 87 −0.314 0.767 0.003 0.116

*Bonferroni corrected significance level = 0.016

and the self-evaluation on “technology readiness” and “need for human interaction” in
our small sample (n= 28). Notably, it needs to be stated that the five participants who had
no trust in data deletion, indicated maximum rating on the need for human interaction
and lower indication for technology readiness. Finally, the evaluation shows that the two
customers who were queued by the HG and exposed their name to the employee showed
full trust in data deletion and the company, but would still not consider being notified
by a text message sent to their private phones. The vast majority (n = 22) of customers
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queuing with technology (n = 28) indicated a general preference towards interacting
with the person who provides the service as an indicator for the construct “need for
human touch” [42]. However, none of these results could be proven at a statistically
significant level due to the small sample size.

5.4 Qualitative Analysis of the Overall Customer Satisfaction

In order to get a deeper insight into the evaluation of the overall experience, we used one
item of customer satisfaction adapted from Turner and Shockley [29]. The answers have
been coded by repetitive patterns given in the answers during the interviews. Table 4
provides the five most frequently mentioned answers and direct statements.

Table 4. Customer satisfaction statements

# Code No. of times mentioned Example statement (translated
from German to English)

1 Friendly employees 28 “The service was perfect. The
employee was very friendly and
helpful”

2 Competent employees 23 “I have experienced very
courteous consultancy by the
service employee. She showed me
a lot of different options and how
to improve cost-effectiveness”
“The employee knows a lot about
Apple. I’m impressed”

3 Employees fulfilling
customer’s needs

17 “The employee was very
motivated to answer all of my
questions. Also, I had the feeling
to get a very individual
consultation. It was a very
positive experience”

4 Satisfied feeling 16 “I always leave this shop
satisfied”
“I’m very satisfied with the
performance in this store.
Actually, I came here today, to
terminate my contract. But now I
got a really good offer, which I
took”

5 Helpful employees 15 “My visit today was very
informative. Everything was done
satisfactorily. I only had a little
problem, but they helped me with
it”
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6 Discussion and Future Research

In this study, we investigated the influence of human- and technology-based queuing
technology on customers’ evaluation of their experience and willingness to repurchase
in a real-life retail setting. It is important for retailers to introduce some kind of queuing
management in their stores where products or services require intensive consultation to
be given by a service employee. For situations where several people request a service
encounter at the same time, we strongly believe that having no queuing technology at
all would result in an unfair and chaotic queuing situation, as Haynes [6] and Katz [4]
claimed in their studies.

The intention of the retailer was to provide a relaxed and fair queueing process in
the store. However, based on the observations we made when customers approached
the store in the first section of our analysis, we point out that there are several issues to
consider. We have noticed that customers are obviously used to screens that display the
order of numbers in the queue and howmany people are ahead of themselves. When this
information was not provided, we got the impression that customers experienced stress
observing the fair handling of the queue. Moreover, it is highly likely that customers
would like to base their initial decision as to whether to join the queue or pass the
store this time, on the total number of people in the queue. Furthermore, retailers must
assume the fact that not all customers are aware of the purpose and function of the SST.
Therefore, the purpose for which the SST exists should be clearly visible and easily
understandable as should the information concerning how it can be used. In addition,
we believe that the system would profit from a short demonstration video playing on the
SST screen to show how the queuing process works and why name and number can be
volunteered. Moreover, we believe that a service employee assisting customers to queue
at the SST would help to better deal with the process.

Considering the statistical results from the adapted ISCX-measurement [15], we
come to the conclusion that there are no pertinent differences concerning the cogni-
tive, affective, and physical customer experience perception among customers using the
queuing technology (SST, HG) or no technology at all. The item Interest, related to
the cognitive construct, showed a significant difference between the SST and the HG
in favour of the HG. However, we suggest not interpreting this single significant item
as a strong result. Additionally, we measured no statistically significant difference in
customers’ overall satisfaction and intention to repurchase. Therefore, our study was not
able to prove that the implementation of the queuing technologies (SST, HG) presented
in this paper has a direct impact on the evaluation of the overall customer experience,
measured by cognitive, affective and physical constructs. However, from a financial per-
spective, the SSTs might help retailers to save labour costs as these systems are able to
take over human tasks during the queuing process [11] while the HG would require an
additional employee to greet and queue customers. Moreover, we believe that in stores,
where the customer frequency, and therefore waiting times, are generally higher, the
presented advanced functions of the queuing technology (e.g. leaving the store to carry
out errands) can be very helpful to reduce the unpleasant feeling of wasting time in the
queue of a retail store.We argue that retailers with consultancy-intensive products should
introduce some kind of queuing technology to provide an easy and fair management of
customers.
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As assessed in the third part of our analysis, the evaluation of satisfaction for both
queuing systems (SST and HG) demonstrates that customers were pleased with the
necessary effort, ease, and speed. The three different notification options (i.e., ticket
number, name, and text message by entering one’s phone number) revealed that the
willingness to expose one’s name ismuch higher than thewillingness to give the personal
phone number. The fact thatmost of the participantswho entered their name aremale (10)
would support Weijters et al.’s [34] TAM-based results which show that the influence
of perceived usefulness on attitude towards using the SST is stronger for men than
for women. Literature in brain research [45] has proven that the intention of calling
customers by their names helps to personalize the experience as researchers detected
greater brain activationwhen hearing one’s own name.We assume that the decision to not
expose the phone number during the queuing process is based on the lack of necessity at
this stage. The impression that the phone number would be at everyone’s disposal at the
SSTmight evoke the feelingof discomfort and is likely to create involvement costs,which
are too high for too little expected value. Another reason probably lies in the customer’s
general reluctance towards the exposure of personal data arising from repeated stories of
data breaches recently reported in the media [46]. We strongly relate these results to the
so-called “privacy paradox” which describes the contradiction between the customer’s
concerns about lack of privacy and carefree behaviour at the same time [47].

Finally, the answers to the qualitative question on the customer’s whole experience
of the store visit proved that the service provided by employees makes up the most
important element of the whole experience. The queuing procedure and also the retail
environment play a significant role in the impression of the brand and the store, but
still, service capabilities remain in the mind of the customers after leaving the retailer’s
store rather than the whole experience. In contrast, we strongly believe that the queuing
technology and its advanced features in stores, which have generally high customer
frequency and consequently higher waiting times, can provide a major advantage for
customers.

Some limitations of the study need to be mentioned as follows: First, we are aware
that the small sample size distorted the results of the statistical analysis of customer expe-
rience, especially in terms of identifying differences between technology users (nHG =
11. nSST = 17). Bigger samples, by surveying the same store for a longer period of
time or by replicating the study in a more frequented store, would increase the statistical
significance and decrease limitations in terms of the study’s generalizability. Second,
the factors influencing the participant’s evaluation in field studies in a retail environment
are countless. Future research may be applied in a laboratory environment to reduce
the number of influencing factors. Third, the evaluation of the queuing process might be
better scheduled directly after the actual transaction whereby researchers can be sure that
the given answers are independent of the quality of products or the service encounter.
Finally, future studies could investigate the experience of queuing technology in conjunc-
tion with cultural differences in the perception of waiting time, for example by adding
Hofstede’s [48] dimensions of culture. The implications of these points indicate further
possibilities for future research in the domain of in-store technologies and customer
experience.
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7 Conclusion

Our work contributes to the understanding of the impact of in-store retail technology
on customer experience and intention to repurchase as demonstrated by the usage of
SST and human-operated queuing technology in a retail environment. Even though
we were not able to confirm strong evidence for differences between using queuing
technology and directly approaching a service employee on customer experience factors
in our adapted model, our findings show insights for retailers and practitioners related
to introducing queuing management systems into their store as well as for developers
designing such systems. In all cases, the focus of consultancy-intensive retail shops, such
as telecommunication stores, lies on the capabilities of the service personnel. Queuing
is one part of the whole experience, which could add good impressions and create
the foundation for a good start into an individual’s service encounter. Moreover, the
absence of a convenient and fair queuemanagement could cause anger and dissatisfaction
for store visitors. However, customer satisfaction after the store visit depends on the
degree of expectation fulfilment, the competence and friendliness of employees, and on
whether customers are persuaded that they made a good deal or their problem has been
solved. Therefore, in situations involving a short waiting time, as in our field study, we
recommend introducing a FIFO queuing management system, which offers a convenient
and fair experience for waiting customers. For highly frequented stores or especially
busy phases, we strongly encourage retailers to introduce queuing technologies. We
also believe that additional services, such as notifying the customer via text message,
provide a great benefit for big stores, where customers expect longer waiting times.
Additionally, we would recommend installing monitors that show the number of tickets
ahead to provide visible evidence for the fairness of the queuing system. Being aware of
important factors influencing the evaluation of queuing technology helps retailers and
developers to understand the process and set the right management actions in terms of
personnel planning and developing system features accordingly.
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Abstract. Automotive service suppliers are keen to invent products that help to
reduce particulate matter pollution substantial, but governance worldwide are not
yet ready to introduce this retrofitting of helpful devices statutory. To develop
a strategy how to introduce these devices to the market based on user needs is
the objective of our research. The contribution of this paper is three-fold: we
will provide an overview of the current options of particulate matter pollution
solutions (I). This corpus is used to come to a more precise description of the
specific needs and wishes of target groups (II). Finally, a representative empirical
study via social media channels with German car owners will help to develop a
strategy to introduce retrofit devices into the German market (III).

Keywords: Particulate matter pollution · Brake dust filter · Retrofit ·
Automotive after market · Millennials · Social media · Customer acceptance

1 Particulate Matter Pollution Retrofit Market

In Europe about 324 million cars create a 127 billion Euro after market with two cat-
egories of service providers for car repair: about 84,000 Original Equipment Service
(OES) and 378,000 Independent After Market (IAM) share this market turnover nearly
half-and-half [1]. Air pollution and attempts to defraud by several big car brands unsettle
the automotive industry and especially the customers in the last years. Also, alternative
drive systems like e-cars enter the market.

But, not only motors are a source of health hazards: even more braking causes an
enormous part of particulate matter pollution worldwide. What could be a clue for this
challenging situation? Brake filter technology could be an excellent solution, because
emergingfinedust is directly absorbedbyafilter in thebrake system.Thefilter production
company Mann+Hummel, Ludwigsburg, Germany, and Offenburg University conduct
a unique research project: The objective is to identify the willingness of young health-
sensitive customers to invest in a brakefilter device in a representative survey inGermany.
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We try to find out, where customers would expect this innovative retrofit, how much
they would spent and what additional services they would like to get offered by service
and product providers. Retrofit providers can use this information to fulfill customer
needs on less air polluting cars and facilitate the decision to buy and use a car nowadays.

2 Related Work

The individual generations of the German population are currently undergoing a major
structural change in terms of prioritizing people´s health and environmental protection.
In this chapter we describe the specific characteristics of the addressed target groups.

2.1 Target Group: Millennials

According to a study on environmental awareness from 2018 [2] there are two social
milieus, which are especially environmentally aware and therefore willing to spendmore
money for health promoting and ecologic alternatives of consumer goods – the Critical
Creatives and the Young Idealists. Both of which share the opinion that, in accordance
to the future development of traffic and transport, the environment should be polluted as
little as possible [3].

Critical Creatives include mainly highly-educated females in a broad age range from
30 to 70 years who are looking for self-fulfillment and independence. Further, they are
tolerant, cosmopolitan and interested in social, as well as cultural topics, while con-
sidering the government’s current commitment to environmental and health protection
as inadequate. On average, two to three cars are owned per critical creative household.
However, the median usage amounts to under 10,000 km per car and year. They highly
support the utility of bicycles and public transport, but the terms of use in Germany are
still considered unappealing today. Critical Creatives make up about 13% of Germany’s
total population [3].

Young Idealists on the other hand are willing to fully live and act actively sus-
tainable while supporting and engaging in social and ecological projects, campaigns
and lifestyles. Additionally, diversity, tolerance and respect depict important values of
young idealists. They are represented by mainly females, their age ranging from 14 to
30 years who enjoy a rather high level of formal education. Furthermore, they believe
that environmental and health protection portrays one of the major challenges in German
society, which therefore should be prioritized in all political fields of action. In terms of
transport, the Young Idealists prefer to ride their bicycles or to take public transportation.

However, over 70% of their households own one or more cars, which is most likely
due to the fact that one third of the Young Idealists still live with their parents and/or
are able to use their cars. Travelling and getting to know the world is a very important
aspect in this group’s life, so they tend to fly often. Nonetheless, they are aware of the
according ecologic effects and make rather more compensation payments than others.
In terms of consumer behavior, Young Idealists try to buy as many environmentally
friendly products as far as possible with their current rather low income. However, they
still prefer to use modern technology and tend to shop online. Overall, only 5% of the
total German population are represented by Young Idealists [3].
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On the contrary, more than half of the precarious milieu assumes that economical
and health protection is not a basic requirement to ensure future prosperity. This group
considers the contribution of citizens concerning this issue to be sufficient, but govern-
ment engagement is also examined as critical. The Precarious mainly consist of people
with low levels of formal education and wages, who are rather pessimistic and see them-
selves as losers of current social developments. In general, they are less mobile and
rarely use public transport, due to the rather high costs. The majority still has at least
one car per household, but averagely does not drive more than 10,000 km per year. As
well as Critical Creatives, the Precarious milieu consists of 13% of the total population
in Germany [3].

2.2 Challenge: Reduction of Air Pollution in Europe

Asone of the first countries to adopt environmental practices and policies in theEuropean
Union,Germanyconstantly implements air quality and actionplans, such as lowemission
zones in cities to reduce air pollution and the accompanied fine particle dust emissions
[4, 5]. The introduction of these policies led to many Germans having to retrofit specific
filters to their cars to reduce Diesel soot in order to still be able to drive in certain city
areas with low emission zones [5, 6]. By 2018, over 50 of these low emission zones
were in operation, reducing up to about 10% of PM10-fine particles after these mass
concentrations exceeded European standards and regulations in the first place [6, 7].
These zones also highly benefit human health, as they reduce the exposure to particulate
matter from emission sources, which is a cause of elevated mortality rates through
lung-deposited diseases [8, 9].

Besides Germany and its citizens prioritizing environmental and health protection,
the European Union is taking major steps in the same direction [10]. Considering these
implications and developments about the German and European society regarding their
environmental awareness, the topic of retrofitting brake dust filters to reduce particulate
matter could become increasingly interesting.

2.3 Quantitative Approach

In order to fully identify the target groups’ requirements, their desires, needs andwilling-
ness to invest in the retrofit of a brake filter device, a survey was conducted. As the focus
lied on the comprehensive quantification of human actions, behavior, and decisions of
the target group, the empirical study has a quantitative approach.

Besides, this method can be used to obtain a large sample to be able to make repre-
sentative statements about possible targets. Standardized, mostly written, but nowadays
also electronic surveys are particularly suitable for this purpose. For these reasons, a
questionnaire-based online survey was conducted.

The typical research process of an empirical study can be roughly divided into four
process phases. These include the theoretical phase, the empirical phase, the evaluation
phase and last but not least the practical phase. Initially, the research problem is phrased
in order to be able to deduce hypotheses deductively and then evaluate them in the
research process. Then the research design is used to determine the procedure for the data
collection of the survey, possible variables and measurement operations. Subsequently,
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the data is collected. The evaluation of the data is carried out using statistical methods.
Finally, the findings are interpreted in relation to the theoretical model [11].

The research question and therefore the key findings of this empirical study lie in
identifying the unknown target group. To determine the intended audience a two-step
methodical approach was used. First of all, expert interviews were conducted with car
repair shops to be able to narrow down a potential target group.

A total of five garage owners and employees were interviewed. These interviews
revealed that rather younger people show a great interest in the topic of health protection,
environment and retrofitting.

Furthermore, the experts estimated that the costs for the installation of four fil-
ters including the filter price would approximately lie around 250 e. According to the
experts’ experience, consumers would also be more willing to retrofit car parts if they
were supported by monetary incentives. Subsequently, hypotheses were developed to
investigate the central research question. The following six hypotheses were decisive:

– H1: Millennials are more willing to retrofit a brake filter.
– H2: If retrofitting is subsidized by the state, 75% of car owners are in favor of the
brake filter.

– H3: If there is no legal filter obligation, potential customers would not retrofit it.
– H4: The potential target group is interested in a visible brake filter with an individually
selectable design.

– H5: If the brake filter is mounted by the customer himself, he will buy it online.
– H6: Potential customers are willing to pay more than 200 e for the brake dust filter.

From these hypotheses, questions for the questionnaire could now be derived to
determine the opinion of the potential target groups.All in all, the questionnaire consisted
of 27 questions that not every respondent received. Depending on which answer was
chosen, the survey was continued or ended earlier.

The interview included 17 closed questions with a single selection, one closed ques-
tion with multiple selections, eight questions that the respondents were able to answer
with a 6-point Likert scale and one open question.

The study was conducted online and disseminated through social networks to gen-
erate the highest possible reach. The advantages of using social platforms are e.g. the
accessibility of different age groups and the use of paid advertisements to reach potential
respondents using specific filters.

To select the appropriate social network, a channel analysis was first carried out.
As a result, the platform Facebook was selected for the distribution of the survey, as it
was possible to reach different age groups, while focusing environmentally-interested
car lovers in bigger German cities through ad filters.

To reach as many people as possible, suitable Facebook groups and Internet forums
that deal with topics such as sustainability, particulate matter or the automobile were
also included. Finally, the survey was shared as a post via the author’s private accounts
and as a paid advertisement via the Offenburg University page.

Interested parties had time to participate in the survey fromDecember 6th to Decem-
ber 15th 2019. It was conducted anonymously and without a time limit for answering
the questions.
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In the last step, the surveywas evaluated using quantitative analyses. For this purpose,
the programSPSSwas used for and after preparing and filtering the data set. This enabled
the following evaluation to only use data sets that were complete, including the question
about retrofitting such a brake filter technology.

In order to gain further insights into the potential target group, univariate analysis
methods (frequency distribution) andmultivariate analysis methods (cross tables, cluster
analysis) were performed.

3 Customer Acceptance Study: Evaluating the Wishes and Needs
on Retrofit Services in Germany

In this survey in cooperation withMANN+HUMMEL amongGerman car owners with a
return of n= 248 completely filled and relevant questionnaires, the research was focused
on the acceptance potential of retrofitting a brake filter device and the identification of
the target group as well as the development of a strategy to introduce such devices into
the German market.

In the following chapter an overview of the people who would retrofit, would not
or are not sure about this yet will be given and the reasons for those decisions will be
further described and interpreted. Afterwards, a strategy on how to bring those devices
into the German market will be discussed. Finally, some more advice and ideas will
conclude this paper.

3.1 Demographic Details

As shown in Table 1, 36.3% out of the 248 people who completed the questionnaire are
interested in installing a brake dust filter, while 26.6% do not want to retrofit and 37.1%
are not yet sure. However, comparing the proponents to the opponents suggests that there
is a basic acceptance for this kind of device. We asked the participants of the survey:
Would you have such a break dust filter, regardless of the cost, on your car retrofit?

Table 1. Willingness to retrofit

Frequency Percentage Valid percentage Cumulated percentage

Yes 90 36.3% 36.3% 36.3%

No 66 26.6% 26.6% 62.9%

I am not sure yet 92 37.1% 37.1% 100.0%

Total 248 100.0% 100.0%

When describing the demographic and socioeconomic values of the target group
more precisely, it is interesting to see, that 46.4% of the responding women are confident
about retrofitting. Only 36.7% of men count to the proponents of a brake dust filter. If
the opponents are also compared by gender, it is observable that a small part of women



Protect Our Health with Cleaner Cars 163

is against the filter, since only 5.4% of them say no. The number of male opponents
on the other hand amounts to 29.2% and is therefore way higher than that of women.
Consequently, women are more likely in the target group than men.

The age of potential customers does not seem to influence their decision to retrofit
a brake filter device. When looking at those who would not like to retrofit on the other
hand, 64.1% of the 30 to 59 year olds are sure about their decision. The 18 to 29 year
olds, as well as the 60 year olds and older, are the ones who are most likely to retrofit a
brake dust filter. Only 12.6% of the 18 to 29 year olds would directly say that they are
not interested in upgrading their car with devices reducing emissions.

With this result, it is possible to partly approveH1 that states thatMillennials aremore
willing to retrofit a brake filter, as previously described in chapter two. Nevertheless,
almost half of the young people (45.3%) are unsure whether they would buy a filter or
not.

This age category includes students, trainees, self-employed entrepreneurs and
employees. When having a closer look at those who would retrofit this filter in gen-
eral out of the respondents, the 52.6% of the self-employed and 50% of trainees are
the most certain about retrofitting. Those are followed by the pensioners and then the
students.

However 48.8% of all participating students and 40% of trainees are quite unsure as
well, which comes in hand with the description of the 18 to 29 year olds where exactly
this effect occurred. The analysis of the results also shows that 44.9% of people who
live in cities and 42.2% of suburb residents are the most confident about retrofitting a
brake dust filter. Only of those living in the countryside, more inhabitants are still unsure
about the retrofit (41.7%) than confident with it (33.3%).

3.2 Customer Characteristics

In the following, the psychographic characteristics are described. Among other things,
the willingness to retrofit depends on the age of the car. The older a car the less willing
people are to retrofit such a device. That means that 38.1% of the people with a car older
than 20 years would not retrofit whereas only 22.5% of the ones having a car between 0
and 5 years would also not retrofit.

From the other side, cumulated 69.8% of the proponents have a car between 0 and
10 years. Looking at the different types of car drivers, it is obvious that people who say
‘economical driving is important to me’ are most certain concerning this retrofit device.
56.1% out of this category would say that they are willing to upgrade and only 14.6%
directly oppose. Those economical drivers, as well as the ones who just use their car to
get from one place to another, are the ones with the best potential, since most of them
would retrofit and just a few of them are not interested.

Nonetheless, those who pay more attention to the appearance of their car would not
retrofit such a brake dust filter. These are the ones who chose ‘I tune my car’ (with 50%
who would not retrofit) or ‘I like driving a nice car’ (with 40.5%who would not retrofit).
The results also show that owners of premium cars like Audi, Mercedes and BMW tend
to not wanting the filter retrofitted, while owners of mid-range cars like Seat, Opel and
Ford are more inclined.
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When it comes to retrofitting a particulate matter filter, environmental awareness is
a key factor. It is clear to see that with 88.9%, the great majority of people who are not
environmentally conscious, would not retrofit such a device, whereas the majority of
people who would like to retrofit a filter would certainly describe themselves as at least
more environmentally conscious (83.7%). Due to the presented survey, it becomes clear
that environmental protection is one of the strongest motives for retrofitting a brake
dust device. Accordingly, the main target group contains people who care about the
environmental protection.

3.3 Customer Motivations

To find out more about our target group further motives were queried from people keen
to retrofit a filter. At the same time, reasons against retrofitting were collected from those
who are not yet sure about the retrofit, as well as from those who clearly have no interest
in retrofitting such a device.

The following results are derive from a basis of 87 persons interested in the retrofit.
Different statements on a scale from 1 (nomotivation at all) to 6 (very strongmotivation)
were evaluated. The outcome is summarized in Table 2.

Table 2. Evaluated motives for retrofitting a brake dust filter device

Aspects for
retrofitting

Percentage in
categories ≥ 4

Mean values
(aspects)a

Reduced health
risk

91.9% 5.2

Environmental
protection

87.3% 5.2

State subsidies 58.5% 3.9

Cleanliness of
rims

49.4% 3.6

Noticeable
design

15.0% 1.9

aAmong all proponents of the filter

Based on this study two aspects stand out particularly as motives - reduced health
risk and environmental protection. 56.3% of interested people state that environmental
protection is a very strong reason for retrofitting such a device. If the positive answers of
the range (4 to 6) are cumulated, it becomes clear that 87.3% of those who would retrofit
a device on their car values this aspect as a big motivation for doing so. Furthermore,
55.2% evaluate the reduced health risk as a very strong motivation for buying this filter.
Cumulated with the positive answers of the range, a percentage of 91.9% is received,
which shows the importance of this reason overall.

Looking at the mean of these answers, there are the two highest means of 5.2 for
environmental protection and 5.2 for reduced health risk. These results show that people
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would especially buy such a technology for health and environmental reasons, which fur-
ther explains the high environmental consciousness of the proponents of the filter. As pre-
viously described in chapter two, the respondents are concerned about the environment
and their health, but they are also prepared to take countermeasures.

Another reason for retrofitting the filter would be the possible state subsidy for
emission-reducing devices. A narrow majority of those who would have the filter
retrofitted see precisely this as a reason for retrofitting. Even though a high percent-
age of respondents are more likely to retrofit a brake dust filter with state subventions,
hypothesis H2, as seen in chapter two, is rejected as a percentage of 75% is not quite
reached.

In the study, respondents assessed if the cleanliness of their rims while using the
device would be a reason to retrofit or if it is rather not a motive. This aspect has a mean
of 3.6, which shows the indifference of this topic concerning the filter. Half of the people
say the cleanliness of their rims would be at least rather a motive for retrofitting a brake
dust filter, while also half the people find it rather no reason. This answer also has a
scope, where respondents were able to choose from 1 (no motivation at all) and 6 (very
strong motivation).

So, there is no clear answer which represents the majority but two answers that lead
to the recognition that there is no significant connection between the cleanliness and
the purchase. Eventually, another aspect was analyzed. The question was whether the
noticeable design is a reason for retrofitting.

More than 84% of the people interested in the purchase evaluate this aspect in the
scope between 1 (no motivation at all) to 3 (rather no motive). Out of these 84% even
58.7% say that it is clearly no reason for a purchase. Only 15% find the filter’s striking
design to be a reason for buying this device with the lowest mean of 1.9.

In order to identify the reasons of the respondents,who are not sure about the purchase
yet, or those, who are not interested in it at all, propositions were also made at this point.
These were evaluated according to ‘motive against buying’ or ‘not a reason against
buying’.

Due to this evaluation it was assessed, which aspects keep people from buying the
filter and where Mann+Hummel could invest to convince potential buyers of retrofitting
a brake dust filter. The following results base on 60 people who would not retrofit at all
and 87 people, who are not sure about it yet.

Those statements were assessed on a scale from 1 (I don’t agree at all) to 6 (I fully
agree). 1 means that people don’t see an aspect as a reason for not buying the device. 6
instead means that one aspect strongly prevents them from retrofitting.

Table 3 shows these evaluated aspects by opponents and doubters with their
equivalent cumulated percentages and mean values.

By far the strongest reason against retrofitting this new technology represents the
additional cost for installation and maintenance. Almost 70% of those who are not
interested in this filter at all and even 75.8% of those who are not sure yet, say that it
is at least rather a reason for not buying the brake dust device. This outcome is further
supported by the mean value of 4.3 and 4.4 which shows the clear tendency that it is
a stronger reason against such a retrofit. This recognition leads to the result that costs
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Table 3. Evaluated aspects preventing people from retrofitting a brake dust filter device

Aspects against retrofitting Percentage in categories ≥ 4 Mean values
(aspects)a

Opponents Note sure yet

Noticeable design 31.7% 25.2% 2.4 2.3

Complexity of the retrofit process 35.0% 39.0% 2.7 3.0

No obligation for this filter 36.7% 37.8% 3.0 2.9

No State subsidies 46.6% 51.6% 3.3 3.5

Effort for going to the workshop 51.7% 37.8% 3.5 3.2

Costs for installation and maintenance 69.9% 75.8% 4.3 4.4
aAmong all opponents and waverers of the filter.

besides the acquisition costs should be held minimal and communicated clearly before
purchase.

Moreover Mann+Hummel should display that the installation and the change of the
filter is executed with a regular brake change. This goes hand in hand with the next
aspect about the effort of a garage visit. People aren’t interested in such extra effort, so
Mann+Hummel needs to indicate how this is not needed in the first place. Therefore,
around 40% of those who are not sure about the filter yet could still be convinced to
retrofit after all.

Furthermore, the lack of state laws seems to be a reason to not retrofit the filter
for about half the mentioned participants. We find a half and half distribution about
aspects concerning the laws. Less than 40% of both groups state that the absence of laws
concerning the filter oppose them from buying a filter. Thus, hypothesis H3 from chapter
two can be rejected, because as there is no legal obligation, people will not retrofit a
brake particle filter. The aspect of lack of subsidies is very equally evaluated, so that
there is no clear outcome if people rather see this as a reason against retrofitting a filter.
The complexity of the retrofit process does not deter 60–65% of people from buying the
filter either.

The least important reason against the purchase is the eye-catching design. It’s mean
of 2.4 shows that people would not say no to the filter because of the design. Respondents
who are not convinced yet have an even lower mean of 2.3 for the aspect design which
means that for them it represents an even lower motive against the technology.

3.4 Marketing Mix: Lessons Learned

Following the previous identification of the acceptance potential and the target groups,
selected insights of the empirical study are assigned to the four elements of themarketing
mix, in order to derive a successful strategy for themarket launchof the brakefilter device.
This serves the purpose of developing a detailed marketing structure, which provides
information about the characteristics, which the product must have in order to convince
the potential target group to retrofit the brake filter. It also displays the maximum cost
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of the filter, the distribution channel by which the target group wishes to purchase the
product, and how the communication policy must be created to attract potential buyers.

In order to filter out characteristics of the product, the respondents were questioned
about their acceptance of an individual painting for the brake filter. More than 38% of
the respondents, who said yes to the filter, are very interested in an individual painting
for their brake filter. If the percentages of the more interested to extremely interested
persons are cumulated, a percentage of over 65% is achieved. As a result, individual
painting is an attractive product design for those willing to buy, which they are happy to
use. A very similar distribution can be seen for those who are not sure yet if they will
retrofit the filter. Here, the cumulative percentage of the more interested to extremely
interested respondents is nearly 66%.

Based on themotives for the retrofit, it could already be concluded that the noticeable,
eye-catching design of the filter is no reason for retrofitting. Therefore, it can be said
that the individual painting is not a decisive characteristic of the filter, but the individual
design can make the product more attractive for the target group after the decision for
retrofitting. Consequently, the own color choice should be offered as an option for the
buyers in any case. As seen in chapter two, hypothesis H4 can partly be verified for this
particular study.

Furthermore, the desire for having such a brake particle filter already integrated into
the basic equipment of cars was surveyed. With 71.7%, the clear majority would like
such an opportunity, while 15.5% are not interested.

Another aim of the surveywas to find out if the target group is interested in having the
filter professionally retrofitted in a garage or if they prefer to retrofit it by themselves.
The best distribution channel for the brake filter can subsequent be chosen from the
survey. While looking at the evaluation, it is clear that 67.4% of the supporters of the
filter would like it to be professionally installed in a car repair shop. The remaining
32.6%, or almost a third, would like to assemble the filter on their own. A very similar
distribution can be seen for those who are still uncertain to retrofit the filter. Here, almost
70% would have the filter retrofitted in the workshop, while about 30% would mount it
by themselves.

Among those who are not sure whether they want to retrofit the filter yet, the high
number of retrofits in garages can be explained by the fact that almost 40%had previously
reported that they have reservations that the retrofitting process is very complex. It is
therefore likely that many doubters do not dare to retrofit the filter themselves and
prefer to visit a garage. Based on the fact that about two thirds of the supporters and
still uncertain respondents would retrofit the filter in the garage, an indirect distribution
should be chosen, namely via car repair shops.

However, the retrofitting process is not as complex as expected by potential buyers
and could be communicated to the target group very clearly via video material. As
a result, some doubters, and consequently potential customers, decide to install the
filter themselves, and the main reason against retrofitting – the costs of installation and
maintenance – is eliminated.

Among others, the respondents who install the filter themselves were also analyzed
with regard to their preferred place of acquisition. It is clearly seen that almost everyone
who installs the filter themselves is ordering it online. Among the supporters, almost
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27% and among the insecure ones, exactly 25% are online buyers. Thus, hypothesis H5
from chapter two can be verified ceteris paribus. Moreover, almost 5% of the supporters
and 3.6% of the insecure ones want to buy the filter in a garage. A negligible quantity
< 4% will buy the filter from a car or tire dealership. In order to serve the whole target
group, an additional distribution channel, namely online trade, must be opened up for
the filter.

With regard to the costs of the filter including installation, it can be said that there is a
very low acceptance of high costs. Approximately 59% of the supporters and those who
are still uncertain have said that they do not want to spend more than 200 e for the filter
including installation. About 30% accept a price between 200 e and 250 e. Only 9%
find a compensation between 250 e and 350 e acceptable. The curve of cost-readiness
approaches the x-axis exponentially and shows clearly that the higher the price for the
filter including installation, the fewer people are willing to buy the filter. Finally, at over
450 e only one person is willing to retrofit the filter.

Overall, the cost acceptance level and willingness to purchase a brake particle filter
is rather low and under 200 e, so hypotheses H6 from chapter two is rejected. It can
be said that if a successful product launch of retrofit devices should be achieved on
the German after-sales market, the price of the product and installation must be kept
as low as possible, possibly under 200 e. A solution for this challenge could be to
offer governmental support in the form of subventions for retrofit devices that are used
for environmental protection, human health and the decline of air pollutions through
transport and traffic.

In order to reach the right target group, a fitting communication strategy must be
developed. As it is clear from the motives for retrofitting, the focus of communication
needs to be on reducing health risks and protecting the environment. If a campaign is
created for the filter, everything should revolve around these key points.

3.5 Multivariate Analysis: Specific Customer Segmentation

Our results from univariate and bivariate analysis mentioned so far were confirmed and
further substantiated by a multivariate cluster analysis. For the proponents, we used
the aspects for retrofitting as cluster variables and obtained three homogeneous and
communication relevant clusters, again resulting in the central aspect of reducing health
risks, that was rated as ‘strong’ to ‘very strong motivation’ in each cluster. In the first
and largest cluster (51 elements) ‘protecting the environment’ was similarly high rated
and we additionally found an overrepresentation for ‘State subsidies’.

The latter was not the case for cluster 2 (13 elements). ‘Cleanliness of rims’ and
‘Noticeable design’ were clearly underrepresented in both clusters. A rather small, but
interesting group, that showed overrepresented ratings for ‘Cleanliness of rims’ and
‘Noticeable design’, was found in a third cluster (13 elements).

So, we have to focus on reducing health risks and protecting the environment for
each cluster, but we should also pay attention to the design aspect, in order to address
persons fromCluster 3. This is not conflicting with the attitudes of the other two clusters,
because these persons showed not to be disturbed by the brake filter’s visibility.

In order to find more hints for an adequate communication towards the clusters,
we analyzed the clusters’ matching with the types of car drivers, mentioned above.
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Describing economical drivers, as well as the ones who just use their car to get from one
place to another, or who are simply dependent on their car, as ‘pragmatists’, we have a
high correspondence to clusters 1 and 2.

On the other hand, we find those who pay more attention to the appearance of their
car (I tune my car, I like driving a nice car, I keep my car well maintained) clearly
overrepresented in cluster 3, describing them as ‘car lovers’.

Consequently, communication should focus on pragmatists. Assumed car (owner’s)
properties as solidity and reliability should be projected on the reduced influence on
health and environment. Additionally, an attractive design could be propagated to gain
the segment of car lovers – with the option of individual break filter coloring. A wish,
that was overrepresented especially in this segment.

Analogously, a cluster analysis was conducted for the filter’s opponents – with the
aspects against retrofitting as cluster variables. The first cluster is characterized by ‘Costs
for installation and maintenance’ as the central reason for denial, whereby all other
reasons are rated not very high (≤3.22 in mean values). The second cluster consists of
‘fundamental sceptics’. All reasons for denial are rated high (≥4.23 in mean values).
In cluster 3, we have notorious opponents, as all reasons for denial are rated very low
(≤1.85 in mean values).

Following a pragmatic approach, communication should focus on cluster 1 and 3.
The highest potential influence we should have on cluster 1, where pragmatics are over-
represented again. The goal should be to keep costs as low as possible, ideally combined
with State subsidies. As the environmental consciousness is high among all respondents
in the study, there seems to be a clear potential to convince this group. Car lovers are
overrepresented in cluster 3. It seems to be very hard to gain this segment. But even here,
we found a tendency towards more environmental consciousness.

This could be a starting point to reduce the denying attitude, potentially supported
by design aspects, if we further assume, that this group’s low rating of that aspect was
induced by the general refusal.

4 Conclusion

Mann+Hummel is able to develop a strategy to increase the acceptance of retrofit pur-
chases in accordance with customer requirements based on the explained survey results
from Offenburg University.

The right target group is essential for the company for a successful sale. The empirical
study showswhich reasons induce the defined target group to retrofit and thus to purchase
the filter in Germany. It should be noted, that the intrinsic motivation such as health risk
minimization and environmental protection is extended by the extrinsic motivation in
form of monetary compensation.

4.1 Recommendations

After all, five recommendations are the most important for the introduction and future
development of the brake dust filter:
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– Recommendation 1: Keep costs low for the target groups
Since here the ideal of an extrinsic motivation prevails and the filter reaches accep-
tance, it is recommended that the costs of the product including retrofitting in work-
shops should not exceed the limit value: According to the research results, the limit
is 200 e including workshop services for the end customer. Furthermore, attention
should be paid to the General Operating Permit in accordance with the German Road
Traffic Licensing Regulations, which is helpful in the event of retrofitting by a garage
or customer. It is important to point out that this should not result in any additional
costs for the end consumer.

– Recommendation 2: Filter as basic equipment for new cars and competitive advantage
for car producers
Starting from the retrofit business field, Mann+Hummel should arrange co-operations
with the automotive suppliers in order to deliver future basic equipment devices for
rake dust filters in all new cars. Then the filter would be already integrated in the
product and would facilitate market entry at the outset.

This way the innovative product would achieve a wide range of popularity and
reputation in the beginning of the launch. Also car producers could communicate this
new health-promotion device in their cars and use this fact to find higher acceptance by
the addressed target groups: the brake dust filter would attract new customers to buy this
specific car brand. This recommendation of a basic equipment is based on assessments
of potential customers and therefore respondents of the underlying survey.

– Recommendation 3: Legal equipment obligation for fast and powerfulmarket entrance
The chance of a future governmental filter obligation could offerMann+Hummel a fast
market entry and growth of success in the brake dust filter market: a legal equipment
obligation would speed up the distribution in the market. The brake dust filter is an
easy to install and economic technology, which is combined with the brake change
routine and can to filter fine dust particles that emerge while braking until the next
service interval for the car brakes comes up.

– Recommendation 4: Economies of scale and garage owners’ acceptance
High volume production could not only reduce production costs but would also gen-
erate additional public range for this innovative product, as well as an acceptable
purchase price for final customers. Garage owners could be invited for trainings on
the installation of the product, which is important because they are the direct contact
to the customers – the car owners. If the mechanics in the workshop can show the
advantages of the brake dust filter, customers will listen to them and accept the higher
costs probably more easily. As output increases, the costs of the individual product
are lower for the final customer.

This innovative product represents an opportunity for Mann+Hummel in order to
generate acceptance of retrofitting by end customers in cooperation with the garage
owners and workshopmechanics. It is important that the ministry of health also provides
support in the form of monetary funding and communication of benefits. With this
intention, the extrinsic motivation is further encouraged.
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– Recommendation 5: Segment-oriented communication to address additional target
groups
The results from cluster analysis show, that there should be a concentration on Pragma-
tists with communication focus on health and environment. Additionally, an attractive
design should be propagated to gain the segment of Car Lovers – with the option of
individual break filter coloring. This is not conflicting with the Pragmatists’ attitudes,
as the showed not to be disturbed by the brake filter’s visibility.

Another insight was surprising but also very interesting, because it is an absolute new
target group for retrofitting: we found in our survey a very high acceptance potential by
young female car owners. This is not a classic target group for car retrofitting, but these
women are highly sensitive for health-promotion and environmental-friendly products.

Addressing this new target group with e.g. an emotional appealing social media
campaign in YouTube or Instagram, there is a high potential for selling the innovative
brake dust filter system. Even for older cars the retrofit at a reasonable price would be
interesting for the female car owners. Also new cars with the brake dust filter system
could be used by a car manufacturer brand as a unique selling proposition e.g. a brake
dust filter supported BMW Mini as a women-preferred car model.

The results of this underlying study show that retrofitting the filter will be accepted
and themotives are clearly based on intrinsic and extrinsic motivation. Important aspects
are monetary incentives as well as a legal regulation, which should thus be taken into
account when introducing the filter to the after-sales market.

4.2 Limitations and Future Work

The initial hypotheses regarding the potential target group could mostly be fully, or at
least partly confirmed by the study carried out. Provided, that a brake dust filter is desired
and retrofitted, the results show a strong interest especially by a young and female target
group. The previous results of the survey also show how powerful external incentives as
governmental subsidies are to potential consumers.

Extrinsic motivation might show very attractive for Mann+Hummel market entry
with the brake dust filter system – alongside motives such as minimizing health risks
and environmental protection are also very important. [12, 13] For this reason, it is
important to tweak and tune all relevant aspects of the levers for external motivation
additionally. However, motivating and convincing the target group not only extrinsic
will be a great challenge for the company.

For this reason, it is advisable to put the customer benefit of a cleaner environment
and the reduction of health risks at the center of the communication strategy, while still
proposing potential reasons to buy the filter as well, such as being able to customize
the design of the brake dust filter to fit the appearance of the vehicle. Overall, it can be
said that an optimal interplay of extrinsic and intrinsic motivation should be focused as
a strategy of Mann+Hummel.

From the many comments made in the survey, one factor can be identified that
needs to be illustrated in the context of communication. Many respondents are unsure
how to dispose of the filter. Some people fear a complicated disposal. For this reason,
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information about disposal should be provided. A video could also be helpful, which
illustrates the disposal process in detail and clarifies all open questions.

Another marketing tool to increase awareness of the filter and establish it in society
after introducing it to theGermanmarket can be the sponsoring of car sharing companies,
such as “car2go”. On the one hand, this serves the advertising purpose, but the filter can
also increasingly be seen as a health protecting product by inhabitants of German cities
on the other hand.

The filter introduction to the after-sales market is a future horizontal product expan-
sion. Which enables a transfer of the technology to other means of transport such as
buses, trucks, trains and motorcycles or airplanes and thus a future corporate strategy.

New value streams are created by opening up new markets, winning new customers
and reducing production costs. As a young, female and health-sensitive target group
has been identified, the initiative can be taken to implement fitting communication
instruments such as social media channels.

Finally, the research results show that there is high potential for a brake dust filter in
the future especially for the young target group of ‘Young Idealists’ with environmental
and health-promotion reasons. Car manufacturers could also make their contribution
to the well-being of people by equipping their own company vehicles with this filter.
Therefore, they can act as a role model for all economic players.
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Abstract. This paper is based on a study, which was conducted in the Multi-
Channel Management Laboratory of Offenburg University in June 2019 using
a convenience sample. The potential participants were recruited via the e-mail
distribution list of the University as well as postings on the notice board. A total
of 38 people took part in the study. The present study examines the effect of
shelf placement of a wine rack with regard to block formation and vertical or
horizontal structuring of these blocks. The results show that a wine rack that is
arranged by product blocks according to wine type is perceived as significantly
more orientation-friendly than a wine rack that is characterized by amanufacturer-
oriented block formation. The perceived orientation friendliness influences the
customers’ emotions experienced during the shopping process. Furthermore, the
influence of these emotions on the satisfaction of the orientation friendliness was
confirmed. It can be recommended to the stationary retail trade to structure wine
shelves by placing products according to wine types within product blocks.

Keywords: Point of sale · Product arrangement · User experience · In-store
orientation friendliness · Customer emotion

1 Research Issue

The revenue ratio between stationary and online trade in Germany illustrates the supe-
riority of stationary trade despite the strong growth of online trade in recent years. In
2017, stationary trade had a market share of more than 86% [1]. These figures intensify
the relevance of stationary trade and justify further efforts of optimization in this field.

In this article, the consumers’ in-store orientation as well as their emotions are of
particular interest. The orientation and the associated unproblematic and quick finding
of products is of great importance for a retail company. If consumers can’t find desired
products or the required search time takes too long, there is a risk the customer giving
up and leaving the shop without buying [2, 3]. In addition to direct sales losses, the lack
of orientation friendliness of shop environments can, under certain circumstances, lead
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to negative emotions such as insecurity, stress or anger and ultimately impair consumer
satisfaction.

The focus of this paper is on the investigation of different measures of placement
policy as well as on the investigation of cause-effect relationships of non-observable
variables of consumer behavior with the aim of making recommendations to the sta-
tionary retail trade. Accordingly, the primary research question is: “What influence does
shelf placement have on consumer behavior?” The results of the conducted laboratory
study should provide information about the advantage of certain placement decisions
and their influence on consumer behavior and the correlation between the consumer’s
inner processes during a store visit. The investigation of the emotions is a specificity of
this contribution. At the current state, just the influence of perceived orientation friend-
liness on the emotions of consumers during online shopping has been investigated.
However, previous studies on block formation and shelf structuring in the context of
shelf placement neglect the emotions of customers during their store visit.

2 Related Work

Block formation is about the formation of product groups and their arrangement within
the shelf [4]. There are various ways of grouping and arranging the articles on the
shelf. In block formation, a distinction can be made between the variants of product
block, manufacturer block, theme-oriented block formation and value-oriented block
formation [5].

Product Block: When forming product blocks, articles with the same or similar prop-
erties are placed next to each other. A shelf for hair care serves as an example: shampoos,
conditioners and hair treatments are placed here in groups [5]. In the case of a product
block, the customer has a good overview and the possibility of comparing individual
products, e.g. with regard to price, which is the reason for many retailers to implement
this arrangement type [6].

Manufacturer/Brand Block: In this case of block formation, articles from one man-
ufacturer are grouped together and placed next to each other [5]. The manufacturer or
brand block is usually preferred by the manufacturer for presentation purposes [6]. If
different products of a brand or manufacturer are presented together, the probability of
a substitution or composite purchase of products of the same brand or manufacturer
increases [5]. The advantages of a manufacturer block are the easy integration of new
product variants, the unproblematic refilling of articles and optical aspects. It is assumed
that this arrangement is best for brand-conscious consumers [2]. A disadvantage is that
it is more difficult for consumers to compare different article characteristics [6].

Theme-Oriented Block Formation: Articles are grouped according to “usage context,
consumers or experience complexes”. This type of article arrangement ismost reasonable
if a special target group is to be addressed [5]. An example could be the joint placement
of articles on a barbecue shelf: various barbecue sauces, charcoal, barbecue lighter, paper
plates, napkins, decorative items, etc. are placed together.
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Value-Oriented Block Formation: In value-based block formation, items are sorted
by price and placed in descending order in a vertical sequence from top to bottom.
This type of merchandise arrangement has been used in practice all along, but is always
combined with the other types of block formation mentioned above [5].

Besides, the mentioned types can be structured horizontally, vertically or as cross
blockswithin the shelf. The cross block is amixture of vertical and horizontal structuring.
Here, for example, a shelf is sorted vertically according to manufacturer (manufacturer
block) and horizontally according to a specific article characteristic (product block) [5].

3 The Model Used for the Given Study

The partialmodel developed in the present study is based on the so-calledEnvironmental-
Psychological Consumer Behavior Model of Esch and Thelen [7], which is based on
the work of Titus and Everett [18] and considers both emotional and cognitive reactions
as decisive for consumer behavior. [18] According to this model, the information rate
resulting from the environment influences the perception of the environment, which in
turn influences the search behavior of consumers. This in turn influences the search
success, which determines the search satisfaction of the consumer [7]. The present
partial model assumes an influence of shelf placement and the shopping experience of
consumers on their perception of the orientation friendliness of shelves in stores. This
has an impact on the emotions felt during the visit, which in turn are related to the
consumers’ satisfaction assessment of the shelf (Fig. 1).

Fig. 1. Partial model of the effect of shelf placement

Both external information from the outside world and internal information are used
for orientation. The shop design represents the external information, which is obtained
from the environment [8]. With regard to the implementation of shelf placement, this
article focuses on the formation of placement groups (block formation) and the determi-
nation of the shelf structure, i.e. the vertical or horizontal arrangement of these blocks.
In particular, the manufacturer-oriented block formation is compared with the product-
oriented variant and the vertical arrangement with the horizontal arrangement of the
placement groups. The influence on the perceived orientation friendliness of the shelf is
to be investigated.
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The following hypotheses were formulated (Table 1):

Table 1. Hypotheses of the given study

H 1a The orientation-friendliness of a shelf in which the articles are arranged according to
the principle of product block formation is perceived significantly better than a shelf in
which the articles are arranged according to the principle of manufacturer block
formation

H 1b The orientation friendliness of a vertically arranged shelf is perceived significantly
better than the orientation friendliness of a horizontally arranged shelf

H 2 The greater the shopping experience, the better the perceived orientation friendliness of
the shelf

H 3 The higher (lower) the orientation friendliness of the shelf is assessed, the more intense
positive and less intense negative (intense negative and less intense positive) emotions
are experienced during the store visit

H 4 The more intense positive (negative) emotions are felt during the store visit, the higher
(lower) is the satisfaction with the orientation friendliness of the shelf

4 Operationalization of the Variables

In the following chapter, the operationalization of the variables is discussed in detail.

4.1 Operationalization of Block Formation and Shelf Structure

The wine rack set up for the experiment contained a total of 42 facings distributed over
three shelf elements. The facingswere not changed in the course of changing the structure
to ensure comparability. In the arrangement, it was ensured that there were a minimum
of two and a maximum of eight facings of an article. A minimum of two facings was
observed in retail and represents the minimum to ensure that an article is not overlooked
on the shelf. A maximum of eight was set, as a shelf width comprises eight facings and
thus represents one third of the total width of the shelf. Prices were neglected in the
arrangement. The three variants of shelf placement examined in this study are presented
below.

Shelf Arrangement 1: Manufacturer’s Block Vertical
In this type the wine bottles were sorted vertically by manufacturer (see Fig. 2).

Shelf Unit 1 Shelf Unit 2 Shelf Unit 3
Manufacturer 1 Manufacturer 2 Manufacturer 3
Manufacturer 1 Manufacturer 2 Manufacturer 3
Manufacturer 1 Manufacturer 2 Manufacturer 3

Fig. 2. Scetch of shelf arrangement no.1
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It was ensured that within the producer blocks the wine types, i.e. rosé, red and white
wines, were placed together, but that across blocks the wine types of the producers were
not placed on the same shelves (e.g. all white wines of the respective producers were
placed on the upper shelf, all roséwines on themiddle shelf and all redwines on the lower
shelf). This would correspond or at least be very similar to the horizontal product block
formation by wine type. It also allows the participants to orient themselves horizontally
according to product types instead of manufacturers, that should be avoided.

Shelf Arrangement 2: Product Block by Wine Type (Horizontal)
In this case, the blocks were formed horizontally and according to the article character-
istics of the type of wine (red, rosé or white). Thus, on the upper level of the shelves
there was rosé wine over the entire width of the shelves, red wine on the middle level and
white wine on the lower level (see Fig. 3). Care was taken to ensure that the producers
were next to each other within the vertical product block. However, for the same reasons
as with shelf arrangement 1, the respective manufacturers were not placed vertically one
below the other, so that a match with a manufacturer block is ruled out. This means that
test persons could not orient themselves by the manufacturers, but only by the horizontal
structure of the product blocks.

Shelf Unit 1 Shelf Unit 2 Shelf Unit 3
Rosé wine Rosé wine Rosé wine
Red wine Red wine Red wine

White wine White wine White wine

Fig. 3. Scetch of shelf arrangement no.2

Shelf Arrangement 3: Product Block by Wine Type (Vertical)
In the third case of shelf placement the article characteristics of the wine type (red, rosé
or white) were used as a criterion for block formation. Whereas the arrangement was
done in a vertical direction (see Fig. 4). The first shelf element thus consisted of red wine
across all three shelf levels, the middle one of rosé wine and the third, far right, of white
wine. Within the product blocks, an attempt was made to place articles from the same
manufacturer next to each other. However, it was also avoided to place articles from the
same manufacturer next to each other across the product blocks, so that an orientation
of the test persons primarily towards the manufacturers was excluded. The orientation
should be on the product blocks according to wine types in vertical direction.

Shelf Unit 1 Shelf Unit 2 Shelf Unit 3
Red wine Rosé wine White wine
Red wine Rosé wine White wine
Red wine Rosé wine White wine

Fig. 4. Scetch of shelf arrangement no.3
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4.2 Operationalization of the Shopping Experience

The shopping experience is composed of the customers’ knowledge on the placement of
goods in certain shopping locations (specific knowledge) and of the knowledge on the
placement of goods in certain product groups in general (general knowledge). There-
fore, it is determined by how often a consumer visits a particular store and how often
certain products of a product group are purchased by (these) consumers, regardless of
the location [9, 10]. Since the experiment took place in the Multi-Channel Management
Laboratory at the Offenburg University, it is impossible that the test persons had already
been able to gain shopping experience in the store. However, it is possible that they
already had experience in purchasing wine, i.e. general knowledge in the form of, for
example, schemes and associated expectations about product placement. Because of this
aspect the participants were asked: “How often do you buy wine?” [10].

It can be assumed that the more often test persons buy a product of a particular
category of goods, the greater their shopping experience is [11]. The possible answers
range from “once ormore than once aweek”, “once ormore than once amonth”, “several
times a year” and “once a year” to “less often [than once a year]”.

4.3 Operationalization of the Perceived Orientation Friendliness

To measure the perceived orientation friendliness of the shelf, a multi-item scale by
Wang was used (see Table 2, [10]).

Table 2. Operationalization of the perceived orientation friendliness according to Wang [10]

Items of orientation friendliness Scale for measurement

1. How do you rate the overview in this store? 1 = “Very confusing”to
6 = “Very clear”2. How do you rate the overview on the shelves?

3. In this store, you can find what you are looking for immediately 1 = “Strongly disagree” to
6 = “Totally agree”4. In this store, you have to ask the sales staff to help you find

your way around

5. The arrangement of the products in this store makes shopping
easier

6. You never feel lost while shopping

7. Shopping can be done comfortably and quickly

8. The products are placed within the store in such a way that you
can easily find them

The first item is not used because it is not about assessing the orientation friendliness
of the entire store, but only that of the shelf. For the same reason, “shop” is replaced by
“shelf” for items 3, 5 and 8. Items 4 and 6 are also not used because they relate on a
second and third factor and therefore have no direct influence on the assessment of the
ease of orientation. This results in the multi-item scale for the measurement of perceived
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orientation friendliness, which is to be assessed on the basis of the values 1 (“Do not
agree at all”) to 5 (“Totally agree”).

Since the scale was changed, the internal consistency was recalculated with Cron-
bach’s Alpha. With a value for Cronbach’s Alpha of α = 0.937, the reliability of the
scale can be assumed. The values of the selectivity of the individual items are also in a
high range with values between 0.796 and 0.884.

4.4 Operationalization of the Emotions

Mau developed a German-language scale to measure emotions during virtual and non-
virtual shopvisits [12]. The so-calledD-IKEscale contains 37 adjectives that are assigned
to a total of 13 emotions. Among them are six positive and seven negative ones. The
emotion “surprise” is assigned to the negative ones here, although it can also be perceived
as a positive emotion by consumers depending on the context [see 12]. The emotion
experienced during the test is to be evaluated using the adjectives on a scale from 1 (“not
at all”) to 5 (“very intense”). The order of the individual adjectives was shown in the
questionnaire in a mixed and random order in order to avoid sequence effects. Figure 5
shows the 37 adjectives of the six positive and seven negative emotions.

Fig. 5. D-IKE scale for the operationalization of the emotions according to Mau [12]

4.5 Operationalization of the Satisfaction with the Orientation Friendliness

A single-item scale was chosen to measure the respondents’ general satisfaction with
the orientation friendliness of the shelf to measure satisfaction with single-item scales,
see Table 3, e.g. [10].
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Table 3. Scale for the operationalization of the satisfaction with the orientation friendliness

1 strongly disagree 2 3 4 5 totally agree

I am satisfied with the orientation
friendliness of the shelf

5 Qualitative User Experience Study

The experiment was carried out in the Multi-Channel Management Laboratory at the
Offenburg University in June 2019. The laboratory simulates a retail store with two
rows of shelves facing each other. One of the two shelves consists of five shelf sections,
each about one meter wide, and contains “snacks” on four shelf levels. The other shelf
consists of six shelf sections, i.e. it is about six metres long in total and has only three
shelves. This shelf is a wine shelf, which contains various wine bottles, mostly from the
Ortenau region in Germany. The wine rack was used exclusively for the experiment.

The potential test persons were recruited via the e-mail distribution list of the Offen-
burg University and postings on the notice board at the Gengenbach campus. A total
of 38 people took part in the study. Four of them solved the search task incorrectly by
putting a different wine in the shopping basket than the one on the shop-ping list. In
order to solve the task correctly, they would have had to continue the search and this
would probably have led to a different result of their evaluation. Therefore, the sample
was adjusted for the number of these participants and their results were excluded from
further investigation. Lastly the adjusted sample contains 34 persons. Eleven of the sub-
jects were presented with shelf arrangement 1, eleven others with shelf arrangement 2
and twelve with shelf arrangement 3 (see Sect. 4). There were 18 female and 16 male
persons among the participants with the age range of 18 to 60 years, whereas themajority
of the test persons (more than 70%) being between 20 and 25 years old. One person is
in the age range of 18–25 years, five persons are in the range of 25–30 years and two
persons each are 30 and older.

At the beginning of each testing session a quick greeting and the explanation of the
task took place. At this time there was no view of the wine rack so that the participant
could not have been biased. The test persons received a shopping list with three different
wines to search for. They were also asked to speak out their thoughts during the search
task (Think Aloud-method). The shopping list contained the names of three wines. For
this purpose, a white, a red and a rosé wine of three different producers were selected,
so that different blocks had to be searched for both in the product block formation and in
the manufacturer block formation. The following wines were specified: “FamilyWinery
Renner; Rosé Kabinett, dry”, “Winery Schloss Ortenberg; Rivaner, dry” and “Winery
SimonHuber Spätburgunder”. The prices were neglected in the shelf arrangement. Thus,
it was avoided that the participants could orient themselves by the prices on the shelves.
After the search for the three different wines on the shelf was completed, the question-
naire was handed out. It contained demographic information such as gender and age,
as well as questions on the perceived ease of orientation, on the emotions felt while
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shopping and on their satisfaction with the orientation friendliness of the shelf. Subse-
quently, it was asked whether anything was particularly positive or negative. The results
of the Think Aloud-method and the final open question should support the findings of
the questionnaire.

6 Findings

The following section describes the results achieved within the study.

6.1 Influence of Shelf Placement on the Perceived Ease of Orientation

To test hypotheses 1a and 1b, two of the shelf arrangements are compared. To test
whether the influence of the product-oriented block formation has a favorable effect
on the orientation friendliness compared to the manufacturer-oriented block formation,
the results of the perceived orientation friendliness of shelf arrangement 3 and shelf
arrangement 1 are compared. They differ only in the variant of block formation, but
not in their vertical or horizontal arrangement. In order to verify the advantage of a
vertical arrangement over a horizontal arrangement with regard to the perceived ease of
orientation, the results of shelf arrangement 3 and shelf arrangement 2 are compared.
They differ in the direction of arrangement but not in the variant of block formation.

In order to examine the influence of the shelf arrangement (Hypotheses 1a and 1b) on
the perceived ease of orientation in pairs, a T-test for independent samples is conducted.
An assumption is the normal distribution of the perceived orientation friendliness of the
respective sample [13]. According to the Shapiro-Wilk test this is given for all three
samples (p > .05).

Hypothesis 1a: The average orientation friendliness of the vertically arranged product
blocks in shelf arrangement 3 (M= 3,550, SD= 0.919, n= 12) is perceived significantly
better than that of the vertically arranged manufacturer blocks (M= 2,436, SD= 1,046,
n= 11), t(21)=−2,718, p= .007. The effect strength is r= 0.51 and thus corresponds
to a strong effect.

Hypothesis H1a is therefore confirmed.

Hypothesis 1b: Although the average perception of the orientation friendliness of the
vertically arranged product blocks (M= 3.550, SD= 0.919, n= 12) is rated better than
that of the horizontally arranged product blocks (MD = 3.382, SD = 0.772, n = 11),
the result is not significant, t(21) = −0.473, p = .321.

Hypothesis 1b must be rejected as a result.

Hypothesis 2: The influence of the shopping experience on the perceived orientation
friendliness was tested using Spearman’s rank correlation. It was found that the shopping
experience did not correlate significantly with the perceived orientation friendliness (rs
= −0.102, p > .05, n = 34). This means that the shopping experience has no influence
on how the orientation friendliness of the shelf is perceived.

Hypothesis 2 is rejected accordingly.
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6.2 Influence of the Shopping Experience on the Perceived Ease of Orientation

When asked about their shopping experience, almost 10% of the participants state that
they have a great shopping experience with wine by buying wine once or several times a
week. Half of the test persons, and thus themajority, state that they have a great shopping
experience with one or more wine purchases per month. Nearly 30% of the participants
say that they buy wine several times a year, while about 6% of the them buy wine only
once a year or even less frequently and therefore have little shopping experience.

6.3 Influence of the Perceived Orientation Friendliness on the Emotions

According to hypothesis 3, an influence of the perceived orientation friendliness on the
two emotional dimensions is expected: The higher or lower the perceived orientation
friendliness of the shelf structure, the more intense positive and less intense negative or
more intense negative and less intense positive emotions are experienced during the store
visit. To test the influence of orientation friendliness on the two dimensions of emotions,
a simple linear regression analysis was carried out. The condition of normal distribution
is given for the variables of the emotion dimensions according to the Shapiro-Wilk test
(p > .05).

Hypothesis 3: The results of the regression analyses show that the general regression
model becomes significant in each case. The perceived orientation friendliness has an
influence, as assumed, on both positive emotions (R2= 0.483) and negative emotions (R2

= 0.555). Thismeans that 46.7% of the positive and even 54.1% of the negative emotions
can be explained by the perceived orientation friendliness. The negative emotions can
therefore tend to explain the perceived orientation friendliness to an even greater extent
than the positive emotions.

The results support hypothesis 3, since an effect of perceived orientation friendliness
on both dimensions of the emotions in the expected direction is proven.

6.4 Influence of Emotions on the Satisfaction with Orientation Friendliness

According to hypothesis 4, a connection is assumed between the emotions experienced,
i.e. their two dimensions, and the consumers’ satisfaction judgement regarding the ori-
entation friendliness of the shelf. This connection is checked by means of a multiple
regression analysis. The two dimensions of emotion (positive and negative emotions)
are the predicators.

Hypothesis 4: When running the multiple regression analysis, the general regression
model of the emotion dimensions (R2 = 0.499, F (2,31) = 17.425, p < .001) be-came
significant. The coefficient of determination shows that the emotions experienced by
the test person during the store visit have a significant influence on his/her satisfaction
with the orientation friendliness of the shelf. 50% of the variance can be explained
by the two dimensions of emotions. Regarding the dimensions of the emotions, both
a significant positive correlation between the experienced positive emotions and the
satisfaction rating (ß= .329, p< .05) and a significant negative correlation between the
experienced negative emotions and satisfaction (ß = −0.486, p < .01) can be found.



184 V. Schwahn et al.

Hypothesis 4 can be accepted accordingly.
Figure 6 illustrates that the average satisfaction with the vertical arrangement of

product blocks by wine type in shelf arrangement 3 is highest (M= 3,667), followed by
the horizontal arrangement of product blocks by wine type in shelf arrangement 2 (M
= 3,273). On average, participants are least satisfied with the vertical arrangement of
manufacturer blocks in shelf arrangement 1 (M = 2,818).

Fig. 6. Mean of satisfaction with the orientation friendliness of the three shelf arrangements

7 Final Evaluation and Recommendation

According to Hypothesis 1a, the orientation friendliness of product-oriented block for-
mation by wine type is determined to be significantly better than that of manufacturer
oriented block formation. Right at the beginning of the testing, most of the test persons
who were faced with shelf arrangement 3 identify the middle vertical shelf block as
a rosé wine block. In this block the wine bottle was stated which is listed first on the
shopping list: “I need a rosé and it is in the middle here.” This way, the majority of
the test persons recognize the structuring criteria by wine type and in the second step
search for the producer “Familienweingut Renner” quickly. Some test persons even try
to search for the wine type first when searching in shelf arrangement 1. This shows that
the wine type is the primary grouping criterion for these consumers. “I first look for the
colors. This isn’t working, so I’ll just read the names.”

The quick recognition of the shelf arrangement by product block formation according
to wine type can be explained by the law of similarity. Elements that are perceived as
similar are grouped together. The criterion of similarity of elements is often the color
[14]. Since the different types of wine differ in color, it is easy to identify the three
blocks as a group based on their color. The manufacturer blocks, on the other hand, do
not have conspicuous color differentiating features. It can be assumed that the name of
the producer or the logo is not as striking as the color characteristic and can therefore be
identified less quickly and used as a grouping criterion in perception. The result confirms
the results of a study by Mollà, Múgica and Yagüe [15], who also identify the wine type
as the most important grouping criterion, hence recommend the formation of product
blocks by wine type when placing the wine on the shelf [15]. A further reason for the
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significantly worse orientation friendliness by brand blocks in the present study could be
the brand strength, which is generally not particularly pronounced for wine brands. This
circumstance may explain the quite different results on the advantageousness of block
forms ac-cording to product or manufacturer blocks. In order to clarify this question,
empirical studies on the influence of brand strength on the effectiveness of the block
formation are useful.

Hypothesis 1b: The difference between the perceived orientation friendliness of shelf
arrangement 2 and shelf arrangement 3 turns out to be not significant. This means
that there is no difference in the perceived ease of orientation between a vertical and a
horizontal arrangement of the products on the shelf. However, in all the studies described
above, the advantage of vertical structures has always been shown due to the vertical
search structures of customers [9].

The superiority of the vertical structuring of the shelf, which contrary to expecta-
tions is not significant, can be explained by the Law of Proximity [14]. Since there are
only three levels of shelving in a shelf, they are unusually far apart from each other.
The individual shelf levels are each perceived as a group that belongs together. If the
arrangement of products also corresponds to this perceived structure, as is the case with
a horizontal structure, perception could be particularly easy. Besides the perception of a
vertical structuring of the product blocks could be complicated by widely spaced shelf
levels.

Hypothesis 2, which assumes a positive correlation between the shopping experi-
ence and the perceived orientation friendliness, was rejected. Certain patterns inmemory,
which were formed by the experience of previous visits to stores, were assumed to make
it easier to find one’s way around. Esch and Thelen [7] provide a possible reason that
could counteract the direction of the relationship. According to these findings, the more
experience a person has with other shops, the higher the consumer’s demands on the
shop’s atmosphere and the orientation friendliness of a shop’s environment are. Above
all, if the shop design and its atmospheric effect differs greatly from the previously expe-
rienced store environment, this is judged particularly critically [7]. Since the atmospheric
effect in the laboratory differs greatly from real shop environments, it can therefore be
assumed that the orientation friendliness, especially of consumers with a certain amount
of shopping experience, is judged very critically and the assumed positive effect on the
perceived orientation friendliness is thus cancelled.

Hypothesis 3: A significant influence of the perceived orientation friendliness of the
shelf on the dimensions of emotions could be demonstrated. It can be explained by
considering the appraisal theories that the perception of orientation friendliness as the
result of a cognitive process has an influence on the experience of positive or negative
emotions [16]. The orientation friendliness of the shelf obviously plays an essential role
in the evaluation of the situation by customers. For example, it can be either a support in
achieving the objective or an obstruction in the pursuit of objectives, i.e. finding products.
The perceived orientation friendliness explains even more negative emotions than the
positive emotions. This is an indication that especially the lack of orientation friendliness
in the context of the inner evaluation process is classified as a relevant variable during
the search of products and is perceived as an obstacle to the achievement of an objective.
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The results support Bost’s statement. Lack of orientation can be described “as a
feeling of lack of safety and environmental control. This feeling of insecurity leads […]
to negative mood changes (stress and anger reactions)” [17].

Hypothesis 4: The results of the study confirm that the satisfaction with the orienta-
tion friendliness of the shelf depends on the emotions that the test persons feel during
the search task. Satisfaction with the orientation friendliness can be explained by the
dimensions of the emotions. Positive emotions have a significant positive influence, just
as negative emotions have a significant negative influence on the satisfaction rating.
However, it can be seen that the influence of negative emotions on the satisfaction rating
is stronger and has a higher significance value than the influence of positive emotions.
This can be understood as an indication that positive emotions are partly a basic require-
ment when consumers form their satisfaction judgement according to the Kano model
[19]. Accordingly, negative emotions have a disproportionate influence on satisfaction
compared to positive emotions.

8 Limitations and Future Work

In summary, it can be stated that product-oriented block formation according to the
criterion of the wine type leads to a significantly better perception of the orientation
friendliness of a wine rack than manufacturer oriented block formation. No significant
results could be obtained regarding the advantage of vertical or horizontal block struc-
turing. It can be assumed that this is due, among other things, to the large distance
between the three shelf levels, which could lead to a more difficult perception of vertical
structures.

Furthermore, a positive influence of the shopping experience on the perceived orien-
tation friendliness of the shelf could not be confirmed. The results of the study support
the assumed connection between the perceived orientation friendliness of the shelf and
the emotions experienced. The satisfaction rating can also be explained to a large extent
by the two dimensions of the emotions.

Based on these results, when placing and arranging wine bottles on the shelf with
a relatively small range of wines, it can be recommended to the stationary retailer to
arrange the wine bottles in product blocks, sorted by wine type. By confirming the
influence of the perceived orientation friendliness on the emotions experienced during
the store visit and its influence on the satisfaction rating of the orientation friendliness, the
following conclusions can be drawn: A product-oriented block formation has a positive
effect not only on the perception of orientation friendliness, but also on the emotions
and the consumers’ satisfaction judgement.
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Abstract. In field of service design, the research and application of service qual-
ity plays an important role in the development and competition of enterprises
by establishing brand image and generating market effect. Therefore, experts in
management and marketing have studied it and found that the quality of service
in the industry has a great impact on consumer satisfaction, consumer experi-
ence and brand loyalty. Based on the research and development of the concept
of service quality, PZB, a famous American marketing expert team, established
SERVQUAL (SQ) model through the test of retail cases, and constantly revised
and improved it, which was applied to multiple service industries. Through liter-
ature review, this paper analyzes the application of SERVQUAL model in China
and abroad,mainly involving retail industry,medical service industry, e-commerce
industry, tourism service industry and other service fields. The study found that
SERVQUAL model plays a guiding role in evaluating the management of emerg-
ing enterprises, consumers’ preference for services, and resource allocation of
service industries in developing countries. In addition, this paper compares the
application of SERVQUAL (SQ)model and its derivative SERVPERF (SP) model
in the service field, and finds that SP model is mainly a result-oriented quality of
service study, while SERVQUALmodel is mainly a result-oriented quality of ser-
vice study based on process dynamic change. In the multi-field studies, it is found
that SERVQUAL model, as a common basic model, combines the Fuzzy theory,
Functional quality deployment and Kano model to comprehensively evaluate the
service quality in the application field and provide decision support for enterprise
development. Finally, this article discusses and summarizes the study of service
quality, revises and improves the research model, and looks forward and proposes
future service quality studies to provide more market and social value to service
industry.

Keywords: Service quality · SERVQUAL model · Quality evaluation

1 Introduction

In the early 1970s, as the economic recovery in western countries gradually emerged,
the service industry also developed and inspired many research teams to explore. In the
development process, researchers in economicsmainly focused on the nature of services,
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while those in management paid more attention to the application of theories, during
which the concept of quality was introduced into field of services.

Professor Gronroos (1982) first proposed the concept of Customer Perceived Service
Quality [1]. Gronroos held that quality of service was a subjective category, which
depends on the comparison between consumers’ expectation of quality of service and
the actual perceived level of service. Subsequently, more scholars carried out researches
on service quality. Lehtinen (1982) et al. identified service quality as three components:
interaction quality, entity quality and company quality [2]. Lewis and Booms (1983)
believed that service quality was a tool which measured whether enterprise service
level meet consumers’ expectations [3]. Gronroos (1984) divided quality of service into
two parts, then defined them as technical quality and functional quality [1]. Parasuraman
(1988) holds that quality of service is the difference between the level of quality of service
actually perceived by consumers and the level of quality of service expected [4]. Leblanc
and Nguyen (1988) listed service quality as five components, namely corporate image,
internal organization, physical support of service production system, employee/customer
interaction and customer satisfaction [5]. Hedval and Paltschik (1989) defined the quality
of service as two dimensions, namely the willingness and ability to serve, the physical
and psychological accessibility [6].

International Standardization Organization (ISO) defined service quality and formed
the concept of service quality [7]: In the process that price competition in the market
gradually changes to service quality competition, service quality becomes more and
more important in the consumption process and becomes the first production factor of
service enterprises. Service quality should meet the needs of consumers and the interests
of other beneficiaries, so service providers need to consider more from the perspective
of consumers and other beneficiaries. Service enterprises need to improve service qual-
ity and generate more added value through scientific management, development and
utilization of new technologies.

Based on literature review and research, this paper concludes that service quality is
generated by the actual contact between service providers and consumers, expressing
consumers’ subjective feelings on the process of service experience. Service providers
improve the quality of services through internal management and support systems.

This paper takes SERVQUAL model as the entry point to research service quality. It
finds that the impact of service quality on consumers is mainly reflected in psychology,
behavior, satisfaction, loyalty and other aspects, while the impact on service providers is
mainly reflected in service equipment, technical support, employee behavior, corporate
culture, product functional quality and after-sales service. According to the development
of service industry in China and abroad, service enterprises are facing the problems and
opportunities of service quality management. In this paper, through the modification of
the service qualitymodel bydomestic and foreign scholars, combinedwith the theoretical
method of engineering system, the structure of the service quality model is optimized,
and the research and development of service quality are discussed and prospected.
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2 SERVQUAL Model

2.1 Introduction to SERVQUAL Model

SERVQUAL (SQ) is the abbreviation of “Service Quality”. The model is an evalua-
tion system that reflect consumers’ perceptions and expectations of the received ser-
vices, and is applied to the measurement and marketing management of service quality.
SERVQUALmodel theory was formally proposed by Parasuraman, Zeithaml and Berry
(PZB), three American marketing experts, in 1988, to measure consumers’ service per-
ception. Its core theory is “service quality gap model”. Specifically, it’s the gap that
between consumers’ actual perception of service quality and their expectation of ser-
vice quality. SERVQUAL model is mainly composed of five dimensions and 22 items,
namely, tangibility, reliability, responsiveness, assurance and empathy.

2.2 Development of SERVQUAL Model

SERVQUAL model theory was founded by Parasuraman, Zeithaml and Berry (PZB) in
1985, mainly used in the field of marketing. PZB research team established 10 measure-
ment dimensions of service quality gap model to study consumers’ evaluation on the
quality of services provided by service providers [8]. The 10 dimensions are reliabil-
ity, sensitivity, convenience, competence, politeness, communication, trustworthiness,
security, danger and empathy.

PZB (1988) three researchers conducted a comprehensive qualitative study on the
meaning of service quality, and determined that service quality is the gap between con-
sumers’ perception of service and service expectation [4] (as shown in Fig. 1), namely
SQ (Service Quality) = P (Perception of Service) − e (Expectation of Service).

Fig. 1. Service quality assessment process

For further research and development of SERVQUALmodel, PZB research team has
found throughmany experiments that in themarketing service industry, the improvement
of consumers’ service perception mainly includes the following five aspects:

• Tangible: The physical structure of the equipment provided by the service, the
associated service facilities and the appearance of the service personnel.

• Reliability: Service providers provide consumers with the reliability and consistency
of quality services and the ability to accurately fulfill service commitments.

• Responsiveness: Service providers can provide services and responses to consumers
in a timely manner.
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• Assurance: Service providers build rapport with consumers and consumer trust in the
services provided.

• Empathy: The extent to which service providers provide emotional care and extended
emotional support to consumers.

Since consumers’ expectation of service quality will change over time, SERVQUAL
model is used to track the dynamic change of service quality on a regular basis to reflect
the trend of service value. PZB (1991) obtained that the five dimensions of SERVQUAL
had a certain correlation through factor analysis, further optimized the SQ model, and
then put themodel into five independent customer samples for testing [9, 10]. The results
show that SERVQUAL model is universal. Therefore, PZB established SQ as the core
and standard of service quality measurement.

In the following researches, scholars repeated used SERVQUAL model and verified
the applicability. Carman (1990) conducted scale tests in four scenarios: dental school
patient clinic, business school placement center, tire shop and emergency hospital, and
found that reliability, tangible and safety accounted for a high proportion of consumers’
service perception [11]. Cronin and Taylor (1994) conducted a survey on people using
hospital services within 45 days, and used SERVQUAL scale to determine the relation-
ship between customer satisfaction and service quality [12]. Finally, five dimensions and
22 variables were confirmed.

2.3 Use of SERVQUAL Model

SERVQUAL model typically contains five dimensions and 22 items. The distribution
of the 22 project problems is as follows: Tangibility contains 4 project problems, Relia-
bility contains 5 project problems, Assurance contains 4 project problems, Responsive-
ness contains 4 project problems, and Empathy contains 5 project problems. Each item
contains an item question and item options on a Likert scale of order 7 or 5.

After the SERVQUAL test model passed the reliability and validity tests, question-
naires were distributed to the subjects. After the end of the test, the questionnaire was
collected to study the collected effective data and carried out statistical calculation. The
formula is as follows:

SQ =
n∑

k=1

Wk

m∑

i=1

(Pi − Ei) (1)

In the formula above, k represents the kth service element, n represents a total of n
service elements, Wk represents the weight of the kth service element, i represents the
ith problem, m represents a total of m problems, Pi represents the average sensory index
value of the ith problem, Ei represents the expected mean value of the ith problem, and
SQ represents the final evaluation of service quality.
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3 Application of SERVQUAL Model

3.1 Application Status

With development of the service industry, consumers pay more and more attention to
service quality. Therefore, more and more scholars study service quality through the
application of SERVQUAL model in service industry.

Through the research in ISIWeb of Science (WOS) database, Taiwanese scholars Ya
LanWANG, Tainyi LUOR, Pin LUARN and Hsi Penglu (2015) discussed and analyzed
367 SCI and SSCI journal articles of SERVQUAL model in the past 15 years (1998–
2013). The results showed that the research on application of SERVQUAL model was
on the rise, and under influence of economic growth and government policies, applica-
tions in business management and corporate decision-making accounted for the largest
proportion, followed by information systems and data management, then leisure and
entertainment services, and finally health care services [13].

3.2 International Application of SERVQUAL Model

While applying SERVQUAL model, international researchers modified SERVQUAL
model with the change of application field, and sorted out, extended and expanded
the research results. The application of the model gradually expanded from business
management to banking, library information management, medical care and other fields.

By using SERVQUAL model, the research team explored the development status of
the industry, understood consumers’ preferences and behavioral intentions, and predicted
future development trends. Baker and Crompton (2000) established hypotheses through
a structural equation model and analyzed experimental data, and concluded that the per-
ceived performance quality of the tourism industry had a greater impact on consumers’
behavioral intention than satisfaction [14]. Dabholkar, Shepherd and Thorpe (2000) used
SERVQUALmodel to conduct a longitudinal study of service design, and to understand
and predict the dynamic change of service quality in the retail industry by establishing
a chronological framework [15]. In the e-commerce industry, Devaraj, Ming and Kohli
(2002) studied consumer satisfaction and preference in B2C e-commerce channels by
establishing technology acceptance model, transaction cost analysis model and service
quality model [16].

In addition, research team used SERVQUAL model to test consumers’ perception
of service quality, and the results provided guidance for service providers in terms of
service quality and service decision-making. Neha (2013) conducted a service evaluation
test on consumers with the help of SERVQUALmodel, and verified whether retail stores
could improve service quality according to the gap between consumers’ expectations and
perceptions [17]. Mobarakeh and Ghahnavieh (2015) used SERVQUAL model to study
the customer service quality of a travel agency and proposed relevant service strategies
to narrow the gap between service expectation and perception [18]. Palese and Usai
(2018) used SERVQUAL model to collect social data to measure the service quality of
community shopkeepers and help them to provide service strategies [19].
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Research teams tested SERVQUALmodel’s universality in service quality testing by
using it in different industry domains. Arpita, Ceeba andReena (2010) used SERVQUAL
model to study the applicability of service quality evaluation of retail stores in north-
ern India [20]. Vassiliadis, Fotiadis and Tavlaridou (2014) used SERVQUAL model
to classify medical services provided by a public hospital in Greece, proving the uni-
versality and effectiveness of SERVQUAL model in measuring the quality of medical
services [21]. Three scholars, Bansal, Gaur and Chauhan (2016), based on SERVQUAL
model, researched the tourism items provided by e-commerce services and verified the
universality of SERVQUAL model in evaluating the service quality of e-commerce
providers [22].

In terms of resource allocation, research teams used SERVQUAL model to evaluate
the service quality in the industry field, so as to reasonably and effectively invested and
used resources for small and medium businesses and developing countries. Chakravarty
(2011) conducted a service study on outpatient hospitals in India. Considering that the
service operation of hospitals is limited by resources, SERVQUALmodelwas adopted to
measure the service perception of consumers and provide targeted decisions for hospital
service management [23]. Meesala and Paul (2016) used SERVQUALmodel to evaluate
the service quality of patients in 40 different private hospitals in Hyderabad, India,
to provide service management strategies and guidelines for the better survival and
development of their medical service enterprises [24].

3.3 Application of SERVQUAL Model in China

In this paper, the application of SERVQUALmodel in China is summarized through the
retrieval of Cnki database. 1651 articles collected in the past 20 years (1998–2019) were
retrieved in the database, as shown in Fig. 2:

Fig. 2. SERVQUAL model application paper publishing data graph
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According to the data graph, the application of SERVQUAL model increases grad-
ually and tends to be flat. Its research fields are mainly business economy, business
administration, quantitative economy and library information management. By search-
ing the database of Cnki, this paper divides the applied articles into industry fields. The
specific data are shown in Fig. 3:

Fig. 3. SERVQUAL model applies the paper category data graph

According to the data graph, SERVQUALmodel is mainly applied in business econ-
omy management and digital information management in China, among which business
economy and business administration account for the highest proportion, accounting for
17% and 16% respectively. The applied research in other service fields is not as exten-
sive as in other countries. Through literature review and analysis, study believes that the
reason is that China’s research on service quality starts late and China is in a developing
country, which requires more resources to be invested in economic construction and
information management. Therefore, the management of service quality in those area
take relatively large proportions. In addition, due to the rise of the knowledge age and
the Internet age, education services and e-commerce services are increasingly valued by
people, and the demand and requirements for their service quality are also higher and
higher, so the proportion of articles in this field is also increasing.

In Chinese literature, Zhisheng Hong et al. (2012) published “Study on the Research
of Service QualityManagement” [25], which was cited for 224 times, mainly introduced
the research field of service quality and the application of SERVQUAL model, as well
as the prospect of future dynamic changes of service quality and service management
in the market.
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Through the cited data in this paper, the study indicates that SERVQUAL model
applies to different service fields inChina. LiCui (2010) et al. usedSERVQUALmodel to
conduct data investigation and analysis on Chinese commercial Banks, discussed service
quality issues, and put forward suggestions for improvement [26]. Meihong Zhu (2011)
et al. adopted the modified SERVQUAL model to study the service quality of Chinese
express delivery enterprises, and improved competitiveness of enterprises by improving
service quality and strengthening service management [27]. Based on the background of
sharing economy, Wenming Zuo (2018) et al. adopted the modified SERVQUAL model
to study the service quality of online ride-hailing, and finally proposed management
suggestions [28].

According to the literature data, SERVQUAL model also has been applied in other
fields, and it has a large space for application. This model can provide service improve-
ment directions for service providers with limited resources and help enterprises make
management decisions and improve service quality.

4 SERVPERF Model

4.1 Introduction of SERVPERF Model

With the increasing number of researches on the SERVQUAL model, SERVQUAL
model is modified and optimized constantly, but the model still has some shortcomings:
For example,measuring consumers’ expectation and perception of quality of service over
the same time period lacks comparability, using the gap model to measure service per-
ception results in the double calculation of quality of service expectations, SERVQUAL
model needs to measure the perceived value and expected value of consumers, and the
operation process is complicated.

Based on the shortcomings of SERVQUAL model, professor Cronin and Taylor
(1992) further proposed SERVPERF (SP)model based on SERVQUALmodel by testing
and studying the four service industries including bank service, Agricultural pest control,
dry cleaning service and fast food service [29]. In their study, the two professors showed
that SERVPERF model was superior to SERVQUAL model in reliability and validity,
and believed that the theoretical basis of SERVQUAL model was confused with the
concept of customer service satisfaction, so service expectation in SERVQUAL model
should be abandoned and service perception should be directly used to measure service
quality.

Subsequently, many scholars also studied the service quality model and came to the
conclusion that service expectation is weakened and service perception of consumers
is used to represent service quality. Boulding (1993) et al. developed a behavior model
of perceived quality of service through the Yebess framework, and found that different
expectations had a negative effect on quality of service through the results of two tests,
and service perception had a positive effect on its quality [30]. Hartline and Ferrell (1996)
developed and tested the service employee management model, and the results showed
that consumers’ perception of employee service was a direct factor affecting service
quality [31]. The above scholars have shown that service perception can measure the
support of service quality through researches.
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SERVPERFmodel mainly measures quality of service through service performance,
while SERVQUAL model mainly measures quality of service by the gap between con-
sumers’ perception of service and their expectation of service. On basis of projects,
SERVPERF model still maintains the five dimensions of SERVQUAL model and the
system of 22 projects, but directly uses perception of consumers receiving services in
practice as evaluation criteria.

4.2 Application of SERVPERF Model

Validated by many research, SERVPERF model has been proved to be practical and
reliable in the service field. Compared with SERVQUAL model, SERVPERF model
does not need to measure service expectations and is more convenient to use. Marshall
and Smith (2000) discussed the application of SERVPERF model in community pub-
lic services, and measured the experience and evaluation of community consumers on
purchasing services through the scale coefficient of SERVPERF model [32]. Hossain
and Islam (2013) studied the service performance of four private university libraries
in Bangladesh through SERVPERF model [33]. Tan Le and Fitzgerald (2014) studied
the service quality of two public hospitals in Vietnam through SERVPERF model, and
concluded that assurance and empathy were the key factors for the service quality of hos-
pitals [34]. Mahmoud (2015) used SERVPERF model to discuss the quality of service
in Syrian universities [35].

The above studies show that SERVPERF model is widely used in many fields, has
high validity and reliability, and can quickly and effectively analyze the factors of service
quality.

4.3 Conclusion of Model Application

As for the evaluation of SERVQUAL model, PZB (1994) pointed out that SERVQUAL
model measures consumers’ perceptions and expectations [36], and contains more infor-
mation about service quality in the measurement process, which is more abundant than
the SERVPERF model in terms of content and predicts the service trend. In addition,
with the change of time, enterprise managers can understand the reasons for the change
of consumers’ preference for services through the experimental data of SERVQUAL.

According to the corresponding research purposes, SERVPERF model can be
selected for the current purposeful service quality test (results-oriented). SERVQUAL
model can be used to study the dynamic change of quality of service (process-oriented).

5 Comprehensive Evaluation of Service Quality

5.1 Service Quality Evaluation Based on Fuzzy Theory

Fuzzy theory was first put forward in 1965 [37], which is used to satisfy people’s think-
ing process, provide relatively stable description, and define multiple, complex and
ambiguous phenomena, mainly aiming at a number of management problems involving
uncertainty in various industrial fields.
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In SERVQUAL model, research tests usually adopt multi-order Likert scale, which
uses clear and definite values to represent the feelings of subjects. However, in the
process of actual service quality evaluation, consumers are based on fuzzy memory of
service perception, combining subjective information with intangible feelings, and can-
not flexibly and accurately provide certain values [38, 39]. So a more realistic approach
to language assessment is used instead of clear Numbers.

The combination of SERVQUAL model and fuzzy theory conforms to the fuzzi-
ness of evaluators’ subjective judgment and can better provide improvement strategies
for enterprise management. Wu wanyi (2004) et al. used fuzzy language framework
and SERVQUAL measurement scale to effectively link the market position and service
quality strategies of five large hospitals in Tainan [40]. Aydin and Pakdil (2008), through
the combined application of fuzzy theory and SERVQUAL model, measured and sum-
marized the expectation and perception of international airline passengers for service
quality, and provided enterprise decision makers with improvement projects and sug-
gestions for service [41]. Braendle, Sepasi and Rahdari (2014) established an improved
7-order fuzzy SERVQUAL scale tomeasure the service quality of Banks by issuing ques-
tionnaires to their bank customers, measuring the weight of the bank’s service items,
perceived performance and expected performance [42].

According to most literature studies, the combination of SERVQUAL model scale
and Fuzzy theory is applicable in many service industries, and can describe consumers’
perceptions and expectations of service quality more accurately, which is conducive to
improving the effectiveness of enterprise management.

5.2 Service Quality Evaluation Based on QFD

Quality function deployment (QFD) is mainly through listening for the voice and opin-
ions of consumers, taking consumer demand as the main factor of service organization,
and expanding service quality into products, processes and production systems, so as
to realize the full deployment of quality functions for services [43]. This functional
system converts consumer demand information into actions and designs to maximize
consumer satisfaction [44]. The main feature of QFD is that it can reduce the design cost
and time. Through a multi-level process transformation, the voice of consumers can be
transformed into specific service contents [45].

Through SERVQUAL model, researchers obtain the service demand of consumers
and establish the basis for QFD model. QFD model summarizes the service charac-
teristics of consumers through consumer demand, lists the service requirements and
service characteristics into a relational matrix, and discusses the strength of the rela-
tionship between consumer demand and service characteristics. Yildirim, Ozcan (2019)
et al. conducted a study on the quality of public service in Ardahan [46], evaluating the
quality of service and providing improvement strategies through the gap between local
citizens’ actual experience perception and expectation of service area.

QFD model takes the weight ratio of competing companies to consumer demand
as a reference to further obtain important service characteristics. By using SERVQUAL
model and fuzzy quality function deployment, scholars Zai Zai, Youzhen Jin and Zhong-
guo Quan (2016) studied the consumer services of Samsung and LG’s electronics
companies and proposed improvements [47].
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Through research of most literatures, the combination of SERVQUAL model and
QFD method can provide a deeper understanding of the service demand characteristics
of consumers. Research uses SERVQUAL model to obtain the service demand of con-
sumers and converts it into service characteristics through QFD, which improves the
efficiency of service design and improvement.

5.3 Service Quality Evaluation Based on Kano Model

Professor Noriaki Kano (1984), from Tokyo institute of technology, formally proposed
Kano model [48], which classified and prioritized service demands according to the
objective functions of product service and the subjective experience of consumers.
Through the influence of product quality attributes of different categories on consumer
satisfaction, professor Noriaki Kano divided the product service quality characteristics
into five categories: basic demand, expectation demand, charm demand, indifference
demand and reverse demand.

Research through the five dimensions of SERVQUALmodel and 22 projectmeasures
of consumer demand, again after induction of Kano model, through the perspective of
service quality for service requirements in terms of classification, draws service priority
arrangement and the weight ratio of the project, the last modification design for the high
priority services.

Vassiliadis, Tavlaridou and Fotiadis (2014) surveyed the service quality evaluation of
Greek public secondary hospitals by patients [49], obtained the key attributes of patient
satisfaction and behavioral intention and reasonably allocated limited resources for the
service quality of hospitals.

Tingyi Jiang and Hongpeng Yang (2018) established a hybrid model, mainly com-
binesSERVQUALmodel,Kanomodel andRefinedKanomodel [50].The teamproposed
differentiated service strategies by studying the owner services of property companies.
This strategy can effectively solve the problem of communication and cognition of
property disputes and maintain the competitiveness of property companies to a certain
extent.

In the above studies, SERVQUAL model and Kano model were combined to con-
duct questionnaire experiments, and the service types and quality attributes of con-
sumerswere classified to obtain themost influential service items. Based on this, strategy
improvement and resource allocation of enterprise services were carried out.

6 Summary and Discussion

6.1 Service Quality Research Model

Through literature review and practical case studies, this paper improves and modifies
the previous research model of service quality, as shown in Fig. 4:
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Fig. 4. Service quality research model

First of all, according to the psychology and behavior of consumers, the research
obtains the service requirement of consumers, which determines the content of relevant
services, and service mechanism emerges accordingly. In the process of interaction
between services and consumers, actual quality of services is reflected by quality of
functions and technologies, and affects psychological and behavioral characteristics
of consumers. Secondly, after receiving the service, consumers have a psychological
evaluation of their service, generate satisfaction and define the quality of the service,
and set expectations for receiving similar services. Its satisfaction will affect consumers’
loyalty to the service and affect to consumers’ behavior and characteristics. In the end,
this paper studies the gap between consumers’ service expectation and actual service
perception to obtain the service quality evaluation, and then applies the research method
of engineering system to obtain the key factors in the service, so as to improve the service
items in the functional quality and technical quality.

6.2 Study Quality of Service from the Angle of Science and Service Content

SERVQUAL model is developed based on the marketing domain and then applied to
various service domains. This model mainly uses psychological experiment method to
carry on the empirical surveys, uses structural equation, multi-level linear regression
equation and so on mathematical model to carry on the statistics. In the process of
service design and system optimization, SERVQUAL model is integrated with fuzzy
mathematics, system simulation, DEA and other system engineeringmethods, providing
reference for improving service quality.
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In database search statistics, SERVQUAL model has developed from traditional
enterprises to new service industries. Most of the research focus on e-commerce ser-
vices, tourism services, logistics services, medical services, education services, catering
services, hotel services and government management, and are gradually expanding. In
different service fields, SERQUALmodel is evaluated according to service content, ser-
vice requirement and service quality, providing enterprisemanagers with comprehensive
consideration of resource management.

6.3 Relationship Between Service Quality and Customer Satisfaction, Behavior
and Loyalty

Service quality and customer satisfaction have different structural concepts, but they are
interrelated. Because consumer satisfaction is formed through the perception of service
quality and provides a basis for the improvement of service quality. However, in contrast,
service quality is considered to be a relatively high content of actual service cognition,
while consumer satisfaction tends to be more emotional. In the process of research, it
is found that service quality is one of driving factors influencing consumer satisfaction,
and different levels of service quality have different influences on satisfaction, while
consumer satisfaction will lead to changes in attitude and purchase intention.

Consumers’ loyalty is caused by the synergy of perceived service quality, personal
willingness and social influence. Therefore, the improvement of customer loyalty should
be considered from various aspects. Research find that improving service quality and
increasing consumption interaction can promote consumer behavior, indicating that
consumer behavior is positively correlated with service quality.

There is a certain correlation between service quality and customer satisfaction,
behavior and loyalty. In different research fields and service contents, discussion and
research can be conducted according to cultural differences, education level, age, income
level and other factors of consumers. In order to further deepen the relationship between
the four, it is necessary to explore dynamic change of new and old consumers on service
quality, influence between service quality and other factors, and change of perceived
difference of service quality.

6.4 Comprehensive Evaluation of Extended Service Scale

In service quality evaluation, many researchers use total quality management system
(TQM), system simulation, critical incident technique (CIT), quality function deploy-
ment (QFD) and other methods to evaluate quality. Although SERVQUALmodel is still
the main method in study of service quality. But in China, the comprehensive develop-
ment and expansion are few, so study of service quality model needs further innovation.
In future exploration, quality of service model and engineering system model are devel-
oped universally, the structure of quality of service model can be unified, and the key
factors of quality of service research can be studied by using conventional enterprise
indicators.

According to different regions and national conditions, research on service
quality has potential value. In regions with limited resources, research can guide
small and medium-sized enterprises to make effective investment in service quality
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and provide decision planning for enterprise leaders. In developing countries, the study
provides recommendations for improving service quality in different service sectors,
provides policy guidelines for governments, and provides more value for market and
society.

6.5 Conclusion

According to the development of service quality research, this paper takes SERVQUAL
model as the entry point to expand its application in service field. Based on relevant
literature on service quality, this study finds that relevant factors affecting service quality
mainly include the psychology, behavior and satisfaction of consumers, as well as the
functional and technical services of service providers. Through collecting literature data
from domestic and foreign databases, it indicates that SERVQUAL model is widely
used in the field of business management and digital information. By comparing the
applications of SERVQUAL and SERVPERF models, it finds that SERVQUAL model
is more informative and can influence the development trend of service field. Through
the research of SERVQUAL model combined with engineering system model, it is
found that the integrated model can effectively evaluate service quality, guide service
enterprises to make reasonable management decisions and resource investment.

This paper summarizes the research of SERVQUAL model on service quality, and
finds that SERVQUAL model is universal, scientific and instructive in application.
SERVQUAL model can intuitively evaluate the service perception of consumers and
reflect the key factors influencing service quality. Through data observation, the test reli-
ability and validity of SERVQUAL comprehensive model are very high, and scientific
theories are used to conduct data statistics and analysis to help service enterprises accu-
rately find service demand points. In applied research in different regions and countries,
SERVQUAL model can guide small and medium-sized enterprises to make effective
investment, provide reasonable resource allocation strategies and service management
policies for national governments.

Above all, service quality and SERVQUAL model has application value for ser-
vice companies and government agencies, has a guiding value for the development of
economy and social management. In the future research development, comprehensive
research on service quality can give full play to greater potential and value in various
service industries.
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Abstract. The world is faced with a growing problem of the overconsumption
of fashion. The UK Parliament Environmental Audit Committee highlights that
current model is untenable in the long term and that there is an urge for alternative
fashion business models [1]. At the same time customers have vast ability to
impact the fashion market. However, it is not an easy task to consume clothes in
a sustainable way and it requires extra effort. This makes it crucial to recognize
digital space and its potential to facilitate more Sustainable Fashion Consumption
(SFC). Thus, with a growing usage of technology in people’s everyday lives the
idea of gamified social application (GSA) to influence consumer behaviour is
researched in the context of SFC.

The literature review on sustainable fashion and gamification was undertaken
to explore the subject and to develop appropriate research questions. Taking into
consideration the complexity of SFC it was required to look into various academic
areas such as psychology, sociology, macro marketing and economics, in order to
discover ways to change fashion consumption through different game elements.
The primary data is based on mixed research methods. It includes both qualitative
and quantitative research. The prospectivemethod for disclosing complexity of the
subject was the comprehensive answers to qualitative interviews. The examination
of the collected data suggests that well-designed GSA has the potential to foster
SFC. In addition, gamification could be a useful tool in raising awareness through
positive reinforcement about the consequences of fashion overconsumption.

Keywords: Sustainability · Fashion · Consumer Behaviour ·Motivation ·
Gamification · Innovation · Technology

1 Introduction

The overconsumption of fashion is causing a significant increase in waste production.
Thus, the aim of this study is to explore methods that could motivate people to reduce
their consumption of fashion and lengthen the lifecycle of clothing, to encourage the
buying of fewer but better quality garments and to inspire people to think more about the
consequences of their shopping. Thus, it is essential to understand why, when and how
consumers make conscious shopping decisions through the moral and personal beliefs
that are involved in sustainable consumption in comparison to unconscious behaviour of
fashion shopping. Virtual platforms have fundamentally changed consumers’ behaviour.
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Consumers are no longer merely passive recipients of information.With the introduction
of the web 2.0 they have become active producers of content. As a result, in the last
decade, social networks with user-generated content (UGC) have become a powerful
tool for communication and for influencing people’s behaviour.

It is crucial to understand how to engage an audience, especially when the subject
may not necessarily be a priority for them, and how to motivate people to change their
behaviour towards sustainable fashion consumption (SFC). There is a trend for using
gamification, which is the use of game mechanics in non-game contexts in order to
engage audiences and direct participants into action [2]. However, it is important to
implement the right game mechanics in an appropriate way in order to get desirable
effects [3]. Zichermann writes, games can get people to take actions against their own
self-interest, in a predictable way [4].

2 What Influences Consumer Behaviour Towards SFC?

The importance of sustainable fashion was established in order to highlight the urgency
of the fashion overconsumption situation. It seems that even when people are aware
of the issue and care about it they think it is so overwhelming that transformation in
their behaviour will not make any difference. Therefore, for SFC to become a reality
the whole fashion system would have to be reorganised. At the same time even small
modifications in individuals’ behaviour on a bigger scale could have a great impact and
initiate further improvements. Thus, it is important to empower people to ameliorate
their fashion consumption habits.

Fashion is a very important cultural construct, which influences many fields of
humans’ lives. It is a tool for communication that needs to be present [5]. Belk explains
possession as an instrument to sustain self-image and connection to place [6]. How-
ever, there is currently a growing trend where the experience of buying is becoming
more important than the possessions themselves. This could be due to globalisation and
changes in people’s lifestyles; they are often forced to relocate on account of jobs or
studies. Bardhi, on the other hand, describes people with nomadic lifestyles who seem to
rely more on access-based consumption and place more value on experiences than pos-
sessions [7]. Often the symbolic meaning of things is not transferable to other cultures,
and those possessions become useless. Bardhi argues that nomads avoid nostalgia and
have a flexible sense of self, which facilitates their mobile lifestyles. The associated phe-
nomenon of temporary access to consumption is visible in the growth of access-based
consumption, based on the ‘experience value’ of objects [8]. Examples of this tendency
can be seen in the popularity of car- and flat-sharing platforms such as Zipcar.com and
Airbnb. Morgan and Birtwistle point out that with volumes of clothes purchased and
increasing donations, charity shops have reached the capacity they can process [9]. Ha-
Brookshire and Hodges discovered that the main motivation for the donation of clothing
to charity is not altruism but is rather self-oriented, such as making more space for
new purchases. This points to a close relationship between the disposal and acquisition
of clothes [10]. Regardless of those theories, fashion consumption is growing and is
frequently treated as compensation for some other failure to improve mood [11].

http://Zipcar.com
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People with low confidence tend to shop more and on impulse [12]. Low self-esteem
may largely be the result of aggressive marketing campaigns presenting retouched, ema-
ciated models, celebrities and avatars as ideals of beauty. Therefore, it is necessary to
change consumers’ values so that their prioritieswill concentrate less on physical appear-
ance and the ownership of material things and more on gaining satisfaction from other
achievements such as education or experiences. This could also make people generally
happier, uplift their self-confidence and minimise impulsive shopping behaviour.

Consumers have different motivations when buying clothes. The difference between
utilitarian and hedonic buying is that the former is perceived as work - it is a functional
and rational duty, while hedonic buying is based on enjoyment and fun tasks [13].
Consumers who buy clothes for fun are more likely to buy SF, as they might want to
experiment with new products [14]. Thus, hedonic fashion buying is positively related
to SFC. This way of shopping seems to be more associated with females. People who
enjoy buying clothesmay also investigate further and bemore open to new solutions [14].
Kollmuss and Agyeman proved, people less often respond to negative information [15].
Thus, the facts about SF should be presented in a fun and engaging waywithout focusing
exclusively on the problems, which can influence negatively emotional engagement.

The survey participants indicated price to be one of the main obstacle to SFC. How-
ever, the secondary research showed that people were willing to pay more for better
quality clothes [16]. The grounds for such an inconsistency may lie in a lack of infor-
mation about SF. However, awareness is positively related to changing attitudes towards
SFC.

Education about SF could also help to reshape people’s perceptions [17]. However,
merely raising awareness will not change people’s behaviour. As mentioned before,
changing behaviour is very difficult, especially to do something that may not be a priority
for many.

3 Does Gamification Have the Potential to Change Behaviour?

Gamification is a strategy most commonly used to generate engagement with a subject
thatwould not normally be attained. Thebasic idea is that by incorporating gamemechan-
ics into everyday activities, they can become more fun and therefore more engaging. It’s
like using natural hacks to get people to engage more [18].

With growing technology usage and a huge amount of participants on social net-
works, social media seems to be an ideal channel for discussion, collaboration and
education about SFC. However, as noted earlier, raising awareness is one thing and
changing people’s behaviour is much more difficult. The volume of information with
which people are bombarded daily is massive. Therefore, consumers are becoming more
selective and tend to concentrate only onwhat is useful andmeaningful for them. In order
to reach a wider audience the sustainable message in GSA could be discreet initially and
grow with the player’s engagement.

There have been many attempts at gamification which have not been effective and
have produced the opposite effect to that expected, where people felt manipulated and
forced to do something. Therefore, even if advertised well GSA needs to be designed
in a proper way in order to work. The simple application of a game mechanism is not
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enough; it needs to have the right structure and take into consideration the social and
cultural context. If gamification neglects emotional engagement, it could work against
efforts to encourage pro-SFC behaviour in the long term. In order to achieve emotional
engagement GSA must be purposeful for participants; thus there is a need to understand
precisely the target market first.

While implementing gamification it is useful to think of the participants as players.
Players are at the centre of the game, and from their point of view it is about them. GSA
should be designed in a fun way that will make them feel in control of their actions
and enable them to make meaningful choices. The role of GSA should be to create an
enjoyable experience that will engage users for an extended period of time [19].

The demographics of gamers, according to the Entertainment Software Association,
shows the average age is 30 years old and 47% of game players are women. Women
tend to play more social, casual games while men prefer first-person shooter types [20].
This information is important because there is a preconception that the gaming world is
strongly dominated bymales.Whereas the true picture ismore positive for the application
of GSA in the context of SFC, since women seem a more suitable target in being more
interested in SF with a more hedonic approach towards clothes shopping.

In order to better understand the needs of the target audience it is worth looking at
player types. Amy Jo Kim has proposed four types of players, as presented in Fig. 1 [21].

Fig. 1. Player types [21]
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The survey results show that most participants enjoy creating while playing, which
means expressing themselves, building and customising things. Competing was found
to be very popular as well, which confirmed the need for challenges and the possibility
for showing off. For the best results GSA should combine those and give users options
to choose how they want to use the application.

While researching consumers’ behaviour it is also worth to look at the behaviour
change model. Fogg argues that it is important to leverage motivation since in the case
of non-urgent behaviour, such as SFC is perceived by many; motivation tends to be
lower [22]. He also states that people have temporary moments of being able to do hard
things that help them achieve the most valuable behaviour, which is equivalent to their
current motivation. In order to communicate behaviour change he merges ‘motivation’,
‘triggers’ and ‘ability’. His model demonstrates that when individuals have both high
motivation and high ability, when triggered to do something they do it (Fig. 2) [22].

Fig. 2. Behaviour change model [22]

In Fogg’s model, motivation is positively related to behaviour change and it is an
essential ingredient in the process [22]. With motivation people can find a sense of
self-direction. However, it is necessary to adopt the right motivation techniques with
the correct amount and timing of triggers in order for GSA to work. It is important
to remember that each individual can be motivated by very different things, these can
depend on the situation or personal interest and to understand users’ internal triggers
for habitual behaviour [23]. At the same time users may not always behave in a rational
way and therefore it is vital to observe their real actions and react accordingly.
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GSA could give participants the opportunity to boost their self-acceptance through
communicating positive messages. Instant feedback and a variety of reinforcement
through tangible or nontangible rewards for positive actions could influence behaviour.
If GSA is designed with priorities that are supportive of SFC, then narcissism and vanity
could be used for a good cause.

The most desirable motivation within a gamified system is intrinsic motivation,
where people are doing things because they find them interesting, are passionate about
them and are not looking for other kinds of reward. In intrinsic motivation players
have a sense of ability and accomplishment and the feeling that they are in control of
their own actions. Yet this kind of motivation is very difficult to achieve. Therefore, a
reward system could be helpful to mobilise people to activities too. Prizes need to be
appropriately designed and suited to certain tasks, as problems could occur within the
reward system. For example, if the reward is highly valuable, participants tend to cheat.
Also people might be doing something just for the prize and not for the sake of the task
in its own right. Under such circumstances the GSA might not influence their behaviour
in the long term. Thus, extrinsic rewards such as points, badges or leader boards should
only be indicators of progression towards a real, meaningful goal to reinforce intrinsic
motivation.

3.1 Conceptual Model

In order to learn whether GSA can influence consumer behaviour it is necessary to inves-
tigate the variables affecting a person’s intention to use an experiential service. Based
on the theories outlined above, the framework for research combines aspects of both
goal-directed behaviour [24] and the use of experiential services [25]. The framework
aims to measure the importance of ease of use on attitudes, the significance of enjoyment
both on attitudes and the intention to use GSA, and finally the weight of subjective norms
regarding those intentions (Fig. 3).

Fig. 3. Research model
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In order for gamification to be successful it is also crucial that it is easy to use.
Nonetheless, a GSA should be able to give a learning experience as well. Research
confirmed that ease of use is positively related to attitudes towards the use of GSA. This
is particularly true in the case of SF where early adopters of technology may not be
necessarily early adopters of fashion.

Further, GSA should focus on providing useful tools that could urge participants to
act in a sustainable way. Even when people are not very engaged with the subject, they
may be more willing to try if the experience is fun. The tested hypothesis enjoyment
is positively related to attitudes towards the use of GSA and Enjoyment is positively
related to the intention to use GSA were accepted. It proved that enjoyment has a big
impact on both attitudes and intentions. Therefore, GSA must be effortless, enjoyable
and engaging in order to work.

It must be remembered that there are different categories of fun: easy, hard, serious
and ‘people factor’ [26]. A combination of all of those could be implemented according
to participants’ preferences at different stages of the GSA to encourage more people and
to engage them for a longer period of time. GSA should strive to evoke a ‘state of flow’
in players, which is an overwhelming and gratifying positive emotion [27].

The concept of flow is a highly desirable state in GSA, as described by Csikszent-
mihalyi [28]. It is a state where people are engaged and enjoy the activity to the point
that they lose consciousness of time and other activities around them. According to
McGonigal, flow is ‘the single most overwhelming and gratifying positive emotion we
can feel’ [27]. She also states that there is nothing as engaging as working on the edge
of skills. Flow can happen organically in a variety of different situations and activities.
Some of the characteristics which help flow to appear are clear goals and a balance
between perceived challenges and perceived skills, especially when movement through
the channel is challenging and variable, as presented in Fig. 4 below.

Fig. 4. Relationship of flow to skills and challenges [28]
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Various secondary research demonstrated that in a technological environment atti-
tudes towards the use of GSA are positively related to the intention to use it [25, 29].
This hypothesis was also confirmed by a research survey. The research model shows that
attitudes are influenced by two variables: ease of use and enjoyment. Therefore, GSA
should concentrate on these in order to encourage the intention to use it (Fig. 5).

Fig. 5. Theory of planned behaviour model

Subjective norms are important predictors of player behaviour in online games [30].
Research confirmed that subjective norms are positively related to the intention to use
GSA. The social aspect plays a significant role especially in small communities; GSA
can create that by, using group formats [31]. External factors can provide reasons for
action. Thus, GSA needs to take into consideration social and cultural factors in order
to engage the audience. Adequate marketing strategies play also an important role.

The theory of reason, action and planned behaviour shows strong links between
intention and behaviour, reality indicates that many people fail to change their behaviour
in the long term despite the best intentions. It is difficult to alter behaviour as the adoption
of new habits and social and cultural pressures, as well as many other barriers often stand
in the way of planned change.

According to Fogg only three things can change behaviour in the long term: having
an epiphany, changing one’s environment and taking baby steps [22]. Those baby steps
could be formed and activated with the help of an engaging GSA. Further, those small
habits should be positively reinforced if they are to become sustained behaviour and
in order to reinforce emotionally the player’s engagement. A reward strategy, which
supports cooperation and healthy competition, can motivate users by appealing to their
desire for status andpeer recognition.This kindof feedbackhas the potential to encourage
SFC and create further action plans.

Even if GSA meets all the conditions and players have the best intention to perform
SFC, some actions can only be taken if the necessary infrastructure is provided [15].
Therefore, it is important not only to spread the message but also deliver tools that
will facilitate SFC. Well-designed GSA would seem to have the potential to overcome
many barriers: it could provide the infrastructure needed for disposal channels and help
consumers to find lower-priced products. It could also inspire people to wear SF products
and present them as trendy and desirable.
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4 Conclusions

Gamification seems to be a real opportunity to influence, engage and inspire people. It
has the potential to make every day-life activities more fun and engaging, and therefore
more willingly and more easily performed.

However, it is not easy to change behaviour, and GSA needs wider support to achieve
desirable results. The problem of the overconsumption of fashion is so complex that in
order for SF to become a reality ideally the whole economic system would change.
Nevertheless, GSA has the potential to stimulate small actions, which on a bigger scale
could have an impact and initiate further changes. GSA can be an inexpensive and
enjoyable way to approach environmental problems. The introduction of game elements
will not solve each and every issue, but it could affect the way consumers behave in a
variety of situations.

GSA has the potential to boost self-acceptance through various game mechanics and
by motivating people towards different actions, which could also affect a reduction in
impulsive shopping behaviour. It would be most appropriate for GSA to target people
who enjoy shopping, as hedonic fashion buying is positively related to SFC.

It is essential to realise that there is no one method to make a game fun and motiva-
tional for everyone. There are various kinds of fun, and the appropriate one should be
implemented ideally where the player will reach a state of flow.

The research indicates that the spreading of awareness of SFC in a positive way is
important in influencing attitudes. They can encourage citizens to think about the impact
of their behaviour and to consider new actions they can take. Therefore, GSA should
convey messages in fun and engaging ways in order to realise its potential to reshape
people’s values and their perceptions of their ability to make a difference.

As motivation is an inseparable element in the changing of behaviour, GSA must
focus on finding suitable motivators, concentrating mainly on intrinsic ones. Extrinsic
rewards, meanwhile, should only be a reference of development towards the real goal
of strengthening intrinsic motivation.

If designed well, GSA has the potential to be a tool for the finding of new solutions,
with aggregated ideas of participants and the help of various competitions. However,
without purpose and emotional drivers GSA would be effective at best in the short
term and the extrinsic rewards would have only a small impact or no lasting effect on
behaviour.

As attitudes toGSA are closely related to the intention to use it, thus, strong emphasis
should be put on enjoyment and ease of use as they have an impact on those attitudes.
Furthermore, subjective norms play a significant role in decision-making. They deter-
mine not only the intention towards the use of GSA but also fashion consumption choices
in everyday life.

The limitation of GSA is its need to overcome external factors. If barriers to action
remain and the necessary infrastructure will not be provided, then the prospects for gami-
fication to influence people’s behaviour towards SFCwill remain significantly restricted,
regardless of its powers of motivation. Additionally, GSA needs to find the way to create
a connection between physical and virtual realities. SFC exists in physical reality and is
about material goods, while fashion consumption is embedded in social practices. GSA
adds the virtual aspect and has the ability to link those two spheres and influence action
in the real world.
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Abstract. The 311 system, a type of smart city initiative, has been adopted by
local governments in the United States and has been concluded to increase citizen-
initiated contact, instigate service coproduction, and improve citizen relationship
management. Despite the importance of the 311 system in the service delivery
process, few studies have examined the development and main features of a 311
system case study. Public managers could learn from the experience of other
cities, as reported in a 311 system case study. San Francisco has one of the most
successful 311 systems in theUnited States, and its development experiencewould
be a learning case for numerous local governments. Hence, this study provides a
comprehensive understanding of San Francisco’s 311 system, helping local public
managers assess 311 system operation and providing evidence as to how these
managers can develop an effective 311 system in their municipality.

Keywords: ICT · Citizen relationship management · Urban management

1 Introduction

At the local level, smart city initiatives are evident in urban development and in increased
interaction between governments and the public. Smart city initiatives emphasize infor-
mation delivery and communication tools to individuals collaborating with the gov-
ernance process, change the means of contact employed, and increase the number of
participants in the public service delivery process [1]. The advantages of smart city ini-
tiatives include the provision of a convenient approach through which participants can
connect, different initial conditions for information delivery, data transparency, open
participation for gaining feedback from external actors, open collaboration with com-
mon value-added services, and ubiquitous engagement with an integrated governance
structure and process [2].

In some municipalities, local governments play various roles related to different
citizens’ issues through many smart city initiatives because they are facing a complex
set of citizen problems. The 311 system, a centralized citizen service system or citizen
relationship management (CRM) system, is considered a type of smart city initiative;
in such systems, information and communication technologies (ICTs) are employed to
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link citizens with public agencies, having a beneficial influence on citizen–government
relations [3, 4].

Since it was developed in the city of Baltimore in 1997, the 311 system has received
increasing attention and been adopted in numerous municipalities [5]. Scholars and pro-
fessional research institutes such as the International City/CountyManagement Associa-
tion and Government Finance Officers Association have advocated an expanded role for
the 311 system in citizen–government interaction processes [6, 7]. Local governments
with 311 service systems place emphasis on immediate response to citizens’ demands;
this public service deliverymechanism is an accountable and efficient method of increas-
ing citizen satisfaction and has been adopted in several local governments in the United
States [8].

The City and County of San Francisco began implementing the 311 system in 2007,
and San Francisco is now one US example of city hall successfully applying the 311
system to manage citizen relationships and maintain the quality of its interaction with
citizens [9, 10]. In addition, San Francisco is an example of a city that adopted a full
CRM system through Web 2.0, and its experience can be an invaluable reference for
other municipalities that are conducting 311 services through call-based and web-based
approaches [11, 12]. The 311 system in San Francisco gained recognition as a Desig-
nated Citizen-Engaged Community in 2010–2012 and was the Lagan Innovation Award
Winner in 2010 because of the high performance and positive reputation of its 311 oper-
ations. Hence, the San Francisco 311 system (SF311) can be considered an example of
how a large city can successfully employ the system.

This study recognizes the importance of the 311 system in local government man-
agement and is particularly interested in use of the 311 system at the local level. More
specifically, this study attempts to determine the features of SF311. This work provides
an opportunity to learn more about the development of 311 system and explore the case
of SF311, including its background and main characteristics.

2 Background on the 311 System in the United States

The new public management movement in the 1990s United States was a genuine CRM
movement [13]. Since it was developed inBaltimore in 1997, the 311 systemhas received
increasing attention and has been adopted by numerous municipalities. Initially, 311 was
one of a series of abbreviated numbers (N11 codes) that the Federal Communication
Commission (FCC) introduced in the 1990s to enable citizens to obtain immediate assis-
tance from government by dialing a single three-digit number. Baltimore was the first
USmunicipality to implement the 311 number to decrease the number of nonemergency
calls to 911 [14].

One of the initial purposes of the 311 systemwas to support the 911 system. Because
the 911 number receives many nonemergency calls, emergency services are sometimes
delayed and urgent information is not acquired. Upon its adoption, SF311 alleviated
congestion of the 911 emergency call services and enhanced the city’s capacity to respond
to citizens’ demands [15].

Because of the 311 system’s success in Baltimore, the FCC approved the use of the
number nationwide. Adoption of the 311 system at the local level has continued to grow
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rapidly since the US Federal Chief Information Officer announced on March 3, 2010,
the creation of a uniform Open 311 application programming interface, offering 311
comments and requests from citizens through Internet or smartphone interfaces [3].

3 Main Functions of the 311 System

The 311 system, a centralized citizen service systemorCRMsystem, is considered a type
of ICT in a smart city and links citizens to public agencies, benefitting the citizen–govern-
ment relationship [16]. In addition, the 311 system is advocated as a managerial tool that
uses citizen feedback to improve performance by facilitating communication between
citizens and public officials, triggering competitiveness, and enhancing efficiency in
government operations and interaction and the exchange of information between public
officials and citizens toward the specific operational goal of resolving specific service
deficiencies [17].

Themain goal of the 311 service is to give citizens an active role rather than being pas-
sive service recipients in the service delivery process [16]. Mutual information delivery
and communication as well as frequent interaction decrease the “gap” between citizens
and city hall [5]. When citizens actively use the 311 system, their degree of satisfaction
with city hall is higher because public officials can respond to and solve their problems
[17].

The 311 system offers a platform on which a citizen can contact public officials
inexpensively and easily (i.e., fewer obstacles) and have a high-quality service encounter.
Governmental adoption of the 311 system, which has the advantage of being easier
and more convenient than traditional contact modes, results in a change in citizen–
government interaction, and the volume of citizen contact with public officials increases
[5]. Crucially, governments that adopt the 311 system are stating that they will listen to
citizens’ requests and solve any service problems.By taking advantage of the 311 system,
publicmanagers can resolve feedback from citizens [15]. Because they have a convenient
means of participating in government, citizens may feel a stronger connection with
public officials. The 311 system can improve a strained citizen–government relationship
by leading to open and easy access to public officials, information transparency, and
improvement of inadequate service delivery [18, 19].

The 311 system has informing and consultation functions because it enables two-
way communication between citizens and city hall and offers an alternative approach to
information exchange within citizen–government interaction. Citizens can gain reliable
information, and their requests are responded to efficiently. In addition, integrating an
e-service into the 311 system is considered an alternative to increasing the response
capacity of government toward citizens’ requests [20].

4 Characteristics of SF311

San Francisco was the 41st municipality to adopt the 311 system in the United States,
and the system was first adopted inMarch 2007. SF311 originated when Gavin Newsom
was the mayor of San Francisco. Gavin Newsom proposed the 311 line service when
he was a supervisor in 1999. When he was elected mayor, customer service remained
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his high priority. On March 29, 2007, Mayor Newsom announced the opening of a new
citizen service system in San Francisco that offered residents, visitors, and businesses a
24-h nonemergency service and information assistance. Before the creation of the free
311 line, calls from citizens went to the Department of Public Works and the citizen call
centers during daytime hours [21]. Through a learning process, SF311 system developed
unique characteristics and advantages to serve people in the San Francisco area [10].

Crucially, 311 digital services were a vital case when the Federal Chief Information
Officer (FCIO) of the United States considered the creation of a uniformOpen 311 appli-
cation programming interface. Before the FCIO officially announced the uniform Open
311 application programming interface on March 3, 2010, San Francisco had already
developed (in 2008) an ICT-enabled service reporting website on which citizens could
leave comments and requests. As time has passed and the needs of its citizens have
increased, San Francisco has gradually adapted the 311 system to enable daily commu-
nication between citizens and public officials, resulting in solutions to service requests
and even disaster assistance responses. This study identifies the main characteristics
of SF311, which include collaboration in citizens’ service requests, two call numbers
for requesting information and services, multiple approaches to citizen-initiated contact
through the 311 system, financial capacity to support 311 system development, seamless
service-oriented culture in government, and service performance measurement.

4.1 Collaboration in Citizens’ Service Requests

SF311 provides a one-contact interface with a choice of multiple accessible contact
channels; the system decreases citizens’ uncertainty and their time spent on making
service requests and searching for service information [5]. The easy and convenient
mode of contacting the government through the 311 system is more beneficial to citizens
than more traditional contact modes. Citizen–government interaction has changed, and
the amounts of citizen-initiated contact with public officials and citizen participation in
public affairs have increased.

To develop a one-contact interface with multiple channels for residents, San Fran-
cisco’s government has developed a collaborative style of public management in which
50 departments of the city and county are integrated; these departments work indepen-
dently and compete for limited governmental resources [9, 21]. The customer service
representatives (CSRs) in the SF311 were the catalyst in developing the collaborative
public management style for internal governmental agencies and external stakeholders
because these CSRs had professional training regarding various situations of citizen-
initiated contact and knew how to search for and immediately forward information to
other agencies [10].

4.2 Two Call Numbers for Requesting Information and Services

One of the initial purposes of adopting the 311 system was to support the 911 system.
Because numerous calls to 911 are nonemergency calls, emergency services are delayed
and urgent information is not delivered in some municipalities. Similar to in other cities,
SF311 has been credited with alleviating congestion in the 911 emergency services and
enhancing the capacity to respond to citizens’ demands [15]. Since implementing the 311
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hotline for nonemergency calls and city services, the City and County of San Francisco
has educated citizens on the functions and benefits of SF311 and instructed residents
that 311 should be dialed for everything except emergencies. Citizens within the limits
of the City and County of San Francisco are now able to dial 311 to connect with any San
Francisco governmental agency and even connect to the 211 calling service by transfer
from SF311.

If the call is about an emergency, a citizen dials 911; otherwise, the citizen uses the
311 call service to ask about any city service, make a request, or submit a problem to the
311 officials. In some cases, 311 centers receive an emergency call, and the 311 system
forwards the call or reports to the 911 center immediately. Also, when 911 centers
receive calls about nonemergency issues, they forward the call to a 311 center. Prior
to implementation of SF311, 50% of calls received by San Francisco 911 center were
regarding nonemergency services; thus, SF311 is expected to prevent nonemergency
calls from going through the 911 center.

4.3 Multiple Approaches to Citizen-Initiated Contact Through the 311 System

SF311 comprises a traditional offline phone system and a digital system for members
of the public who would like to contact the city government. In the traditional app-
roach, citizens dial the three numbers (311) using a phone or cell phone. In the digital
approaches, citizens can use the SF311 Mobile App, the website, Twitter, or Facebook
to report public service issues and obtain information [22].

Regarding the website, citizens can search for information independently by brows-
ing the 311 website, which offers considerable information about general community
services and transactions (e.g., noise complaints, potholes, lost pets, and volunteering
opportunity information), businesses (e.g., permits, licenses, starting a business, and
contracts with the city), building construction (e.g., inspection requests, building codes,
building complaints, and new or existing permit services), and city environmental issues
(e.g., graffiti and garbage). In most cases, citizens complete the online form when they
are in need of a service or information.

In addition, as part of SF311, Facebook and Twitter pages have been established on
which citizens can communicate with CSRs. Citizens can have request a service and
report any city service issues through SF311 Facebook and SF311 Twitter. SF311 Face-
book and SF311 Twitter also display the latest information about city events, news, and
policy statements to quickly deliver information to various resident groups, especially
those who are of Facebook or Twitter users [23]. Citizens can download and install the
SF311 Mobile App on their mobile device. Within this app, citizens can send pictures
and a brief description of the quality of any public service or city environmental issue to
the government together with a map or address-based location. The SF311 Mobile App
has a tracking function, and users of the app can track the status of their service-requested
case and obtain a report of its completion [9, 12].

4.4 Financial Capacity to Support 311 System Development

Budget limitations have been considerable challenges in the adoption and long-term
development of digital technologies in local governments [17]. In some cases, local
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governments have experienced organizational capacity problems and have had limited
resources to develop and update their ICTs. San Francisco’s government has high finan-
cial capacity in launching a 311 system and investing in the continuous development of
this system. Table 1 shows that the per capita cost of SF311 in the 2009–2010 financial
year (FY09-10) was $14.06, which was the highest among those of the 15 municipalities
in a survey of 311 contact centers in selected cities and counties that was conducted by
Pew Charitable Trusts’ Philadelphia Research Initiative. The first year’s operating bud-
get and startup capital costs, which included construction and hardware and software
purchases and excluded the first-year operating budget, were both third highest among
those of the 15 wealthy municipalities. The cost per 311 call was $3.15, which is the
additional financial burden of an increase in the number of 311 system users. Increasing
the numbers of users has been the main service goal of San Francisco’s government
since the 311 system was adopted.

Table 1. Annual budget and startup capital costs of a 311 system

City or County FY09-10
budget

FY09-10 cost
per capita is
based 2008
estimated
population

FY08-09
budget

First year
operating
budget
excludes
startup year
capital costs
etc.

Startup capital
costs include
construction,
hard/software
purchase;
exclude
first-year
operating
budget

2009 cost per
call is based
on budget
figures
adjusted to
match the
period of the
last available
call volume

Baltimore, MD $4,700,000 $8.24 $5,800,000 $4,000,000 n/a $5.41

Charlotte-Mecklenburg, NC $7,278,861 $8.08 $7,115,057 $2,304,343 $4,100,000 $4.37

Chicago $4,965,897 $1.74 n/a n/a $4,000,000 $1.15

Columbus, OH $1,583,158 $2.10 $1,510,239 $798,000 n/a $5.49

Dallas $3,700,000 $3.48 $4,458,000 n/a n/a $3.72

Denver $1,500,000 $2.51 $1,500,000 $1,100,000 $3,313,000 $3.39

Detroit $1,548,421 $2.03 $2,156,493 n/a n/a $7.78

Houston, TX $5,000,000 $2.23 n/a $4,358,505 $3,659,135 $2.22

Los Angeles $3,128,980 $0.98 $4,423,317 $5,700,000 $4,000,000 $2.69

Miami-Dade, FL $10,971,000 $4.76 $11,548,421 $9,000,000 n/a $4.30

New York City $46,000,000 $5.74 $50,000,000 $16,900,000 $25,000,000 $2.57

Philadelphia, PA $2,830,914 $1.59 $2,059,272 $2,059,272 $4,000,000 $2.20

Pittsburgh, PA $199,951 $0.64 $152,488 $112,075 n/a $4.08

San Antonio, TX $1,700,000 $1.33 $1,795,200 n/a n/a $1.39

San Francisco $10,952,000 $14.06 $11,790,000 $6,500,000 $8,600,000 $3.15

Source: Survey of 311 contact centers in select cities and counties, Pew Charitable Trusts’
Philadelphia Research Initiative. December 2014. Used by permission. www.pewtrusts.org/phi
laresearch.

http://www.pewtrusts.org/philaresearch
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4.5 Seamless Service-Oriented Culture in Government

The 311 system delivers seamless services around the clock and all year. These services
enable citizens to conveniently participate in the public service delivery process, make
immediate contact with public officials, and track the status of their requests, reducing
their time costs and uncertainty [24].When SF311 was first implemented, the city mayor
told the residents that thewhole governmental organizationhad created a service-oriented
culture that would become apparent during public service encounters [10]. The local
government in San Francisco marketed the 311 system with the slogan “Don’t stand
in line, get 311.” Table 2 shows how the service-oriented culture has evolved in San
Francisco.

The annual average number of calls per 100 residents in San Francisco was 446 in
2009, dramatically higher than in other municipalities (e.g., twice that in New York).
In addition, the service-oriented culture continually reminds public officials of the need
for managing the citizen–government relationship, and the 311 system is considered to
develop service-oriented organizational culture within the government [23].

Table 2. Population and number of 311 calls

City or County 2008
estimated
population
(Census
Bureau)

2008 total
calls
(calendar
year unless
otherwise
noted)

2009 total
calls
(calendar
year unless
otherwise
noted)

2008
monthly
average
call
volume

2009
monthly
average
call
volume

2009
annual
average
calls per
100
residents

Baltimore, MD 636,919 978,968 970,937 81,581 80,911 152

Charlotte-Mecklenburg,
NC

890,515 1,768,907 1,648,087 147,409 137,341 185

Chicago 2,853,114 4,533,125 4,309,708 377,760 359,142 151

Columbus, OH 754,885 274,811 288,527 22,901 24,044 38

Dallas 1,279,910 1,298,929 1,196,957 108,244 99,746 94

Denver 598,707 495,948 443,061 41,329 36,922 74

Detroit 912,062 279,775 238,123 23,315 19,844 26

Houston, TX 2,242,193 n/a 2,256,511 n/a 188,043 101

Los Angeles 3,833,995 n/a 1,402,656 n/a 116,888 37

Miami-Dade, FL 2,398,245 2,411,000 2,650,000 200,917 220,833 110

New York City 8,363,710 16,099,505 18,707,436 1,341,625 1,558,953 224

Philadelphia, PA 1,540,351 n/a 1,113,159 n/a 92,763 72

Pittsburgh, PA 310,037 49,910 49,048 4,159 4,087 16

San Antonio, TX 1,351,305 n/a 1,293,372 n/a 107,781 96

San Francisco 808,976 3,972,924 3,608,824 331,077 300,735 446

Source: Survey of 311 contact centers in select cities and counties, Pew Charitable Trusts’
Philadelphia Research Initiative. December 2014. Used by permission. www.pewtrusts.org/phi
laresearch.

http://www.pewtrusts.org/philaresearch
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4.6 Service Performance Measurement

Adopting new CRMmodels or methods enhances citizens’ ratings of governmental ser-
vice performance [25]. The 311 system is themain and first step of city service centraliza-
tion. Viewed as an innovative CRM system, the 311 system enhances citizens’ satisfac-
tionwith governmental and public service performance [23].When city agencies respond
to citizen service requests, the 311 system collects performance data through the mecha-
nism that tracks service requests. The performance data are useful for future policy con-
siderations [18]. Service performance and citizen satisfaction are enhanced when public
officials respond to citizen concerns and solve public service problems [3, 26].

Table 3 reveals that SF311 has performed at a high level when responding to citizens’
requests. In 2008 and 2009, the annual average call-handling time (in seconds) in San
Francisco was less than only that in the City of Chicago among the aforementioned 15
municipalities. However, based upon the evidence presented in Table 3, the 2009 annual
average number of calls per 100 residents was 151 in Chicago, whereas that in San
Francisco was 446. Therefore, San Francisco is clearly capable of receiving more calls
and has a shorter average call-handling time.

The difference between the 2008 and 2009 annual average answer speed (call-waiting
time) was 8 s (decreasing from 38 s in 2008 to 30 s in 2009), indicating that the response

Table 3. 311 system performance measurement

City or County 2009 annual
average
call-handling
time
(seconds)

2008 annual
average
call-handling
time
(seconds)

2009 annual
average speed
of answer,
aka
call-waiting
time
(seconds)

2008 annual
average speed
of answer,
aka
call-waiting
time
(seconds)

2009 annual
average
abandoned
call rate

2008 annual
average
abandoned
call rate

2009 annual
average pct of
calls
transferred
(transfer rate)

Baltimore, MD 120 120 5 5 3.0% 3.0% 6.0%

Charlotte-Mecklenburg,
NC

166 151 17 63 2.6% 9.6% 33.0%

Chicago 70 69 61 81 19.0% 23.0% 35.0%

Columbus, OH 117 128 24 26 1.4% 1.9% 21.0%

Dallas 120 n/a 231 119 15.0% 12.0% n/a

Denver 189 158 27 32 7.7% 9.5% 42.5%

Detroit 123 116 33 38 11.5% n/a 12.0%

Houston, TX 129 n/a 32 n/a 3.9% n/a n/a

Los Angeles 90 n/a 60 24 12.7% 6.3% 40.0%

Miami-Dade, FL 268 249 83 73 16.5% 15.3% 6.7%

New York City 228 199 18 8 3.6% 1.3% 36.0%

Philadelphia, PA 372 n/a 105 n/a 26% n/a 18.6%

Pittsburgh, PA 180 150 n/a n/a 45.0% 21.6% 0.01%

San Antonio, TX 100 n/a n/a n/a 8.4% n/a 13.0%

San Francisco 88 92 30 38 14.4% 17.8% 1.9%

Source: Survey of 311 contact centers in select cities and counties, Pew Charitable Trusts’
Philadelphia Research Initiative. December 2014. Used by permission. www.pewtrusts.org/phi
laresearch

http://www.pewtrusts.org/philaresearch
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capacity of SF311 was enhanced, with government decreasing the time spent waiting by
citizens contacting the city via the 311 line. In addition, the annual average abandoned
call rate was 3.4% lower in 2009 (17.8% in 2008 vs. 14.4% in 2009). Notably, the
2009 annual average percentage of calls transferred (transfer rate) was low at 1.9%;
this indicates that the 311 CSRs were able to appropriately handle the callers’ various
demands and requests, not needing to frequently transfer citizens’ calls to other public
agencies.

4.7 Discussion

Given previous experiences of adopting new digital technology in government, most
scholars and practitioners would doubt the advantage of new technologies in smart city
initiatives. In numerous cases, the information and technology infrastructures adopted
by governments have not worked well or gained support at any appreciable level; adopt-
ing new digital technologies thus does not necessarily ensure that public sectors and
the public will connect [6]. Hence, when governments advocate the advantages of an
innovative system such as the 311 system, many people cast doubt on the performance of
311 system functions and the system’s influence because of the limited citizen-initiated
contact and failure of previous CRM government applications [16].

The present study examined the development and main characteristics of the 311
system implemented in the City and County of San Francisco. Currently, case studies
of 311 systems have explored those of Boston, New York, and Chicago. However, the
SF311 case offers considerable information about the lessons learnt by and effort made
by the local government when planning and maintaining comprehensive CRM within
the boundaries of the local government. The SF311 case shows that when developing a
311 system, the long view must be taken; such a system is not created overnight. Rather,
a well-developed 311 system is constructed incrementally using various interrelated
strategies and with continuous support from city leaders and sufficient financial capacity
[10].

Understanding the possibilities and limitations of the use of social media in the
governance process helps public managers devise strategies, innovate information tech-
nology, and minimize negative influences. Because of the widespread use of ICTs and
social media within public organizations, the governance process is more complicated
than previously. In numerous cases, adoption of innovative technology has created more
uncertainty in public organizations, and such technology commonly has opposition.
Resistance of new information technology and the limited range of use of such technol-
ogy may prevent the public from understanding the advantages and functions of ICTs.
Hence, the role of government is more critical, especially the role of city mayors and
managers. The SF311 case shows that support from city leaders can lead to the successive
development of a 311 system. Ex-Mayor Gavin Newsom strongly supported the new
telephone hotline service when he was a member of the Board of Supervisors (Newsom
and Dickey, 2013). Once the 311 call service had been implemented, subsequent mayors
supported and updated the 311 system, which came to include a 311 offline call service
and 311 online service [9].

Similar to the adoption of other technology in local government, the 311 service
systemwas constructed on the assumption that governmental capacity could be employed
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to change certain outcomes. However, the issues of access inequality and the political
influence of CRMadoptionmay limit further development of the 311 system. Businesses
have used CRM systems to maintain or improve their relationship with purchasers of
their products. Governments have followed a similar trajectory. However, unlike that
in private businesses, CRM in governments is far more difficult and politically charged
because of long-standing perceptions that government is not concerned about citizens’
voices or dealing digitally with citizens’ affairs [17]. In addition, public officials face
more complex issues and limitations than business managers, such as budget constraints,
re-election, and public policies. Hence, when governments advocate the advantages of
an innovative system such as the 311 system, many people cast doubt on the success of
311 system functions and the system’s influence because of the political characteristics
of citizen participation in public affairs and previous CRM failures in government [16].

In addition, because ICTs are adopted to enable social inclusion and public partic-
ipation, citizens have equal access to government regardless of age, gender, education,
or disability. However, participation dilemmas may occur if ICTs do not work well;
new e-government initiatives have risks because a digital divide can limit the access of
more disadvantaged citizens to their government [20]. In practice, a digital divide causes
an imbalance in participation among various citizen groups with different demographic
backgrounds. Use of the 311 system may both enhance the participation of “connected”
groups but further limit the access of “unconnected” groups to government, which, in
turn, increases the digital divide. The role of information technology in government is
primarily to enhance public participation and contactwith public officials and to decrease
social and economic divides [6, 24].

5 Conclusion

The311 system is a communication platform, comprising a calling service and city online
service, and a new participation mechanism through which citizens can access govern-
mental websites, interact with public officials, and participate in community affairs.
Compared with traditional participation methods such as public hearings and citizen
advisory boards, the 311 system offers citizens a means of contacting public officials
at lower cost and more easily (because of fewer obstacles) in a high-quality service
encounter. Crucially, governments that adopt the 311 system state to citizens that they
will listen to the citizens’ requests and solve service problems highlighted by citizens.
By taking advantage of the 311 system, public managers can resolve the dissatisfaction
of citizens.

This study introduces an example of a 311 system for local governments to consider
when they are planning to construct a 311 system and highlights lessons for local gov-
ernments that have already implemented a 311 system. In addition to exploring the main
functions and development of SF311, this study determines the main characteristics of
SF311: (1) collaboration in citizens’ service requests; (2) two call numbers for request-
ing information and services; (3)multiple approaches to citizen-initiated contact through
the 311 system; (4) financial capacity to support 311 system development; (5) seamless
service-oriented culture of government; and (6) service performance measurement. The
issues of access inequality and political influence on CRM adoption may limit further
development of SF311, as explored in this study.
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Abstract. With the acceleration of globalization, the acculturation issue of design
is becoming an emerging challenge. At the same time, as one of the several design
patterns in service design, which is becoming a mainstream in design society,
has been adopted by more and more designers in design practice. Based on the
output of a design workshop on acculturation issue of design, we presented the
process of and learnings from participatory design aiming at helping foreigners
living in China to use WeChat. To that end, we described the practice, problems
and achievements, lessons learned, and outlook into the future for design practice
using participatory design to address the acculturation issue.

Keywords: Participatory design · Cross-cultural design ·WeChat redesign

1 Introduction

With the rapid development of globalization, reflecting the multi-cultural harmony and
designing for acculturation is becoming a new challenge. As a comprehensive design
patterns, participatory design (i.e. co-design) contains several factors such as compre-
hensive service, design, users and the environment. Given its close connection with the
designers and users of properties, participatory design had been known as getting “user”
in the process of creation. The design practice pattern of collective innovation has been
created, making it a popular design theory in the cross-cultural design process [1]. This
paper is unwound from the cultural background with China-based design team to cross-
cultural participatory design perspective starting with Chinese localization applications
re-engineering of the micro letter as a case study to explore the characteristics and prob-
lems of the Chinese design team in the design process and propose appropriate solutions
and suggestions.
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2 Background

The way East and West cultures view the world can be traced back to the two very
different thinking systems ofAristotle andConfucius thousands of years ago. Eastern and
Western social structures, personal consciousness and cognitive styles, and worldview
systems are inextricably linked. Westerners are relatively more independent about the
characteristics of things and believe that the behavior of controlling things is based on
the rules of domination. The interdependence of the Oriental people, the characteristics
of collectivism and the general view of the problem are consistent, that things depend
on the interaction of multiple factors. There are large differences between Chinese and
Western cultures, and most of the current theories on Participatory design come from
Western cultural backgrounds. However, these design theories from the West, whether
it can better be effective in the Chinese cultural background of the design teams?

2.1 Participatory Design

Participatory is a deeper, more personalized collaborative process, and this term should
be used selectively, perhaps we should call this field “cooperative design.” We need to
recognize that the entire design process is a negotiation to be successful and done, to
reach an agreement, compromise and meet the process. Thomas Kvan et al. [3] sum-
marized participatory design as a closed-coupled design process and a loosely coupled
design process. The main difference between the two participatory design processes is
the continuous relationship between users and designers throughout the participatory
process. The theory of participatory design mainly refers to that during the design pro-
cess, the designer encourages and guides users to participate in the creative process and
solve problems together, blurring the identity boundary between the designer and the
user, and hopes that the results presented will make users more satisfied. Participatory
design differs from participatory design mainly in that there will not be any benefit ele-
ments in the participatory design process, and whether the beneficiaries use products to
distinguish them from people-oriented design methods [4, 5].

2.2 WeChat

The latest report from market research company App Annie shows that Facebook was
themost used application by netizens in the world in 2018, and FacebookMessenger was
the most downloaded application. Besides, the top five most commonly used apps by
Internet users are Facebook, WhatsApp, Facebook Messenger, WeChat, and Instagram.
With the rapid development of mobile media technology, Facebook, WeChat, and other
social network services (SNS) have penetrated the daily lives of mobile phone users and
changed their lifestyles. As a social application based on Chinese cultural background,
WeChat does well accommodate the characteristics of local social networking, and it
also has a significant influence on the international social stage. The “observation report”
carried out an inventory of the lives of foreign users in China. The report shows that
foreign users in China send 60% more messages per month than typical Chinese users
and use audio and video features 42% and 13% more frequently than Chinese users,
respectively. However, WeChat is still not applicable to the process of Western users.
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The workshop design practice in the latter part of this article is mainly based on the
designer’s exploration of the use of social applications by foreigners in China. Therefore,
it is necessary to choose social applications that are relatively familiar to both designers
and users. According to the above data, WeChat is a relatively suitable choice.

3 WeChat Redesign Workshop

To understand the characteristics of cross-cultural participatory design among design
teams with a Chinese background, this article carried out the topic of WeChat redesign.
Specifically, by recording the various stages of participatory design, the Chinese design
teams and foreign WeChat users participate in the design process, emotional state, and
design principles.

Workshop Background. The workshop is based on two design methods, UCD and
Participatory Design, with 10 Chinese design teams. The only core topic of this design
workshop is to design WeChat that is suitable for foreign users to use habits, to solve
or slow down the pain points of foreigners in China using WeChat. Interestingly, each
group of design team members comes from different disciplinary backgrounds, from
the background of science and engineering disciplines such as interaction design, digital
media technology, and the other part from the background of sociology, psychology, and
other humanities. Designers from different disciplines but based on the same cultural
background intersect together to develop WeChat redesign issues under two sets of
design models. The focus of the workshop is on design practice. At the same time as
achieving specific design results, it must be rooted in theory and design reflection. The
final design purpose of the workshop is to 1) introduce and compare the similarities and
differences between the two design methods of UCD and Participatory Design through
design practices 2) explore the characteristics of the Chinese cultural background design
teams in the process of cross-cultural design. This article focuses on the introduction
and elaboration of the Participatory Design teams.

Arrangement and Participants. Participants in this workshop are young designers
from the first and second grades of graduate students in the School of Digital Media
and Design Art, Beijing University of Posts and Telecommunications. Designers at this
stage are of certain help to our research. Some designers have just entered the field of
design from othermajors, and they do not have a solid grasp of design theory. Combining
various background factors, the workshop restructures the settings of each teammember,
allowing participants with a design background and non-design background participants
to form a design team, and allowing five of them to participatory design with foreign
users. The other five groups use UCD design methods to carry out project practice.
The workshop hopes that during the participatory design process, users and designers
fromdifferent cultural backgrounds at home and abroad can compare the phenomena and
characteristics of the participatory design process. And compare the differences between
UCD and participatory design patterns. Among them, we are a team in the participatory
design practice group.
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Design Tools and Technical Support. The choice of tools is a key part of participatory
design. In the design process, each group of participatory design teams is required to
consider and select the appropriate design tools before writing the design process, and
write the reasons for the tool selection. Most design teams will design with foreign
participants using flexible [6] pen and paper prototypes, and some groups will also
prepare pen-based electronic products. But in the end, most design teams mainly use
paper and pen as the main design tools in the design process (Fig. 1).

Fig. 1. Paper prototype

The cycle of the whole workshop is 5 days, and the design practice is about 4 h per
day. It is divided into three major sections: requirements definition, innovative design,
and design evaluation. The workshop requires the participatory design teams to conduct
in-depth interviews and define requirements and users, find foreign users to develop
innovative designs, make prototypes and evaluate them in three parts. The UCD teams
follows the traditional design pattern. After each group completes a stage of the design
task, the workshop requires each design team to present an elaboration of the task
principles and share the design report.

In-Depth Interviews and User and Demand Definition. The cross-cultural redesign of
WeChat is a very broad subject. To further focus on the pain points and needs of foreign
users in China using WeChat, through practice, the UCD design group and the partic-
ipatory design group will use two different methods to collect Persona’s background
materials. Most of the data sources of the UCD teams come from the research literature
data as user support. Compared with the participatory design group, the participatory
design teams choose a combination of literature data and user interviews to conduct
research. Besides, each participatory design team students will conduct in-depth inter-
views with foreign users at this stage. During the first user interview, we found that in the
beginning, each team would have difficulty communicating with the language, resisting
the phenomenon of communicating with foreigners and feeling self-lost. During the
team’s interview, members of the non-designed Chinese team will choose to work on
records and data in small group hours to avoid positive contact with foreign users. Stu-
dents with a design background will be more willing to communicate with foreign users.
At the same time, the students of the UCD design team do not choose to communicate
with users. Instead, they use internal brainstorming and data analysis methods to define
users and potential design requirements.
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Innovative Design Practice. Through previous investigations, the workshop asked the
participatory design teams to determine a design requirement, and required foreign users
whomatched the searched user portraits to participate in the process of innovative design.
The UCD design team uses traditional design processes to develop design practices and
output results, such as drawing low-fidelity design prototypes and drawing user journey
maps.

Hypothesis. Before starting participatory design, the workshop requires the participa-
tory design team to predict possible problems in the design process and propose solutions
based on the predicted problems. Compared with the traditional UCD design mode, the
participatory design requires higher requirements on the designer’s design theory and
practical experience. Therefore, to avoid the participatory design team’s post-design pro-
cess from appearing “misguided by the user’s innovative ideas” and forgetting their own
designer’s responsibilities and design concepts. Before starting the participatory design
practice, the design team needs to predict possible design solutions and ideas for foreign
users, and propose and define related design principles based on design predictions.

Design Practice Process. In the design practice process, we found that almost all par-
ticipatory design teams will adopt Thomas Kvan’s [3] loosely coupled design process,
and design teams that do not use closed-coupled design process. This may be due to the
relative difficulty in finding foreign participants, poor language communication, and the
participatory design team not paying enough attention to the proportion of foreign users
participating in the design process to make suggestions. At the same time, we found
that preparing paper prototypes can achieve better design results than allowing users to
create freely on paper. Besides, during the communication process, some groups will
have a special phenomenon. When foreign users develop a design, it may be due to
privacy reasons. When drawing and creating, they do not want the designer to watch it
all the way. Most foreign users prefer to be able to show it to designers after creation.
After that, the designer went to discuss with the users to understand their design ideas
(Fig. 2).

Fig. 2. Loosely coupled design process
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Design Results. After developing design practices with foreign users, the design team
needs to summarize and translate the design results with professional design tools.
Regardless of whether it is based on the UCD design pattern or the participatory design
pattern, the workshop requires each group to systematically produce interactive design
prototypes based on the requirements defined earlier (Figs. 3 and 4).

Fig. 3. Participatory design draft

Fig. 4. High fidelity prototype

Availability Assessment. Based on the design results, each design team was asked to
select the appropriate usability evaluation criteria and 10 foreign users to conduct usabil-
ity evaluation based on the design prototype. Through statistical related test indicators,
understand the advantages and disadvantages of the design results, and finally, iterate
and improve the design results based on the evaluation results.

Evaluation Criteria. During the evaluation process, the team mainly used the Nielsen
Usability Test and the SUS Software Evaluation Questionnaire as the evaluation prin-
ciple. The main reason for using the SUS software to evaluate the test questionnaire is
because the questionnaire is simple in structure and fits the focus of design evaluation. At
the same time, it has the advantages of simple and convenient assessment, which reduces
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the difficulty in finding suitable candidates for cross-cultural design time assessment in
the time dimension. As WeChat is a localized application in China, in the process of
perfecting the design, it is not only necessary to study the needs of foreign users for
WeChat, but also to take into account the suggestions of Chinese users on the results of
WeChat redesign. So we looked for 10 Chinese users and 10 foreign users to conduct
design evaluations.

Evaluation Tasks. According to the needs and design point, we set up three tasks of
sending voice:

1. Send English and translate into Chinese text by voice, then send to the other party;
2. View the voice sent by the other party, convert it to text and translate it;
3. Send a 5 s voice message;

Evaluation Results. Based on the test evaluation results of 10 Chinese users and 10
foreign users, the analysis of the steps is passed. We found that for Chinese users,
completing the same three tasks, the evaluation time of WeChat was 4.6 min, and the
prototype took 1.125 min, which illustrates the convenience of the design prototype for
user operation from the time dimension. According to the operating steps, the first task
requires 9 steps, and part of the test takes 12 steps to complete. When testing the same
task on the prototype, the user’s step fit is 100%, and the task can be completed in only
6 steps. The test of the second task is similar to the first task. When users use WeChat,
errors occur to varying degrees, resulting in wasted steps. For the third task, WeChat and
the prototype did not showmuch difference. According to the data of the task completion
steps of foreign users, it is very difficult to complete the first task using WeChat. Two
users did not complete the task. The average number of users who completed the taskwas
11.25, and the error operation rate reached 1/4. For the same task, using the prototype
to operate, the user completion rate is 100%, the average number of operations is 4.8,
and the error operation rate is 1/6. The second task cannot be completed in WeChat.
WeChat was designed without considering the need for foreign users to send voice to
text. There is not much difference between the two solutions to the third task. The user’s
completion rate is 100%. The prototype users did not misoperate. WeChat experienced
4 misoperations. In general, foreign users rate the design prototype slightly higher than
Chinese users. The detailed data are as follows:

Data Analysis
Descriptive Statics. Table 1 shows the SUS scores for WeChat and design prototypes
by Chinese users. The average SUS score for WeChat is 53.5, the standard deviation is
16.1322658, and the average SUS score for design prototypes is 75.75, with a standard
deviation of 11.88749343. Chinese users have higher SUS ratings for design prototypes
than WeChat.

Table 2 shows the SUS scores ofWeChat and design prototypes by foreign users. The
average SUS score of WeChat is 52, the standard deviation is 18.0843981, the average
SUS score of design prototypes is 80.75, and the standard deviation is 10.55558878. For-
eign users have higher SUS ratings for design prototypes than SUS ratings for WeChat.
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Table 1. Descriptive statistics of SUS scores of WeChat and design prototypes by Chinese users.

Number WeChat SUS Prototype
SUS

1 67.5 55

2 42.5 80

3 35 65

4 37.5 62.5

5 60 75

6 77.5 95

7 80 90

8 40 77.5

9 40 72.5

10 55 85

Means 53.5 75.75

SD 16.1322658 11.88749343

Based on Bangor’s SUS scoring standard (Fig. 5), Chinese users consider the prototype
design’s Adjective ratings to be OK ~ GOOD, the Grade Scale is C, and Acceptability
Ranges are Acceptable; foreign users consider the prototype design’s Adjective ratings
to be OK ~ GOOD, and the Grade Scale is B. Acceptability Ranges is Acceptable.

Table 2. Descriptive statistics of SUS scores of WeChat and design prototypes by foreign users.

Number WeChat SUS Prototype
SUS

1 25 100

2 82.5 100

3 67.5 75

4 55 77.5

5 27.5 80

6 25 77.5

7 67.5 85

8 55 72.5

9 62.5 62.5

10 52.5 77.5

Means 52 80.75

SD 18.0843981 10.55558878
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In general, foreign users rate the design prototype slightly higher than Chinese users.

Fig. 5. SUS rating standard [7]

Inferential Statistics. The normal distribution test was performed on the SUS score data
in Tables 1 and 2, and the K-S results were used to obey the normal distribution (Table 3).

Table 3. Chinese users’ SUS score paired sample T test for WeChat and design prototype.

The data shows that t = −4.573, sig = 0.001 < 0.05, indicating that Chinese users
have significantly different SUS scores onWeChat and SUS scores on design prototypes
(Table 4).

The data shows that t = −3.866, sig = 0.004 < 0.05, indicating that the SUS score
of WeChat by foreign users is significantly different from the SUS score of the design
prototype (Table 5).

The data shows that Sig = 0.333 > 0.05, indicating that there is no significant
difference in the SUS scores of the design prototype between Chinese users and foreign
users.
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Table 4. SUS score pairing sample T test for foreign users on WeChat and design prototypes.

Table 5. Chinese and foreign users of SUS prototype of independent samples T-test scores.

4 Discussion and Summary

Being keenly aware of the challenges and potential of cross-cultural participatory design
is an exciting and memorable experience, and the ingenuity and exchange of experience
demonstrated by young designers is a return on this experience. Here, we share the
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experience and lessons learned through observations in the workshop and analysis after
the workshop. We hope to provide some references and suggestions for designers of
future Chinese cultural background to carry out the cross-cultural design.

Build Relationships. In the process of cross-cultural design exchange, the design team
should think and learn to establish a trusting design atmosphere and connection with
users. Interestingly, this step of establishing connections often requiresChinese designers
to overcome their inner caution and psychological barriers to oral English communica-
tion. This step is often based on the results of Chinese designers seeking the first foreign
friend to join the design team. If foreign users join the design team with a willing and
friendly attitude, this will encourage designers to find more foreign users in the later
stage and start to show positive optimism attitude. If the designer is rejected when seek-
ing the first foreign user to join the design practice, the post-design team will exacerbate
the strong resistance to finding foreign users to participate in the design and increase the
frustration.

Understanding the Background Culture. We surveyed and interviewed other students in
the participatory design team. During the two participatory design processes, they will
consciously or unintentionally understand the national cultural background of the foreign
users they invited to avoid disrespect during the design process. The user’s situation and
phenomenon are very important links in the cross-cultural design process.

Prepare Appropriate DesignMaterials. The participatory design practice process lasted
a total of 2 days, during which we continued to improve the preparation of materials. On
the first day, we only prepared blank paper and pens.We hope to avoid toomany elements
to limit users’ creativity and thinking. On the second day, we added paper prototypes.
After two days of comparison, we found that preparing paper prototypes was not It will
limit thinking, and it can also prompt users about some WeChat interaction processes
and interaction pain points. Therefore, we recommend that designers can appropriately
provide some design tools with hints to help users think when they start participatory
design.

The Characteristics of UCDDesign Method and Participatory Design Method in Cross-
cultural Design. At the end of the workshop, 10 design teams (5 UCD design teams
and 5 participatory design teams) respectively wrote the design guidelines for the two
design practices on the blackboard based on the 5-day design practices. We summarized
it and found:

1) Throughout the design process, we must fully respect the objective differences
between different user groups, consider the different opinions of users, and develop
adaptive design guidelines for subsequent stages.

2) In the user research phase, we need to consider using different research methods
based on cultural differences between different user groups and predict the impact
of research methods on subsequent design phases. At the same time, the protection
of user privacy is very important.

3) During the sketch design stage, designers need to focus on a pain point for further
exploration, rather than focusing on design performance.
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4) Participatory design requires inviting users to participate in the design process. Col-
laborators need to guide users to use the right tools to express their ideas and explore
the reasons behind those ideas.

5) During the prototyping phase, designers need to have a clear definition of the problem
to guide the design on the right path.

6) UCD needs further design based on data and literature. It is necessary to provide
multiple versions of the design for subsequent evaluations.

7) The Participatory design needs to invite users to the design team for a culturally
adaptive design. Design multiple prototypes based on user needs and present them
in a simple and straightforward manner.

8) During the testing phase, we need to find users who match the character model
and provide them with simple testing tasks and a suitable testing environment.
Collaborators need to avoid subjective biases.

Acknowledgement. The practice of this design workshop is a very rare experience and learning
opportunity. Participatory design is not a rare design pattern, but cross-cultural participatory design
practice is a rare and precious topic. Thanks to Professor Torkil Clemmensen, Qin Xiangang and
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Abstract. The central theme of Model-Based Systems Engineering (MBSE) is
a modeling language with model consistency of systems structure and systems
behavior. In this paper, we developed a Channel-Based Multi-Queue Structure-
Behavior Coalescence Process Algebra (C-M-SBC-PA) as the modeling language
for model singularity of the MBSE sharing economy service systems design. In
C-M-SBC-PA, only a single diagram is used to specify the semantics of the design
of the sharing economy service system. Overall, the model consistency will be
fully guaranteed in the MBSE sharing economy service systems design when the
C-M-SBC-PA method is adopted.

Keywords: Model-Based Systems Engineering · Modeling language · Sharing
economy service systems design · Structure-Behavior Coalescence · Process
algebra · Model singularity · Model consistency

1 Introduction

As a formal application of modeling to support system requirements, design, analysis,
verification, andvalidation tasks beginning in the conceptual designphase and continuing
throughout development and later life cycle phases, model-based systems engineering
(MBSE) aims to promote systems engineering activities that have traditionally been
performed using the document-based approach and result in enhanced specification and
design quality, reuse of system specification and design artifacts, as well as communi-
cation between development teams (Blaha and Rumbaugh 2004; Arlow and Neustadt
2005; Weilkiens 2008; Friedenthal et al. 2014; Dori 2016).

The core theme of the MBSE is a consistent model, i.e., systems modeling language
(SysML), of the system’s (static) structure and (dynamic) behavior, with an emphasis
on using model-based methods and tools to develop and improve the model. However,
since SysML is a multi-diagram approach based on UML 2.0, there are always some
inconsistencies between different diagrams in the SysML design of a system (Apvrille
et al. 2004; Malgouyres and Motet 2006; Paige et al. 2007; Allaki et al. 2015; Bashir
et al. 2016).
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In this paper, we developed the channel-based multi-queue structure-behavior coa-
lescence process algebra (C-M-SBC-PA) (Qin et al. 2018; Yang et al. 2018) as the
modeling language for model singularity of MBSE sharing economy service systems
design. Using C-M-SBC-PA, only one single diagram is adopted to specify the seman-
tics of the system. Therefore, the model consistency will be fully ensured in the MBSE
sharing economy service systems design.

The rest of this paper is organized as follows. Section 2 deals with the related MBSE
modeling studies. The (C-M-SBC-PA as a single diagram for MBSE sharing economy
service systems design is detailed in Sect. 3. After describing the C-M-SBC-PA method
used in this paper, we will validate the approach with a case study in Sect. 4. Conclusions
of this paper are in Sect. 5.

2 Background

In the model-based systems engineering user group, people often use the Systems Mod-
eling Language (SysML) to specify the (static) structure and (dynamic) behavior of the
system. The SysML concepts include (1) an abstract syntax that defines the language
concepts and is described by a metamodel, and (2) a concrete syntax, or notation, that
defines how the language concepts are represented and is described by a user model
(Weilkiens 2008; Friedenthal et al. 2014).

Since SysML is a multi-diagram approach based on UML 2.0, there are always some
inconsistencies between different diagrams in the user model (Apvrille et al. 2004; Mal-
gouyres and Motet 2006; Paige et al. 2007; Allaki et al. 2015; Bashir et al. 2016). There
are two ways to resolve inconsistencies in the SysML design of a system. The first
method is to use a metamodel. To ensure and check consistency, the metamodel defining
the abstract syntax of the modeling language needs to provide a unified semantic frame-
work for defining consistency rules to impose constraints on the structure or behavior
constructs of the SysML systems specification. The Object Management Group (OMG)
defines a language that represents metamodels, called Meta Object Facility (MOF) that
is used to define UML, SysML and other metamodels. Various mechanisms are used in
MOF, such as Object Constraint Language (OCL) (Przigoda et al. 2016), Foundational
UML (fUML) (OMG2013b), The Action Language for Foundational UML (Alf) (OMG
2013a), Process Specification Language (PSL) (ISO TC-184), and so on. However, all
the mechanisms used in MOF do not provide a unified semantic framework from which
each diagram in the user model will be projected as a view of the SysML metamodel.

The second method to ensure and check model consistency is to provide a single
diagram for the SysML user model specification. The Object Process Methodology
(OPM), conceived and developed by Professor DovDori, is a systemmodeling paradigm
that unifies two things inherent in the system: objects and processes (Dori 2002). OPM
is able to consider processes that are parallel to the object, depicting an excellent single
diagram framework that avoids model inconsistencies by unifying all the information
into the unified model and limiting the complexity through a scaling mechanism.

In this paper, we develop the channel-based multi-queue structure-behavior coa-
lescence process algebra (C-M-SBC-PA) as the modeling language for MBSE sharing
economy service systems design. In C-M-SBC-PA, only one single diagram is used to
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design the semantics of the system. Therefore, by using the C-M-SBC-PA method, the
model consistency can be completely guaranteed in the MBSE sharing economy service
systems design.

3 Method of Channel-Based Multi-queue SBC Process Algebra

3.1 Channel-Based Value-Passing Interactions

The block is the fundamental modular unit for describing systems structure in SysML
(Weilkiens 2008; Friedenthal et al. 2014). It can define a type of conceptual or physical
entity; a hardware, software, or data component; a person; a facility; or an entity in the
natural world. A channel is a mechanism for agent communication via message passing
(Qin et al. 2018; Yang et al. 2018). A message may be sent over a channel, and another
agent is able to receive messages sent over a channel it has a reference to. Each channel
defines a set of parameters that describes the arguments passed in with the request,
or passed back out once a request has been handled. The signature for a channel is a
combination of its name along with parameters as follows:

<channel name> (<parameter list>)

The parameters in the parameter list represent the inputs or outputs of the channel.
Each parameter in the list is displayed with the following format:

<direction><parameter name> : <parameter type>

Parameter direction may be in, out, or inout. We formally describe the “channel
signature” as a relation K ⊆ Λ × Θ , where Λ is a set of “channel names” and Θ is a
set of “parameter lists”.

An interaction (Qin et al. 2018; Yang et al. 2018) represents an indivisible and instan-
taneous communication or handshake between the caller agent (either external environ-
ment’s actor or block) and the callee agent (block). In the channel-based value-passing
approach as shown in Fig. 1, the caller agent interacts with the callee block through the
channel interaction. In the figure, getPastDueBalance(in studentId: String; out PastDue-
Balance: Real) is a channel signature. Figure 1 also depicts that the “getPastDueBalance”
channel is required by the caller and is provided by the callee block.

getPastDueBalance(in studentId: String;
out PastDueBalance: Real)

callee
block

caller

Fig. 1. Channel-based value-passing interaction

The external environment uses a “type 1 interaction” to interact with a block. We
formally describe the channel-based value-passing “type 1 interaction” as a relation
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G ⊆ B × K × Γ , where B is a set of “external environment’s sectors” and K is a set of
“channel signatures”, and Γ is a set of “blocks”.

Twoblocks use a “type2 interaction” to interactwith eachother.We formally describe
the channel-based value-passing “type 2 interaction” as a relation V ⊆ Γ × K × Γ ,
where Γ is a set of “blocks”, and K is a set of “channel signatures”.

We can also formally describe the channel-based value-passing “type 1 or 2 interac-
tion” as a relation � ⊆ Θ ×K × Γ , where Θ is a set of “external environment’s actors
or blocks”, K is a set of “channel signatures”, and Γ is a set of “blocks”.

3.2 Entities of Channel-Based Multi-queue SBC Process Algebra

As shown in Table 1, we assume a relation K of channel signatures, and use k1, k2…
to range over K. Further, we let Λ be the set of channel names, and use ch1, ch2… to
range over Λ. We let Θ be the set of parameters, and use p1, p2… to range over Θ. We
let G be the relation of type 1 interactions, and use g1, g2… to range over G. We let V
be the relation of type 2 interactions, and use v1, v2… to range over V. We let Δ be the
relation of type 1 or 2 interactions, and use a1, a2… to range over Δ. We let S be the set
of state expressions, and use s1, s2… to range over S. Further, we let X be the set of state
variables, and use X1, X2…to range over X. We let Φ be the set of state Constants, and
use A1, A2… to range over Φ. We let B be the set of actors, and use β1, β2… to range
over B. We let Γ be the set of blocks, and use b1, b2… to range over Γ . Finally, we let
� be the set of actors or blocks, and use ρ1, ρ2… to range over �.

Table 1. Entities of C-M-SBC-PA

Entity
set or relation

Entity
name Type of entity

K k1, k2... channel signatures S s1, s2... state expressions

I, J,... indexing sets

G g1, g2... type 1 interactions

V v1, v2... type 2 interactions

Δ a1, a2... type 1 or 2 interactions
Γ b1, b2... blocks

Λ ch1, ch2 channel names

Θ p1, p2... parameter lists

B β1, β2... actors

Ξ ρ1, ρ2... actors or blocks

Φ A1, A2... state constants

X X1, X2... state variables

Entity
set or relation

Entity
name Type of entity

3.3 Mathematics of Channel-Based Multi-queue SBC Process Algebra

In addition to interactions, we need a means to constitute new states from old ones.
The basic operators always appear in some form or others, allowing sequentialization
of interactions or summation of states or parallel composition of states or recursive
definition of a state or replication of a state or null state.
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Summation of States: Thebinaryoperator “+”, summation, combines two state expres-
sions as alternatives. For example, the state expression s1+s2 can proceed non-
deterministically either as the state expression s1 or the state expression s2; as soon
as one performs its first interaction the other is discarded.

Parallel Composition of States: Parallel composition of two state expressions s1 and
s2, usually written s1 s2, is the key stereotype distinguishing the process algebras from
sequential models of state executions. Parallel composition permits the executions in s1
and s2 to proceed independently and concurrently.

Recursive Definition of a State: The operators presented so far depict only finite
interaction and are therefore insufficient for full computability, which contains non-
terminating (or looping) behavior. Recursion is the operator that allows finite descrip-
tions of infinite behavior. For example, fix(X = s) is understood as abbreviating the
recursive definition of an infinite behavior denoted by the “X” state variable.

Replication of a State: Replication is the other operator that allows finite descriptions
of infinite behavior of a state. For example, replication !s is understood as abbreviating
the parallel composition of a countably infinite number of s state expressions.

Null State: Process algebras usually also include a null state expression, denoted as
STOP, which has no interaction points. It is completely inactive and its unique intention
is to act as the inductive anchor on top of which some interesting state expressions can
be generated.

3.4 Syntax of Channel-Based Multi-queue SBC Process Algebra

The syntax of C-M-SBC-PA is defined by the following Backus-Naur Form (BNF)
grammar, as shown in Fig. 2.

(1) <System>  ::=   <FixIFD> {“    ” <FixIFD>}

(2) <FixIFD> ::= “fix(” <State_Variable>“=”<IFD>
                               “   ”  <State_Variable> “)”

(3) <IFD> ::= <Type_1_Interaction> {“   ” Type_1_Or_2_Interaction>}

(4) <Type_1_Or_2_Interaction>  ::=  <Type_1_Interaction>

                                                         |   <Type_2_Interaction>

Fig. 2. Channel-based value-passing interaction

Rule 1 describes that parallel composition of one or more recursive interaction flow
diagrams (i.e. FixIFD) defines the C-M-SBC-PA state expression of a system.

Rule 2 describes that a recursive interaction flow diagram (i.e. FixIFD) is defined by
the recursion of an interaction flow diagram (i.e. IFD).
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Rule 3 describes that an interaction flow diagram (i.e. IFD) is defined by a
type_1 interaction (i.e. Type_1_Interaction) followed by zero or more type_1_or_type_2
interactions (i.e. Type_1_Or_2_Interaction).

Rule 4 describes that the type_1_or_2 interaction (i.e. Type_1_Or_2_Interaction)
is either a type_1 interaction (i.e. Type_1_Interaction) or a type_2 interaction (i.e.
Type_2_Interaction).

3.5 State Expression of a System in Channel-Based Multi-queue SBC Process
Algebra

In C-M-SBC-PA, the state expression of a sharing economy service systems

design is defined as FixIFDii =1,m and the expression of FixIFDi is defined

as aijfix(Xi=  Xi )j =1,n , where ai1 = gi1 for all i ∈ 1,m. To combine them

together, we summarize that in C-M-SBC-PA the MBSE sharing economy ser-

vice systems design is then formally defined as “fix(X1=g11●a12●a13●…●a1n●X1)

fix(X2=g21●a22●a23●…●a2n●X2)  … fix(Xm=gm1●am2●am3●…●amn●Xm
”.

3.6 Transitional Semantics of Channel-Based Multi-queue SBC Process Algebra

In giving meaning to C-M-SBC-PA, we shall use the following transition system

(S,�,T )

which consists of a set S of state expressions, a set Δ of “type 1 or 2 interactions”, and

a relation T ⊆ S × � × S, where
(
sj, a, sk

) ∈ T is denoted by sj
a→ sk .

The semantics for S consists in the transition rules of each relation T over S×�×S.
These transition rules will follow the construct of state expressions.

As shown in Fig. 3, we give the complete set of transition rules; the names Prefix,
Parallel, Recursion and Constant indicate that the rules are associated respectively with
Prefix, Parallel Composition and Recursion and with Constants.

The rule for Prefix can be read as follows: Under any circumstances, we always infer

a●s
a

s. That is, a state expression, with an interaction prefixed to it, will use this

interaction to accomplish the transition.
There are two transition rules for parallel composition. Rule Parallel1 indicates

that from s1
a

s1
we shall infer  s1 s2

a
s1’ s2. Rule Parallel2 indicates that from

s2
a

s2
we shall infer  s1 s2

a
s1 s2’.

The rule for Constants can be read as follows: the rule of Constants asserts that each
Constant has the same transitions as its defining expression.

Based on the C-M-SBC-PA transitional semantics, whenever  s
a11 amn

s’we
call (a11…amn, s’) a derivative of s. It is convenient to collect the derivatives of a state
expression s into the C-M-SBC-PA transition graph (TG) of s. We use the C-M-SBC-PA
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s s
a

aPrefix

Constant
A s '

s s'
(A s)

def
a

a

Parallel2
s1 s2   s1 s2'

s2 s2'

Parallel1
s1 s2 s1'  s2

s1    s1'
a

a

a

a

Recursion
s{fix(X=s) /X} s '

fix(X=s)       s '
a

a

Fig. 3. Transition rules for C-M-SBC-PA

transition graph to define the execution of the entire system, as shown in Fig. 4. In the C-
M-SBC-PA transition graph of a system, the state expression is represented by a labeled
circle; the edge is used to represent the “transition” between the two state expressions;
the starting state expression is usually represented by an arrow with no origin pointing
to the state expression.

s1a1

s2

s3

s4

a2

a3

a4

Fig. 4. Diagram of the transition graph TG1

We can also list the relationships that represent the transition graph. Table 2 shows
the relation “TGRi” of the transition graph “TGi”.

3.7 Transitional Graph of FixIFD in Channel-Based Multi-queue SBC Process
Algebra

In C-M-SBC-PA, the state expression of FixIFDi is formally defined as
“fix(Xi=gi1●ai2●ai3●…●ain●Xi)”.We use theC-M-SBC-PA transition graphTGi to define
the execution of the FixIFDi state expression, as shown in Fig. 5.

We can also list the relationships that represent the transition graph of the FixIFDi
state expression. Table 3 shows the relation “TGRi” of the transition graph “TGi”.
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Table 2. Relation TGR1 of the transition graph TG1

S1 � S2

s1 a1 s2

s2 a2 s4

s1 a3 s3

s3 a4 s4

si1

gi1

ai2

TGi

si2

si3
ai3

ain

si4

Fig. 5. Transition Graph for FixIFD

Table 3. Relation TGRi for state expression “FixIFDi”

si1 si2

S1 S1

gi1

si2 si3ai2

si3 si4ai3

sin-1 si1ain

3.8 Transitional Graph of a System in Channel-Based Multi-queue SBC Process
Algebra

In C-M-SBC-PA, the state expression of the MBSE sharing economy service

systems design is formally defined as “fix(X1=g11●a12●a13●…●a1n●X1)

fix(X2=g21●a22●a23●…●a2n●X2) …  fix(Xm=gm1●am2●am3●…●amn●Xm)”.
We use the C-M-SBC-PA transition graph TGsystem to define the execution of the

MBSE sharing economy service systems design, as shown in Fig. 6.
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s13

g11

a12

s12

s14

a13

a1n

s22

g21

a22
s23

s24

a2n

sm2

gm1

am2

sm3

sm4

amn

s11 s21

sm1

am3

a23

Fig. 6. Transition graph TGsystem

We can also list the relationships that represent the transition graph of a system.
Table 4 shows the relation TGRsystem of the transition graph TGsystem.

Table 4. Relation TGRsystem

S2

s21 s22

S1 S2

g21

s22 s23a22

s23 s24a23

s11 s12

S1 S2

g11

s12 s13a12

s13 s14a13

s1n-1 s11a1n

sm1 sm2

S1

gm1

sm2 sm3am2

sm3 sm4am3

s2n-1 s21a2n

smn-1 sm1amn
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4 Case: Meal Delivery Sharing Economy Service System

4.1 Meal Delivery Sharing Economy Service System

Definitions for the sharing economy come from different disciplines. Examples are eco-
nomics, business administration, healthcare and lawYang et al. (2018). Sharing economy
is an expression referring to a form of collaborative consumptionwhich can be defined as
app-based platforms allowing consumers/borrowers to engage in monetized exchanges
with providers/lenders throughpeer-to-peer-based services or temporary access to goods,
as shown in Fig. 7.

Consumers/Borrowers Providers/Lenders

App-Based Platform

Service/Goods

Fig. 7. Diagram of sharing economy

Meal delivery sharing economy service system (MDSESS) connects customers with
couriers who provide the meal delivery service on their own non-commercial vehicles
such as UberEATS and ele.me, partners with local restaurants in selected cities around
the world and allows customers to order meals and utilizes its existing network to deliver
ordered meals in minutes.

Behaviors of the meal delivery sharing economy service system consist of: a)
Registering_Courier_Account behavior, b) Placing_an_Order behavior, c) Accept-
ing_a_Delivery_Request behavior, d) Paying_the_Order behavior and e) Rat-
ing_the_Courier behavior.

In theRegistering_Courier_Account behavior, a platformmanager shall use theReg-
ister_Courier_Account_UI component to input the corresponding data for this courier
account registration. After that, the courier account registration data will be saved to
the MDSESS_Database component. In the Placing_an_Order behavior, MDSESS dis-
plays all restaurants close to customers. Customers can see the menu and place their
orders directly through the app. Once an order is placed, all related data will be saved
to the MDSESS_Database object. In the Accepting_a_Delivery_Request behavior, a
courier just taps the screen to accept the delivery request. Once the acceptance is con-
firmed, all related data will be saved to the MDSESS_Database object. In the Pay-
ing_the_Order behavior, customer uses the Pay_the_Order_UI object to accomplish
the payment and gets a receipt report. In the Rating_the_Courier behavior, customers
use the Rate_the_Courier_UI object to rate the courier.
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4.2 Channel-Based Multi-queue SBC State Expression of the Meal Delivery
Sharing Economy Service System

We first use the C-M-SBC-PA to design the meal delivery sharing economy ser-
vice system. The channel-based multi-queue state expression of the meal delivery

sharing economy service system, sMDSESS, is defined as “fix(X1=g11●v12●X1)

fix(X4=g41●v42●g43●X4) fix(X5=g51●v52●X5)”.
We use the C-M-SBC-PA transition graph TGMDSESS

defined as “TG1 TG2 TG3 TG4 TG5” to represent the state expression of the meal

delivery sharing economy service systems design, as shown in Fig. 8.

s42

g41

v42

s41 s43

g43

s32

g31

v32

s31

s33

s34

g33

s35 g34

v35

s52
g51

s51

v52

s22

g21

v22

s21

s23

s24

g23

s25 g24

v25

s12
g11

s11

v12

Fig. 8. Transition graph TGMDSESS
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We use a TG relation TGRMDSESS S1X XΛXΘXΓXS2defined

as  “TGR1 TGR2 TGR3 TGR4 TGR5”to represent the C-M-SBC-PA transition graph

TGMDSESS of the state expression of the MBSE meal delivery sharing economy service
systems design, as shown in Table 5.

Table 5. Relation TGROSS

Platform_
Manager

Register_
Courier_
Account

S1

s11

S2

in Register_
Courier_
Account_
Form

Register_
Courier_
Account_
UI

s12

g11

Register_
Courier_
Account_
UI

SQL_Insert_
Register_
Courier_
Account

s12

in Register_
Courier_
Account_
Query

MDSESS_
Database

s11

v12

Customer
Show_Restaurants_
and_Meals_
CALL

Place_an_
Order_UI

g21

Customer
Place_
an_
Order

in Place_
an_
Order_
Form

Place_an_
Order_UI

g24

Customer
Show_Restaurants_
and_Meals_
RETURN

out
Restaurants_
and_Meals

Place_an_
Order_UI

g23

Place_an_
Order_UI

Customer_
GPS_
Positioning

out Customer_
GPS_
Coordinates

Customer_
GPS_P (P =
AAA000 to
ZZZ999)

v22

Place_an_
Order_UI

SQL_Insert_
Place_
an_
Order

in Place_
an_
Order_
Query

MDSESS_
Database

v25

s21

s22

s23

s24

s25

s22

s23

s24

s25

s21

S1 S2

Courier

Show_a_
Delivery_
Request_
CALL

Accept_a_
Delivery_
Request_UI

g31

Accept_a_
Delivery_
Request_UI

SQL_Select_a_
Delivery_
Request

s32

in
Courier_Number;
out a_Delivery_
Request_Query

MDSESS_
Database

v32

Courier

Show_a_
Delivery_
Request_
RETURN

s33 out a_Delivery_
Request

Accept_a_
Delivery_
Request_UI

v33

Courier
Accept_a_
Delivery_
Request

s34
in Accept_a_
Delivery_
Request_Form

Accept_a_
Delivery_
Request_UI

v34

Accept_a_
Delivery_
Request_UI

SQL_Insert_
Accept_a_
Delivery_
Request

s35
in Accept_a_
Delivery_
Request_Query

MDSESS_
Database

g35

s31 s32

s33

s34

s35

s31

S1 S2

Customer
Pay_the_
Order_
CALL

Pay_the_
Order_UI

g41

Pay_the_
Order_UI

SQL_Insert_
Pay_the_Order

s42

in Pay_
the_Order_
Query

MDSESS_
Database

v42

Customer
Pay_the_
Order_
RETURN

s43 out Receipt_
Report

Pay_the_
Order_UI

g43

Customer Rate_
the_Courier

s51 in Stars Rate_the_
Courier_UI

g51

Rate_the_
Courier_UI

SQL_Insert_
Rate_
the_Courier

s52

in Rate_
the_Courier_
Query

MDSESS_
Database

g52

s41 s42

s43

s41

s52

s51

S1 S2
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5 Conclusions

This paper proposes the channel-based multi-queue structure-behavior coalescence pro-
cess algebra (C-M-SBC-PA) as the modeling language for model singularity of the
MBSE sharing economy service systems design. In C-M-SBC-PA, only one single dia-
gram is used to specify the semantics of the design of the sharing economy service
system. In general, when the C-M-SBC-PA method is used, the model consistency in
the MBSE sharing economy service system design will be fully guaranteed.
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their valuable comments, which help clarify subtle points and triggered new ideas.
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Abstract. Entrusted by the Kaohsiung Rapid Transit Corporation
(KRTC), this study attempts to devise a more effective methodology to
forecast the passenger volume of the subway system in the city of Kaoh-
siung, Taiwan. We propose a local linear kernel model to incorporate
different weights for each realized observations. It enables us to capture
richer information and improve rate of accuracy. We compare different
methodologies, for example, ARIMA, Best in-sample fit ARIMA, linear
model, and their rolling versions with our proposed local linear kernel
regression model by examining the in-sample and out-of-sample perfor-
mances. Our results indicate that the proposed rolling local linear kernel
regression model performs the best in forecasting the passenger volume
in terms of smaller prediction errors in a wide range of measurements.

Keywords: Subway Volume Forecasting · Local linear kernel
regression · ARIMA model

1 Introduction

Kaohsiung city is the second largest city in Taiwan with a population of approx-
imately 2.77 million. The Kaohsiung Mass Rapid Transit System (hereafter
“KMRT”), the city’s subway system, covers the metropolitan areas of the
city and is operated by the Kaohsiung Rapid Transit Corporation (hereafter
“KRTC”) under the contract with the local government. KMRT consists of two
lines with 36 stations covering a distance of 42.7 km. The Red Line and the
Orange Line started their operation for services on March 9 and September 14,
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2008, respectively. The number of passengers that KMRT served in 2014 reached
about 168,093 people per day and the accumulated volume of passengers has
been over 200 million people since it is launched in early 2008.

The number of the passengers has been increasing drastically since year 2008.
In order to better plan and operate the transportation systems1, understanding
and forecasting the number of passengers are extremely crucial. Prior literature
has attempted to develop appropriate models for forecasting passenger traffic
flows, e.g. air traffic flows (Carson et al. 2011; Fildes, Wei and Ismail 2011),
the passenger numbers in trains (Nielsen et al. 2014), and the freight markets
(Batchelor et al. 2007). KRTC also studies the forecasting of the subway volumes
internally and publishes a report titled “The Study of Kaohsiung Subway Volume
Forecasting - ARIMA Approach” (hereafter “the REPORT (2014)”).

Carson et al. (2011) propose an aggregating individual markets (AIM) app-
roach to predict air travel demand, while Fildes et al. (2011) examine several
popular approaches to forecast short- to medium-term air passenger traffic flow.
Nielsen et al. (2014) present an innovative counting technique using the weight-
ing systems installed in trains to predict the passenger numbers in the capital
region of Denmark. Batchelor et al. (2007) investigate the performance of preva-
lent time series models, including ARIMA models, V AR models, and V ECM
models, in forecasting spot and freight rate. Batchelor et al. (2007) find that
VECM models generate the best in-sample fit and that all models beat a ran-
dom walk benchmark in out-of-sample forecasting. The REPORT (2014) applies
the ARMIA model to fit the time series data of the Kaohsiung subway volumes
and tests the in-sample performance over the historical time series.

Due to the unsatisfactory predictive capability of the current ARIMA mod-
els, the KRTC entrusts us to conduct further research on forecasting the number
of passengers with smaller prediction errors. We first consider the linear models,
which are able to capture the additional local economy and weather informa-
tion, see Woodridge (2002), Jin et al. (2014). Fan (1992, 1993) proposes an
innovative approach in the estimation of unknown regression functions using
kernel weighted local linear methods2, called the local linear kernel regression.
The basic prediction problems are the same for both linear model and local lin-
ear kernel regression, however, the coefficients are estimated using the weighted
realized information in local linear kernel regression, which helps to capture
the nonlinearity in historical data. Li and Racine (2004) further discuss how to
select the optimal bandwidths in the above mentioned kernel weighting problem
using the cross-validation method. Several applications are studied using Li and
Racine (2004)’smethodology, for example, Zhu (2014) shows that the local linear
kernel regression can provide a better way to predict the crude oil price with
much better prediction accuracy. In this paper, we will also apply the local linear
kernel regression method in dealing with the subway volume data.

1 For example, daily operations optimizing, strategic planning and revenue distributing
among the operations and etc.

2 For further reference, see Ruppert and Wand (1994), Fan and Gijbels (1995) and
etc.
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In this article, using the data provided by KRTC and the Kaohsiung
City Government, we compare several different prediction methods, including
ARIMA models as in the REPORT (2014), linear model, local linear kernel
regression and their rolling versions. Both in-sample and out-of-sample tests are
conducted and the rolling local linear kernel regression demonstrates the best
prediction abilities in forecasting the future subway volumes with considerably
small prediction errors. We suggest that the KRTC consider our proposed model
to conduct future KMRT demand predictions.

The remainder of the paper is organized as follows. The next section presents
our proposed forecasting methodologies. Section 3 describes the data and pre-
treatment. We run the unit root test and construct the predictive models. The
comparison of different prediction models are then analyzed in Sect. 4. Finally,
Sect. 5 provides discussions and conclusions.

2 The Model

2.1 The Basic Prediction Problem

Consider the basic prediction problem with the following general regression form:

y = g(x) + μ

where x is the vector of explanatory variables, y is the response variable and μ
is the noise term.

In the current application of ARIMA model, only the information of the time
series {yi}n

i=1 is captured. Following the REPORT (2014), we also include the
local gasoline price, the local unemployment rate, the logarithm of the rainfall
level, and the temperature of Kaohsiung and others as the explanatory variables,
thus the vector x contains not only the lagged information of y, but also the other
explanatory variables.

Linear Model. When g(·) is a linear function, the prediction problem is

y = a + x′b + μ

and the parameters are simply estimated by the ordinary least squire method,

mina,b

n∑

i=1

(Yi − a − X ′
ib)

2

where (Yi,Xi) are sample realizations. In the linear model, the coefficients a, b
are fixed, independent of the input vector x.
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Local Linear Kernel Regression. Following Fan (1992, 1993), the informa-
tion for each realized observation (Yi,Xi) should not be equally weighted in
estimating the coefficients of a, b for different input vector x, if considering the
prediction model as a local linear function

y = a(x) + x′b(x) + μ,

and the information is weighted by the kernel K(Xi−x
h ), the parameters a(x), b(x)

are estimated by

mina,b

n∑

i=1

(Yi − a − (Xi − x)′b)2K(
Xi − x

h
)

where (Yi,Xi) are sample realizations, K(·) is the kernel function, h is the band-
width.

The optimal bandwidth h can be selected using cross validation methods (Li
and Racine 2004) as below:

CVf (h1, ..., hs) =
1
n2

n∑

i=1

n∑

j=1

K̄h(Xi,Xj) − 2
n(n − 1)

n∑

i=1

n∑

j �=i,j=1

Kh(Xi,Xj)

when using the integrated squared error as the loss function.
Zhu (2014) shows that the local linear kernel regression can provide a better

way to predict the crude oil price with much better prediction accuracy. In this
paper, we also apply the local linear kernel regression method in dealing with
the subway volume data.

3 Data

3.1 Data Description and Pre-treatment

Our data is provided by Kaohsiung Rapid Transit Corporation and Kaohsi-
ung City Government. The database includes five time series: the logarithm of
the monthly subway volume, the local gasoline price, the local unemployment
rate, the logarithm of the rainfall level, and the temperature of Kaohsiung3.
The database spans from April 2008 to December 2013, including a total of 69
observations for each time series.

We impose three unit root tests on the logarithm of the monthly volume
and other explanatory variables (Augmented Dickey-Fuller test, KPSS test and
Philipps-Perron test). Table 1 demonstrates the three unit root test statistics
and their p-values. Only the ln(volume) cannot reject the existence of unit root

3 We follow the REPORT (2014), which suggests the local gasoline price, the local
unemployment rate, the logarithm of the rainfall level, and the temperature of Kaoh-
siung may affect the subway volume, and all the times series are collected from
Kaohsiung City Government.
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Table 1. Unit root test

ADF test PP test KPSS test

ln(volume) −5.2432 −8.2428 2.9062

(< 0.01) (< 0.01) (< 0.01)

Gasoline −4.3656 −2.8406 1.9320

(< 0.01) (0.2335) (< 0.01)

Unemployment −2.5096 −2.4148 1.5869

(0.3681) (0.4066) (< 0.01)

ln(rainfall) −3.9612 −4.3683 0.0398

(0.0167) (< 0.01) (> 0.1)

Temperature −5.0849 −3.4333 0.0432

(< 0.01) (0.0579) (> 0.1)

Table 1 demonstrates the three unit root test statistics and
their p-values. The three unit root tests are Augmented
Dickey-Fuller test, KPSS test and Philipps-Perron test.

at 1% level, while there are insufficient evidence to argue the four explanatory
variables also have the unit root4. Thus we take the first order differences of
ln(volume) and keep the other explanatory variables in the predictive model.

3.2 Predictive Models

After accounting for the unit root issues, we set up the basic predictive model
as below:

Δln(V olume)t = α + β1Δln(V olume)t−1 + β2ln(V olume)t−1 + β3Gast−1

+β4Unemploymentt−1 + β5Ln(Rainfall)t−1 + β6Temperaturet−1 + εt

where ln(V olume)t is the logarithm of the subway volume at time t, Gast−1 is the
local gasoline price at time t− 1, Unemploymentt−1 is the local unemployment
rate at time t− 1, Ln(Rainfall)t−1 is the logarithm of the rainfall level at time
t−1, Temperaturet−1 is the temperature of Kaohsiung at time t−1. Thus given
the information at time t−1, we would like to forecast the difference in logarithm
of the subway volume at time t, then obtain the subway volume prediction at
time t.

In the next section, we would like to apply ARIMA, linear model and local
linear kernel regression to demonstrate the predictive capability in both training
and holdout samples.

4 Because the unit root test results may be driven by the “Pseudo Long Memory
Phenomenon” in a piecewise stationary time series as documented in Jin and Yau
(2012), therefore we apply multiple unit root tests here.
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4 Empirical Results

With the objective of providing a better forecasting method, we compare four
different methodologies including the REPORT ARIMA, the best in-sample
fitted ARIMA, the linear model and the local linear kernel model. We divide the
sample into two groups: 1. we use the first 50 observations as the training sample,
which is used to construct the fitted model; 2. the remaining 19 observations as
the holdout sample, which is used to test performance of the constructed model.

In the REPORT (2014), the internal statisticians only apply the ARIMA
model and the best fitted model is ARIMA(0, 1, 1). However, they only con-
sider the in-sample fitting and testing. Therefore in this paper, we consider
both ARIMA(0, 1, 1) and the best in-sample fitted ARIMA using the in-sample
observations (50 observations). Further we also utilize the linear model and the
local linear kernel model to capture additional information provided by Kaohsi-
ung Rapid Transit Corporation and the local government.

4.1 Performance Measures

We implement several performance measures which are common in literature
(e.g. Hyndman and Koehler 2006; Steyerberg et al. 2010; Zhu, 2014; Zhong
et al. 2015 and etc.). Our performance measures include Mean Squared Predic-
tion Error (MSPE), Mean Squared Prediction Percentage Error (MSPE), Mean
Absolute Percentage Error (MAPE), R2, Directional Accuracy Ratio and etc.

Mean Squared Prediction Error (MSPE)
Mean Squared Prediction Error (MSPE) is a widely used performance measure
(Hyndman and Koehler 2006) to test the validity of a prediction model with the
following form:

MSPE =
1
N

N∑

i=1

(Yi − Ŷi)2

where N is the number of observations in the training/holdout sample, Yi is
the realized observation and Ŷi is the prediction value. MSPE is to measure the
dispersion of the realized observations and the prediction values.

Mean Squared Prediction Percentage Error (MSPPE)
Mean Squared Prediction Percentage Error (MSPPE) is a percentage version of
the dispersion between the realized observations and the prediction values, with
the following form:

MSPPE =
1
N

N∑

i=1

(
Yi − Ŷi

Yi
)2.

Mean Absolute Percentage Error (MAPE)
Stutzer (1996) and Zhong et al. (2015) argue that the MAPE is a more robust
dispersion measure in testing the pricing errors. Thus we also include MAPE as
an alternative dispersion measure as below:
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MAPE =
1
N

N∑

i=1

|Yi − Ŷi

Yi
|.

ρ (Correlation)
ρ is the correlation between the prediction values and the true observations,
which not only measures the level of co-movement but also measures the direction
of co-movement (the sign of ρ).

R2 (Explained Variation)
R2 is a widely used performance measure for continuous outcomes in both in-
sample test and out-of-sample test. Steyerberg et al. (2010) address that R2 is
an overall performance measure, with the following alternative definition:

R2 = ρ2

where ρ is the correlation.

Directional Accuracy Ratio
Directional Accuracy Ratio is a descriptive measure, which measures the per-
centage accuracy in direction in the prediction values:

Directional Accuracy Ratio =
#(sign(Yi) = sign(Ŷi))

N
.

4.2 Empirical Results

In the REPORT (2014), only ARIMA model and in-sample performance are
discussed. However, in a forecasting problem, testing the performance in the
holdout sample is much more important than just testing in the training sample.
Therefore in this section we will discuss both in-sample and out-of-sample per-
formances of different methods. There are four basic prediction models addressed
in our prediction comparisons:

1. REPORT ARIMA
The REPORT ARIMA is the prediction model mentioned in the REPORT
(2014), i.e. ARIMA(0, 1, 1). The coefficients are estimated by the training
sample.

2. Best In-sample fitted ARIMA
The best in-sample fitted ARIMA is the prediction model with the best
AIC, AICc and BIC performance in running the training sample, i.e.
ARIMA(1, 1, 0)5.

3. Linear Model
The linear model is the model mentioned in Sect. 2.1.1.

4. Local Linear Kernel Regression
The local linear kernel regression is the model mentioned in Sect. 2.1.2.

5 ARIMA(0, 1, 1): AIC = −69.18; AICc = −68.92; BIC = −65.4. ARIMA(1, 1, 0):
AIC = −66.38; AICc = −66.12; BIC = −62.6.
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In-Sample Comparison. In-sample comparison examines the in-sample per-
formance on the training sample after calibrating the prediction models by the
training sample. We first fit the models using training data, then test their
performance. Please notice that in-sample testing does not examine the predic-
tive capability but shows how much variation (in the training sample) can be
explained by the fitted models. Figure 1 shows the in-sample fitted time series
(ln(V olume)) for four different fitting methods (REPORT ARIMA, Best-fit
ARIMA, Linear Model, Local Linear Kernel Regression) and all the models
provide satisfactory performance in in-sample fitting.

Fig. 1. In-sample fitted time series

Figure 1 shows the in-sample fitted time series (ln(V olume)) for four differ-
ent fitting methods (REPORT ARIMA, Best-fit ARIMA, Linear Model, Local
Linear Kernel Regression).

Table 2 demonstrates the different prediction performance measures (Mean
Squared Prediction Error (MSPE), Mean Squared Prediction Percentage Error
(MSPPE), Mean Absolute Percentage Error (MAPE), R2 (Explained Varia-
tion), ρ (Correlation) and DAR (Directional Accuracy Ratio)) of the dependent
variable Δln(V olume) for four different in-sample fitting methods (REPORT
ARIMA, Best-fit ARIMA, Linear Model, Local Linear Kernel Regression) .
Two ARIMA models provide a better overall performance and a higher direc-
tional accuracy ratio. They can explain the variation by around 80%. However,
the linear model and the local linear kernel regression model have much smaller
mean squared errors and two percentage error measures.6

6 We delete the two observations with the true value 0 in calculating the percentage
error measures.
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Table 2. In-sample performance

ARIMA(REPORT) ARIMA(Best-fit) LM LLKR

MSPE 0.013 0.014 0.009 0.007

MSPPE 21.678 14.521 4.019 2.724

MAPE 1.913 1.982 1.253 1.098

R2 0.799 0.776 0.443 0.570

ρ 0.894 0.881 0.665 0.755

DAR 0.857 0.857 0.735 0.755

Table 2 demonstrates the different prediction performance measures
(Mean Squared Prediction Error (MSPE), Mean Squared Prediction
Percentage Error (MSPPE), Mean Absolute Percentage Error (MAPE),
R2 (Explained Variation), ρ (Correlation) and DAR (Directional Accu-
racy Ratio)) of the dependent variable Δln(V olume) for four different
in-sample fitting methods (REPORT ARIMA, Best-fit ARIMA, Lin-
ear Model, Local Linear Kernel Regression).

Out-of-Sample Comparison. We mainly focus on the out-of-sample compar-
ison because it demonstrates the prediction ability in a Holdout Sample. Notice
that the ARIMA models have limited long term forecasting abilities, thus we
propose a rolling version for all the four prediction methods: at any time t in
holdout sample, we will use all the observations from 1 to t as the training sam-
ple, and forecast the value at time t + 1. On one hand, we can benefit from all
up-to-date information; on the other hand, we improve the prediction ability of
ARIMA model a lot.7 Therefore, we will have a total of eight prediction models
to compare in this section.

Figure 2 shows the in-sample fitted time series (ln(V olume)) for eight differ-
ent prediction methods (REPORT ARIMA, Best-fit ARIMA, Linear Model,
Local Linear Kernel Regression and their rolling versions). Overall, the rolling
versions provide a better predictive capacity in fitting the out-of-sample time
series than the non-rolling models.

Table 3 demonstrates the different prediction performance measures (Mean
Squared Prediction Error (MSPE), Mean Squared Prediction Percentage Error
(MSPPE), Mean Absolute Percentage Error (MAPE), R2 (Explained Variation),
ρ (Correlation) and DAR (Directional Accuracy Ratio)) of the dependent vari-
able Δln(V olume) for eight different prediction methods (REPORT ARIMA,
Best-fit ARIMA, Linear Model, Local Linear Kernel Regression and their rolling
versions). For non-rolling versions, two ARIMA models have smaller MSPE,
MSPPE and MAPE. However, their prediction points have almost zero varia-
tion explanatory power in either R2 or Directional Accuracy Ratio; this is mainly

7 For example, the ARIMA(0, 1, 1) has very weak prediction ability, because accord-
ing to the formula, Yt = Yt−1 + ρεt−1 + εt, we cannot forecast t + 2 value with
any variations. Similarly in our results, the non-rolling version predicted values are
constant for t + 1 to t + 19.
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Fig. 2. Out-of-sample fitted time series

Table 3. Out-of-sample performance

ARIMA(RE) ARIMA(Bf) LM LLKR ARIMA(R, RE) ARIMA(R, Bf) LM(R) LLKR(R)

MSPE 0.011 0.011 0.016 0.022 0.014 0.016 0.009 0.009

MSPPE 1.000 0.999 11.710 27.893 2.269 25.082 1.895 1.498

MAPE 1.000 1.000 2.168 2.993 1.303 2.358 1.151 0.999

R2 NA 0.108 0.523 0.557 0.539 0.176 0.421 0.416

ρ NA 0.329 0.723 0.746 −0.734 −0.420 0.649 0.645

DAR 0.000 0.222 0.500 0.500 0.222 0.389 0.556 0.556

Table 3 demonstrates the different prediction performance measures (Mean Squared Prediction Error

(MSPE), Mean Squared Prediction Percentage Error (MSPPE), Mean Absolute Percentage Error

(MAPE), R2 (Explained Variation), ρ (Correlation) and DAR (Directional Accuracy Ratio)) of

the dependent variable Δln(V olume) for eight different prediction methods (REPORT ARIMA

(marked with RE), Best-fit ARIMA (marked with Bf), Linear Model, Local Linear Kernel Regres-

sion and their rolling versions (marked with R).

because ARIMA model has no long term prediction power thus there is no vari-
ation in the prediction values when using the ARIMA model. Among all the
four methods, local linear kernel regression provides the highest R2 and consid-
erably small MSPE. Linear model provides slightly weaker, but still satisfactory
performance in predicting the subway volume in the holdout sample.

The rolling methods provide better prediction performances for all four meth-
ods than the non-rolling versions. Compared with the ARIMA models, our two
proposed methodologies demonstrate lower in prediction error measures (MSPE,
MSPPE and MAPE), higher variation explanation measure R2, larger positive
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correlation ρ and better directional prediction. Among all the eight methods
comparison, the rolling local linear kernel regression dominates the other seven
in terms of the out-of-sample performance, followed by the rolling linear model.
Though the ARIMA models can explain the in-sample variation reasonably well,
they have very limited predictive capability even we adjust the model using the
rolling method.

5 Conclusion

Entrusted by the KRTC, this study attempts to devise a more effective method-
ology to forecast the passenger volume of the subway system in the city of
Kaohsiung, Taiwan. For a newly-built subway system in a metropolitan area, it
is utterly crucial to accurately understand the demand before the service is put
into operation. Not only does it facilitate flow of passenger, public security, and
operation efficiency, it is also of vital importance in future planning and devel-
opment. Previous study by the KRTC has applied the ARIMA model to predict
the passenger volume in a linear fashion by various variables, for instance, gaso-
line price, unemployment rate, temperate and so on. However, there is still room
for improvement on the predictive capability.

In this study, we propose a local linear kernel model to incorporate different
weights for each realized observations. It enables us to capture richer information
and improve rate of accuracy. To this end, we compare different methodologies,
for example, ARIMA, Best in-sample fit ARIMA, linear model, and their rolling
versions with our proposed local linear kernel regression model by testing the in-
sample and out-of-sample performances. Our results indicate that the proposed
rolling local linear kernel regression model performs the best in forecasting the
passenger volume in terms of smaller prediction errors in a wide range of mea-
surements. Because of the adjusted weights through the kernel function, the
predictive capability of the rolling local linear kernel regression model outper-
forms all the other tested models. In conclusion, we suggest that the KRTC
adopt the proposed model for future demand predictions.
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Abstract. Explosive growing and ubiquitous accessing of digital music
encourage the need for the content analysis of music objects. Music emo-
tion, as a significant component of affective content, convoy high-level
semantics of music objects. Provided with proper features, music emo-
tion recognition could be formulated as a regression problem or a train-
ing/classification process, in which the emotions are represented as vec-
tors in the dimensional space or categorical tags, respectively. In this
paper, we would like to propose a machine learning-based approach to
predict dimensional emotion of music objects without a sophisticated
feature extraction process. Meanwhile, the exponential frequency resolu-
tion of Constant-Q Transform mirrors the human auditory system. First,
we apply the Constant-Q Transform on music objects to derive the spec-
trogram, which is the corresponding visual representation of audio sig-
nals. Then, we make use of the convolutional neural network, which is
commonly and successfully applied to analyze the visual image, on spec-
trogram for predicting music emotion. Experimental results show that
our approach is promising and effective. By using the ten-fold cross-
validation, our approach achieves the Top-3 accuracy as high as 82.24%
in the valence dimension and 81.80% in the arousal dimension.

Keywords: Music emotion recognition · Convolutional neural network

1 Introduction

Music Emotion Recognition (MER) is an interesting and promising research
issue field of Music Information Retrieval (MIR), and has received attention
nowadays. Although some theories and models were presented in the society of
MIR, some issues remain unsolved. For example, it is still challenging to properly
describe expressed emotions of music objects. Meanwhile, perceived emotions
could be subjective and vary considerably from individual to individual. Thus,
researchers attempt to investigate MER from different aspects. For instance,
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in [7], the authors exploit music genres to predict essential emotions. In [2],
the authors collect physiological data by using the IoT devices to construct
classification model. In addition, Hsu et al. make use of EEG signals to explore
emotion, and consider the individual differences to construct personalized model
for predicting perceived emotions [6].

Generally, there are two different kinds of emotion models: the discrete emo-
tion model and the dimensional emotion model [5]. In the discrete model, emo-
tions are divided into some discrete states and represented as tags, for instance,
happiness, anger, and sadness. In the dimensional model, the emotion space is
used to demonstrate the concept of emotions in which emotions are represented
as vectors in the n-dimensional space. Based on the dimensional emotion model,
Thayer proposes the two dimensions of emotional coordinate: valence axis and
arousal axis [17], in which valence represents the way one judges a situation from
positive to negative and arousal represents the degree of excitement.

Table 1. Accuracy and approach of music emotion classification in MIREX from 2014
to 2018.

Year/Code Feature + Approach acc(%)

2014/PP1 [14] MFCC + two-level SVM 66.63

2015/LK2 ∗ 66.17

2016/LS1 [11] FFT & MFCC + CNN 63.30

2017/PLNPH1 [15] pre-train encoder + SVM 69.83

2018/WB1 [1] STFT + CNN 61.17

∗ The report is missing; the hyperlink of the report is not
valid.

In the MIR society, several approaches have been proposed for emotion
classification tasks. Table 1 summarizes the regular event of Music Information
Retrieval Evaluation eXchange (MIREX) [4] from 2014 to 2018. The SVM-based
approaches have been widely used in the beginning [9]. Along with the progress
of the machine learning technique, researchers started to apply neural networks
to emotion classification tasks [3]. Meanwhile, the method used for extracting
features from acoustic content is also crucial to prediction accuracy. Accord-
ing to [10,13], the Constant-Q Transform (CQT) preserves the most acoustic
features and achieves good performance whether in music genre classification
or music emotion recognition. As a result, using CQT as a feature extraction
method and applying CNN to construct prediction models would be able to
achieve a prospective and reasonable performance.

In this paper, we would like to present our approach to predict music emo-
tion by using CNN. The input of the problem is an audio clip of music object;
and the output is a two-dimensional emotion vector in the valence and arousal
dimensions. We make use of various feature extraction and feature transforma-
tion methods to convert audio clips into spectrograms. Then, we apply CNN on
the corresponding spectrograms to construct our model for classification.
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The rest of this paper is organized as follows. First, in Sect. 2, we provide
a detailed description of the proposed approach, including feature extraction
and system architecture. In Sect. 3, we present the experimental results and
performance evaluation. Finally, we conclude this paper in Sect. 4.

2 Approach

In this section, we briefly introduce the feature extraction, the sliding window,
and the quantification applied in our approach. Then we will present our system
architecture and describe our approach.

2.1 Feature Extraction

To apply CNN, we have to fit the input requirement of CNN, which is a fix
dimensional matrix, while music excerpts given for music emotion recognition are
usually sequential signals. Thus, we convert the music excerpts into spectrograms
that contain features of the original acoustic content.

According to [8], researchers make use of Fourier Transform to extract the
music features. While processing the music excerpts, Short-Time Fourier Trans-
form (STFT), which is a Fourier-related transform, is designed for determining
the sinusoidal frequency and phase content of local sections of a signal as it
changes over time [18]. However, STFT fails to address high and low frequen-
cies. Constant Q Transform (CQT) provides a varying time-frequency resolution
and it outperforms STFT when processing high and low frequencies. CQT is cal-
culated into the log frequency domain rather than the linear frequency domain,
such as STFT, and its window length changes in the wake of frequency. There-
fore, low and high frequencies result in high spectral resolution and high temporal
resolution, respectively. In addition, we select the Mel-frequency Cepstral Coeffi-
cient (MFCC) as one of our feature extraction method, which is commonly used
in processing sound signals. MFCC not only can be used as features in speech
recognition but also have an increased usage in music information retrieval appli-
cations, for instance, genre classification and audio similarity measures [12].

In our experiments, we perform STFT, CQT, and MFCC to convert music
excerpts into spectrograms. To further observe the relation between high and low
frequencies and music emotion recognition prediction, we additionally implement
pitch Chroma [8], which converts the input spectrogram into a 12 semitone
represented spectrogram.

2.2 Sliding Window

The dataset, we used in this project, provides valence and arousal coordinates
for each 0.5 s. Intuitively, we apply a sliding window of 0.5 s to audio clips
and compose with its corresponding coordinates as training and testing pairs.
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However, adequate continuity (a period of time span) of music stimulus is also
crucial to sustain emotion. The 0.5-s interval may not provide enough informa-
tion both from audio clips and V-A coordinates. Thus, in our experiments, we
apply various width of sliding windows to determine the most suitable period.
We average the relative V-A coordinates in each slice and regard it as its ground
truth. In addition, since music is a sequence structure, each signal is high-related
to the previous and following one, we also apply sliding windows with or without
50% overlapping in each sliding window size, respectively.

2.3 Quantification

The results of emotion recognition tasks are numerical data which are vectors in
the dimensional space, containing valence and arousal dimensions. However, we
apply CNN to deal with the classification task of music objects in this paper.
Thus, we quantize each dimension into 21 categories. To be more specific, the
valence and arousal dimensions in our dataset are values between −1 to 1, inclu-
sively, we round them to the nearest tenth and regard each tenth value as a label.
Quantizing the vectors not only make it effective to predict dimensional emotion
of music objects, but also provide a more clear and unsophisticated evaluation
process, for instance, confusion matrix and Fuzzy-3 accuracy. We show an exam-
ple of the distribution of the valence dimension and the arousal dimension after
performing quantification in Fig. 1. We also show some examples of labels with
its corresponding spectrogram in Fig. 2.

2.4 System Architecture

Referring to Fig. 3, our system consists of two stages: model construction and
the evaluating phase. In model construction, we first apply a sliding window
on the music excerpts into equal length slices and convert them into spectro-
grams. Then, we validate the performance using ten-fold cross-validation. In the
evaluating phase, we will report Top-1 accuracy, Top-3 accuracy, and Fuzzy-3
accuracy, which will be described in more details in Sect. 3.4.

Our training procedure follows standard CNN training methods. The model
consists of three layers and the input size is 64× 64× 3. For the first two layers
in the network, they interleave two-dimensional convolutional layers with filter
size 3×3, a max pooling layer and a dropout layer and using ReLU as activation
function. The last layer first converts the 3D feature maps to a 1D feature vectors
and output a one-hot vector by two Dense layers to predict 21 categories. We
show the output shape and the parameters of each layer in Table 2. We train
100 epochs for all experiments and the optimization process is based on Adam
optimizer with learning rate 5e−5.
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(a) Arousal dimension

(b) Valence dimension

Fig. 1. The distribution of arousal and valence dimension.

3 Experiments

3.1 Dataset

We use EmoMusic [16] as our dataset which contains a thousand songs from
Free Music Archive (FMA). Each song is a 45 s excerpt. In every 45 s excerpt,
the first 15 s does not provide valence and arousal coordinates, the collector
indicates that the impact of music on emotions is diminutive in the beginning
stage. The following 30 s provides V-A coordinates for each 0.5 s and the value
is between −1 to 1, inclusively.

3.2 Music Continuity to Emotions

In order to investigate the most suitable music period for the emotion clas-
sification, we apply different width of sliding windows to the song excerpts
with or without 50% overlapping excerpts, respectively. To be more specific,
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Fig. 2. Examples of labels with its corresponding spectrogram.

each overlapping slice includes the last 50% of the previous slice and the first
50% slice length of the next song excerpt. Then, we convert the slices to its
CQT-spectrogram. The results are reported in Table 3.

According to Table 3, the window size of 5 s with 50% overlapping is the best
both in valence dimension and arousal dimension, 56.66% and 64.61% respec-
tively. The results of 5 s slice outperform the results of 0.5 s slice and 10 s, and
all of the results of the slice with 50% overlapping have a better performance
than without overlapping. Thus, music continuity indeed has a significant impact
on the prediction of emotional coordinates, but a surfeit or paucity of acoustic
features may not be able to classify the emotions.

3.3 Feature Extraction to Emotions

Due to various kinds of feature extraction methods that can preserve acoustic
features, using different methods directly affect the prediction of V-A values.
Therefore, we performed five different feature extraction methods to convert the
slice, including STFT, CQT, MFCC, Chroma STFT, and Chroma CQT. The
slice length is base on the results in Sect. 3.2, which is 5 s with 50% overlapping
and each slice were labeled by the same approach in Sect. 3.2. The results are
reported by categorizing Chroma and non-Chroma in Table 4.

For non-Chroma, using CQT-spectrogram as input reach the highest perfor-
mance and the main difference among them is that only CQT achieves a high
spectral resolution at low frequencies and high temporal resolution at high fre-
quencies. For Chroma, the performance dropped significantly due to loosing the
high and low frequencies features after performing Chroma. Therefore, high and
low frequencies feature is an important cause to affect one’s emotions.
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Fig. 3. An illustration of system architecture.

Table 2. The parameters of our CNN model.

Layer Output #P

Convolution2D 62 × 62 × 32 896

Convolution2D 60 × 60 × 32 9, 248

MaxPooling2D 30 × 30 × 32 0

Dropout 30 × 30 × 32 0

Convolution2D 28 × 28 × 64 18, 496

Convolution2D 26 × 26 × 64 36, 928

MaxPooling2D 13 × 13 × 64 0

Dropout 13 × 13 × 64 0

Flatten 10, 816 0

Dense 64 692, 288

ReLU 64 0

Dropout 64 0

Dense 21 1, 365

Sigmoid 21 0

Total 759, 221
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3.4 Evaluation

The experiments in Sect. 3.2 and Sect. 3.3 report the Top-1 accuracy. However,
it is quite ambiguous to classify two or more neighboring coordinates in V-
A space, so using Fuzzy-3 accuracy as evaluation would more convincible and
tenable in our work. Fuzzy-3 accuracy considers the labels that the error is plus
and minus 1 unit as correct prediction and thus it will be able to meet the
ambiguous boundaries between emotions. We showed an example of defining
targets for the mentioned evaluation methods in Fig. 4. We assumed that the
predictions of undepicted labels are not greater than predictions that had shown.
We noted that label 0 is the target of top-1 since it has the highest score among
all predictions. For top-3, we select the top three highest scores, label 0, label
−0.1 and label −0.9, as the targets. Lastly, label −0.1, label 0 (ground truth) and
label 0.1 are the targets that meet the definition of Fuzzy-3 accuracy. Therefore,
in this example, all the mentioned evaluation methods will be count as a positive
prediction.

Table 3. The performance vs. window sizes

Window size accvalence(%) accarousal(%)

0.5 s (baseline) 23.66 27.43

1 s 20.41 27.97

1 s w/ OL 25.13 39.83

3 s 28.72 37.64

3 s w/ OL 35.71 47.46

5 s 35.42 55.47

5 s w/ OL 56.66 64.61

7.5 s 23.22 25.69

7.5 s w/ OL 36.75 28.98

10 s 37.16 29.88

10 s w/ OL 44.88 35.82

Note: OL represents 50% overlapping.

Table 4. The performance vs. feature extraction methods

Features accvalence (%) accarousal (%)

STFT (baseline) 52.49 61.52

CQT 56.66 64.61

MFCC 42.50 47.69

Chroma STFT 29.16 45.38

Chroma CQT 38.33 49.21



274 P.-T. Yang et al.

Fig. 4. An illustration of matching criteria for evaluation methods.

Table 5. The overall performance evaluation

Evaluate approach accvalence(%) accarousal(%)

Top-1 accuracy 56.66 64.61

Top-3 accuracy 82.24 81.80

Fuzzy-3 accuracy 80.51 80.83

Our approach achieves the Fuzzy-3 accuracy 80.51% in the valence dimension
and 80.83% in the arousal dimension. However, the Top-3 accuracy is as high as
82.24% and 81.80% in the valence dimension and arousal dimension, respectively.

Comparing to similar approaches showed in Table 1, the output of their clas-
sification task is categorized into 5 categories while in our work, we make a pre-
diction based on 21 categories. Although the performance is similar, our work is
more advanced and our approach is more integrated (cf. Table 1 and Table 5).

4 Conclusion

In this paper, we propose a machine learning-based approach to predict dimen-
sional emotion of music objects. In our approach, we apply various feature extrac-
tion and transformation methods to convert music objects into spectrograms,
which will be served as inputs of CNN for emotion prediction. We also per-
form experiments to further investigate factors and parameters of our approach.
According to our comprehensive performance study, the CQT-based transforma-
tion with overlapping five-second sliding window achieves the Top-3 accuracy of
more than 80%. The experiment results show that our approach is simple and
effective.
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Abstract. This study explores the emerging phenomenon ofUserGeneratedCon-
tent (UGC) in Business to Business (B2B) digital marketing. It offers deep insights
into the challenges in UGC generation in B2B context which can help develop
frameworks, to leverage UGC for marketing outcomes. Exploratory field research
approach was adopted to examine the state of UGC and other similar practises
in the B2B industry. Semi-structured interviews were conducted with key B2B
practitioners in Asia. Interview data was analyzed through thematic analysis to
understand the challenges and possibilities for UGC in B2B, through the words
andmeanings attached to them by B2B practitioners. Iterations between data anal-
ysis and reference to relevant literature, was done to guide theory development and
subsequent data collection. Based on this understanding a UGC Leverage Frame-
work was developed, which is grounded in practice and relevant theories. This
study has established a basic theoretical framework about the challenges for UGC
generation in B2B industry. As this is the first research study to explore UGC in
B2B contexts, it’s findings fill a gap in current literature and offer suggestions for
further research. The outcome of this study gives B2Bmarketing practitioners and
researchers, a sound understanding of the challenges involved. Thus helping them
find ways to leverage UGC to effectively approach potential customers, at a time
when traditional ways are losing effectiveness over the technology empowered
B2B buyers.

Keywords: User Generated Contents · B2B marketing

1 Introduction

Internet and Social Media Networks have enabled customers to take control of their own
buying journey – whereas marketing is losing control of the customers’ buying journey
(and hence the selling process). Even B2B buyers complete more than 60% of their
buying journey before contacting suppliers’ representative (Dixon and Adamson 2011).
Customers don’t want to be interrupted by marketing messages. Modern technology
development in “ad-blocking” enable customers to realize this wish. This development
poses significant challenge for marketers in reaching potential leads and attracting new
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customers. B2Bmarketing too is shifting from interruptive outbound to inboundmarket-
ing. Personalized Content marketing through educative and consultative content seems
a possible good approach to reach potential leads. But low entry barriers and popularity
of content marketing mean that, there is huge amount of “content clutter” that marketers
must cut through, in order to reach potential leads. Further new technologies like VPN
(Virtual Private Network) pose a big hurdle in identifying the content viewer and thus in
personalizing content. Besides customers are generally skeptical about marketing gen-
erated content (MGC). User Generated Content (UGC) offers a brand-new avenue for
marketers to overcome these challenges. These challenges are faced by B2C marketers
as well as B2Bmarketers. Addressing these challenges, however, could be quite different
in B2B as compared to B2C due to the inherent differences between the two streams of
marketing.

1.1 Research Objectives

B2Bmarketing need new digital marketing tools to overcome the challenges in reaching
the tech-savvy potential customers. The outcomes of previous B2C studies show a strong
possibility that UGC leverage can help B2B marketers in overcoming these challenges
and reach their goals. However, the usage of UGC in B2B is minimal. This paradox calls
for a research in this topic. Most academic research in marketing has been geared toward
B2C rather than B2B issues. B2B field suffers from limited number of studies (Wiersema
2013). There is no academic study focusing on User Generated Content (UGC) in the
B2B context. This empirical research shall be the first one to explore the state of UGC in
B2B. It shall study the reasons of low UGC leverage in B2B, focusing on the challenges
that the users (current customers) and marketers face in UGC generation and leverage.
Then we shall review the traditional B2B marketing practices, that are closest to UGC.
These research objectives shall be met by conducting an interpretive empirical research
through interviews with B2B marketers and iterating those findings with established
theory.

1.2 Research Questions

• What is the state of UGC in B2B?
• What are the challenges if any, in UGC specific to a B2B setting?
• How can B2B marketers encourage the creation of UGC that can maximize B2B
marketing outcomes?

2 Literature Review

As Holliman and Rowley (2014) found, content marketing gives sales organizations the
power to tell a compelling story of their brand and the responsibility to avoid use of
explicit selling language. An effective inbound marketing approach must be based on
a solid understanding of customers’ requirements and how content can be leveraged to
address those requirements. Further as pointed out by Kock and Rantala (2017), B2B
buyerswhether digital-savvy or old-school types expect customer centric contents, based
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on actual customer experience. Digital channels enable customers to express positive
and negative experiences (Kietzmann et al. 2011) with a much wider audience in a
much shorter time compared to traditional Word of Mouth (WOM). User Generated
Content (UGC) can be viewed as an overview of how customers make use of Social
Network Sites, to share their experiences and views (Kaplan and Haenlein 2010). The
Organisation for Economic Cooperation and Development mandates that UGC must
meet three basic requirements, OECD (2007). First, it needs to be published either on a
publicly accessible website or on a social networking site accessible to a selected group
of people. Second, it needs to show a certain amount of creative effort and finally, it
needs to have been created outside of professional routines and practices (Kaplan and
Haenlein 2010; Smith et al. 2012).

While a customer progresses through the stages of purchasing journey and graduates
to purchase stage, B2B purchasing managers tend to form strong bonds with those
suppliers who satisfy both the firm’s organizational needs and the purchasing manager’s
personal needs (Tellefsen 2002; Holliman and Rowley 2014). In the post-purchase stage,
such satisfied customers can be encouraged to generate UGC about their experiences
with the product usage or benefits. Such UGC can then be curated and channelized by
sales company in an online community to create an area for providing more in-depth
information to potential customers in a peer-to-peer setting (Straker et al. 2015).

2.1 Effectiveness of UGC on Purchase Intention

Several B2C studies have concluded the effectiveness of UGC on consumer purchase
behavior, and are relevant to form a theoretical background of this study. While there
are contradictory findings on whether the valence or volume of UGC affects purchase
intentions more, UGC itself has a clear influence on purchase intentions. Chari et al.
(2016) suggest the usage ofUGCas the new formof “customer testimonials.” Their study
points out that ad-scepticism fuels trust towards brand related UGC (UGBR). Marketers
can thus leverage UGC especially while targeting sceptics. An in depth understanding of
UGC impact on B2B marketing goals is essential. Owusu et al. (2016) studied various
features of UGC, in terms of their relative effectiveness in influencing web purchase
intentions. They found that relevance, credibility and up-to-date-ness are the key features
of UGC that positively influence purchase intentions.

2.2 Differences Between B2B and B2C Marketing

While research requirements exist in B2B field, academic research in marketing has
been mostly geared towards B2C rather than B2B issues. B2B field suffers from limited
number of case studies (Wiersema 2013).Most studiesmentioned above are conducted in
B2C settings, hence their outcomes can’t be applied as-it-is to B2B marketing practice,
given the differences between B2C and B2B business environments. The differences
between the B2B and B2C markets are a result of unique decision-making processes
and type of ingredient like products transacted in B2B (Brown et al. 2012; Swani et al.
2017). B2B products and services tend to be more technical and utilitarian in nature.
Also, B2B buying decisions generally have more at stake in terms of performance and
economic risks. Hence B2B buyers follow more elaborate and formal decision-making
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process which is much longer than in case of B2C. To address such requirements, both
buyers’ and sellers’ value and pursue long-term and collaborative relationships, unlike
in case of B2C (Homburg et al. 2010; Zablah et al. 2010; Swani et al. 2017). These
long-term relationships should create a fertile ground for generation of UGC.

Moore et al. (2013) point out differences between B2B and B2C marketers with
regards to their utilization of social media technologies. B2B salespeople utilize profes-
sional networking sites (i.e., LinkedIn) whereas B2C salespeople utilize social network-
ing sites (i.e., Facebook). Iankova et al. (2018) point out that B2B organizations value
SMM less than B2C for Relational Oriented activities. Swani et al. (2017) compared the
popularity of social media content across B2B and B2C markets by analyzing Facebook
message likes and comments. Their finding suggests that B2B viewers are particularly
drawn to corporate brand names as compared to product brand names (Brown et al.
2012; Swani et al. 2017). Swani et al. (2017) further found that in case of messages
that use functional appeals, B2B had a higher number of likes than B2C social media
messages. Messages containing links and cues for information search are more popu-
lar among B2B viewers as compared to B2C viewers. B2B customers tend to respond
and share such messages that contain informational cues (Mudambi 2002; Swani et al.
2017). Swani et al. (2017) attribute the lower comment rate among B2B viewers to the
B2B context, which is highly involved, requires substantial cognitive resources, and has
higher perceived risks than the B2C context. Notably however they found that, in case
of messages containing information search cues or links, B2B viewers gave a higher
number of comments than B2C.

2.3 Literature Review Summary and Gaps

The outcomes of previous B2C studies highlighting benefits of UGC and the charac-
teristics of UGC which affect purchase intentions, suggest that there is good potential
to leverage UGC in a B2B context. Swani et al. (2014, 2017) findings are significant
inputs for B2Bmarketers aiming for higher viewership and engagement through content
marketing. Since UGC is a specialization in marketing content, some of these findings
should apply to UGC marketing. There is however some gap in these studies in terms
of the SMM platforms that they were conducted on. These studies were conducted on
social networking sites Facebook (Swani et al. 2014) and Twitter (Swani et al. 2017)
while B2B marketing commonly utilize professional networking sites such as LinkedIn
and SlideShare, as per the findings of Moore et al. (2013). The differences in B2B social
media viewers’ response to marketing content as compared to B2C viewers, therefore
point to the need for a more focused study on benefits of UGC and ways to leverage it in
the B2B context. As of now, there are no study focused on UGC in the B2B context. This
is clearly a gap in the current literature, which this study targets to fill in. This study will
be the first one to conduct such empirical research to leverage UGC in a B2B setting. The
outcome of this study will therefore give B2B marketers the critical knowledge needed
to leverage UGC, as a brand-new effective way to attract and convert new leads, at a
crucial time when traditional ways are losing effectiveness.
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3 Research Method

3.1 Overview of Research Method

Weadopted an inductive and interpretive, theory building research approach in this study,
to identify and emphasize key points from the actual experience of practitioners (Row-
lands 2005). Semi-structured face-to-face interviews helped to tap the field experience,
knowledge and vision of the practitioners who are proficient in B2B marketing. Data
analysis started with deriving first order themes from the interview contents. Further
interviews were guided by the initial interview data analysis. The emerging theoretical
outcomes are reiterated with existing literature in related fields like Social Media Mar-
keting and B2B marketing. This is to ensure that the emerging theory is firmly grounded
in practice and supporting theories in related fields.

3.2 Data Collection

Following Nag and Gioia (2012) and Braun and Clarke (2013), interviews were con-
ducted with B2B and B2B2C Marketing Practitioners, in order to get insights from the
“ground zero” of B2B industry. Efforts were made to recruit interviewees from compa-
nies at various stages of digital and social media marketing, in order to seek “maximum
variation”, to make sure to catch general trends as well as any contrasting cases. Recruit-
ment of subsequent new interview participants was done in parallel to data collections.
This is to verify or contradict the emerging data codes and themes with upcoming infor-
mation from fresh informants. Participants were from B2B industry in general. This
helped the research by getting much broader perspective of the B2B industry and at the
same time helped to identify the UGC related trends and challenges or pain points that
are common across the industry. All the interviewees were at a mid/advanced level of
Marketing expertise and hands-on experience in the digital, social and content marketing
activities of their companies, so that the study benefits from their ability to relate to UGC
with B2B buyers. The list of B2B Practitioner who participated in the interview, is in
Appendix A.

3.3 Interview Questionnaire

Interview questionnaire was designed to catch the challenges in UGC leverage in B2B
and to capture practitioners’ vision about feasibility of UGC leverage rather than sticking
only to actual usage. Format of interview has been semi-structured interview protocol
with open ended questions to encourage the interviewees to share their experiences
as well as their perspectives and even their novel ideas without being restricted by
researcher’s perspective. Probing techniques such as “Laddering” were deployed (Saaka
et al. 2004) to gain deeper insights. Flexibilitywas exercised to achieve depth of questions
in UGC and to catch the feasibility of effectiveness of UGC or traditional practices like
UGC.The interviewquestionnaire flowed through initial background questions about the
interviewee’s experience inB2Bmarketing, to questions about general Digitalmarketing
strategies to specific questions about exposure to UGC and it’s leverage. Then there were
some deep-dive questions on UGC which were asked only to seasoned marketers who
had a fair exposure of UGC leverage.
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3.4 Data Preparation and Analysis

Interviews were recorded with permission from informants so that key points of infor-
mants’ statements can then be picked up from the recordings for further analysis and
coding can be applied with informant’s own words. The interview recordings were
transcribed into verbatim text – for further analysis and coding.

Thematic Analysis method was employed for Data Analysis, as this was the best
match based on the size of data available – 12 interviews, (Braun and Clarke 2013). The
findings from preceding interviews were leveraged to align and finetune the approach
and questionnaire for the next interviews. While the end goal was to derive mutually
orthogonal categories – each interview was coded to pick up distinct patterns or codes.
Codes were picked up from interview verbatim transcript, employing language used
by informants. A classification of the distinct codes was done to consolidate the codes
into higher level categories. By rearranging those, we could derive following distinct
categories…

a. Effectiveness UGC over MGC.
b. Definition and the characteristics of UGC.
c. Earning and finding UGC.
d. Challenges in UGC generation and leverage.

I. Buyer side
II. Marketer side

e. Current practices in traditional domain for UGC or similar content.

I. Working around the challenges of generating UGC

After more than 10 interviews were done the linkages between first order cate-
gories emerged. These were analysed and iterated to derive second-order themes at
an abstract level. These second-order themes are assembled into orthogonal categories
towards building a theoretical framework, through qualitative thematic analysis and the-
ory building techniques, with iterations to current knowledge from related fields. The
theoretical framework thus evolved throws light on the challenges faced by buyers and
marketers in creation and leverage of UGC.

3.5 Validation

As this research was done ground up through the experiences and ideas of B2B practi-
tioners – we engaged a few of the participants to validate this resulting theory model.
The goal was to confirm that the analysis and the abstract level models developed, retain
the inputs and ideas of the practitioner and stay true to those inputs. Review discussions
were held with select participants who are relatively senior in the field and more experi-
enced in Digital Marketing. The discussions started with showing the theoretical model
of Challenges in UGC creation in B2B to the practitioner participants and getting their
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views on the correctness of these models, in terms of the inputs that were received dur-
ing the interviews. 3 such validation discussions were held. We received confirmatory
responses from all these discussions.

4 Identified Themes and Findings

This study found that the concept and usage of UGC is not well implemented yet in the
B2B industry. B2B marketers believe that UGC shall be better accepted and effective
than MGC, even in the B2B context. But the leverage of UGC in it’s pure form is
almost non-existent. We first look at B2B practitioners’ interpretation of UGC and UGC
effectiveness. Then we will look at the challenges on the buyer side and the marketer
side that inhibit the generation and the leverage of UGC. Understanding these challenges
can help us develop a framework to work around them and identify the steps to be taken
to encourage the creation and the leverage of UGC.

4.1 Definition and the Characteristics of UGC

Firstly, we explored the definition and characteristics of UGC in the views of B2B
practitioners. The definition of UGC varied a fair bit among the practitioners. In the
simplest sense UGC is considered as sharing with the world through some creative
efforts, real user feedback about a product or service that this user has experienced or
used. This is quite in line with the definition of UGC in the extant literature, (Kaplan and
Haenlein 2010; Smith et al. 2012; OECD 2007). As UGC is generated by the freewill of
users, there is little or no control that the marketers can exercise over UGC, particularly
it’s valence. In this sense UGC is like PR (Public Relations) in the marketing mix, it’s
earned media and not paid or owned media.

As for the desired characteristics of UGC, Genuineness tops the list. This is no
surprise given that UGC’s main merit lies in UGC’s perceived credibility and trustwor-
thiness, versus that of MGC. Genuineness in UGC is crucial for it to be perceived as
a content that is voluntarily generated by user and not as marketing generated content
packaged as UGC. The next important characteristic of UGC is being “spreadable”.
Being spreadable is important for UGC because it’s the very essential requirement for
it to reach the intended audience – the potential customers, in as large number as possi-
ble. Combining the above 2 themes, we would interpret that the UGC should be widely
spreadable and at the same time, should be perceived as genuine.

Other top desired characteristics that emerged commonly during the interviews are
being beneficial to customers and bearing relevance to customer needs. Relevance can
also be time dependent, in terms of stage of customers’ buying journey.

4.2 Effectiveness of UGC Over MGC in B2B

All the B2B practitioners that we interviewed during this study, agree that UGC does
affect purchase decisions, though their opinions about the level and type of effectiveness
vary. Customer eWOM (UGC) has a causal impact on consumer purchasing behaviour,
(Chevalier andMayzlin 2006). B2Bbuying process involves high value decisionmaking.
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As such, B2B buyers do thorough due diligence and do seek feedback and peer reviews
to enable them to take ‘informed’ buying decisions. Right from the initial interviews, the
data reflected marketers’ belief about the positive influence of UGC on B2B purchase
decisions and hence the resulting significant benefit to B2B marketing outcomes.

The significance of UGC increases as more and more initial buying research is
conducted before the first contact with a sales company. In this stage of initial research,
a positive review about a company or it’s product or service in formofUGC is particularly
effective to swing the potential buyer in favour of such company whose products or
services are positively reviewed, in that UGC. UGC delivers it’s value for the potential
buyer and therefore for the marketing firm in several ways. Firstly, UGC penetrates
through the buyer scepticism which is main hurdle for MGC (Cheong and Morrison
2008). In this sense UGC lowers the ‘guard’ and invokes ‘trust’ which helps it to grab
attention andmake an impact. UGCgenerally is delivered in simple language of the users
in contrast MGCwhich tends to be jargon heavy and complex in the pursuit of proving a
point. The authenticity and trustworthiness as a content, that UGC enjoys derives from
this fact, that it is the user’s voice.

4.3 Earning UGC

B2BMarketers believe that a user would advocate for a product or service that the he has
used, if he is absolutely delightedwith it. The product or service should be par excellence
to provoke an user to advocate for it. B2B marketers understand this point very well.
From this angle UGC starts to look like a simple magical tool that can influence potential
buyers to positively consider a company’s products or services as long as the company
serves it’s current customers exceptionally well. In that case UGC should be abundant
in B2B, as several companies serve their customers well.

4.4 Looking for UGC – Reality Strikes

Though customer delight shall translate to UGC in theory, it seldom happens so simply
in reality, especially in case of B2B industry. Reflected in the comments of P8…

“… Actually, I’m struggling when I’ve naturally got UGC… actually never will
the content generate on its own.”

This situation of lack of natural UGC generation in the B2B business context is in
stark contrast to the abundance of UGC in B2C context. UGC is appreciated by the
B2B marketing practitioners as a potent tool. There is also a broad level familiarity
with the concept of UGC. But as a matter of fact, the generation and leverage of UGC
is very low in the B2B context. This is the fact that makes this study very interesting
and essential for the B2B theory and practise. The focus of this research is thus on
gaining a deep understanding of challenges in the generation of UGC in B2B context,
any of which came from the very nature of B2B business. A detailed understanding of
these challenges would help to work around those challenges towards the generation and
leverage of UGC in B2B.
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5 Challenges in the Generation and Leverage of UGC

This study relies on the multilevel framework of Technology Acceptance and Use
(Venkatesh et al. 2016) to the extent of arranging the motivations, hurdles and usage
value of generating UGC (Fig. 1). User means any B2B customer who has experienced
a product or service and therefore can be a potential creator of UGC contents. ‘Marketer’
represents any individual marketer or a team or organization who want to encourage cre-
ation of UGC and leverage UGC for marketing outcomes. The purple boxes (Perceived
ease of use, Perceived usefulness andUGC intention) in the diagram are the key elements
that lead to UGC creation. During this study we realised that each of these elements are
influenced by a dyadic pair of Users’ side and Marketers’ side factors. This is one of the
key differences in B2BUGC as compared to B2CUGCwhere the factors affecting UGC
creation are mostly user related, namely to express personal identity, have social inter-
actions with other consumers or brands, obtain or disseminate information, or simply be
entertained (Malthouse et al. 2016). These dyadic pairs of Users’ and marketers’ side
factors can be grouped into Organizational factors, Operational factors and Outcome
related factors. Environmental factors have an overall influence on the conversion of
UGC intention into actual UGC.

Fig. 1. Challenges in UGC Creation – a dyadic perspective

5.1 Organizational Factors

Organizational factors affect the intention to generate UGC on the user side and the
intention to encourage UGC on the marketer side. Organizational factors are one of the
dominating factors that affects UGC intention and is elaborated in the next paragraphs.
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5.2 Organizational Factors – User Side

Organizational Hierarchies and Processes. Organizational hierarchies play a major
role in the generation of UGC or the lack of it. UGC creation is to a great extent a
spontaneous action as is seen in case of B2C UGC generation. In B2B however the
buying decision and the evaluation of a product or a service are group activities. As
such there are processes for each stakeholder to follow towards sharing his viewpoints
generally internally first and then to the respective vendor, through “proper channel”, a
pre-assigned feedback or escalation pathwhich is far cry fromopen socialmedia. Besides
such extreme cases itself are less common becausemost of theB2Bproducts and services
are agreed upon to specifications usually detailing each aspect of performance. In B2B
environments buyers are highly involved, rational and hence demonstrate high levels of
cognition as compared to B2C, (Gilliland and Johnston 1997). As such when a product
delivers good results it is expected to do so, depriving it of a ‘wow’ moment which might
trigger a spontaneous UGC.

Organizational Loyalty/Conflict of Interest. UGCin it’s basic sensemeans endorsing
other company’s (usually a vendor’s) product or service, in open media. This can create
a potential conflict of interest, which may lead to major hesitations in generating such
UGC. While generating UGC, any B2B user could be overwhelmed by the concerns of
whether his organization approves of him endorsing other company’s product or service.

Confidentiality. In B2C context, when a user mentions in his UGC that ‘the restaurant
was awesome’ – it still carries a meaning for the audience of that UGC and reflects pos-
itively about the restaurant. In B2B however such short “praise” type UGC won’t work,
due to much higher complexity of the product or the service. A much elaborate UGC
would be necessary. Elaborations which could very likely conflict with the confiden-
tiality clauses in the non-disclosure agreement. B2B business deals are almost always
covered by a Non-disclosure Agreement (NDA). A lot of product specifics and buy-sell
terms might be considered critical enough to be maintained confidential. This becomes
a major roadblock to the generation of UGC.

5.3 Organizational Factors – Marketer Side

The organizational factors create hurdles to UGC not only on the user side. On the
marketers’ side too organizational factors create a roadblock to encouraging the creation
of UGC, though in different ways – as elaborated in the next sections.

Management Buy-In. On themarketers’ side management buy-in is a major factor that
sets the emphasis and direction of UGC leverage. Unfortunately, inmost B2B companies
there is lack of management buy-in as of now. There are various factors leading to this
situation. One of the factors is the limited understanding about the benefits of UGC from
a marketing perspective. Another factor is attribution. Attribution of UGC efforts to
business goals is not easywith currently available technologies. The lack ofmanagement
buy-in translates to lack of recognition of UGC related efforts by the marketing and sales
teams. This in turn discourages the marketing and sales teams from putting in efforts in
UGC creation.
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Organizational Silos. Encouraging users to generate UGC is a team activity on the
parts of Marketing organization. Content creation is the forte of Marketing and mar-
com teams – so they need to be involved to ensure that the UGC generated is of value.
However, marketing can’t be completing UGC activity by themselves. Reason is UGC
involves a user (customer) and generally the sales or technical support teams in a sales
organization have the closest relationships with the customer. This relationship is impor-
tant to coordinate the generation of UGC and seek appropriate approvals to leverage that
UGC. But often sales teams are not recognized or incentivized for their efforts in content
creation. So, in order to ensure generation of UGC, organizations need to break down
organizational silos and work as a team to ensure the success. Most organizations are
not designed for this. Such joint responsibilities risk creating confusion among various
teams of the selling organization and becomes a hurdle to UGC generation.

ROI Pressure. In today’s time of tight budgets Marketing teams usually have a high
pressure to show ROI on their content investment. UGC as a content generation activity
is not well understood and well attributed. As such Marketing teams would have tough
time justifying their investment in UGC related efforts and to secure a buy-in for this
new content creation avenue. As a result, the tendency is to stay with time tested or
previously successful content generation strategies. This dark cloud has a silver lining
as well though. Generally, the content creation costs related to UGC are much lower
than conventional contents. As such it is worth taking the risks and trying it out.

5.4 Operational Factors

Operational factors focus on the actions and processes that theUsers aswell asMarketing
and Sales teams have to undertake to generate or encourage generation of UGC in B2B.
These factors mainly affect the perceived ease of generating UGC on the user side and
the perceived ease encouraging UGC on the marketers’ side. These are elaborated in the
next paragraphs.

5.5 Operational Factors – User Side

Approvals and Legal Process. As we discussed above, B2B organizations are often
hierarchical and require approvals on part of the user for publishing or generating UGC.
Legal approval processes can be lengthy and cumbersome especially in global organi-
zations where several factors such as branding messages, international regulations, con-
fidentiality or such, need to be considered and cleared before a content can be released
to public. This time and efforts consumed in the process, significantly reduce the ease
of UGC creation on the user side. It also deters marketers from aiming for those case
studies or to encourage users to create UGC.

The Devil in the Detail. As we discussed in the previous sections UGC in B2B context
is meaningful only when certain specifics about the user, the product or service and
it’s particular benefits are mentioned. Consumers consider credibility of the source of
UGC when evaluating UGC, (Owusu et al. 2016). This creates a burden on the user
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and significantly reduces the perception of ease in generation of UGC. Besides these
specifics could very likely conflict with the confidentiality clauses in the non-disclosure
agreement. The added burden of seeking legal or other approvals can add to the difficulty
of the user who wants to generate UGC. This requirement of details, raises the bar for
B2B UGC. This reduces the perceived ease of generating UGC in B2B.

Lack of Frames or Platforms. B2C industry can rely and leverage on popular plat-
forms like Facebook, Instagram and so on where UGC can be generated and shared.
The scene in B2B however is very different. B2B marketers can utilize professional
networking sites like LinkedIn (Moore et al. 2013) but the penetration is limited. There
is no single credible platform that has deep penetration across B2B practitioners. B2B
users therefore can’t count on a single place where UGC about various brands’ offerings
resides. By definition, UGC needs to be published either on a publicly accessible web-
site or on a social networking site accessible to a selected group of people (Kaplan and
Haenlein 2010; Smith et al. 2012). While several B2B suppliers support peer reviews
on their websites, there are no established websites or platforms where a potential user
can compare reviews about offerings from several vendors supplying similar product or
service, all at one place. This lack of common platform is a double whammy for UGC
in B2B. The potential users don’t have a common platform to compare reviews as men-
tioned above. Besides such lack of platforms and hence frames or formats significantly
reduces the ease of UGC generation.

5.6 Operational Factors – Marketers’ Side

Lack of Control Over UGC. Control over generated content, rather the lack of control
is one major concern for the marketers, in encouraging and leveraging UGC. Tradition-
ally marketers and marketing companies have been used to content which they have full
control upon. UGC however is very different in this aspect. UGC gains it’s strength from
the fact that it is independent of marketers’ influence. Organic (unpaid) brand related
UGC is more effective than sponsored (paid) UGC, (Kim and Lee 2017). UGC is the
sharing of users’ experience in their own words and might sometimes be in a way that
marketers won’t like it to be told. Marketers have difficulty to come to terms with this
fact.

The tight rope between control and spread of content in Social Media is fundamental
issue that marketers and marketing organizations need to come to terms with (Felix et al.
2017). As Social Media Marketing is just establishing among B2B practitioners there
is discomfort with the lack of control over content. This creates hesitations among B2B
marketers towards actively leveraging UGC in their marketing activities.

Lack of Understanding. There is very little understanding among B2B marketers
about the benefits of UGC and the ways to leverage it. In fact, some of the marketers
we interviewed had not considered UGC leverage in their marketing goals, until they
were triggered by this study. The lack of understanding severely hampers the marketers’
ability to leverage UGC. It negatively affects the ease of UGC leverage among B2Bmar-
keters. A better understanding of the challenges in UGC and ideas to overcome them,
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could be very beneficial to B2B marketers to further the cause of UGC leverage. This
study focused on the challenges and ways of UGC leverage in B2B context should help
this cause.

5.7 Outcome Related Factors – Users’ and Marketers’ Side

No Transactional Value. UGC related activities in B2B can’t be transactional. Small
rewards like a coffee voucher, that might work well in B2C setting won’t make a mark
in a B2B setting where the buying decision impact much larger values. This is in line
with the findings of Kim and Lee (2017) that marketers should encourage customer
peer-to-peer communications in natural ways rather than using monitory ways. On the
other hand, bigger rewards can’t be offered either because it might create compliance
issues or even legal issues. This lack of transactional value affects both the user and
the marketers. The users who wants to generate UGC thus doesn’t see any transactional
value in it. From the marketers’ side as well, this becomes a roadblock in their attempt to
motivate the users to generate UGC. Though such lack of transactional value comes out
as a roadblock in the initial phase, the same can make UGC more authentic and hence
trustworthy in the B2B context. Besides the non-transactional values such as association
or network can be leveraged in B2B UGC.

5.8 Outcome Related Factors – Marketers’ Side

Difficulty in Attribution. As with any content and more so for UGC, marketers have
a challenge of attribution of the contents to business goals. One of the main challenges
in attribution comes from the lack of understanding and hence acknowledgment of the
influence of UGC.Marketers find it challenging to attribute certain piece of UGC to spe-
cific marketing outcomes. This difficulty has an impact when marketers are attempting
to secure budgets from management for UGC efforts.

Lack of Recognition. UGC generation efforts on the sales company side needs break-
ing down of silos and teamwork across the organization. Often UGC generation needs
active involvement and follow up by customer facing Sales teams or Customer service
teams. The output of this efforts is content which is UGC (User Generated Contents).
Contents is the forte of marketing and marcom teams. Content generation is not part
of Sales KPI, be it UGC or otherwise. This is a hurdle where the teams who are in the
best position to encourage UGC, thanks to their relationships with the customer, are not
recognized for their efforts in UGC generation.

5.9 Environmental Factors

Digitalization – or the Lack of it. Digitalization influences across the spectrum from
the initiation to the execution of UGC. Digitalization influences the culture. The culture
of creating and sharing contents over social media, depends to a great extent on digital-
ization in the industry. Most B2B industries except for IT, lack significant Digitalization.
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Digitalization influences the extent to which a user can exercise his intention to create
and share UGC in the open social media. There is a factor of digital resources available
to the individual as well as the overall penetration of digital social media among the
industry where the user’s audience would be. Digitalization also influences the amount
of efforts that the marketers take towards UGC. Lower levels of digitalization translate
to lower recognition of UGC and similar digital marketing efforts and therefore lower
emphasis on it. B2B companies are thus losing out on leveraging the potent tactic of
UGC marketing, as a result of their poor understanding of the digital concepts. There is
a silver lining to this however, that digitalization is catching up in B2B industry as well.

Lack of Common Platforms. The influence of lack of frames or platforms as part of
operational factors on the perceived ease of UGCgenerationwas discussed in earlier sec-
tions. Further, the lack of commonly established and recognized social media platforms
in B2B also affects the amount of UGC generation intention that can translate to actual
UGC. As mentioned before in this report unlike B2C, B2B industry lacks commonly
recognized social media platforms. As such when a user wants to create and share UGC
he would tend to share in a one to one conversation or in closed media among a certain
group for example. Such UGC exists in B2B but unfortunately it can’t be fully lever-
aged since today’s technology lacks the tools to scan such closed segments of internet.
Such word-of-mouth is difficult to track and leverage widely, because it is part of private
conversation and hence can’t be shared in open internet or social media.

5.10 Exploring Traditional Domain for UGC or Similar Content

While UGC in it’s pure form is rare in B2B industry, for the reasons discussed above
– we explored the practitioners’ experiences for activities similar to UGC in the digital
and traditional domain. The interview data shows that, UGC in a little broader definition
exists in B2B industry, albeit it’s not always recognized and referred to as UGC. This
study thus becomes the first attempt to tie the loose ends and consolidate and formalize
the understanding on this topic. Customer success stories and customer testimonials
are considered a potent weapon in B2B marketing. Leading customers’ testimonials are
used in online or offline peer-to-peer communication to educate and motivate lagging
customers to adopt that product or service.

Such customer testimonials are considered as ‘demonstrable value records’ that can
convince potential users to consider the product or service positively. Marketing compa-
nies thus can use UGC as a form of “customer testimonial” to tackle brand scepticism,
(Chari et al. 2016). B2B marketing firms take the initiative of conducting assisted trials
of new products or services for their lead customers, with the aim of generating valuable
field outcomes data, that can be leveraged in marketing messages with the consent of
the lead customer. Such data can then be presented to potential audience as a discussion
or a joint statement or a press release.

In B2B2C type of markets where the product is sold by the B2B customer to the end
consumer pretty much as-it-is; it’s common to approach end customers, generally with
the free sample of the product in exchange for a review. The end customer is required to
try the product first-hand and then share his experience on record. End customer is free
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to share either positive or negative review as per his discretion. Such reviews are then
compiled into a use case paper or a video to be shared with potential audience. These
case studies videos are then used as a tool to educate other end users about the features of
the product, as well as motivate the B2B customers, the distributors or finished product
makers, to consider the product positively.

Another common form of content sharing encouraged is peer-to-peer sharing. This is
in linewith the finding of Smith et al. (2012), thatmarketers should provide a spacewhere
conversation can occur, not just customer to brands but also customer to customer. Such
sharing sessions are generally closed-door sessions – which helps manage sensitivities
related to confidentiality involved. Typically, a company would invite one of the key
members from a satisfied customer and request him to share his experience to a limited
audience who can potentially use the same product or service. There are also one-to-one
conversations encouraged where the potential customer can talk directly to the current
customer – even without the presence of the marketing company’s representatives. Such
facility to have a direct conversation with actual user, gives potential users not only
the ease of understanding the product but also a confidence boost that the supplier has
‘nothing to hide’.

Analyst generated contents is another strong stream of content often leveraged in
B2B marketing. Such content traditionally is generated by analyst websites or forums.
In the modern form of it the content is generated by Key-opinion-leaders (KOLs). Such
content is usually a comparative analysis of similar products or services, that highlight
advantages and disadvantages or assign ranking to products within a category.Marketers
often quote such advantages or high rankings in their marketing pitch.

As can be seen above in this section – it is common to leverage contents which are
generated with users’ help or contents that are generated by third-party analysts. The
contents generated by B2B users (UGC) have to be generally coerced or initiated by the
marketers – though the outcome shall still be user’s story. As P11 put it…

“That’s the best-case scenario that you or your brand is so loved that people want
to promote your services… But mostly in B2B, it’s at a stage where you have to
coerce or ask politely for someone to become an ambassador of yours.”

The good part is that, such Semi-UGC can be still effective, particularly in B2B. As
P12 aptly put it…

“I think in our industry we have a chance. Because I agree, you know, if you have
such thing, right, Semi-UGC for a restaurant, this is bullshit, you don’t believe it.
But in B2B whenever you add up like some facts and figures, right, “ <quote>
this is a project we delivered you know, it was like 10 months - but we delivered
in 5 months thanks to Supplier A, because they did this and that…<inquote> ”
whenever you add-up facts & figures which we can do quite easily in B2B. That
it is going beyond the, person’s appetite it is more becoming like a fact. Then you
know even if it is like driven by marketing people, they think that marketing is just,
you know, I mean creating the concept and the content but the content inside is
real authentic. This is our advantage”
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6 Discussion and Implications

B2B customers journeys are transforming rapidly (Dixon andAdamson 2011) and hence
B2B marketers need new effective ways to reach new potential customers. Studies in
B2B marketing are very few (Wiersema 2013). UGC based content marketing could
be a effective new way for B2B marketers to reach new potential customers. But there
is no study focusing on UGC in B2B context. B2B practitioners too, tend to neglect
the potential of UGC in achieving B2B marketing goals (Holliman and Rowley 2014).
Researchers can thus significantly contribute to advancing the state of the art in B2B
UGC. This study makes the first important step to empirically explore the current status
and the reasons of under-leverage of UGC in B2B, through the views of B2B prac-
titioners themselves. Based on the findings we propose the first model which details
the challenges to UGC generation in B2B. We used the Technology Acceptance and
Use model to tabulate the various challenges faced by B2B practitioner in UGC gen-
eration. ‘Ease of Use’, ‘Usefulness’ and ‘UGC intention’ are the key elements leading
to UGC creation. We identified various factors that influence the elements which lead
to UGC generation. These factors can be grouped as Environmental, Organizational,
Operational and Outcome related. We found that the Organizational, Operational and
Outcome related factors influence the elements in dyadic pairs. The pairs are made up
of Marketers’ side and Users’ side factors. These dyadic pairs of factors influencing
the elements, imply that in a B2B context, UGC generation can’t be just left to cus-
tomers. B2B marketers need to take an active role in UGC generation. This study is thus
the first to highlight marketers’ side role and challenges in UGC generation. A better
understanding of challenges to UGC generation in B2B would contribute significantly
to business-to-business marketing literature. The model developed by this study enables
B2B marketers to understand in-depth, the challenges they would need to overcome
to enable UGC generation. Practitioners can use the in-depth understanding from this
model, to work around those challenges and leverage UGC in achieving B2B marketing
goals.

Here we would like to share and relate a recent example of B2B UGC here. This is
in public domain, on YouTube. The link to this video is https://youtu.be/cDtuNhsA-Lk
(accessed 20th Aug 2019). In this example the customer is University of New South
Wales (UNSW). UNSW is a business. The supplier of the product, in this case MS
Teams software, is Microsoft. MS Teams is a software that is designed to be used by
businesses to facilitate their team communications. This is thus a B2B business case.
Microsoft is leveraging this video to reach out potential business customer for it’s product
– MS Teams, through YouTube. Thus, this is a clear example of B2B Marketing UGC.
We must declare that we didn’t have access to Microsoft or UNSW to assess the facts.
But it is obvious looking at the video that, Microsoft has helped UNSW in developing
this video. The video talks about UNSW’s journey into providing an engaging learning
experience to its students. Microsoft stays low profile until almost the end of the video.
There is also no one fromMicrosoft featured in this video.Microsoft gets amention at the
very end of the video as the ‘enabler’ of UNSW in this journey. Microsoft gets valuable
potent content for it’s (MS Teams’) marketing effort. At the same time UNSW benefits
from branding and image building as a tech savvy university dedicated to offering an
engaging learning experience. Above all this YouTube video still serves as a convincing

https://youtu.be/cDtuNhsA-Lk
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content, as it embeds all the factual details about the project. The video is thus an example
of the ways to overcome the challenges identified by this model and leverage UGC in
B2B marketing.

7 Limitations and Suggestions for Future Research

We hope that the B2B UGC challenges model developed here, can guide further much
needed research in this subject. Due to limited availability of participants in any single
industry sector - this study recruited informants across the B2B industry and couldn’t
focus on a particular sector. A future study can zoom-in on each sector or a group
of sectors classified by the level of Digitalization in those sectors, to understand the
influence of each dimension. This study is a beginning in understanding ofUGC leverage
in B2B. Since this was one of the first study in this area, a qualitative approach was
adopted. This approach helped in identifying the challenges involved in UGC creation.
Future studies can build on these findings to develop a framework to work around these
challenges to leverage UGC in B2B marketing.

This study investigated UGC utility, challenges and leverage through the views of
mostly B2B marketers. Future studies can investigate the factors through the views of
B2B buyers. That might reveal new dimensions beyond the findings of this study. The
nature and structure of organizations are changing. The boundaries of today’s networked
organizations are blurring in line with the collaborative relationships evolving between
producer buyers and suppliers, both offline and online media creation. Future studies
can research the conducive conditions that this change creates for UGC.

Appendix A: Table 1: Interview Participants’ Information

Sr. No. Interviewee's Role Company Industry Company scale
Business model

B2B / B2C / 
B2B2C

Questionaire 
(Original / 
Revised)

1
Regional Marketing Lead - 
AP

Semiconductor Technology 
Company

Semiconductor Multinational B2B Original

2
Head of Digital 
Communications - AP & 
MEA

Large Logistics Company Logistics Multinationa; B2B & B2B2C Original

3
Global Vice President - 
B2B

Multinational Consumer 
Goods Company

Consumer Goods Multinational B2B2C Original

4 Founder & CEO
Corporate Consultancy - 
Transformation

Corporate 
Consultancy

SG Based B2B Revised

5 Founder & CEO
Marketing Solutions 
Technology Company

IT Enabled Services SG Based B2B Revised

6
Ex. Regional Marketing 
Manager - Asia

Oil & Gas Company Energy Multinational B2B Original

7 Director Marketing - AP
Automotive Components 
Company

Automotive Batteries Multinational B2B & B2B2C Revised

8 Head of Marketing - AP Top ITES Company IT Enabled Services Multinational B2B Revised

9
Senior Account Manager 
Enterprise

HR related Enterprise 
Software Company

IT Enabled Services
Medium-size 
international

B2B Revised

10 Director of Marketing
Computer data storage 
company

Semiconductor Multinational B2B & B2B2C Revised

11 Managing Director
B2B Marketing 
Consultancy

Consultancy SG Based B2B Revised

12
Chief Marketing Officer - 
Malaysia

Building Materials 
Manufacturer

Infrastructure Multinational B2B & B2B2C Revised

Legend :       AP = Asia Pacific,      MEA = Middle East & Africa.
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Li, F., Pieńkowski, D., van Moorsel, A., Smith, C.: A holistic framework for trust in online
transactions. Int. J. Manag. Rev. 14(1), 85–103 (2012)

Liu, Y.: Word of mouth for movies: its dynamics and impact on box office revenue. J. Mark. 70(3),
74–89 (2006)

Lusch, R.F., Vargo, S.L.: Service-dominant logic—a guiding framework for inbound marketing.
Mark. Rev. St. Gallen 26(6), 6–10 (2009)

Malthouse, E.C., Calder, B.J., Kim, S.J., Vandenbosch, M.: Evidence that user-generated content
that produces engagement increases purchase behaviours. J. Mark. Manag. 32(5–6), 427–444
(2016)

Moore, J.N., Hopkins, C.D., Raymond, M.A.: Utilization of relationship-oriented social media
in the selling process: a comparison of consumer (B2C) and industrial (B2B) salespeople. J.
Internet Commer. 12(1), 48–75 (2013)

Mudambi, S.: Branding importance in business-to-businessmarkets: three buyer clusters. Ind.Mark.
Manage. 31(6), 525–533 (2002)

Nag, R., Gioia, D.A.: From common to uncommon knowledge: Foundations of firm-specific use
of knowledge as a resource. Acad. Manag. J. 55(2), 421–457 (2012)

OECD. Participative web and user-created content: Web 2.0, wikis, and social networking. Paris:
Organisation for Economic Co-operation and Development (2007)

Owusu, R.A., Mutshinda, C.M., Antai, I., Dadzie, K.Q., Winston, E.M.: Which UGC features
drive web purchase intent? A spike-and-slab Bayesian variable selection approach. Internet
Res. 26(1), 22–37 (2016)

Ramos, L., Young, G.O.: The social technographics of business buyers. Forrester research,
Cambridge, 20 February (2009)

Rowlands, B.H.: Grounded in practice: Using interpretive research to build theory. Electron. J.
Bus. Res. Methodol. 3(1), 81–92 (2005)

Saaka, A., Sidon, C., and Blake, B.F.: Laddering. A “how to do it” manual–With a note of caution.
Research reports in consumer behavior: How to series. Ohio: Cleveland State University (2004)

Smith,A.N., Fischer, E.,Yongjian, C.:Howdoes brand-related user-generated content differ across
YouTube, Facebook, and Twitter? J. Interact. Mark. 26(2), 102–113 (2012)

Straker, K., Wrigley, C., Rosemann, M.: Typologies and touchpoints: designing multi-channel
digital strategies. J. Res. Interact. Mark. 9(2), 110–128 (2015)

Swani, K., Brown, B.P., Milne, G.R.: Should tweets differ for B2B and B2C? An analysis of
Fortune 500 companies’ Twitter communications. Ind. Mark. Manage. 43(5), 873–881 (2014)

Swani, K., Milne, G.R., Brown, B.P., Assaf, A.G., Donthu, N.:What messages to post? Evaluating
the popularity of socialmedia communications in business versus consumermarkets. Ind.Mark.
Manage. 62, 77–87 (2017)

Tellefsen, T.: Commitment in business-to-business relationships: the role of organizational and
personal needs. Ind. Mark. Manage. 31(8), 645–652 (2002)

Trusov, M., Bucklin, R.E., Pauwels, K.: Effects of word-of-mouth versus traditional marketing:
findings from an internet social networking site. J. Mark. 73(5), 90–102 (2009)

Wiersema, F.: The B2B agenda: the current state of B2B marketing and a look ahead. Ind. Mark.
Manage. 4(42), 470–488 (2013)

You, Y., Vadakkepatt, G.G., Joshi, A.M.: A meta-analysis of electronic word-of-mouth elasticity.
J. Mark. 79(2), 19–39 (2015)

Zablah, A.R., Brown, B.P., Donthu, N.: The relative importance of brands in modified rebuy
purchase situations. Int. J. Res. Mark. 27(3), 248–260 (2010)

Venkatesh, V., Thong, J.Y., Xu, X.: Unified theory of acceptance and use of technology: a synthesis
and the road ahead. J. Assoc. Inf. Syst. 17(5), 328–376 (2016)



Investigating Linguistic Indicators of Generative
Content in Enterprise Social Media

Elisavet Averkiadi1(B), Wietske Van Osch1,2, and Yuyang Liang1

1 Michigan State University, East Lansing, USA
{averkiad,liangyuy}@msu.edu

2 HEC Montreal, Montreal, Canada
wietske.van-osch@hec.ca

Abstract. Teamwork is at the heart of most organizations today. Given increased
pressures for organizations to be flexible, and adaptable, teams are organizing
in novel ways, using novel technologies to be increasingly agile. One of these
technologies that are increasingly used by distributed teams is Enterprise Social
Media (ESM): web-based applications utilized by organizations for enabling com-
munication and collaboration between distributed employees. ESM feature unique
affordances that facilitate collaboration, including interactions that are generative:
group conversations that entail the creation of innovative concepts and resolutions.
These types of interactions are an important attraction for companies deciding to
implement ESM. There is a unique opportunity offered for researchers in the
field of HCI to study such generative interactions, as all contributions to an ESM
platform are made visible, and therefore are available for analysis. Our goal in
this preliminary study is to understand the nature of group generative interactions
through their linguistic indicators. In this study, we utilize data from an ESM plat-
form used by a multinational organization. Using a 1% sub sample of all logged
group interactions, we apply machine-learning to classify text as generative or
non-generative and extract the linguistic antecedents for the classified generative
content. Our results show a promising method for investigating the linguistic indi-
cators of generative content and provide a proof of concept for investigating group
interactions in unobtrusive ways. Additionally, our results would also be able to
provide an analytics tool for managers to measure the extent to which text-based
tools, such as ESM, effectively nudge employees towards generative behaviors.

Keywords: Enterprise Social Media · Generative interactions · Text
classification · Virtual teams · Team collaboration · Corporate innovation

1 Introduction

ESMare web-based applications that offer users various features to enable them to effec-
tively communicate with each other, network, organize, leverage information available
on the platform, and collaborate. ESM have a set of affordances [11] that promote col-
laborations to occur. By extension, it therefore seems to have the potential to foster
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group generative collaborations - group exchanges that involve the creation of innova-
tive ideas and solutions. One of these unique affordances of ESM, namely visibility,
allows all contributions to the platform to become visible to anyone who has access
to the system. Not only has this affordance been shown to enhance collaboration, and
thus possibly generative collaborations, but also offers a unique opportunity to study
such group behaviors. Given the visibility of text-based interactions between users and
within groups, server-side data from ESM can be used for research purposes, thus elim-
inating the bias of self-reporting methods and allowing researchers to explore important
antecedents to behaviors in unobtrusiveways. This gives us an opportunity to improve the
existing theoretical understanding of the nature of group interactions that occur on ESM
platforms, yet also to improve such interactions on ESM, and other similar collaboration
tools.

Our objective in this preliminary study is to understand the nature of group gener-
ative interactions through their linguistic indicators. There is copious server-side data
to be leveraged from ESM, in particular the text-based asynchronous, and synchronous,
messages that are exchanged within groups, specifically as this information pertains to
the antecedents of effective creative collaboration. To conduct this research, we used
an ~1% subsample of all group interactions from data provided by an ESM platform
used by a multinational organization, and applied machine-learning models to classify
the text data as generative or non-generative interactions and extracted the linguistic
antecedents for the classified generative content.

2 Theoretical Background

2.1 Generativity and Group Generative Interactions

Generativity was first conceptualized in 1950, in work on the stages of psychosocial
development, by psychoanalyst Erikson (1950) [6]. It has since been leveraged repeat-
edly in the social science and humanities disciplines. These disciplines have utilized
this concept to refer to the creative progress and social change; a meta review of the
major theories of generativity are presented by Van Osch (2012) [17] and Van Osch and
Avital (2010) [16]. Generative interactions in virtual teams are a process of creating new
knowledge, reconceptualizing a problem and/or a solution. In essence, generativity is
defined as creating, originating, or producing [2, 21].Generative interactions have further
consequences, such as revealing tensions among users that were otherwise unknown,
cross-boundary differences are highlighted, new perspectives are shared, and various
other forms of creativity stimulants are exposed to an online team [3, 9]. By focusing
on these interactions among employees, we could investigate a critical stimulant for
innovations in organizations [16].

Generative interactions are conversations that aim to generate novel concepts, ideas,
or solutions [16]. Rather than a single type of interaction, Tsoukas (2009) [15] inferred
from creative cognition research [5] three distinct forms of conceptual change, which
have received a great amount of attention. These typologies of generative interactions
can help us understand the different ways in which novel concepts emerge in the context
of generative interactions. One form of generativity, expansion, involves recycling and
expanding the use of an existing concept from its core use, in order to match a new
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situation. Reframing, a second form of generativity, is a type of generative collaboration
that frequently involves creatively deconstructing an existing concept and reconstructing
it to fit a new situation. The third type, combination, involves combining two or more
already existing concepts in new ways.

Generativity can thus stem from combining existing concepts in new ways [22],
expanding the use of an existing concept from its core use to match a new situation (i.e.,
expansion), or by creatively deconstructing an existing concept and reconstructing it to
fit a new situation (i.e., reframing) [16]. Reframing is a much more disruptive form of
generativity, as it often challenges the status quo [16]. We operationalize these three
types of conceptual change to identify generativity in text data.

2.2 ESM and Generative Interactions

Research thus far has accumulated evidence that ESM are an appropriate tool to facil-
itate information exchanges within teams, and thus, by extension may facilitate group
generative interactions [12, 18, 20]. ESM platforms enable an information contribution
process that results in an eco-system for supporting the generation of innovative con-
cepts [4, 10]. However, it is not clear how, why, when, and to what extent these benefits
occur. The scarcity of evidence provides the impetus for this investigation with the aim
of finding ways to identify occurrences of generative interactions as a first step toward
enabling improved such interactions in ESM.

Users of ESM platforms are able to communicate with other users through syn-
chronous and asynchronous communication.Given increased pressures for organizations
to be flexible and adaptable, teams need to organize in increasingly agile ways, using
technologies such as ESM to facilitatemore flexible communications and collaborations.
ESM, as an integrated social media platform for internal communications [13], allows
both synchronous and asynchronous communication (e.g., posts and threads). However,
despite the mode of communication selected within the ESM, all communications are
text-based thereby allowing team members to curate and edit messages between each
other. These messages also persist – they are there to refer back to at a later time, and
accessible to all team members. Within these text-based messages between employees,
there is copious information that could be analyzed to understand the nature of these
interactions, what makes them effective, and identifying the antecedents of successful
creative interactions.

Generative interactions are a critical antecedent for innovation to occur [2]. They are
an important component of group collaborations, as a company’s ability to innovate is
closely linked to their chances to survive and thrive [1, 7, 8, 14]. ESM have a lucrative
impact on companies and the economy worldwide. Four out of five companies use
ESM, and an estimated $100 billion is invested on ESM worldwide [19]. Companies
investing in implementing ESM as their collaboration tool are particularly interested in
generative interactions. All types of generative interactions (i.e. expansion, reframing,
and combining) result in some form of new knowledge, which overtime, could become
competitive value for an organization [8]. Breakthrough solutions are more likely to
occur through generative interactions; they increase the likelihood of innovation [15].
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3 Method and Results

3.1 Data

The data used for this study is provided by a multinational organization that researches
and consults in the domain of human-computer interactions. Additionally, the organiza-
tion builds technology and develops office space solutions for a variety of client domains:
corporate offices, healthcare, educational institutions, and government institutions. The
organization has over 80 locations around the world, and more than 11,00 employ-
ees across these locations. The organization launched an ESM tool with the objective
of enabling connections, communication, and collaboration, among employees, in an
effective way across its locations around the world. The ESM platform had accumulated
10,000 users over the course of five years. Of these 10,000 users, 91% (9,000 users) of
its users are members of teams, who actively participate in group discussions.

Using data from this ESM, with permission from the multinational organization,
offers a relevant object of study: its employees are distributed across locations and time
zones, the users have been utilizing the platform for five years, and the data includes
active employee teams. These criteria make the data relevant for our exploration of the
linguistic indicators of group generative interactions. The data included 20,000 threads,
of which 219 (~1%) were used for our exploratory study.

3.2 Method

Data Preparation. Before implementing a machine-learning classifier, the data was
prepared by labelling text from the group threads with a code for the presence or absence
of generative activity. Given the small sub-sampled used in this study, the three types of
generative activity aforementionedwere collapsed into one category. The coding scheme
used for labelling the data can be seen in Table 1.

Table 1. Code scheme for labelling.

Type Code Description

Generative activity 1 Presence of any of the three typologies of generativity
(expansion, reframing, combination)

Non-generative activity 0 Absence of any of the three typologies of generativity
(expansion, reframing, combination)

We trained human coders to identify the text that contained elements of one of the
three types of generative activity (reframing, expanding, combining), with the use of a
coding manual that included definitions and examples of each.

Subsequently, the text was lemmatized – a method of reducing a word to its base
form. We also extracted features from the text using the ‘bag of words’ method, which
represents the text as a numerical description of its occurrence in the data (the number
of times it appears). TF-IDF was also implemented at this stage, in order to vectorize
the text.
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Model Implementation. In order to identify the linguistic indicators of generative inter-
actions, we used a machine-learning approach. We implemented several machine learn-
ing models, including Random Forest, AdaBoost (Adaptive Boosting), Naïve Bayes
(Multinomial), Support-Vector Machine (SVM), and Logistic Regression, to find the
one that was best suited for classifying the data as generative or non-generative. Using
performance measures such as f-1 score, accuracy, and Area Under the Curve, we were
able to compare the models implemented and identify the best performing one. Once
we identified the best performing model, we were able to use it to extract the top 20
important words for distinguishing generative activity.

3.3 Results

The results of the models we implemented can be seen in Table 2. Due to the contrast
in performance, we can conclude that Random Forest was the best performing model
with a 76% accuracy score, a score of 80% for AUC, and 83% for the f− 1 score. These
are satisfactory results for a ~1% sub-sample. Adaptive Boosting (AdaBoost) was the
second-best performing model, with 71% accuracy, but lower AUC and f − 1 scores.
The worst performing model was Naïve Bayes with 44% accuracy, 59%AUC score, and
53% f − 1 score.

Table 2. Model performance: f-1 score.

Model AUC Accuracy f − 1

Random forest 0.80 0.76 0.83

Adaptive boosting 0.70 0.71 0.81

Naïve Bayes 0.59 0.44 0.53

SVM 0.67 0.69 0.78

Logistic regression 0.72 0.66 0.72

Table 3. Model performance: all measures.

Model f − 1

0 1

Random forest 0.90 0.67

Adaptive boosting 0.88 0.67

Naïve Bayes 0.55 0.49

SVM 0.83 0.64

Logistic regression 0.76 0.61
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Table 4. Top 20 important features.

Term Score

Like 0.0601

Work 0.0403

People 0.0313

Way 0.0268

One 0.0254

New 0.0214

Value 0.0194

Product 0.0183

Business 0.0181

Take 0.0179

Time 0.0172

Hi 0.0171

Place 0.0167

Today 0.0162

Different 0.0158

Need 0.0158

Feel 0.0144

Right 0.0144

Leader 0.0144

Project 0.0143

In more detail, the f − 1 score (seen in Table 3) for the two categories displays the
performance of the models at correctly classifying either one. At a more granular level,
Random Forest still seems to be the best performing model as it was correct 90% of the
time at classifying the instances of non-generative text and correct 67% of the time at
classifying generative content. In contrast, the Naïve Bayes model was correct 49% of
the time at classifying non-generative content and correct 55% of the time at correctly
classifying generative content. Due to the results above, we used the Random Forest
model to produce the top 20 important features in the data, which are the linguistic
indicators that help us identify instances of generative interactions. These terms are
significant for the machine-learning model; they aid with distinguishing the generative
and non-generative activity indicators in the text data (Fig. 1, Tables 4 and 5).
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Fig. 1. Word cloud with top 20 important terms.

Table 5. Sample generative and non-generative interactions.

Type % Sample

Generative activity 28% “Two factors which I feel either hinder or help engagement, are
‘autonomy’ which Rob & Bob mentioned, and ‘change’ or
‘impact’. There is a management concept of ‘leading’ with a
light touch’, people want to understand the limits, the outside
boundaries of the work they are asked to do”

Non-generative activity 72% “The [organization name] interns had the opportunity to
participate in Chicago yesterday. It was great to see the
[organization name] show so full and have such an exciting
buzz around it”

4 Discussion

Terms such as ‘work’, ‘business’, ‘product’, ‘project’, and others, are essential linguistic
indicators of generative interactions. These indicators are important in distinguishing
team exchanges that involve generativity from those that do not. Our findings showed
that 28% of the interactions in the data were generative, while 72% were non-generative
content, indicating that indeed ESM is a source of generative interactions.

Though our preliminary study used a small portion of the data corpus available,
thereby allowing us to only differentiate generative versus non-generative interactions,
it shows promise of using machine learning to reliably discern not only when team
exchanges in ESM are generative in nature—and thus identify potential root-causes
of breakthrough innovations—but also possibly in distinguishing between the different
types of generative interactions, namely combination, expansion, and reframing.

Being able to identify the linguistic indicators of distinct types of generative interac-
tions would allow us to not only theorize the nature of generative interactions occurring
through ESM, but also develop theoretical models of the precursors that result in dis-
tinct types of ESM-based generative interactions. For instance, the ways in which groups
interactwith each other andwith theESMin the context of these interactionsmight be dif-
ferent when groups are engaged in combination, expansion, or reframing. Such insights
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are theoretically important to obtain holistic understandings of the boundary conditions
for different types of generative interactions as well as practically important to provide
managers guidance for eliciting different types of generative interactions in an attempt
to encourage productive uses of ESM. Hereto, more data will have to be labelled, and
further experimentation with machine learning algorithms will be needed to produce an
accurate classifier for multiple categories of generative interactions.

Acknowledgement. This material is based upon work supported by the National Science Foun-
dation under Grant No. 1749018. Any opinions, findings, and conclusions or recommendations
ex- pressed in this material are those of the author(s) and do not necessarily reflect the views of
the National Science Foundation.
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Abstract. Shopping cart abandonment is one of major problems that can affect
conversion rate for e-commerce. A complex or ambiguous checkout process can
result in customers discarding their purchase transactions. This research examined
Thai online buyers’ experience with a checkout process of e-commerce websites
and m-commerce applications. Usability studies were conducted with three dif-
ferent sample groups. They were asked to use two different types of e-commerce
platforms to purchase either retail or technology-based products. A working age
groupwith general knowledge about technology tested retailm-commerce applica-
tions. Another working age group who was tech-savvy tried out e-commerce web-
sites selling technology products. The elderly group performed a test on retail m-
commerce applications. Similar usability issues were found among the three user
groups. A violation of visibility principle was a major factor causing unsuccessful
task completion in the usability tests.

Keywords: Usability test · Checkout procedure · Visibility principle

1 Introduction

1.1 Motivation

Business values of e-commerce in Thailand have steadily increased owing to growing
interest of the business sector and changing lifestyles of Thai people. According to [1],
business-to-customer (B2C) e-commerce values in Thailand were 703,290.4 million
baht in 2016 and 759,002.8 million baht in 2017. In 2018, the value of B2C e-commerce
was estimated to be 865,414.9 million baht. Considering the growth of B2C e-commerce
market in Thailand, there is no doubt that business competition among B2C e-commerce
vendors would be high.

To attract and retain its customers, any e-commerce website or e-commerce mobile
application (m-commerce) must be perceived by customers that it requires minimal
effort to successfully purchase products. Designing a good user experience for Thai
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e-commerce or m-commerce, thus, has been a challenging issue faced by e-commerce
firms.

Customers interact withwebsites ormobile applications through a series of activities,
ranging from searching for products, product browsing, comparing different choices,
adding to cart, placing an order, checking out, and so on. One of major problems that
can affect conversion rate for e-commerce is shopping cart abandonment. Baymard
Institute [2] compiled statistics on e-commerce shopping cart abandonment from forty-
one studies and calculated an average cart abandonment rate. Based on these studies,
the average cart abandonment rate was 69.57%.

Various reasons can be attributed to the abandonment of e-commerce shopping cart.
A long or complex checkout process is one of the top three reasons why customers
abandon their shopping carts [2]. Design of the checkout procedure could largely be a
culprit for the troubles faced by the customers during the checkout process. An impact
of poor design on e-commerce user experience is likely to be different among different
groups of customers. Different levels of technology experience and prior knowledge
about e-commerce may differently affect how customers perceive and interact with
e-commerce mobile applications and websites.

The objective of this research was to examine checkout experiences of online buyers
in Thailand. The study focused on checkout processes of two e-commerce platforms:
m-commerce applications and e-commerce websites. Three studies were conducted with
three different groups of users who had experience in online shopping for less than or
equal to six months. The first user group was customers who were in the working age,
which will be referred later as Study 1 (Working AgeGroup). The second user groupwas
fifty years old and more, which will be referred to as Study 2 (Elderly Group). The third
user group was customers who were in the working age and interested in technology,
which will be referred to as Study 3 (Tech-Savvy Group). Results from these studies
were used to propose design guidelines for a checkout process of Thai e-commerce
mobile applications and websites.

1.2 Related Works

Prior research has investigated reasons why customers abandon their shopping carts.
Reasons for shopping cart abandonment can be largely grouped into two factors: factors
related to design of websites or applications and factors related to other non-design
issues such as personal concerns, shop’s policy, other technical issues, and etc.

Non-design problems include customers’ concerns such as feeling unsafe to give
credit information [3]. Inability to ship on a desired date [3], and unsatisfactory return
policy [3] are also contributing factors to cart abandonment. Technical errors of websites
or applications [3] can also affect customers’ shopping experience.

For factors related to designs, designs of websites and applications inflicting negative
shopping experience could be problems of visual design, interaction design, and so on.
Examples of the visual design problems are small font size, too vivid colors, and too
complex graphical elements [4, 5]. Regarding the interaction design, forcing customers
to register before they can place items in the shopping cart [3] causes friction during the
shopping process. Complex arrangement of web pages [3] which leads to confusion, is
another example of poor interaction design. Problems with a design of checkout process
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have been listed as one of the top three reasons of shopping cart abandonment [2]. The
checkout process that is too long or too complex can also cause users confusion and urge
them to leave websites or applications.

2 Methodology

A method of usability testing was used as a data collection technique. Each study
recruited different sample groups, as described in Sect. 2.1. Each sample group was
asked to perform five tasks. Description of each task is provided in Sect. 2.2. Test data of
Study 1 (Working Age Group) and Study 3 (Tech-Savvy Group) were collected between
October, 2018 and January, 2019. For Study 2 (Elderly Group), the data were collected
from December, 2018 to January, 2019.

2.1 Participants

All of the studies recruitedmale and female participants who had experience in shopping
online no more than 6 months. In Study 1 (Working Age Group) and Study 3 (Tech-
Savvy Group), participants were between 20–45 years old. A key difference between
the participants in Study 1 and Study 3 was that the participants in Study 1 had general
experience with technology whereas the participants in Study 3 were more keen about
technology. For Study 2 (Elderly Group), participants were fifty years old and more.
We considered this group as the elderly both in terms of their age and their low level
experience with technology. Number of participants was 32 in Study 1, 31 in Study 2 and
30 in Study 3. All three studies employed a purposive sampling method. Each individual
participant took part in only one study. Therefore, this research recruited ninety-three
participants.

2.2 Tasks and Measurement of Successful Task Completion

For all studies, the same set of tasks were assigned to the participants. The tasks included
adding to cart, adding a shipping address, selecting a shipping method, choosing a
payment method, and placing an order. A list of products was given to the participants
in order to save browsing time. To reduce an effect of familiarity, each participant was
assigned to use anm-commerce application or e-commercewebsite that he/she had never
used it before.

For Study 1 (Working Age Group) and Study 2 (Elderly Group), top five retail
m-commerce applications in Thailand were selected based on the rank dated February,
2018 available on https://ipricethailand.com [6]. https://ipricethailand.comwas awebsite
providing a rank of online shops in Thailand. The rank was calculated based on average
rate of site visits in each quarter, a rank of applications on mobile phones, number of
followers on social media, and number of employees. Each participant was assigned to
test only one retail m-commerce application that they had never used before the test. We
attempted to achieve an equal number of participants testing each application. A mobile
phone running on the same operating system with the participant’s own mobile phone
was provided for carrying out the tasks.

https://ipricethailand.com
https://ipricethailand.com
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For Study 3 (Tech-Savvy Group), top four e-commerce websites selling technology
products were chosen according to the rank dated February, 2018 available on https://
ipricethailand.com [6]. Each participant was provided a computer laptop to carry out
the tasks. Each one of them was asked to test only one e-commerce website. We tried to
assign an equal number of participants to try out each website.

Table 1 shows number of participants testing each application/website in Study 1,
Study 2, and Study 3.

Table 1. Number of participants testing each application/website

Study 1 (Working Age Group) Study 2 (Elderly Group) Study 3 (Tech-Savvy Group)

Application A (5 participants) Application A (6 participants) Website A (8 participants)

Application B (8 participants) Application B (6 participants) Website B (8 participants)

Application C (5 participants) Application C (6 participants) Website C (7 participants)

Application D (6 participants) Application D (6 participants) Website D (7 participants)

Application E (8 participants) Application E (7 participants)

During the test, time to complete the tasks and errors while conducting the tasks
were recorded. We also kept track of successful and unsuccessful task completion.
Measurements of successful task completion were specified as shown in Table 2.

Table 2. Measurements of successful task completion

Tasks Measurements of success

Adding to cart Participants selected a product, added to cart, and pressed a
button to confirm the product selection

Adding a shipping address Participants filled in their own address and pressed a button
to specify this address as a shipping address

Selecting a shipping method Participants selected a shipping method with the lowest cost
and pressed a button to confirm the chosen shipping method

Choosing a payment method Participants selected a payment method, filled in relevant
information, and pressed a button to confirm the chosen
payment method

Placing an order Participants pressed a button to confirm the order

2.3 Test Materials and Test Procedure

All studies were conducted at either participants’ home, workplace or coffee shops and
followed the same test procedure. Steps of the procedure are described below.

https://ipricethailand.com
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1. Participants were asked to read and sign an informed consent form before they began
the test.

2. Researchers had an informal conversation with participants to make them feel
relaxed.

3. Participants completed questions asking about their demographic details and online
shopping experience. Details included gender, age, educational level, occupation,
frequency of online shopping, and previously used retail e-commerce websites or
m-commerce applications (for Study 1 and Study 2) and e-commerce websites sell-
ing technology products (for Study 3). For the question asking about e-commerce
websites or m-commerce applications that the participants had purchased products,
each participant could choose multiple answers.

4. Participants performed all five tasks in a sequential order, i.e. adding to cart, adding
a shipping address, selecting a shipping method, choosing a payment method, and
placing an order. They were asked to think aloud during the test. The researchers
observed participants’ behavior and took note on the data collection form.

5. Participants were also asked to evaluate satisfaction of each activity and fill out a
usability questionnaire related to the checkout process. However, in this paper, only
results regarding task completion and usability issues will be explained in the Results
and Discussion section.

6. At the end of the test, debriefing session was conducted to discuss any further
feedback the participants might have.

3 Results and Discussion

Data about participants’ demographics and online shopping experience are described
in Sect. 3.1. Results on task completion, usability issues and discussion, and design
guidelines based on the research findings are presented in Sect. 3.2.

3.1 Participants’ Demographics and Online Shopping Experience

Participants’ demographics and online shopping experience of all participants are shown
in Table 3 to Table 8 below.

Study 1 (Working Age Group). As shown in Table 3, most of the participants were
female. The age range with the highest number of participants was 31–35 years old,
followed by 36–40 years old. Most participants held a bachelor’s degree. Thirteen
participants worked in a public sector whereas nineteen of them worked in a private
sector.

For online shopping experience of participants in Study 1, most participants did not
frequently purchase products online. Twenty participants had made a purchase once or
twice a month. Lazada.co.th and shopee.co.th were previously visited by most of the
participants. Twenty-seven out of thirty-two participants had purchased via lazada.co.th.
In the same vein, twenty participants had visited shopee.co.th. See Table 4 for more
details.
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Table 3. Demographic details of the working age group

Demographic details Number of participants (percentage)

Gender Male 8 (25.00)

Female 24 (75.00)

Age (years old) 20–25 2 (6.25)

26–30 4 (12.50)

31–35 14 (43.75)

36–40 8 (25.00)

41–45 4 (12.50)

Education High school/Vocational certificate 3 (9.38)

Diploma 5 (15.62)

Bachelor’s degree 21 (65.62)

Master’s degree 3 (9.38)

Occupation Civil officers 13 (40.63)

Employees of private companies 19 (59.37)

Table 4. Online shopping experience of the working age group

Online shopping experience Number of participants
(percentage)

Online shopping frequency Once a month 10 (31.25)

Twice a month 10 (31.25)

Three times a month 5 (15.60)

Four times a month 3 (9.40)

More than four times a month 4 (12.50)

Previously used Lazada 27 (84.40)

e-commerce sites or Shopee 20 (62.50)

m-commerce Central Online 2 (6.25)

Applications
(multiple answers)

ShopAt24 7 (21.90)

JD Central 2 (6.25)

Others 3 (9.40)

Study 2 (Elderly Group). Similar to Study 1, female participants took part in this study
more than male participants. Out of thirty-one participants, twenty-three of them were
between 50–55 years old. A bachelor’s degree was the educational level with the highest
number of participants, which was sixteen, followed by a master’s degree held by ten
participants. Approximately 71% of the participants were civil officers. Refer to Table 5
for further details of the elderly group’s demographics.
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Table 5. Demographic details of the elderly group

Demographic details Number of participants (percentage)

Gender Male 9 (29.03)

Female 22 (70.97)

Age (years old) 50–55 23 (74.19)

56–60 5 (16.13)

61–65 3 (9.68)

Education High school/Vocational certificate 3 (9.68)

Diploma 1 (3.23)

Bachelor’s degree 16 (51.61)

Master’s degree 10 (32.26)

Doctoral degree 1 (3.23)

Occupation Civil officers 22 (70.97)

State enterprise officers 2 (6.45)

Retirees 3 (9.68)

Business owners 1 (3.23)

Freelancers 3 (9.68)

Table 6 displays details about online shopping experience of the elderly group.
Twenty-three elders made an online purchase once or twice a month, indicating infre-
quent online shopping. The highest number of the elderly had visited lazada.co.th.
Shopee.co.th ranked second for the website/application that the participants had bought
products from.

Table 6. Online shopping experience of the elderly group

Online shopping experience Number of participants
(percentage)

Online shopping frequency Once a month 15 (48.39)

Twice a month 8 (25.81)

Three times a month 2 (6.45)

Four times a month 2 (6.45)

More than four times a month 4 (12.90)

Previously used Lazada 28 (90.32)

e-commerce sites or Shopee 12 (38.71)

m-commerce Central Online 1 (3.23)

Applications
(multiple answers)

ShopAt24 2 (6.45)

Others 11 (35.48)
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Study 3 (Tech-Savvy Group). Unlike Study 1 and Study 2, Table 7 shows that twenty-
two male participants, which was more than female participants, took part in the study.
The participants fell into the age range of 31–35 and 36–40 years oldmore than other age
ranges. All of the participants graduated with a bachelor’s degree or higher. In addition,
two-thirds of the participants were civil officers.

Table 7. Demographic details of the tech-savvy group

Demographic details Number of participants (percentage)

Gender Male 22 (73.00)

Female 8 (27.00)

Age (years old) 20–25 1 (3.33)

26–30 7 (23.33)

31–35 11 (36.67)

36–40 10 (33.33)

41–45 1 (3.33)

Education High school/Vocational Certificate 0 (0.00)

Diploma 0 (0.00)

Bachelor’s degree 22 (73.33)

Master’s degree 8 (26.67)

Occupation Civil officers 20 (66.67)

Employees of private companies 10 (33.33)

Table 8. Online shopping experience of the tech-savvy group

Online shopping experience Number of participants
(percentage)

Online shopping frequency Once a month 6 (20.00)

Twice a month 16 (53.33)

Three times a month 5 (16.67)

Four times a month 2 (6.67)

More than four times a month 1 (3.33)

Previously used Advice 17 (56.67)

e-commerce sites
(multiple answers)

JIB 13 (43.33)

Banana 13 (43.33)

IT City 3 (10.00)
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As shown in Table 8, more than half of the participants purchased products online
twice a month. For the previously visited e-commerce websites selling technology prod-
ucts in Thailand, seventeen participants had visited advice.co.th whereas thirteen partic-
ipants had purchased technology products from jib.co.th (JIB) and bnn.in.th (Banana),
respectively.

3.2 Task Completion and Usability Issues

This section presents number of successful task completion and time to successfully
complete a task in seconds for each study. Usability issues found in each study help
explain why some participants were not able to successfully perform the tasks and why
it took so long to successfully complete some tasks.

Study 1 (Working Age Group). Number of successful task completion by theworking
age group is shown in Table 9. Some tasks of some applications were not successfully
completed by all participants.

Table 9. Number of successful task completion by the working age group

Tasks Application A
(5 participants)

Application B
(8 participants)

Application C
(5 participants)

Application D
(6 participants)

Application E
(8 participants)

Adding to
cart

5 8 4 6 8

Adding a
shipping
address

5 8 5 4 7

Selecting
a shipping
method

4 6 2 5 5

Choosing
a payment
method

5 7 5 6 7

Placing an
order

5 8 5 6 8

For the task ‘adding to cart,’ a participant using Application C did not finish the task
because the language of a button was different from the setting. The different language
confused the participant, thus making the participant keep finding the right button to
press.

For the task ‘adding a shipping address,’ a few participants using Application D and
Application Ewere not able to complete the task. Application D required the participants
to fill out information that the participants were unsure about. Since the participants
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were not confident about their information, they refrained from entering the data. The
application detected these missing information and kept alerting the participants. The
participants still did not enter any information, so this problem led to the participants’
inability to proceed further. For Application E, the participant was unsuccessful to finish
the task due to an inability to locate a button to add a shipping address.

For the task ‘selecting a shipping method,’ there were unsuccessful cases in all
applications. A reason was that those participants did not directly select a shipping
method. They relied on the default shipping method set by the applications.

For the task ‘choosing a payment method,’ a participant using Application B was
unsuccessful because he/she did not notice the button whereas a participant using
Application E was not familiar with the term used on the button.

Table 10 shows time to complete a task in seconds for this group. For some
applications, it took longer than others to successfully complete some tasks.

Table 10. Time to successfully complete a task by the working age group (seconds)

Tasks Application A Application B Application C Application D Application E

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Adding to
cart

15
(9, 74)

18
(7, 30)

21
(16, 25)

19
(8, 30)

42
(5, 141)

Adding a
shipping
address

115
(60, 144)

131
(117, 240)

60
(30, 99)

107
(80, 193)

162
(130, 200)

Selecting
a shipping
method

21
(5, 43)

14
(11, 174)

14
(7, 20)

12
(1, 48)

20
(4, 175)

Choosing
a payment
method

42
(7, 63)

7
(4, 145)

7
(5, 84)

6
(1, 17)

6
(1, 60)

Placing an
order

1
(1, 1)

1
(1, 5)

1
(1, 1)

1
(1, 1)

1
(1, 1)

For Application A, the task ‘selecting a shipping method’ and the task ‘choosing a
payment method’ had the highest median of time to complete the tasks, compared to
other applications. Options for shipping methods were not displayed clearly, causing the
participants to look for the options longer that it should be. Similarly, the participants
took some time to locate a payment method that was familiar to them.

The time to complete the task ‘adding a shipping address’ in Application B showed
a median that is second to the highest median of Application E. Many reasons leading
to this time delay were a difficulty in locating the ‘add a shipping address’ button, too
many choices for provinces, unsystematic sorting of province options, and unnecessary
words shown on the screen.
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In Application D, for the task ‘adding a shipping address’, a median time of suc-
cessful task completion listed as third rank after Application E and Application B. Since
the application required the participants to manually type all relevant information and
insistently requested for information that the participants were not sure about, it took
the participants quite a long time to complete the tasks.

For Application E, the task ‘adding a shipping address’ took the longest time to
complete. Several reasons were as follow. It was unclear where the button was, so the
participants could not find it. Wording on a button was difficult to understand. The
participants could not find desired options. For the ‘adding to cart,’ the median time
of Application E was the highest because the participants read product details before
making their decision.

Study 2 (Elderly Group). Table 11 displays number of elder participants who success-
fully completed the tasks for each application. For the elderly group, the main reason for
unsuccessful completion of the task ‘adding a shipping address,’ ‘selecting a shipping
method,’ and ‘choosing a payment method’ was because all three steps were shown
on the same screen of Application A, Application B, and Application E. Each of the
step was not obviously seen as a separate step. Therefore, the unsuccessful participants
mistakenly skipped the tasks. For the task ‘adding to cart,’ a participant testing Appli-
cation A could not complete the task because the participant was unable to locate the
shopping cart. The words used on a button to confirm the selection of products were also
ambiguous.

Table 11. Number of successful task completion by the elderly group

Tasks Application A
(6 participants)

Application B
(6 participants)

Application C
(6 participants)

Application D
(6 participants)

Application E
(7 participants)

Adding to
cart

5 6 6 6 7

Adding a
shipping
address

4 6 6 6 6

Selecting
a shipping
method

5 5 6 6 4

Choosing
a payment
method

6 6 5 6 7

Placing an
order

6 6 6 6 7



318 P. Butnampetch et al.

Table 12 shows time to successfully complete a task by two dimensions, i.e. tasks
by applications. Compared to other applications, the medians of time to complete a task
by using Application A were found to be highest in several tasks.

Table 12. Time to successfully complete a task by the elderly group (seconds)

Tasks Application A Application B Application C Application D Application E

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Adding to
cart

86
(64, 239)

65
(30, 154)

65
(8, 330)

83
(19, 191)

67
(20, 213)

Adding a
shipping
address

252
(128, 270)

155
(125, 215)

135
(66, 297)

210
(130, 416)

176
(105, 234)

Selecting
a shipping
method

30
(19, 43)

29
(20, 40)

18
(8, 21)

16
(6, 133)

20
(7, 32)

Choosing
a payment
method

52
(24, 99)

34
(12, 91)

17
(9, 121)

42
(11, 146)

48
(11, 94)

Placing an
order

19
(10, 35)

18
(6, 30)

14
(5, 17)

20
(10, 27)

8
(7, 59)

Application A had the highest mean of time to complete the task ‘adding to cart’
due to several issues. The problems were mostly related to the button for confirming
the product selection in two aspects, i.e. a language of the words used on the button
and a location of the button. The meaning of the words used on the button were unclear
and written in English. In addition, the button was located beyond the boundary of the
screen. The participants had to scroll down to see and press the button.

The median of time to complete the task ‘adding a shipping address’ was also found
to be the highest with Application A. The participants had to spend some time to search
for shipping address form because an access to the shipping address form was shown in
conjunction with other tasks.

For the task ‘selecting a shipping method,’ the median of time to complete the task
was highest for the participants testing Application A. An ambiguous symbol confused
the participants when they were trying to fill out information.

Similarly, for the task ‘choosing a payment method,’ the highest median of time to
complete the task was found with the participants using Application A. The problem
was that this task was designed and displayed on the same page with other shopping
activities. This design approach caused the participants to spend some time looking for
a section of an interface that they could choose a payment method.
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For Application D, the median of time to complete the task ‘placing an order’ was
found to be the highest because a confirmation button was shown below a boundary of
a screen. The participants had to scroll down in order to see and press the confirmation
button.

Study 3 (Tech-Savvy Group). As shown in Table 13, for some tasks of some applica-
tions, therewere a small number of participantswhowere unsuccessful in completing the
tasks. A participant testing Website A unsuccessfully added a shipping address because
the button was placed near other irrelevant buttons. One of the reasons a participant
failed to complete the task because Website B asked for citizen ID in order to add a
shipping address.

Table 13. Number of successful task completion by the tech-savvy group

Tasks Website A
(8 participants)

Website B
(8 participants)

Website C
(7 participants)

Website D
(7 participants)

Adding to cart 8 8 7 7

Adding a shipping
address

7 6 7 7

Selecting a shipping
method

8 8 4 6

Choosing a payment
method

8 8 7 7

Placing an order 8 7 7 7

For the task ‘selecting a shipping method,’ a few participants failed to complete the
task on Website C because the participants could not understand what information the
website was requesting. OnWebsite D, information about shipping method was unclear,
making the participants hesitant to perform the task.

Time to successfully complete a task in seconds by the tech-savvy group is shown in
Table 14. Considering the medians, Website B showed the poorest performance. Due to
a poor navigational design, the task ‘adding to cart’ of Website B had the highest median
of time to complete the task.

For the task ‘adding a shipping address,’ too much information requested byWebsite
B was a culprit of the highest median of time to complete the task.

For the task ‘selecting a shipping method,’ the median of time to complete the task
onWebsite B was highest because the participants spent some time to select options and
read details about shipping.

For the task ‘choosing a payment method,’ tab colors and words on the tab confused
the participants, causing a time delay when performing the task.

The results of task completion and the found usability issues revealed that the princi-
ple of visibility could have a high impact on users’ experience and comprehension while
interacting with m-commerce applications and e-commerce websites. The visibility and
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Table 14. Time to successfully complete a task by the tech-savvy group (seconds)

Tasks Website A Website B Website C Website D

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Median
(Min, Max)

Adding to cart 28.5
(15, 83)

30
(19, 138)

23
(12, 36)

10
(3, 50)

Adding a shipping address 85
(31, 180)

188.5
(129, 226)

137
(115, 360)

80
(30, 122)

Selecting a shipping method 13
(5, 198)

68
(1, 130)

7.5
(1, 22)

16
(1, 80)

Choosing a payment method 7
(3, 19)

39.5
(8, 110)

14
(3, 48)

10
(2, 60)

Placing an order 1
(1, 3)

3
(1, 27)

1
(1, 2)

1
(1, 3)

comprehensibility of action buttons, action links, arrangement of buttons, arrangement
of sections of each step, words and languages used on the button are important issues to
take into consideration when designing a checkout process.

In order to reduce a chance of purchase abandonment, general guidelines for a design
of checkout process are proposed below.

1. Each step of a checkout process must be clearly marked. For example, if these
activities, i.e. adding a shipping address, selecting a shipping method, and choosing
a payment method, are supposedly designed on the same screen, a section of one
activity should be easily noticeable and distinguishable from other activities.

2. Language used on action buttons or links must be comprehensible by users.
3. Position of action buttons or links must be easily noticeable by users. If possible, the

action buttons and links should be displayed on the current screen at all time.
4. Instructions and rationale for requesting information within any form must be clear

and make sense to users.

4 Conclusion

This research had a goal to examine online buyers’ experiencewith a checkout process of
m-commerce applications or e-commerce websites in Thailand. Three usability studies
were conducted. Study 1 involved a sample group of thirty-two buyerswhowere between
20–45 years old and had experience in shopping via e-commerce mobile applications.
Five m-commerce applications tested in the first study were m-commerce selling a wide
variety of products, such as apparels, housewares, electronics, and etc. Results found
interesting usability problems which were ambiguous design of options, no explanation
regarding required information, using confusing language and etc.

Study 2 investigated m-commerce shopping experiences of the Thai elderly. Like the
first study, the scope of the m-commerce applications included the applications selling
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various kinds of products. The usability of popular m-commerce applications was tested
by a sample group of thirty-one elderly users. The old users were fifty years and older and
had experiences in shopping via m-commerce applications. A main usability problem
was that users did not know where they were in the application because the application
did not have status information or any text indicating the step the users were in. This
problem caused usage mistakes, thereby making buyers not prefer to buy products via
applications. If steps of the applications can be clearly designed, it would be easier for
the elderly to use the applications.

Lastly, study 3 examined behaviors of thirty buyers who were between 20–45 years
old and had experiences in shopping with e-commerce websites selling technology-
based products. Results found that the design of e-commerce websites was difficult to
use due to several reasons, for example, the meaning of words did not match with users’
expectations; colors used in the navigation bar were not easily distinguishable from the
background; users were forced to enter personal data; payment forms did not follow an
international standard, and so on.

Based on the research’s findings, results of task completion and found usability issues
were similar across all sample groups. A violation of the principle of visibility was a
major root of almost all usability problems found in the tests.
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Abstract. Anthropomorphic design has been widely used in human-computer
interactions. Anchored on the baby schema (Kindchenschema) theory, we pro-
pose that integrating cuteness elements in an anthropomorphic system can signif-
icantly alleviate the users’ negative perceptions of system errors. The results of a
laboratory experiment reveal that avatar cuteness can significantly reduce users’
perceived severity of software errors taking place during human-computer inter-
actions. This study not only explores the factor of avatar age in anthropomorphic
interface design, but it also introduces the concept of cuteness into HCI research.
Practical implications of these findings for human-computer interface design are
discussed.

Keywords: Anthropomorphic system · Avatar · Age · Cuteness ·
Kindchenschema · Software error

1 Introduction

Anthropomorphic design refers to the endowments of human-like characteristics, moti-
vations, intentions, or emotions in information systems [1]. Along with the wide appli-
cation of anthropomorphic systems, researchers have examined the effects of anthro-
pomorphic interface of information systems on user experiences in various contexts,
including e-commerce [2, 3], decision support systems [4], and online education [5].
Most research finds that anthropomorphic designs have positive impacts on users’ per-
ceptions. For example, it can increase users’ trust and use intention towards the systems
[2, 6]. Meanwhile, researchers have also found that the effects of anthropomorphic inter-
face are highly contingent upon the concrete design of various avatar features, such as
gender [7], ethnicity [8], appearance [9], facial expressions [10], and representations
[11]. However, little research so far has investigated whether or not the age of an avatar
may influence users’ perceptions of an anthropomorphic system.

Based on the baby schema (Kindchenschema) theory [12], we propose that avatar
age is also an important design element that can affect users’ perceptions. When the
avatar is a child, it might induce different reactions as compared to the scenario when
the avatar is an adult. Because people unconsciously interact with anthropomorphic
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systems in the way they interact with humans [13], and they usually evaluate children
and adults with different criteria. Specifically, users may feel a stronger perception of
cuteness when interacting with an embodied avatar with child-like appearances and
behavioral characteristics [14]. Social psychology studies have revealed that cuteness
perceptions can trigger care-taking behaviors and promote social engagement [15]. Mar-
keting researchers have also found that cute product designs can not only help consumers
form a warm impression of a brand but also build up brand attachments [16]. However,
the factor of cuteness has received relatively little attention in HCI research.

In addition, the usage scenarios also matter in evaluating anthropomorphic designs.
In this paper, we focus on the scenario when errors occur in human-computer inter-
action. Various system errors are almost inevitable in system use, which often lead to
negative user experience [17]. However, there is little research on how to improve user
experience through the design of error messages or prompts for correction [18]. Service
marketing literature has suggested that appropriate interaction design can effectively
alleviate users’ negative feelings when service failure occurs [19]. Therefore, we chose
to explore the effects of avatar cuteness in this particular scenario of system error. In sum-
mary, this paper attempts to answer the following research question: can avatar cuteness
in anthropomorphic systems decrease users’ negative perceptions when an error occurs?

2 Theoretical Foundation and Hypotheses Development

2.1 Anthropomorphic Design in Information System

Originated from the interaction design between humans and robots, studies of anthro-
pomorphic designs date back to the 1970s [20]. An information system can be anthro-
pomorphized through various methods [21], such as representing the system with an
avatar, demonstrating the personality of the system by texts and voice, and establishing
attachments between users and the system by expressing emotions [22].

Previous studies have shown that anthropomorphic interface design generates pos-
itive user reactions because they enable users to interact with the system in the same
way they interact with human beings [23], which can stimulate more social interactions
between a user and the system [24]. Previous research have suggested that anthropo-
morphic interface can increase users’ trust in the system [6]. Users find interacting with
anthropomorphic systems more joyful [25] and they feel more immersed in virtual envi-
ronments [26] and becomemore willing to use such systems [2]. Users’ learning abilities
are also improved when interacting with systems with avatars [27].

Users’ perceptions of anthropomorphic systems are heavily influenced by the appear-
ance andbehavioral characteristics of the avatars used. For example, users prefer a system
whose avatar shares similar demographic characteristics with their own, including gen-
der [7] and ethnicity [8]. Besides, they would infer the system performance based on
avatar appearance. For example, a system is perceived as more powerful when the avatar
being dressed more professionally [9].

This being said, the age of an avatar, which is another important demographic charac-
teristic, has received relatively less attention compared with other demographic factors.
Among the few papers examining the effect of avatars’ age, Baylor and Plant (2005)
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found that middle-aged avatars were more likely to stimulate girls’ interests in math-
ematics and science than younger avatars. Rosenberg-Kima et al. (2008) found that
interacting with young cool avatars can improve female learners’ self-efficacy than old
cool avatars.

2.2 Cuteness1

In this paper, we propose that a key difference between a “child” avatar and an “adult”
avatar is the perception of baby schema and cuteness. Proposed by Lorenz (1943), the
baby schema (Kindchenschema) theory summarizes a series of physical characteristics of
infants, including large round eyes, round and protruding cheeks, protruding foreheads,
round faces, big heads, and thick extremities [31]. People would perceive a higher level
of cuteness when an object scores higher on baby schema [14].

Researchers have found that most people show strong love in cute infants [32]
because the cuteness of infants is a primary elicitor of caregiving behaviors from adults
[12]. Mammalian infants-particularly human infants-are incapable of taking care of
themselves, cuteness evolved as an adaptive mechanism for attracting nurturing behav-
iors from adults, thereby increasing their survival chance [32, 33]. The ability to recog-
nize and differentiate cute entities from non-cute ones reflects an innate human motive
to nurture and care for the offspring. Given the evolutionary role of cuteness, people’s
responses to cute entities are biologically hardwired [34]. People’s preferences for cute
entities are not limited to living things. Non-living objects with cute designs can also
trigger cuteness perception. For example, Mickey Mouse, with its supernormal large
head and big round eyes, is adored by the audience [35]. Products with cute features,
such as rounded appearance and soft materials [36], small size [37], and soft colors [38],
are very popular among consumers.

People’s responses to cuteness are both affective and inferential. In terms of affect,
cuteness could generate sensory pleasure [34, 39] aswell as complex emotions, including
tenderness [15] and empathy [40, 41]. These emotions would elicit prosocial behaviors
[23]. In terms of inferential responses, cute entities are associatedwith physicalweakness
andvulnerability [42],warmth [30], honesty [43], aswell as youth andvitality [44]. These
inferences can motivate people’s nurturing and caring-giving behaviors [32], and foster
them to pay more attention to cute entities [45].

2.3 Hypotheses Development

When using an anthropomorphic system, users will perceive a higher level of cuteness
if the avatar looks and behaves like a young child rather than an adult [14]. As discussed
above, we expect that this cuteness perception can lead to a prosocial mindset of care-
taking and helping. When an error occurs, this mindset will make the user become more
helpful and more willing to resolve the problem. When a user would like to solve the
problem rather than criticize the system, he or she is likely to perceive the error as less
severe.

1 Nenkov and Scott (2014) propose two distinctive dimensions of cuteness, namely baby schema
cuteness and whimsical cuteness, which is characterized by “capricious humor and playful
disposition”. In this paper, cuteness refers to the baby schema cuteness only.
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Besides, a user may apply different schemes when evaluating avatars of different
age. In general, people tend to believe that mistakes made by children are not as fatal
as those made by adults due to their lack of capabilities. As a result, the same mistake
made by a child is more forgivable and less severe than that by an adult. Therefore, we
posit:

H1: Avatar cuteness decreases users’ perceived severity of a system error.
Prior research has shown that cuteness elicits warmth, kindness, and attractiveness

perceptions [30, 32, 42], and triggers prosocial behaviors and social engagements [32].
Feelings like warmth and kindness are associated with perceived social closeness [46].
Berry (1991) found that people with warm faces have higher social closeness scores
than those with faces that are judged as less warm. In the same vein, a cute avatar will
make the system be perceived as socially closer to the users as it triggers higher warmth
perception than a less cute avatar. Therefore, we posit:

H2: Avatar cuteness increases the users’ perceived social closeness with the system.

3 Methods

3.1 Experiment Stimuli

A single factor (cuteness: low vs. high) between-subject laboratory experiment was con-
ducted to test these hypotheses.We developed amock-up system that claimed to evaluate
a subject’s word processing capability by asking the subject to count the frequency of
certain keywords from several pre-stored textual snippets. Subjects were asked to inter-
act with the system and complete the evaluation task as fast as they can. Based on their
performance, the top 25% of the subjects could get additional cash rewards. The sys-
tem was designed with an intentional error so that the subject had to redo one-round of
counting.

Avatar cuteness was manipulated by varying the look of the avatar and the font of
the instructions which represented the conversation. As shown in Table 1, subjects in
the low cuteness group saw a male adult avatar and the on-screen texts were presented
in a formal Chinese font2, while those in the high cuteness group saw a baby boy
avatar and the on-screen texts were presented in a childish style Chinese font3. A pretest
was first conducted to ensure that the two designs can effectively manipulate subjects’
perception of cuteness. Thirty-seven subjects were recruited for the pretest. They were
asked to browse the user interface of the two groups one by one (with the presentation
order counterbalanced) and then assess the two avatars’ age, cuteness, and physical
attractiveness respectively. The results showed that the perceived age of the baby boy
was significantly younger than the male adult avatar (M adult = 27.38 vs. M child = 8.51,
p < 0.001), and the avatar of baby boy was perceived as significantly cuter than the
adult avatar (M adult = 4.51 vs. M child = 5.70, p < 0.001). Meanwhile, there was no
significant difference in perceived attractiveness between the two avatars (M adult = 4.59
vs. M child = 4.95, p > 0.237). These results showed that our manipulation of avatar
cuteness is effective.

2 The font selected is “SimSun”, which is similar to the “Times New Roman” font in English.
3 The font selected is “HanYiQingKong”, which is similar to the “Comic Sans” font in English.



326 Y. Cheng et al.

Table 1. Stimuli design

Adult Child

Avtar

Font

3.2 Measures

Measures for perceived severity is adapted from Pronk et al. (2010). Subjects respond
to two questions, “How serious do you think the system error is?” and “How serious do
you think the consequences of this mistake are?” on 7-point scales. Measures for social
closeness is adapted from Ward and Broniarczyk (2011). Subjects rated “How close
do you think the relationship between you and the system is, comparing the system
to a person?” on a 7-point scale. Subjects’ gender and age were measured as control
variables.

3.3 Procedures

The experimentswere conducted in a behavioral lab.All experiment instructions, stimuli,
and questionnaires are stored and presented through a self-administrated online survey
system. A total of 77 undergraduate students were recruited to participate in the experi-
ment in exchange for a cash reward. The average age is 21.8 years, and 54.54% of them
were female.

Upon arrival, the subjects were randomly assigned to one experimental condition
and were asked to finish two word-counting tasks. In each task, the subject was asked to
count the frequency of the five specific keywords. The task could only finish when all
five answers were correct. In the second task, the system would intentionally display a
“save failure”, so the subjects had to finish an additional count in order to complete the
task. After completing the two tasks, subjects were required to complete a questionnaire
containing the measures for all variables. Upon the completion of the questionnaire,
subjects are debriefed, thanked, and dismissed.
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4 Results

Table 2 summarizes the group means and the standard deviations of perceived error
severity and social closeness. The Cronbach alpha for perceived error severity is 0.947.

Table 2. Descriptive Statistics of Dependent Variables

N Perceived
error severity

Perceived
social
closeness

Means Std. Means Std.

Low avatar cuteness 38 4.737 1.234 3.105 1.158

High avatar cuteness 39 3.910 1.662 3.026 1.112

Total 77 4.318 1.515 3.065 1.128

We then performed a one-way ANOVA to test the effects of avatar cuteness on
perceived error severity and social closeness. Participants in the high cuteness group
perceived the error as significantly less severe (M low = 4.74 vs. M high = 3.91, p <

0.017), thus H1 is supported. However, there is no significant between-group difference
in terms of perceived social closeness (M low = 3.11 vs. M high = 3.03, p > 0.758).
Therefore, H2 is not supported.

5 Discussion

5.1 Summary of Findings

The results of our experiment suggest that avatar cuteness can significantly decrease
users’ perception of error severity as expected. Nevertheless, it fails to lead to higher
perceived social closeness. There could be two possible explanations. First, social close-
ness can be effectively activated as long as the interaction partner is anthropomorphic
[49]. Second, the perception of social closeness can be shaped by interacting with the
system for an extended period of time, which was not the case in our experiment.

5.2 Theoretical Contributions and Practical Implications

The present research makes three theoretical contributions. First, our research addresses
the research gap of avatar age. Specifically, we found that people interacting with a child
avatar tends to perceive the error as less severe when a service failure takes place. This
finding extends our understanding of people’s responses to anthropomorphic design in
human-computer interaction.

Secondly, we introduce the concept of cuteness into the field of human-computer
interaction, and employ it to explain the effect of avatar age. In recent years, with the
growth of a new generation of young consumers, the word “Moe” (a Japanese word
for cuteness) has attracted much attention, especially in the East Asian countries [50].
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However, most of early studies on cuteness have been conducted by scholars in the fields
of social psychology, marketing, and journalism. This study not only introduces cuteness
in the HCI field, but also examines its applicability in the design of anthropomorphic
systems.

Third, we take system error as a research scenario and broaden the boundaries of HCI
research. Error handling is a very typical application scenario of HCI; however, there is
little research focusing on this particular scenario. These research took the perspectives of
system builders such as programmers rather than ordinary users [19]. Some studies have
explored the role of error message design in improving user experience. For example,
Linderman and Fried (2004) proposed several design principles. Seckler et al. (2012)
focused on the layout of error messages. Our research is aimed at end users. We examine
the role played by the avatar cuteness in the specific scenario of system errors. By
transplanting theories of service failure and recovery in service marketing, we enrich
the scope of IS research.

The research also has important implications for practitioners. Our results show that
system designers can consider adding cuteness design elements in interactions when
software errors are likely to occur. It could alleviate users’ negative perceptions of the
error and thus reducing dissatisfaction. The appearance and interaction style of the avatar
both work effectively in cuteness design.

5.3 Limitation and Future Research

This research has some limitations. First, we manipulated cuteness by varying avatar
age and fonts. Future research can examine other forms of cuteness manipulation such
as language style and avatar voice. Second, we created one particular system error in the
experiment. Subsequent research can use other experimental tasks and error scenarios to
verify our findings. Third, we adopted a lab experiment in this study, and all participants
were university students. Future studies can use field experiments or natural experiments
so as to improve the external validity.
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Abstract. This paper suggests an adoption model for Enterprise Social Networks
(ESN) based on Human Computer Interaction aspects in a developing country,
Egypt. The study starts with an exploratory phase, where semi-structured inter-
views were conducted with ten of ESN users, from different operation levels, and
in two organizations. Thematic analysis of interviews data suggested personal
cognitive dimension of ESN adoption, such as: Perceived Value, Privacy, Power
Distance Cultural Dimension, Management Support, Interactivity, and Usability.
In light of these interview results, an adoption model was built.

The model was validated using a survey administered with a convenient
sample of 82 permanent employees from different backgrounds and in various
managerial levels, in the same two organizations operating in Egypt.

The statistical analysis of the model suggests that Interactivity, Perceived
Value, Management Support, and Usability were found to have substantial influ-
ences on ESN Adoption. The suggested integrated model helps for better under-
standing of ESN from the users’ perception. This paper contributes with implica-
tions for ESN’s researchers, developers, and managers. This research presents
a plausible, integrated framework for investigating the target phenomenon,
especially for un-explored cultures.

Keywords: Enterprise Social Networks · ESNs · Human Computer Interaction ·
ESNs adoption model · IT in developing countries

1 Introduction

Enterprise Social Networks have been receiving growing attention within academia and
business in recent years. Enterprises have been looking at social networks as a knowledge
management and communication tool to improve collaboration and innovation among
employees. Enterprise Social Networks (ESN) have the potential to change the landscape
of workplaces by allowing members of an organization to share, communicate, and
develop ideas unconstrained by geographical, temporal, or organizational hierarchy.

To date, and in most cases, ESN did not fulfill the organizations’ expectations due to
lack of attention to human aspects during implementation [1]. Recently, human factors
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were suggested to be one of the main prerequisites for a successful implementation of
Enterprise Social Networks. Hence, a growing body of literature begins to investigate
users’ perception towards ESN [2].

This paper investigates Human Computer Interaction aspects of Enterprise Social
Networks; most specifically, the paper looks at antecedents of adoption for ESN. The
paper aims to contribute to research by suggesting and validating ESN adoption model
in a developing country, Egypt, where the use of social network is widespread.

The paper begins by giving some background on past literature on human aspects of
Enterprise Social Network (ESN) and the case of social networks penetration in Arab
countries in general and in Egypt in specific. This is followed by a description of the
research methodology, where an exploratory semi-structured interviews were conducted
with a sample of ESN users to generate mature hypotheses, based on which an adoption
model was suggested.

This was followed by a comprehensive reporting of data analysis and results presen-
tation. Finally the findings and their implications are discussed, and limitations of the
current work are cited with suggestions of possible relevant future work.

2 Literature Review

2.1 Enterprise Social Networks (ESN) and HCI

Enterprise social networks have the potentials to improve company internal communi-
cation, collaboration and innovation processes [3]. ESN connect employees unbounded
with hierarchical, time, and location barriers, and hence improve knowledge transfer
within the company [4].

Little previous work investigated prerequisites for the successful adoption of an ESN
from the Human Computer Interaction aspects. One of these studies recommended that
it is essential that employees have the basic knowledge needed to use the new tool; it
is vital to clarify which functions offer what kind of benefits, limitation of the tool, and
what kind of content is useful to share [1]. According to the study, employees should
be able to decide when a traditional telephone call or face-to-face meeting might be a
better choice. Length, frequency and visibility of information shared via the ESN need
to be also identified [1].

Other previous work, on the same research strand, analyzed motives for employees
to use ESN in an early-adoption stage and how users’ behavior can be classified in a
post-acceptance stage of ESN implementation [5]. The study also looked at how users’
perception of privacy and trust affect the intention to use an ESN and the intention to
share knowledge on ESN.

2.2 Social Network Penetration in Arab Countries

Social Network has grown worldwide to become an essential part of Internet use, it
became a vital component of any firm’s strategy to expand their reach and improve their
services. In the Arab countries, the number of social media users has increased since
2013, where Egypt did a tremendous boost. While in 2013 most of Arab nations used
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the internet mainly to check email, this changed in 2018 as a total of 97% of internet
Arab users used Social Networks to communicate and receive news update, with 83%
of them do so daily [6].

Egypt is reported to have the largest population of Internet users in the Middle East
and North Africa region [6]. In 2017, the total number of Egyptian Face book active
users reached 35 million (22 million male users and 12 million female users). In 2018,
face book was used by 83% Egyptian Internet users, Whats-App was used by 77%, and
Instagram and Snap-chat were used by 51%. It was also reported that the average time
Egyptians spent online per week reached 26.2 h [6].

Still, Egypt has not yet adopted the full developmental opportunities of the Internet
in business, such as Enterprise Social Network (ESN) platforms, as have other countries
in the region. The adoption of new IT innovations in Egypt is usually seen as a real
challenge; Hence, Egypt’s approach to ESN adoption can offer important lessons for
other developing countries.

This Study focus on Human Computer Interaction factors affecting adoption of ESN
in Egypt, representing a developing country under-represented and under-researched in
IT adoption research, but where the potential benefits are high.

3 Research Methodology

3.1 Research Procedures

This research follows an inductive approach, where investigation is done without trying
to fit the data into a pre-existing model. First: investigational semi-structured interviews
were conducted with a small representative sample of ESN users, to generate plausible
research hypotheses, and accordingly suggest hypothetical research model. Second: the
suggested model was validated using a survey conducted over a larger sample.

Interview sessions were conducted with 10 ESN employees of two different organi-
zations. Each session was 20–30 min long, and was recorded using a portable recorder.
Data collection was completed by saturation; this is when a feeling of closure is obtained
with repeated answers. Participants were interviewed around their general experience
with the enterprise social network tools in their work place, expressing their interest,
challenges, and drive to utilise these tools.

The interviews began by asking about the contribution of ESN tools to the organi-
zation’s knowledge sharing and communication. This was followed by broad questions
aiming to find out what the ESN tools are being used for, what motivate participants to
use these tools, andwhat problems, if any, participants experiencedwhile using the tools.
During the interview sessions, participants were asked to point out what they like/dislike
in ESN tools they are using in their organization, and suggest ways to improve it.

All sessions were conducted in Arabic, the mother tongue of all of the interviewees,
as well as the interviewer, the author of this research, who transcript the data in English
language. Data collected in interviewswere analysed using ThematicAnalysis technique
[7]. Thematic analysis goes beyond counting expressions and moves on to identifying
patterns, themes, across data sets describing the phenomenon under investigation [8].
Themes suggest a set of constructs that participants had consistently emphasized as
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antecedents of ESN adoption in their work place. As some of these constructs, are
supported by previous relevant ESN literature, this provided a good justification to pursue
further investigation, hence formulating the research hypothetical model illustrated in
the following section.

The model was validated using a survey administered with a larger sample of 82
participants from the same organizations. All the items used in the survey have been
drawn from the literature, sharing a similar context to the current one, where they were
quoted to be reliable and valid to measure constructs of the phenomenon that they intend
to represent. The survey was designed in English, where none of the items weremodified
by changing the wording of the question.

3.2 Research Sample

Convenience sampling technique was conducted as participation in the study was vol-
untary. The sample size depended on the number of volunteers who were willing to
participate in the study. The sample includes staff with different background, education,
and managerial levels, such as: administration staff, engineers, marketing coordina-
tors, and public relations from two entrepreneur organizations working in the areas of
construction and insurance services.

All participants self reported at least an intermediate level of technology familiarity,
working with their organization for at least 3 months. Males represent 65% of the sample
and females represent 35% of the overall sample. The investigational semi-structured
interview included 10 participants, while 82 participants filled and returned back the
survey.

4 Data Analysis and Discussion

4.1 Thematic Analysis

Through systematic thematic analysis of the interviews scripts, ideaswere organized into
general conceptual themes. The themes capture a set of factors that the interviewees had
consistently emphasized as having influence on their perception of usage of ESNs. The-
matic analysis of the interviews resulted in six main themes that reveal factors affecting
users’ decision to use or not use the ESN tools in their work place, as following:

Theme 1: Interactivity & Theme 2: Usability
Interactivity was mentioned by all interviewees as an issue concerning the ESN use in
their work place. While all participants expressed the necessity for ESN to be highly
dynamic and engaging interactive activities, such as chat rooms and meetings online.
The main concern for interviewees was the poor participation opportunities they are
allowed to have. Interviewees suggested some ideas to increase interactivity with their
colleagues, such as shared drop box and online forums. One interviewee cited (an engi-
neer): “Online interactive meetings on ESN would save lots of useless F2F meeting
times…. this would keep me more focused …online voting, discussion, message board,
and a chat room.. Something like a break room for informal discussion with colleagues
before the meeting…”.Many of the interviewees who are not using ESN expressed that
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after their registration, they found that the content is overwhelming, within which it was
not easy to find topics of interest from a quick scan. Other expressed that the tool was
not usable, not easy to learn, and not obvious.

Theme 3: Power Distance & Theme 4: Management Support
Majority of the participants expressed that the ESNwould facilitate communication with
supervisor, such communication is weak in work place. Other participants expressed that
the ESN gives opportunity to participate in decision making. One interviewee (a sec-
retary) cited: “Most of the time we are unwilling to participate in decisions … we just
follow passively unless we are encouraged by our supervisor”. Another interviewee (an
HR manager): “We encourage our employee to use the ESN in place… they are encour-
aged to contribute with content and share knowledge”. Egypt is classified as high power
distance culture [9]. In organization with a high power distance culture, communication
takes place vertical downwards, with no or little horizontal communication, and a large
communication gap exists between managers and employees [10].

Theme 5: Perceived Value & Theme 6: Privacy
During interviews, participants envisaged ESN would provide value to them throughout
mobility, rapidity, and timing. Value is expressed by participants as the degree of conve-
nience that allows employee to communicate on business issues via mobiles in different
place and times, unbounded with working hours and office place. Rapidity in sharing
news, taking votes, reaching consensus on deadline, commenting on shared documents,
all were expressed as value added by ESN tools. On the other hand, some of participants
expressed that such use of ESN would violate their privacy and would take priority over
their private life outside work.

Based on the results of thematic analysis, an ESN adoption model was hypothesized
in terms of six independent variables and one dependent variable, as illustrate in Fig. 1.
The model hypothesizes that Perceived Value, Privacy, Power Distance, Management
Support, Interactivity, and Usability, have significant effect on ESN adoption.

Perceived Value

Enterprise 
Social Network

Adoption

Privacy

Power Distance

Management 
Support

Interactivity

Usability

Fig. 1. Hypothetical research model for enterprise social networks adoption.
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4.2 Model Validation

The model was validated according to the following sequence: first, validity and relia-
bility of the research items and constructs were assessed. Second, multiple discriminant
function analysis was conducted for model testing.

Item reliability was checked by calculating item loading as well as the correlation
between each item and its corresponding construct. All items were found with adequate
reliability with items’ loading and item-construct correlation are at least 0.60.

Constructs’ reliability was checked and was found adequate as all constructs had
composite reliability scores above 0.8, average variance extracted scores exceeding 0.5,
and Cronbach’s Alpha scores were all higher than 0.6. Additionally, all items were found
to have much higher loading in their assigned constructs than in the other constructs,
this suggests the discriminant validity of all of the used items.

Correlation coefficients between each construct and its associated items were calcu-
lated using Pearson Correlation Coefficient. A significant correlation was found between
all constructs and all their associate items. A reliability check was done for the overall
model using Cronbach alpha which was found higher than 0.80 except for the construct:
Power Distance. Accordingly this constructs was dropped from the research model.
Meanwhile, all the remaining constructs had composite reliability above 0.8, AVE above
0.5, and Cronbach’s Alpha higher than 0.6. This suggests that remaining constructs, after
dropping Power Distance, had adequate reliability.

Multiple discriminant function analysis (MDFA) technique was used to assess the
researchmodel.MDFA is appropriatewhen the independent variables are interval and the
dependent variables are categorical [11], which was the case in the current research. In
the current study, participants select between three levels of ESN adoption (1: Adoption:
using an interactive ESN tool at work place with exchange of data; 2: Non-adopters: not
using the ESN; 3: using the existing ESN to retrieve data with no contribution from the
user).

MDFA analysis showed a statistically significant function indicating that the model
is satisfactorily significant in differentiating between adopters and non-adopters. Based
on the Discriminant loadings and F-value, listed in Table 1, the following constructs
are suggested to have a significant effect on the ESN adoption: Perceived Value, Man-
agement Support, Interactivity, and Usability. While the relationship between Adoption
and Privacy construct was not found significant. Therefore, it could be suggested that
these four factors (Perceived Value, Management Support, Interactivity, and Usability)
significantly affect the initial adoption of ESN.

Table 1. Discriminant analysis of the ESN adoption model.

Construct Discriminant
loading

F-value P-level Coefficient Adopter mean Adopter SD Non-adopter
mean

Non-adopter SD

Perceived
value

0.643 62 0.000 0.682 2.68 0.71 3.56 1.05

Privacy 0.266 30 0.000 0.222 2.10 0.87 3.28 0.82

Management
support

0.634 63 0.000 0.667 3.10 1.35 2.66 0.47

Interactivity 0.934 84 0.000 0.934 3.05 0.86 3.85 0.46

Usability 0.845 74 0.000 0.823 2.24 0.77 3.86 0.89
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5 Conclusion and Limitations

This study establishes a framework to investigate Human Computer Interaction-based
adoption model. The study focuses on Enterprise Social Networks (ESN) adoption in a
developing country. A small sample of representative users in two organizations in Egypt
participated in interviews around their general preferences and perception of using ESN
in their work place. Thematic analysis of interviews data suggested the hypothetical
research model for ESN adoption. The suggested model was empirically tested and
results highlight some of factors affecting ESN implementation. The model was found
to be valid to discriminate ESN adopters from non-adopters.

According to the research findings, the adoption of ESN innovations, which can
be considered a relatively new to some developing countries, depends on some major
human computer interaction aspects, such as: Perceive value added from using the tool;
Management support, Ease of use and obviousness of the design, Degree of interactivity
with the tool. In most of developing countries cases, serious challenges in these four
factors are faced: poor management, poor user engagement in design, or poor utilization
of technology, resulting in poor adoption of IT innovations.

Interactive nature of social networks and the familiarity and ease of use of such
tools were found to be especially important as positively and significantly affect ESN
Adoption.A number of interface design guidelines can be suggested to increase degree of
interactivity within the enterprise context, such as integration with other enterprise tools,
enterprise knowledge management for example, as well as ESN hypermedia discovery-
based navigation.

Perceived value was mainly expressed as the ESN ability to share knowledge and
being fit with business tasks. Recommendations can be given for ESN designers, where
user involvement in analysis and design phase of systems is crucial. By considering
users’ understanding of the business process and task characteristics, this would more
likely result in successful ESN implementation and ensure that the resulting system
would fit the task need.

Managers should build a culture of knowledge sharing, praise individual’s con-
tributions to the organization knowledge and provide appropriate feedback to users’
engagement in knowledge sharing.

The research, by providing an understanding of the users’ perception of Enterprise
SocialNetworks, contributes to building an adoptionmodel of ESNwithin organizations,
especially in a context similar to the research context, which is developing country. The
study highlights human-based prerequisites for a successful ESN adoption.

The current study does not focus on the description and analysis of best-practice
approaches for already adopted ESN, this could be considered as future work of the cur-
rent research. Future work would further extend the ESN adoption model, suggested by
this research, to examine usage and impact on individual’s and organization performance.

One of the main limitations of this research is that two different ESN tools adopted
in two different organizations were included, differences in human computer interaction
aspects and functions usabilitywere not considered. Suchdifferencesmight cause diverse
users’ perception.
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Abstract. Since 1980, with the advent of the personal computer (PC), and the
development of the Internet, the first “online shopping” appeared in the world.
However, many limitations still exist in current online shopping. For instance,
experience, environment, interface, or the screen size are entirely different from
physical shopping stores. Here, we implemented a system prototype—Virtual
Reality Online Shopping (VROS) Platform, which brought the physical shopping
experience into the VR world by incorporating VR hardware—Samsung HMD
Odyssey+ as the platform base. The VROS was created by the core concept of
“home-hub”, which included five different spaces: living room, kitchen, farm,
home library and walk-in closets. Different spaces represented as the entrance of
shopping categories were connected to the different online shopping stores. The
users were able to organize the shopping goods (no matter the user had or still on
the wishlist) in the VROS home. To evaluate the VROS, we recruited two subjects
to do the two-step experiments by using protocol analysis. The VROS is current an
off-line system but is able to apply to real online shopping stores in next version,
such as Amazon and eBay.

Keywords: Online shopping · Virtual reality

1 Introduction

The development of the personal computer (PC) and the Internet introduced the new
behavior of “online shopping” since 1980. The first online shopping behavior—TV
shopping, transformed the traditional shopping in 1984 [1]. Traditional shopping allows
people to physically interact with the products through a multitude of senses: sight
(ophthalmoception), hearing (audioception), taste (gustaoception), smell (olfacoception
or olfacception), and touch (tactioception) before making decisions. In contrast, during
online shopping, people are restricted by visual (monitor) and auditory (speaker) inputs
and can only use the “browser to search keywords” or use the “classification” to find
the products of interest. Nevertheless, internet endows the power of easy and quick
browsing/comparing the items/stores across the world, which is not achievable in the
physical world.
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However, there are many limitations in current 2D online shopping— the shopping
experience, shopping environment, interface, or even the restricted screen size. The
challenge of this research lies in how to create a more natural and intuitive shopping
environment by using the benefits of physical shopping and 2D online shopping.

VRdevices have recently becomemore popular, less expensive andwidely integrated
into multiple fields [2–5]. Thus, VR could potentially be used as an alternative bridge
to connect the physical and online shopping stores. Since this is an ongoing project and
we have previously discussed the preliminary scenario of the VR online shopping [6],
we will implement a system prototype—“VROS” by using Samsung HMDOdyssey+ as
the VR hardware and Unity as the platform base. To evaluate the possibility of VROS,
we used protocol analysis to test the system by two-stage experiments.

2 Methodology and Steps

To create a more natural and more intuitive shopping experience, we combined both the
significance of “online shopping” and “physical store shopping” into the virtual reality
online shopping (VROS) system by using VR hardware. Through the VROS system, we
expected the users can smoothly, safely, appropriately, and easily shop at the VR, and
even better than the physical experience. The methodology and steps are as follow.

2.1 The First Step: System Concept

The concept of the VROS was established by the results of the online shopping
preferences from the view of “environment”, “product” and “experience” [6].

2.2 The Second Step: Implementation

In order to implement the VROS prototype, the step included three stage:

3D modeling. We built the 3D model as the VROS environment based on the result of
the first step.
System framework.We discussed the system framework, system installation including
the selection of hardware and Unity platform establishment.
Manipulation. We discussed the manipulation in VROS.

2.3 The Third Step: Scenario Demonstration and Evaluation

In order to create an adequate VR online shopping environment, we used the scenario
demonstration and two-stage experiments to evaluate the VROS system as described
below:

Experiment S1. Shopping experiments in “traditional 2D online shopping environ-
ment”.
Experiment S2. Shopping experiments in “VROS environment”.
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3 System Concept

The VROS concept was followed by the previous study of 2D online shopping
experience [6]. The VROS system consists of three main structures: shopping envi-
ronment, shopping product and shopping experience (see Table 1).

On the other side, shopping happens in our daily life. All the shopping goods we
purchased physically and virtually exist in our living environment. “Home” is the most
fundamental space for humanbeings. Therefore,weused “home-hub” as the core concept
of the VROS. All the shopping activities would start from the virtual home-hub, which
could teleport to the worldwide e-shops. Through VROS, whether the “items are already
purchased” or the “items are on the wish-list”, the users can easily arrange them into the
home-like environment. There are five characters as below.

Table 1. Comparison between physical shopping, 2D online shopping and VROS.

Physical shop-
ping

2D online shopping VROS

Envi-
ronment

Space 3D panorama 2D webpage 3D panorama
Category Physical aisle 2D words or icon 3D space

Viewport 3D panorama 2D 3D panorama

Product

display Physical prod-
ucts 2D photos or video 3D products

Infor-
mation

Narrow dis-
played  onto 
physical  prod-
uct

2D words 2D interface floated 
next to the product

Review 2D review and 
video n/a 2D interface floated 

next to the product

Shopping 
list Physical cart 2D in shopping cart On 3D wall

Wishlist n/a 2D in shopping cart 3D products

Experi-
ence

Social
Collaboration 
shopping with 
real people

n/a
Social network 
based collaboration 
shopping

Control Hand Mouse Hand gesture with 
3D controller

3.1 Home-Hub

The VROSwas an entrance of online shopping home spot. The layout can be customized
by the users. In home-hub, there are four teleports in four different space (kitchen, living
room, home library and walk-in closets), which were represented as different entrances
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of shopping categories (Fig. 1). For instance, the kitchen can be teleported to grocery,
such as real farm or “Coop”; the living room can be teleported to the entertainment,
electronics or home furniture, such as IKEA; the home library can be connected to
“Amazon”; and walk-in closets on 2nd floor can be teleported to fashion shop, such as
Uniqlo or Macys.

Fig. 1. Concept of home-hub.

3.2 Hand Gesture Control

In the VR environment, the user is able to use the hand gesture to naturally interact
with the virtual products to enhance the ability of physical shopping experience, such as
grabbing or touching a product, 3D panorama appreciating the products or putting the
products into the bag (see Fig. 2).

3.3 Product Display and Wish-List

In the VROS home-hub, the product display would be the same as in the physical
shop. The products on the wishlist were shown in grayscale (see Fig. 6-H round neck
sweatshirt), but can be arranged in VROS home. When the user picked up the product
(such as Fig. 6-C wooden rocking horse) the product would turn back to the original
(wooden color).

3.4 Floating Interface (Information and Shopping List)

When the user stopped by or got close to the products, the floating interface emerged
with the product information and rating. In order to quickly check the shopping bag
items, the shopping bag lists were shown on the wall of the living room.
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Fig. 2. Hand gesture in VROS (grab, hold, flip, throw and drop).

3.5 Collaboration Shopping

Shopping is usually a very personal behavior. However, according to the previous study
[6], most people might share shopping lists with specific people (such as family, col-
leagues or friends). In the VROS, users could customize a specific person as a collabora-
tive shopping friend. When your collaborative shopping friend was online, the grayscale
person would turn into color. At the same time, the user can invite him/her to join the
shopping.

4 System Implementation

4.1 3D Modeling

In order to implement a “home-hub” based VROS prototype, first, we created a 3D
model of VROS shopping environment. The VROS was composed of five main spaces:
living room, kitchen, home library, walk-in closet, and farm. Different spaces contained
specific products. And each space will be redirected to the related online shopping stores
(see Table 2).

Since the VROS was performed on the Unity engine, it is difficult to build a compli-
catedmodel.Hence, the 3Dmodel (including scene, space, and elements)was established
in Rhino. The final model would export as .3Ds file and import to the Unity.

4.2 System Framework

In this research, we used Unity 2018.3.9 as our virtual space environment and “Sam-
sung HMD Odyssey+” as our hardware, which included one headset and two motion
controllers. To implement the VROS, the system framework was introduced as shown
below (Fig. 3). The user was able to control the VR world by wearing headset (Samsung
HMDOdyssey+) and holding the pair of motion controllers. The headset was embedded
with a head tracker, which monitored the user’s head location. And the user holding
the motion controllers are able to input the signal of user’s actions (such as moving or
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Table 2. 3D modeling and elements.

Space Elements Control Connecting 
e-shop

Living

Sofa IKEA
Tea table IKEA

Wooden 
horse

V Amazon

Heineken V Coop, 
Wholefood

human V Collabora-
tion shop-
ping

speakers Pchome
plants Amazon

K
itchen

Refrigera-
tor 

V

Counter IKEA
High chair IKEA
Appliance Home de-

pot
Philippe 
Starck 
juice 
maker

Google 
shopping 
store

Apple Wholefood

H
om

e library

Book 1 V Amazon
Book 2 V Amazon

Chair IKEA

Tea table IKEA
W

alk-in closet

Clothes V Muji
Uniqlo

Dress V Muji
Uniqlo

Kate bag V Yahoo, 
mytheresa 

(continued)



Virtual Reality Online Shopping (VROS) Platform 345

Table 2. (continued)

Farm

Chicken 
farm

V Coop, 
Wholefood

Dairy 
farming

V Coop, 
Wholefood

Sheep 
farm

V Coop, 
Wholefood

Fig. 3. System framework.

grabbing objects) to the computer. Meanwhile, the user would get the feedback from the
interactive scene (projecting by VR engine: Unity) in real time through the VR system.

To install the VROS system, there are three parts as below.

1. Setup headset: since the Samsung HMD Odyssey+ was compatible with Windows
Mixed Reality, in Unity, there are only two steps to finish setup. First, change the
environment to Universal Windows Platform and choose “XR Settings/Virtual Real-
ity supported”. Second, import “Windows Mixed Reality Toolkit” to assets from
Unity.

2. Import 3D model: we build a 3D model (4.1) in Rhino and import 3ds file to Unity.
3. Combination of headset, controllers and Unity: in Unity, we create a camera as the

view of VR headset. To display the virtual controller in VR, we imported “motion
controller” from assets, which the users could bemore immersive inVR environment
when seeing the handed controllers.

4.3 Manipulation

Move and Teleport. In order to experience physical, simple and quick shopping (like
2D online shopping), the VROS used the point to point quick moving to other
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spaces instead of walking in the VR environment. The user can naturally move for-
ward/backward by thumbing up/down the motion controller. Compared to traditional
VR environment, to teleport to a specific product, the user can easily point the “blue
spot” near the product by using the motion controller instead of using the keyboard: A,
S, D, or W (see Fig. 4).

Fig. 4. Point to point navigating.

Interaction with Product. In order to simulate grabbing an object in reality, the user
can intuitively pick up or grab a product by holding the side button (Fig. 5). The product
will drop off if the button is released. Also the user can transfer an object from one hand
to the other.

Fig. 5. Motion controller.

Product Display and Scale. In physical shopping, the products would be placed onto
the shelves or showroom. However, in 2D online shopping, the user can only imagine the
real products by watching the small pictures at the restricted 2D screen (e.g. magnifying
larger or smaller the pictures of the product). As to Table 3, shopping in both “physical
store” or “VROS”, the user can naturally and easily experience the original scale of
the products, even trying on the clothes in VROS. In the future version, to increase the
shopping efficiency, we will add the feature: “changing style”, “color” or “size” into the
functions.
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Table 3. Evaluation experiments.

Environment Scale
Zoom 
in/out

Fitting Change style

Physical 
store 
shopping

Original 
scale

n/a Yes Yes

2D 
online 
shopping

Smaller 
scale to 
fit the 
webpage

Magnifying 
larger or 
smaller

no yes

VROS
Original 
scale

n/a

Yes 
(fitting in 
VR envi-
ronment)

Not yet (will 
put the fea-
ture on it)

5 Scenario Demonstration and Evaluation

5.1 Scenario Demonstration

Jane wanted to do some shopping. She put on the headset and calibrated the relation of
headset and controllers. And then she started the VROS system and went into the home-
hub. The initial spot started at the living room (Fig. 6-A). First, she saw the wooden
rocking horse in grayscale that she would like to buy for her daughter, was on the floor
(Fig. 6-C). The wooden horse turned to color when she picked it up and put it into the
shopping bag. Meanwhile, she found her father—“John” just came online and turned
into color from grayscale. John asked Jane to prepareHeineken beers for his visit tonight.
Jane then put Heineken beers into shopping bag (Fig. 6-B). Interested in a newly released
book, she used motion controllers to move to the second floor. When she picked up the
book from the bookshelves, the information of the books—“How Architecture works”
appeared next to the virtual book (Fig. 6-D, E, F). Since she liked it a lot, she naturally
put it into the shopping bag. Then she went to the walk-in closets. She found a beautiful
round neck sweatshirt (Fig. 6-G). The sweatshirt turned to pink from grayscale when
she took it out from the closet, and the details (material, price and rate) of the shirt
appeared next to it (Fig. 6-H, I). To prepare dinner, Jane realized she need to get some
fresh food at the grocery. She went downstairs to the kitchen and checked the memo
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from the refrigerator (Fig. 6-J, K). At the same time, she was teleported to the “farm”,
her favorite grocery shop (Fig. 6-L, M, N). She finally bought brown eggs, lamb ribs
and a bottle of milk. And she went back to home and check the shopping bag from the
wall of living room (Fig. 6-O).

Fig. 6. System demonstration: A) Jane started the VROS and enter the home-hub; B) She picked
up a bottle of Heineken from the table; C) She saw the wooden rocking horse and she put it into the
wishlist; D) She went to bookshelves on second floor; E) She picked up a book “HowArchitecture
works” from the bookshelf; F) She picked up the book and put it into shopping bag; G) She went
to the walk-in closet; H) She found a round neck sweatshirt; I) It turned to original color “pink”,
when she hold the cloth; J, K) She went downstairs to the kitchen, she found the reminder from
the refrigerator; L, M, N) She went to the farm to buy eggs, lamb ribs and milk; O) She went back
to the home-hub to check the shopping bag from the wall.
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5.2 Evaluation

In order to evaluate and compare the differences between theVROSprototype and the 2D
online shopping, we created evaluation experiments to test the system. We recruited two
subjects (S1 and S2, between 25 and 40 years of age), who prefer going online shopping
(including worldwide e-shops) than physical stores. To test the VROS, each subject was
individually requested to do two-stage experiments: Part 1. Shop in 2D online shopping
stores; Part 2. Shop in the VROS (see Table 4). In each experiment, the subject was
assigned to shop the same 9 items: Heineken beer, eggs, milk, lamb rib, books, clothes,
Kate bag and wooden horse. The goal of the experiments is to evaluate the differences
when the users shop the same goods in different platforms. As to the experiments, we
used “audio/video retrospection” and “coding system”, as part of protocol analysis [7,
8], which transformed verbal and video into protocol and reveal thinking process to
verify the possibility of the VROS.

Table 4. Evaluation experiments

Experiments Subject 1 (S1) Subject 2 (S2)

Part 1.
2D online shopping

Assigned to buy 9
items: Heineken, egg,
milk, lamb rib, books,
clothes, Kate bag and
wooden horse

Exp 1-1
S1 used his way to buy
9 assigned products
(e.g. google search
engine or specific
website)

Exp 2-1
S2 used his way to buy
9 assigned products
(e.g. google search
engine or specific
website)

Part 2.
VROS shopping

Assigned to buy 9
items: Heineken, egg,
milk, lamb rib, books,
clothes, Kate bag and
wooden horse

Exp 1-2
S1 tried to buy 9
assigned products in
VROS

Exp 2-2
S2 tried to buy 9
assigned products in
VROS

During the two stage experiments (see Table 4), the subjects were requested to think
aloud and recorded by video and audio recorders. The audio/video retrospection would
be transferred into text, split into segments and then marked by defined coding scheme
(see Table 5).

The results of two-stage experiments showed that S1 spent approximately similar
amount of time shopping in both the VROS (Exp S1-1) (see Fig. 7) and the 2D online
shops (Exp S1-2) (see Fig. 8), even though this was his/her first time using the VROS
platform. S2 spent only 2 min longer in the VROS. It seems that, in the VROS, both
S1 and S2 can easily and simply finished the tasks without any doubts. Although in
the current version of VROS, every product has only one option and the subject can
simply buy the goods without spending time to make the decision. However, in 2D
online shopping, to find the specific products, the coding scheme (Exp S1-2) (see Fig. 7)
showed that S1 kept using “GS”, “ES”, “W”, “R” and “B” to make the decision.

Compared to the coding scheme in Exp S1-1 (VROS) and Exp S1-2 (2D online
shopping), the products in home-hubbasedVROShas been “categorized” and adequately
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Table 5. Coding scheme

Category Coding Clarifica�on

Environment
N: Navigate in VROS

B: Browse in webpage

Search

GS: Google search

ES: Search from specific e-commerce

W: Keyword search

SC: Search by category

Comparison

P-Z: Compare price

P-I: Compare info

P-R: Compare review

Interac�on

C-T: Click to view photo

V-T: virtually touch

D-A: Drop to shopping bag

A: Checking shopping bag

Assistant K: Ask for the help

Move
R: Scroll up/ down

M: Virtually move

Purchase FO: Finalize order

Fig. 7. Exp S1-1(VROS) coding scheme

placed in related home-hub “space”. For instance, grocery can be found in refrigerator
connected to the farm or supermarket. The coding scheme “M and N in VROS” is
approximately equal to “GS, ES and R in 2D online shopping”. The results indicated the
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Fig. 8. Exp S1-2 (2D online shopping) coding scheme

home-hub (space classification), in which users could panorama viewing the products,
augmented the shopping experience in virtual space rather than repeatedly searching on
the multiple webpages (see coding scheme: ES and GS) in the restricted 2D screen.

The results of Exp S2-2 are similar, S2 spent most of time checking the products
over and over across multiple website while buying the Kate bag. He/she was debating
between the “official website” and “second-hand shop (like eBay)”. Further VROS
features will be improved by adding the similar or different condition products in the
same space.

6 Conclusion

The objective of the research is to explore a new vision of online shopping platform
by using the VR technology (Virtual-Reality Online shopping system/VROS). VROS
incorporates the concept of “home-hub”, which could be not only a product storage or
showroom but also a “teleport” connecting to different online shopping stores, such as
Amazon, Uniqlo or Coop…etc. Either products you wish to buy or you already have
could be rearranged into the home-hub. Five different spaces (living room, kitchen, home
library, walk-in closet and farm) are created in the VROS. The users can shop intuitively
and naturally from specific home-hub space (such as thewalk-in closet) classification and
teleport to the related online shopping stores. It breaks the limitation of using keywords
or text classifications to find the products.

By using protocol analysis, the results show the possibility of VROS in different
views. The users can easily, quickly and adaptively shop in VROS without training.
Although the VROS is an earlier system prototype and has not gone online yet, the
VROS poses a new experience of online shopping. The feedbacks from the subjects
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implied that products arranged in the personal virtual space would encourage the users
to think carefully before purchasing. From the point of the sellers, it would be good if
the advertisement can be ubiquitous embedded into every personal virtual home, which
might also be helpful to enhance product sales volume.

The VROS is a system prototype and needs continuous improvement in the future.
When buying daily goods, the subjects preferred to use the traditional 2Donline shopping
rather than the VROS. This is because that they can quickly find the products they need.
We believe that the VROS can be widely used in the future if more people get used
to this new means of shopping behavior. One other feedback from the subjects is that
“point to point teleport” sometimes is not easy to control. In the future, the VROSwill be
improved by adding the moving option of “walk.” Compared to the 2D online shopping

Fig. 9. Concept of VR world
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stores, the users have multiple option to find the goods before making a decision. Hence
the future VROSwill include similar or different condition products or even the different
e-commerce options.

In the future study, the VROS can approach “VROS world” by connecting to the
social network (e.g. Facebook). By extending the 2D online shopping stores to the 3D
online shopping stores, every user will be represented as avatar and hold a customized
house and experience physical shopping atmosphere without being restricted into a
physical space, and can quickly switch among the places to shop around the world (see
Fig. 9).
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Abstract. Well-designed and informative product presentations can support con-
sumers in making purchase decisions. There are plenty of facts and details about
a product of interest. However, also emotions are an important aspect for the
purchase decision. The unique visualization opportunities of virtual reality (VR)
can give users of VR applications the feeling of being there (telepresence). The
applications can intensely engage them in a flow experience, comprising the four
dimensions of enjoyment, curiosity, focused attention and control. In this work,
we claim that VR product presentations can create subjective product experiences
for consumers and motivate them to reuse this innovative type of product pre-
sentation in the future, by immersing them in a virtual world and causing them
to interact with it. To verify the conceptual model a study was conducted with
551 participants who explored a VR hotel application. The results indicate that
VR product presentations evoke positive emotions among consumers. The virtual
experience made potential customers focus their attention on the virtual world
and aroused their curiosity about getting more information about the product in an
enjoyable way. In contrast to the theoretical assumption, control did not influence
the users’ behavioral intentions to reuse VR product presentation. We conclude
that VR product presentations create a feeling of telepresence, which leads to a
flow experience that contributes to the behavioral intention of users to reuse VR
product presentations in the future.

Keywords: Flow theory · Virtual reality · Telepresence · Product presentation ·
Product experience

1 Introduction

Retailers want to sell their products. They invest much time and effort in presenting a
product in an appealing way that attracts potential customers and arouses their interest.
As soon as a potential customer is interested in a product, retailers need to provide
detailed information about it in order to facilitate a positive purchase decision.

However, when it comes to high-priced products and services, consumers may not
decide only on appealing product presentations and dry facts [1]. Often, emotional
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aspects have a major influence on the purchase decision. [1]. However, creating an
emotional experience when presenting products can be a challenge for retailers.

We assume that product presentations using virtual reality (VR) can create an emo-
tional product experience that can lead to increased readiness for the regular use of
product presentations in VR. The unique visualization opportunities of VR applications
can give potential customers the feeling of being in a different place [2]. The consumers
are immersed in the virtual world and are engaged in exploring it. The free exploration
entertains the potential customers and arouses their curiosity [1]. As a result of the
immersion and engagement, customers experience an intrinsically enjoyable and opti-
mal state [3–5], which can positively affect their behavioral intentions, such as purchase
decisions or frequency of use [4, 6].

For example, a couple plan to visit the Maldives for their honeymoon. They want
to have an unforgettable holiday and probably plan to spend a large amount of money.
They want to be sure that, for example, the hotel will fulfill their expectations. The travel
agency can show the couple many images of the hotel and share plenty of information
about the rooms and the facilities. However, the couple will still struggle to imagine how
it really feels to be in the hotel. We suggest that it would be beneficial if the travel agency
could provide the couple with a virtual hotel presentation to promote a subjective product
experience. The couple would feel they were actually in the hotel and could engage with
the virtual world by exploring the hotel resort. The couple would be curious to explore
everything and would feel entertained by this innovative way of product presentation.
They may enter a state of focused attention and enjoyment and decide to book the hotel
because they have been able to judge from a personal experience that the hotel will meet
their expectations.

In this paper, we claim that VR product presentations can support customers in emo-
tionally engaging with a virtual product experience by immersing them in a virtual world
and causing them to interact with it. We further claim that this intensive engagement
will increase their readiness to reuse VR product presentation applications in the future.

2 Related Work and Hypotheses Development

The feeling of being there is often described in literature as telepresence. Telepresence
occurs when consumers engage with and directly react to a virtual environment created
by a medium [4, 7–9]. In line with other researchers, we assume that due to its unique
visualization opportunities, VR technology can provide a high degree of telepresence
[1, 10, 11].

The immersion in the virtual world attracts the consumers’ full attention and causing
them to interact with it. This state of deep engagement and focus is widely known as the
flow experience. Csikszentmihalyi [12] describes flow as an intrinsically optimal state
that results in intense focus, time distortion, loss of self-consciousness and increased
motivation [3–5]. Numerous scientific indications support the theoretical assumption
that telepresence can trigger such a flow experience. For example, several researchers
report that telepresence positively affects enjoyment, curiosity, focused attention and
control in social media or online games [1, 4, 10, 13]. All these aspects are reported
regularly to be part of the theoretical construct of flow [3–5].
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Enjoyment is an inherent part of the flow construct, since flow itself is described as
pleasant, interesting, exciting and fun [4]. In VR, interesting and exciting virtual worlds
can be created that offer users an entertaining new (product) experience [1]. On the one
hand, this extraordinary human-computer interaction is perceived as enjoyable by the
users [14]. On the other hand, the novel and exciting stimuli of the virtual environment,
such as the 360° panoramic images or interactive menus [4, 15], can arouse users’
curiosity [4]. Moon and Kim describe curiosity as a combination of inquisitiveness and
technical competence while engaged in an activity [16]. Users can escape into a virtual
world and freely explore it on their own. In this context, previous research has shown
that telepresence is an important predictor that increases user curiosity [1].

To reach a flow state, the users’ attention needs to focus deeply on the action per-
formed [4]. The more a user is absorbed by and immersed into an activity, the greater
their concentration is [17]. For VR, head-mounted displays are often used, which com-
pletely enclose the user’s field of view. Therefore, the users are visually isolated from
the physical world, which facilitates focused attention, directed entirely at the virtual
world.

Flow is also characterized by control [18]. Control refers to the users’ ability to
successfully navigate through the virtual environment, without being frustrated [19] and
to understand how the virtual world responds to inputs [20]. As suggested by Wang
et al. [21] responsive interactive elements can create a feeling of control. In VR worlds,
for example, users can explore the environment around them by simply turning their
heads and they can navigate via gaze interaction. We therefore expect that these intuitive
interaction functions could convey a sense of control to users.

In accordance with the mentioned studies, the following hypotheses are examined
in the context of VR product presentations:

H1: The feeling of telepresence created by a VR product presentation has a positive
influence on the user’s perceived enjoyment of such an application.
H2: The feeling of telepresence created by a VR product presentation has a positive
influence on the curiosity aroused in the user through such an application.
H3: The feeling of telepresence created by a VR product presentation has a positive
influence on the user’s perceived control of such an application.
H4: The feeling of telepresence created by a VR product presentation has a positive
influence on the user’s focused attention.

Previous research studies have shown the positive effects of flow on the behavioral
intentions of consumers, such as purchase decisions or frequency of use [4, 6]. For
example, Pelet et al. have shown that social media users experience a state of flow dur-
ing usage, which results in a behavioral intention to frequently reuse social media [4].
In another work, Liu investigated the relation between the state of flow users experience
while playing online games and their intention to replay the game [13]. The results
reveal that a flow experience is an important predictor of the users’ replay intention
[13]. There is also evidence in tourism research that flow facilitates behavioral inten-
tions: Ali has studied the relationship between the quality of a hotel website and the
consumers’ purchase intentions [6]. The results show that the quality of a hotel website
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(e.g. usability, functionality) affects users’ perceived flow, which has a positive effect on
their satisfaction and on their intention to purchase [6].

We assume that this positive effect between a flow state and the users’ behavioral
intentions also applies for product presentations in VR. Based on the previous findings
the hypotheses to be tested are as follows (Fig. 1):

Fig. 1. Conceptual research framework.

H5: The user’s perceived enjoyment created by a VR product presentation has a positive
influence on the behavioral intention to reuse such an application.
H6 : The curiosity aroused in the user through a VR product presentation has a positive
influence on the behavioral intention to reuse such an application.
H7 : The user’s perceived control mediated by a VR product presentation has a positive
influence on the behavioral intention to reuse such an application.
H8: The user’s focused attention created by a VR product presentation has a positive
influence on the behavioral intention to reuse such an application.

3 Study

3.1 Study Participants

A total of 569 people took part in the study, including 334 students from a German
university and 235 non-students from companies and organizations. Eighteen question-
naires had to be excluded due to missing values, thus 551 study participants reached the
final sample for data evaluation.

The gender distribution was 45.2% female and 54.8% male (Table 1). The majority
of respondents (58.8%) were aged between 20 and 29 at the time of the survey. Approx-
imately one-third of the study participants stated that they were older than 29 years.
Almost all respondents owned a smartphone (98.2%) and had heard the term “virtual
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Table 1. Characteristics of respondents (n = 551).

Characteristics Frequency Percentage (%)

Gender Female 249 45.2

Male 302 54.8

Age Under 20 21 3.8

20–29 324 58.8

30–39 91 16.5

40–49 46 8.3

50–59 41 7.4

60+ 28 5.1

Profession Student 328 59.5

Employee 189 34.3

Pensioner 16 2.9

Others 18 3.3

Smartphone owner Yes 541 98.2

No 10 1.8

Familiar with term “virtual reality” Yes 518 94.0

No 33 6.0

Virtual reality used Yes 273 49.6

No 278 50.4

reality” at least once before the survey (94.0%). VR systems were already used by half
of the respondents (49.6%) before the survey.

The data were analyzed using the PLS-SEM method, which is often used in the
context of new technologies and is well established in behavioral research [22, 23]. The
SmartPLS 3.2.6 software was used to calculate the structural equation model [24].

3.2 Task: VR Product Presentation

Since VR systems represent a rather newway of communication, it could not be assumed
at the beginning of the study that the participants already had experience with this new
technology and are therefore not able to assess the technology. For this reason, a VR
application was created using 43 professional 360-degree panoramic images of a hotel
(Fig. 2).

The tour was displayed on the Samsung Galaxy S7 smartphone in combination with
the correspondingGearVRheadset.Within the application, the participant could visually
fix predefined points in the room in order to change the viewpoint. Study participants
were also able to access other areas of the hotel, like the lobby, by using an additional
menu.
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Fig. 2. Screenshot from VR product presentation.

3.3 Operationalization

The multi-item scales for the operationalization of all constructs have been adapted
from previous research and transferred to the present research. The individual items
were measured using a seven-point Likert-scale, ranging from “strongly disagree” (1)
to “strongly agree” (7). In order to operationalize perceived enjoyment (five items), the
scale devised by Childers et al. was used [25]. The construct of curiosity was based on
three items by Agarwal and Karahanna [5]. The scale of Ghani and Deshpande [20] was
used to operationalize the constructs focused attention (four items) and control (three
items). The operationalization of telepresence (three items) was based on the scale by
Klein [26]. Four items were used to measure behavioral intention based on the work by
Venkatesh [27] and Lee and Lehto [28].

3.4 Design of the Study

The study was conducted between November 2016 and February 2017 under laboratory
conditions. The experiment was divided into four phases (Fig. 3). The first phase served
to introduce the study. The participants watched a video explaining VR systems and
the further steps of the study. Subsequently, the participants were asked to fill out a
questionnaire that contained questions regarding sociodemographic characteristics, past
experiences with VR systems, and personal travel habits (Phase 2). At the beginning of
the third phase, the participants were introduced to the VR system. After the participants
put on the VR headset and adjusted it to their personal needs, an audio file was played
presenting the study scenario. In the scenario, the study participants had to imagine
being in the final stage of planning a holiday trip, and they had an opportunity to get a
first impression of the preferred hotel by using a VR system. The maximum duration
of the virtual hotel tour was limited to ten minutes. After the end of the tour, the study
the participants were asked to evaluate the VR experience in a second questionnaire
(Table 2).



360 K. Israel et al.

Fig. 3. Design of the study.

4 Results

4.1 Assessment of the Measurement Model

The assessment of the measurement model is based on internal consistency, convergence
and discriminant validity [23]. The Cronbach’s alpha coefficient (α) and the factor reli-
ability (ρc) were used to evaluate the internal consistency of the measurement model
[22]. Since each construct of the measurement model met the minimum requirements
of both criteria, internal consistency can be confirmed.

In order to evaluate the convergence validity, outer loadings, indicator reliability
and the average variance extracted are analyzed. For this purpose, it was first verified
whether the individual indicators had a high outer loading on the assigned construct.
In this context, a significant outer loading above 0.7 is regarded as an acceptable value
[23]. This minimum requirement was met by all indicators (Table 2). Furthermore, the
indicator reliability was determined by the squared factor loadings, whose required limit
value of 0.5 was exceeded by all factor loadings with a value of 0.708 [23]. The mean
value of all squared factor loadings assigned to a construct represents the average variance
extracted (AVE). This should also exceed the limit value of 0.5, which is fulfilled by all
constructs [22]. Thus, the convergence validity is proven.
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Table 2. Validity and reliability of the constructs.

Construct and items Loading α ρA ρc AVE

Criteria >0.7 >0.7 >0.7 >0.7 >0.5

Behavioral intention (BI) 0.886 0.895 0.922 0.749

Assuming I had virtual reality glasses, then I would …

Use them to virtually observe a hotel facility 0.903

Use them to get information about the hotel 0.766

Use them to get an impression of the hotel 0.917

Recommend them to others who want to get an
Impression of the hotel

0.866

Control (CTRL) 0.723 0.795 0.830 0.620

During the virtual tour …

I had the feeling of having control over the virtual
simulation

0.835

I knew what I had to do to use the virtual
simulation correctly

0.781

I clearly knew what to do in the virtual simulation 0.743

Curiosity (CURI) 0.858 0.866 0.914 0.781

The virtual tour …

Excites my curiosity 0.914

Arouses my imagination 0.802

Makes me curious 0.930

Enjoyment (ENJ) 0.899 0.906 0.926 0.715

Using the virtual reality application …

Is fun 0.865

Is enjoyable 0.899

Is pleasant 0.911

Is entertaining 0.754

Is exciting 0.789

Focused Attention (FOCA) 0.876 0.891 0.915 0.729

During the virtual tour …

I was deeply engrossed in the virtual simulation 0.872

I was intensely absorbed by the virtual simulation 0.882

My attention was focused on the virtual simulation 0.867

I fully concentrated on the virtual simulation 0.790

(continued)
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Table 2. (continued)

Construct and items Loading α ρA ρc AVE

Telepresence (TELE) 0.820 0.836 0.893 0.737

While I was using the virtual reality application, I
felt as if I were in another world

0.773

Through the virtual simulation I had the feeling of
really experiencing the situation

0.887

When I navigated through the virtual world, I felt I
was in a different place

0.909

Table 3. Squared-inter-correlations between constructs (AVE shown in bold on diagonal) and
HTMT.85 criterion (gray).

BI CTRL CURI ENJ FOCA TELE
BI 0.865 0.207 0.666 0.622 0.570 0.504
CTRL 0.038 0.787 0.278 0.377 0.268 0.229
CURI 0.344 0.055 0.884 0.790 0.660 0.583
ENJ 0.314 0.096 0.486 0.846 0.621 0.579
FOCA 0.261 0.053 0.333 0.312 0.854 0.742
TELE 0.186 0.037 0.239 0.249 0.407 0.858

The determination of discriminant validity is based on the Fornell-Larcker criterion.
To fulfill this criterion, theAVEof a latent variablemust be greater than the squared corre-
lation with the other latent variable [29]. Table 3 shows that the Fornell-Larcker criterion
was met by all constructs. The heterotrait monotrait ratio of correlations (HTMT) was
additionally used to check discriminant validity. As shown in Table 3, the conservative
limit of 0.85 was not exceeded and discriminant validity was confirmed [30].

4.2 Assessment of the Structural Model

For evaluating the structural model, the coefficients of determination (R2), predictive
relevance (Q2), standardized root mean square residual (SRMR) and the strength and
significance of the path coefficients were examined.

The significance of the path coefficients was determined by the interpretation of
Cohen [31]. The model had a high explanatory quality, since the value of the declared
variance was above the threshold for almost all endogenous variables.

The cross-validated redundancy approach (Stone-Geisser criterion) was used to
determine the forecast relevance of the structural model. It is characterized by the sys-
tematic replacement of the data points of the original data set by estimation parameters
[32–34]. To calculate the predictive relevance, the blindfolding procedure was chosen,
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Table 4. Results of hypothesis testing.

Relationships Path coefficient CI (Bias
Corrected)

t-Value p-Value Supported

H1 TELE → ENJ 0.499*** [0.422,
0.567]

13.518 0.000 Yes

H2 TELE → CURI 0.489*** [0.402,
0.565]

11.875 0.000 Yes

H3 TELE → CTRL 0.194*** [0.099,
0.280]

4.164 0.000 Yes

H4 TELE → FOCA 0.638*** [0.580,
0.690]

22.893 0.000 Yes

H5 ENJ → BI 0.231** [0.098,
0.371]

3.348 0.001 Yes

H6 CURI → BI 0.306*** [0.166,
0.436]

4.384 0.000 Yes

H7 CTRL → BI 0.003 [−0.075,
0.082]

0.075 0.941 No

H8 FOCA → BI 0.204*** [0.104,
0.317]

3.797 0.000 Yes

Note: *** p < 0.001, ** p < 0.01.

which confirms the predictive relevance (Q2 > 0) for all endogenous variables. Thus, the
Stone-Geisser criterion was fulfilled and the predictive capability of the structural model
was proven. With a value of 0.057, the SRMR was below the recommended threshold
value of 0.08, so that a high quality of adjustment can be observed for the overall model
[22, 23].

In order to verify the research hypotheses, an analysis of the path coefficientswas car-
ried out. The strength of the path coefficients was determined using the PLS algorithm,
whereas the significance of the path coefficients was determined using the bootstrapping
method (5,000 subsamples). As illustrated in Table 4, seven of the eight proposed rela-
tionships were highly significant. Based on the theoretical assumption, the extraordinary
feeling of telepresence has a positive influence on the occurrence of a flow experience.
Besides focused attention (β = 0.638***), telepresence also has a significant influence
on perceived enjoyment (β = 0.499***), curiosity (β = 0.489***) and control (β =
0.194***). In addition, our results provide empirical evidence that the flow dimensions
enjoyment (β= 0.231**), curiosity (β= 0.306***) and focused attention (β= 0.204***)
positively influence the users’ behavioral intention to use a VR system in the future.
Only the assumed relationship between control (β = 0.003) and the users’ behavioral
intention to use a VR system in the future could not be confirmed (Fig. 4).
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Fig. 4. PLS results of the structural model.

5 Discussion and Recommendations

This study presents a conceptual research framework that investigates the relationships
between the extraordinary feeling of being there, called telepresence, and its impact on
the occurrence of aflow experience in the context ofVRhotel presentations. Furthermore,
the study discovers what effects this flow state has on consumers’ behavioral intention to
use a VR system for product presentations in the future. The validation of the postulated
relationships was conducted based on a study with 551 participants.

As our study confirms, the extraordinary feeling of being there creates a flow expe-
rience for the potential customer, which significantly influences the users’ behavioral
intention to use a VR system in the future. In accordance with Pelet et al. [4], we empir-
ically prove that telepresence has positive effects on the flow dimensions enjoyment,
control, curiosity and focused attention. The strength of the identified relationships is
also approximately consistent with the findings of Pelet et al. [4], which the researchers
were able to demonstrate in relation to social media use. As our results show, the feel-
ing of telepresence in VR hotel presentations has a significant influence on the focused
attention (β = 0.638***), enjoyment (β = 0.499***), curiosity (β = 0.489***) and
control (β = 0.194***). Especially due to the system-inherent visual isolation of the
user from the real world, the feeling of telepresence generates a high degree of focused
attention. In virtual worlds, potential customers can thus concentrate almost entirely on
the visualized product information. In addition, the results show that this novel form of
product presentation is perceived as enjoyable and arouses the users’ curiosity about the
product. Simultaneously, telepresence enhances the sense of control for the user.

In contrast to previous research [4, 6], we investigated the impact of the flow expe-
rience on users’ behavioral intention to use a VR system for product presentation in the
future. In this context, our results demonstrate that the flow experience determines the
behavioral intention of the users primarily through the aroused curiosity (β = 0.306***)
and enjoyment (β = 0.231**). Retailers whowant or need to appeal to their customers on
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an emotional level can therefore derive particular benefit from VR product visualization
in the future.

Contrary to the hypothesis, we could not find empirical evidence for the relationship
between control and users’ behavioral intention to reuse a VR system. Although the
perceived control of the VR hotel presentation was considered by the study participants
to be high (MV = 6.42, SD = 0.88), this high level of control did not influence users’
behavioral intention to use a VR system in the future. A possible explanation for this
result is that the participants considered the use of the VR hotel presentation to be
inherently easy [35, 36]. The usability of the VR hotel presentation could not have been
an obstacle for the users, since the interaction with such the application occurred in a
natural, intuitive way. Therefore, this inherent system characteristic could be a reason
why study participants did not attribute any significant influence to the flow dimension
control when assessing future intentions of use. This could be a further advantage for
retailers, as this novel form of product presentation is considered by potential customers
to be highly controllable, and technical hurdles in human-computer interaction could be
reduced.

6 Conclusion

Giving potential customers the computer-mediated feeling of being in a different place
is a powerful marketing tool that could change the traditional way of presenting products
and services [1, 2, 10]. In this respect, it is crucial for retailers to develop an understanding
of the factors that can significantly influence consumers’ behavioral intention to use a
VR system in the future.

The results of the study reveal that the extraordinary feeling of telepresence conveyed
by VR systems has a positive influence on the flow dimensions of enjoyment, curiosity,
control and focused attention. Based on these findings, we conclude that the results
support the positive effects of a VR hotel presentation on the flow experience. This new
type of product presentation is an interesting experience for the users, in which they like
to linger, and therefore they want to reuse it in the future.

The results of the study provide several basic recommendations for the development
of a successful VR product presentation. When creating VR applications, developers
should pay special attention to the two influencing factors of curiosity and enjoyment.
Since these two factors are crucial for consumers’ behavioral intention to use a VR
system in the future, VR applications should arouse curiosity (e.g. various points of
interest, interactivemenus) and be enjoyable (e.g. pleasant ambiance, colorful panoramic
images). Although our results do not confirm that the sense of control has an influence
on the intention to reuse a VR system, the intuitive handling (e.g. gaze interaction) of
VR applications should be maintained. Otherwise, the inherent sense of control could
possibly be negated, which would have a negative impact on users’ behavioral intention
to reuse a VR system.

If these recommendations are carefully considered, the VR product presentation for
marketing purposes can be valuable for both retailers and consumers. While consumers
experience a new and exciting product experience, retailers could improve their customer
relationships through VR product presentations and thus increase revenue [1].
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6.1 Limitations and Future Research

A limitation of the study is the large proportion of participants under 30 years of age.
By distributing the study participants more diversely among the different age groups,
future studies could identify age-specific characteristics that could contribute to a more
general understanding of the occurrence of the flow experience and users’ behavioral
intention to reuse a VR system in the future.

Although our study has a large sample size, the cultural background of the study
participants is homogenously distributed. Replication of the study with participants hav-
ing a different cultural background could therefore lead to different research results.
Both the occurrence of the flow experience and users’ behavioral intention to reuse a
VR system in the future could be influenced by cultural differences such as technology
affinity. Further studies should therefore address this limitation and investigate these
cultural differences.

Furthermore, the present study could not determine any evidence of a significant rela-
tionship between the flow dimension control and users’ behavioral intention to reuse
a VR system. Nevertheless, it would be interesting to investigate whether the sense
of control, mediated through telepresence, is perceived by users as an inherent system
characteristic. In particular, future studies could examine how factors such as naviga-
tion, controller handling, or the positioning of control elements (e.g. buttons) in virtual
space influence the user’s sense of control. Based on these findings, the usability of VR
applications could be further improved in the future.
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Abstract. Live streaming is becoming popular and has attracted large numbers
of online viewers. It becomes a social commerce venue where streamers can gain
commercial benefits from building the relationship with viewers. Before build-
ing relationship with more viewers, how to attract more viewers is the essential
foundation in the live streaming industry. This article explores and evaluates what
strategies and techniques streamers use to attractmore viewers through data source
triangulation and methodological triangulation. In details, data were collected
from streamers’ self-reports, viewers’ self-reports and online actual behavior;
interviews, focus groups and online observation were applied, based on the char-
acteristics of data. Through multiple triangulation, we identified three strategies
and techniques for attracting viewers: (i) to increase streamer-viewer interactions,
(ii) to create synergy with other streamers, and (iii) to conduct self-promotion.
Findingswere indicated by the popular streamers and verified by both focus groups
and online observations. Our paper contributes to understanding streamer-viewer
interactions in computer mediated communication. Live streaming platforms also
benefit from this study in terms of platform design and marketing.

Keywords: Human-computer interactions · Human online behavior · Live
streaming · Persuasive strategies · Attraction of viewers ·Multiple triangulation ·
Online platform design · Online platform marketing

1 Introduction

Social commerce as a new version of e-commerce which makes use of relationships and
interactions in social networks for business benefits [1], has evolved quickly and become
popular since its emergence [2]. With the advancement of technology, the social com-
merce venues evolve from blogs, social networking sites and social shopping websites,
to live streaming which has been widely accepted as a new place for social interactions
[3]. Live stream-watching has become more and more popular globally. As a form of
new media, live streaming allows instant communication during the live streams. In a
live stream, the streamer not only gives performances but also interacts with viewers.
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This makes their shows different from the traditional ones.We define such performances
with live interactions as the “interactive performances”.

Platforms such asTwitch, FacebookLive,YouTubeLive andPeriscope have attracted
large audiences online. For example, Twitch, as the leading live streaming platform in
the US, has over 15 million viewers each day [4]. However, the largest live streaming
market is in China. The Chinese live streaming industry has been booming since 2016.
There were 398 million live streaming users in 2017 [5]. The number of users increased
by 28.4% compared to the year before [5]. The expected scale of users was projected to
reach 507 million in 2019 [5].

Practically, attractingmore viewers is thefirst step to be a success in the live streaming
industry. With more viewers, streamers can become popular and their channels can
become hot. Also, streamers are more likely to receive more income with more viewers
in their channels [6]. As a result, streamers strive to attract viewers.

However, no researchhas focused specifically on streamers’ strategies and techniques
on viewers’ attraction in live streaming. To investigate this question, we used novel
multiple triangulation and explored this from three different perspectives. We firstly
investigated it from the streamer’s perspective to identify their strategies and techniques
to attract viewers. We interviewed 10 popular streamers who had more than 100,000
followers in each of their own channels at the time of their interviews.Also,we conducted
3 focus group interviews to verify these identified strategies and techniques fromviewers’
perspectives. In addition, 305 hours of online observations were conducted to validate
whether these strategies and techniques could be observed online.

2 Background

Limited research has been conducted on how to attract more viewers in live streaming so
far. However, we identified some characteristics of viewers’ attraction in live streaming
from previous research. Game-play tournaments were found to attract more users (both
streamers and viewers) than no tournaments in Twitch [7]. Also, celebrities were thought
to attract more viewers than non-celebrities [8].

We also reviewed the strategies and techniques of viewers’ attraction in the related
fields. To attract viewers throughweb sites, it was necessary to value interactivity, immer-
sion and connectivity and make a balance of them [9]. As to the design of the web pages,
the pages with a main large picture, pictures of celebrities, few words, and a search
bar could more easily attract young viewers [10]. In blogs, bloggers attracted more
viewers by linking others’ blogs to their pages since this improved the quality of their
blogs and made their blogs become destination sites [11]. Technically, a mobile content
recommender system (M-CRS) was also proposed to attract viewers. In this system, per-
sonalized content recommendations would be generated after recording and analyzing
readers’ browsing habits and histories [12].

The relationships between people’s personality traits and strategies were explored in
the gamefield [13]. Findings showedconscientious peopleweremore easilymotivatedby
strategies such as goal setting, simulation, self-monitoring, and feedback; while those
who were more open to experience tended to be demotivated by strategies such as
rewards, competition, comparison, and cooperation [13].
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3 Research Methods

3.1 Triangulation and Triangulation Model

Data source triangulation and methodological triangulation are used in this study. Using
more than one triangulation in a single study ismultiple triangulation. In detail, we inves-
tigate streamers’ strategies and techniques in viewers’ attraction from three perspectives:
streamers’ perspective—to investigate streamers’ strategies and techniques in viewers’
attraction, viewers’ perspective—to verify streamers’ behavior and explore why viewers
gift, and actual online behavior—to validate streamers’ behavior in practice. Triangu-
lating different perspectives can supplement information and provide a comprehensive
understanding of the phenomenon, increase the validity of the study, andmake the results
more convincing [14].

Methods are applied according to the characteristics of each data source. Stream-
ers’ strategies and techniques can be obtained through one-on-one interviews since
one-on-one interviews are flexible, and help collect detailed and in-depth information
[15, 16]. Viewers’ opinions on streamers’ behavior and their motivations for gifting can
be gathered through focus group interviews since focus group interviews allow discus-
sion, and suit for relatively larger participants [17]. The actual behavior information can
be collected through online observation. Triangulating these three methods helps to take
advantage of the pros of each method. Our multiple triangulation model is shown in
Fig. 1.

Fig. 1. Triangulating between 3 perspectives

3.2 Sampling, Procedures and Data Analysis

3.2.1 Individual Interviews

Sampling
10 popular streamerswith enormous followers (all over 130,000) at the time of interviews
were chosen as participants, 5 males and 5 females. They all confirmed that each of their
streams had over 5,000 viewers in the last 3 months, which far reaches the massive
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Table 1. Details of streamers

Coded No. Gender Contents Age No. of followers

S1 M Talk show 20 Over 650,000

S2 F Instrument playing 27 Over 500,000

S3 M Singing 49 Over 510,000

S4 F Dancing 22 Over 520,000

S5 M Game-play 28 Over 250,000

S6 M Appearance/physical attractiveness 27 Over 180,000

S7 F Instrument playing and instrument selling 22 Over 130,000

S8 F Eating 25 Over 240,000

S9 F Anime culture 21 Over 270,000

S10 M Outdoor activities 32 Over 320,000

standard for streams in live streaming [3]. The average age of the participants was 27.6.
The details of the interviewed streamers are shown in Table 1.

Procedures
Criterion-based and purposive sampling strategies [18] were used when selecting and
recruiting participants. Streamers were recruited 4 ways: online forums (BBS), social
networking apps, snowball sampling and network sampling. In addition to content-based
criterion such as the nature of their shows and the numbers of followers, we also took
into consideration their ages to reflect the general population of streamers. About 70%
of streamers were found born in or after 1990 [19]. Thus, more streamers born in or after
1990 were selected.

To conduct our interviews, firstly, we asked all participants to complete a brief
demographic questionnaire as a pre-interview procedure. All participants agreed to the
terms of consents, privacy and confidentiality thatwere explained to them fully before the
interviews started. The interviews took place from28thOct, 2018 to 21st Jan, 2019,when
the participants answered questions related to their strategies to attract more viewers
(“How do you attract more viewers?”). All the interviews were later transcribed into
text. Information that could be identifiable of the individuals was removed from the text.
The interviews and original transcripts were in Chinese. We employed the Brislin model
[20, 21] to ensure the accuracy of the translation.

3.2.2 Focus Group Interviews

Participants
23 people who, in the last 6 months, had experience with watching a wide range of
streams were selected to be the participants. They were put into 3 separate focus groups
with 7, 8 and 8 participants in each group, respectively. Demographic breakdowns
were as follows: ages were from 18 to 32 with the average age of 21.2 years old.
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All participants self-identified as Chinese. Focus groups members include students and
workers/professionals. Details of three groups are shown in Table 2.

Table 2. Details of focus groups

Group No. No. of participants Coded No. Average age Gender

G1 8 A1–A8 21.4 2 female, 6 male

G2 8 A9–A16 18.5 1 female, 7 male

G3 7 A17–A23 18.9 2 female, 5 male

Procedures
The recruitment was done via advertisements posted on university internal bulletin
boards, online forums (BBS) and social networking sites. All participants confirmed that
they participated in the study voluntarily. Similar to procedures described in Sect. 3.1, we
asked them to complete a brief demographic questionnaire first. Then they were asked to
discuss and answer the key question: “how do you choose a streamer/channel?” These
interviews were audio-recorded and lasted on average 1 hour. Terms of consent, privacy
and confidentiality were fully explained in the pre-interview instructions. Information
pertaining to individual’s identity was then removed from the study. The transcripts were
acquired and translated in the same procedure as explained in Sect. 3.1.

3.2.3 Observations

Participants
167 channels/streamers (89 female, 78 male) from 6 live streaming platforms were
selected randomly as participants. There were 113 talent-show streamers (65 female,
48 male) and 54 game-play streamers (24 female, 30 male) from 6 popular Chinese
live streaming platforms. The content of the selected streamers spanned from game-
play, singing, dancing, instrumental music, food eating to talk shows, outdoor activities,
anime culture, etc.

Procedures
Our observations were conducted with different durations ranging from10 minutes to
3 hours according to the length of each stream. The total observation timewas 305 hours.
Notes were taken during online observations.

3.2.4 Data Analysis

After immersing in the data and fully understanding the information, investigators ana-
lyzed and captured the essence of the information from both individual interviews and
focus group interviews, then clustered the transcripts according to different themes using
thematic analysis [22].
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4 Strategies and Techniques for Attracting Viewers

Based on our multiple triangulation, we induced three convergent strategies for viewers’
attraction. The three convergent strategies and techniques are (i) to increase streamer-
viewer interactions; (ii) to create synergy with other streamers; and (iii) to conduct
self-promotion. The divergent strategy and technique is: to work closely with the guilds
and platforms.

4.1 Strategy 1: To Increase Streamer-Viewer Interactions

From the Streamers’ Perspective
Promoting interactions between streamers and their viewerswas deemed as a useful strat-
egy. Streamers noticed several advantages in promoting streamer-viewer interactions: (i)
active interactions between the viewers and the streamer “made the content of the shows
more exciting and attractive since the shows also added elements of the viewers’ ideas”
(S4). (ii) Interactions with streamers also increased viewers’ sense of participation. (iii)
More interactions, more online text communication from the viewer’s side. This helped
to make the channel appear “hot” on the live streaming platform. The hotness of the
channel was articulated as being associated with the size of the audience, the texts from
the viewers, and digital gifts being sent to the streamer. Normally, the hotter the channel,
the more likely the channel would be highly ranked and given a prominent place in the
front page of the entire platform, which in turn, attracted even more viewers to visit
the channel, since channels on the front page were easier for prospective viewers to see
and visit. Also, “the more online texts in the channel, the better the atmosphere in the
channel, the more alive the stream was, and the more likely a new viewer was to stay
in the channel” (S2). The basic technique for maintaining streamer-viewer interactions
was to “have a fixed streaming schedule so that viewers would turn up when his/her
favored streamer was on” (S7).

Furthermore, according to streamers, “the streamer-viewer interactions should not
only be promoted during the real-time streams, but also outside streaming hours” (S7).
Streamers noticed the importance of “turning up often to show their viewers that they
were still there” (S7). For example, posting some status, photos, captions, information
either in their streaming page or other social media websites where they had connections
with their fans and viewers.

From the Viewers’ Perspective
According to the focus group members, effective interactions between streamers and
their viewers were an essential reason for them to watch a stream and follow a streamer.
They admitted that “more good interactions and attention from streamers attracted them
to attach more to the streamers” (A22). Besides, apart from the interactions between
streamers and viewers, focus group members expressed that they also expected good
interactions between themselves and other viewers.

Focus group members mentioned that they also “enjoyed the interactions with the
streamers they like outside streaming hours” (A1). They perceived that more streamer-
viewer interactionswouldpromotemore engagement.Besides, they “preferred streamers
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who can stream on a fixed schedule” (A14) so that they knewwhen to expect the streams.
For viewers, they felt that “watching streams was a kind of companion” (A21).

From the Actual Online Behavior
In our observation, all the streamerswe observedwere seen to give feedback or responses
to viewers during their streams. Most of them were also observed to initiate a topic and
encourage their viewers to text, reply, and interact. Online interactions were not limited
to online verbal and written communications; other interactions included creating online
activities such as raffles or quizzes with prizes.

Streamer-viewer interactions were found to account for a large proportion of time in
a stream. According to our observation, the average interaction and communication time
between the talent show streamers and their viewers was well over 50% of the whole
streaming time. For the game-play streamers, the situation was a little different. Among
all the 54 game-play streamers, the average interaction and communication time was all
less than 30%.

138 out of 167 streamers mentioned in their channels/pages or declared during the
streams that they had a fixed streaming schedule. All of the streamers except the ones
from the YY platform were found to post photos, captions, information, or status in
streamer pages (YY does not support this function at the time of observation) to maintain
interactions and communications with their viewers outside streaming hours as well.

4.2 Strategy 2: To Create Synergy with Other Streamers

From the Streamers’ Perspective
Most streamers believed that they could attract more viewers by creating synergy with
other streamers. Two techniques were commonly used to create the synergy: recom-
mendation and PK (player kill)/VS (versus). Streamers believed that they could elicit
the flow of viewers between two channels by using these two techniques.

Recommendation: One streamer recommended their “friends” or team members
(other streamers) to their viewers. Streamers said they often helped each other through
this way.

PK (player kill)/VS (versus): PK or VS is a form of cooperation or competition with
other streamers. Streamer A could video call Streamer Bwho was also streaming online;
B could decide whether to answer the call or not. If B responded it, then A and B would
connect with each other and both of them would show on the viewers’ screens side by
side. After seeing both streamers and their performances, the viewers in Streamer A’s
channel were likely to visit Streamer B’s channel and vice versa. In this way, streamers
could “channel” viewers from each other’s channels. Figure 2 shows that two streamers
are in the PK mode. Viewers could easily visit the other streamer in the PK/VS mode
by just clicking a button.

From the Viewers’ Perspective
Focus group members acknowledged that they “would go to visit or even follow other
streamers if these streamers were recommended by the streamer they like” (A18).
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Fig. 2. It shows that it is easy for the viewers to visit the other streamer’s channel by clicking the
button highlighted in red. (Color figure online)

In addition, they admitted that in the PK/VS mode they “would visit and also follow
the other streamers if they found the other streamer was attractive” (A3).

From the Actual Online Behavior
According to our observations, 128 out of 167 streamers were observed to use this
strategy, and both techniques (recommendations and PK/VS) were used by streamers.
Besides oral recommendation in the streams, some streamers were also found to rec-
ommend their friends or team members by listing them at the bottom of their channels.
The viewers could easily enter other streamers channels by clicking their icons as shown
in Fig. 3. However, not all the platforms had this function. Figure 4 shows that some
streamers were working as a team. It seems streamers who were familiar with each other
tended to cooperate often in the PK/VS modes. According to our observation, PK/VS
was widely used in talent show streamers, while game-play streamers did not use it as
much as talent show streamers.

4.3 Strategy 3: To Conduct Self-promotion

From the Streamers’ Perspective
From our interviews, self-promotion was the third most effective strategy to attract
viewers. Streamers believed that, with fame and popularity, they could easily attract
more viewers. Therefore, streamers tried many ways to create their fame and awareness.
Streamers mentioned two techniques for self-promotion categorized by content.

Performance-related self-promotion: Streamers posted their video clips of their best
performances to their personal pages on the platforms and/or on third-party platforms as a
kind of advertisement. For example, “the video clips with the streamers’ names or stream-
ing IDs were posted to popular third-party platforms or social media such as Weibo and
Tik Tok” (S4 & S5). When viewers were interested in the streamers’ performances, they
may go to the streamers’ channels to watch more live performances/streams.
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Fig. 3. One streamer listed his “friends” at the bottom of his page. (Highlighted in red). (Color
figure online)

Fig. 4. Streamers were in the same team (Xiaozhou Team) (highlighted in red). All the streamers
had over 500,000 followers/fans except the first one. (Color figure online)

Performance-unrelated self-promotion: Some streamers also promoted themselves
by creating news or developing content or skills in other fields unrelated to their live
streaming performances.When a personwas famous or popular in one area, he/shewould
easily create fame in other areas as well. For example, a talk show presenter “released
a single as a singer in KuGou” (S1) to help him attract more fans/viewers who liked his
singing to his talk show channel.
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Streamers also reported some other self-promotion techniques:
Snow ball technique: Streamers “encouraged viewers to recommend them (stream-

ers) to other viewers” (S8), for example, by sharing their channels or performances to
viewers’ family, friends, or networks. According to streamers’ self-reports, when some-
one liked a streamer, it was likely that their friends and family would like the streamer as
well. Some platforms had the functions of recording any performances as a short video
and sharing it through social media. This technique made sharing more efficiently and
easily.

Proper self-presentation approach: streamers disclosed the importance of “choosing
the proper and attractive hashtags, captions, profile pictures, etc.” (S4 & S7) for their
streams. Unique, vivid, and novel self-presentation was deemed to attract more viewers.

From the Viewers’ Perspective
Focus groupmembers confirmed that theywould like to “search for a particular streamer
if they heard the streamer was famous or they read some news about the streamer” (A17).
They also admitted that they tended to “choose to watch the shows which are “HOT” (or
recommended) in the live streaming platforms” (A6&A11). Also, focus groupmembers
said they “would like to watch a stream and follow a streamer recommended by other
people, especially their family or friends” (A2).

Focus group members also disclosed that they “would like to choose the streamers
with attractive hashtags, captions, profile pictures, or self -presentation” (A16 & A20)
when they wanted to search a new streamer/channel.

From the Actual Online Behavior
Both performance-related and performance-unrelated techniques for self-promotion
were observed. In all the 167 streamers observed, 144 of them were found to use at least
one technique mentioned above. Figure 5 and Fig. 6 are the screenshots of performance-
related and performance-unrelated self-promotion, respectively. It seems that streamers
from different platforms used different techniques for self-promotion, which were deter-
mined by the functions of different platforms. Streamers from Douyu and Xiongmao
tended to post their videos with good performances in their personal pages or at the
bottom of their channels. However, streamers from Kwai liked posting other unrelated
short videos, normally comedy videos. Also, some streamers were found to link their
IDs of other media (e.g., Weibo) to their live streaming channels.

The snowball techniquewas also observed by investigators. Streamerswere observed
to encourage viewers to share their channel links in viewers’ social media. With regards
to the proper self-presentation technique, streamers were seen to use hashtags, profile
pictures, captions, etc. However, investigators could not define, to what extent, they were
proper and attractive.

4.4 Strategy 4: To work closely with the guilds and platforms

Most streamers disclosed that they joined the guilds, and their guilds could channel some
viewers to them with the help of platforms. Therefore, it was essential to work closely
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Fig. 5. Performance-related self-promotion. The game-play streamer posted some of his game-
playing clips with good performance at the bottom of his channel (highlighted in red). (Color
figure online)

Fig. 6. Performance-unrelated self-promotion. The talk show streamer mentioned her songs in
her personal page and posted some comedy episodes in her channel (highlighted in red). (Color
figure online)
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with guilds and platforms. Streamers mentioned there were several ways that their guilds
and platforms could help:

• Initial entry:When a viewer entered a platform, he/she would be assigned to a channel
automatically. Streamers or their guilds paid the platform to get more random viewers.
Viewers admitted that they might stay or even follow the streamers if they found
streamers attractive after they were assigned to a channel. In our observation, we
found we would be assigned to a channel by the platform. However, we could not
know whether the platform assigned us to that channel randomly or deliberately.

• Recommendation system & hot streamer list: Viewers received recommendations
continuously and automatically during their stream-watching. Also, there was a hot
streamer list which kept updating on the platform. Some streamers would pay their
platforms to get recommended or to be listed on the hot streamer list, so that more
viewers may visit their channels. Focus group members confirmed that they were
likely to visit streamers recommended by the platforms, or check the hot streamer list
and visit them. However, in our observation, we could not knowwhether the streamers
paid for their recommendations.

The two techniquesmentioned abovewere brought up by streamers, partially verified
by viewers, but could not be validated by online observation.

5 Discussion

Our study indicates that social commerce practices evolve with the emergence and
development of new platforms.

The key point of Strategy 1 is about interactions and communications. Its importance
supports our description of the uniqueness of “interactive performances” in live stream-
ing. Our findings are in agreement with previous qualitative study that streamers noted
the viewers’ desire of being recognized and interacted with, therefore, they made efforts
to recognize viewers and offered viewers opportunities to participate in and stand out in
the streams in Twitch [3]. This consistence reflects that no matter American viewers or
Chinese viewers, they all value the “social” side of stream-watching. This reveals that
pursuit of streamer-viewer interactions may be one of the main reasons for viewers to
watch live streams.

Our findings also indicate the importance of having a fixed streaming time, which
is well consistent with previous study that keeping a consistent schedule is important in
building community [23].

In addition, our findings about turning up often, and keeping
connected/communication with viewers support previous studies on online phatic cul-
ture which was popular in blogging and social networking like Facebook. As a new form
of online communication, it aims to “maintain connections or audiences, to let one’s net-
work know that one is still ‘there’”, rather than to express information or focus on content
[24]. Our findings demonstrate the existence and the use of phatic communications in the
live streaming realm.

Furthermore, our findings that streamers spent time on communication and interac-
tions are consistent with the previous study that chatting (streamer-viewer interactions)
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accounts for the largest proportion of streaming activities [8]. We firstly note the differ-
ences in time spent on interactions between talent show streamers and game-play stream-
ers. Game-play streamers need to concentrate to win the game, and that is probably why
their interactions are less than talent show streamers’.

In Strategy 2, no previous research has explored whether recommendations and PK
(or versus) can attract more viewers. However, the reciprocal streamers who gifted each
other were found to appear more often on the popular streamers list [25], which in return,
might make streamers more easily accessed by viewers on live streaming platforms. As
observed in our study, streamers who are familiar with each other tend to compete in the
PK/VS mode, which can be regarded as a reciprocal relationship as well. Differences in
genres in using PK/VS are found as well. Reasons might be the same as we talked above
that game-play streamers need to focus on their games.

In Strategy 3, streamers are found to try different means to promote themselves,
which is in agreement with the previous finding that streamers using other social media
platforms for promotion [26]. It reveals the importance of reaching and using a variety
of means. This supports the previous research that platforms should provide tools for
streamers’ self-promotion [26, 27].

In the online media culture, self-promotion is concomitant with self-presentation
or self-expression. Our findings that streamers make use of profile pictures, selfies and
captions to attract more viewers, is consistent with previous studies that profile pictures,
captions and selfies all serve as tools for self-presentation, strategic communication
and performative utterances [28, 29]. Therefore, the importance of self-presentation or
self-expression is highlighted. The proper, unique and attractive self-presentation or
self-expression should be used.

In addition, our findings show that some viewers are motivated to search for and
watch some streamers’ streams because of their curiosity. In the live streaming field,
curiosity was only found to be influential on viewers’ gifting behavior [30]. Our study
extends previous research and finds out that curiosity may be one of the motivators of
stream-watching.

In Strategy 4, streamers cooperating with platforms and their guilds to make use of
more resources, in fact, is away of promotion aswell. It is considered as less fundamental
than thefirst three strategies asStrategy4 could not be verifiedby all the three data sources
of triangulation.

6 Implications and Limitations

This study provides innovative methods in HCI. It integrates multi-methods (includ-
ing individual interviews, focus group and actual behavior observation) in one study
and explores a phenomenon from three different standpoints, which helps us compre-
hensively understand the phenomenon. In addition, our study expands the scope of the
research objects. Multiple categories in live streaming are included rather than a single
category. Our results provide a comprehensive description of viewer attraction in the
live streaming realm.

In terms of practical implications, both platforms and streamers benefit from our
study. For platforms and the live streaming industry, our research is beneficial for knowl-
edge of marketing and platform design. Platforms may add more functions which can
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promote streamer-viewer interactions, strengthen the cooperation among streamers, and
provide more ways/means for streamers’ self-promotion. Streamers/practitioners may
attract more viewers by adopting the strategies and techniques reported here. They may
also develop their own strategies and techniques based on our findings. Furthermore,
other fields related to pervasion may also benefit from our study.

This study is notwithout limitations. Firstly, the psychological aspect of the attraction
of viewers in relation to the effectiveness of such strategies and techniques needs further
investigation, e.g. why viewers watch streams? Why and under what circumstance a
particular strategy is more effective than the others? Secondly, it will be interesting to
investigatewhether cultural differences exist in the strategies and techniques for viewers’
attraction.
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Abstract. As cross-border e-commerce has broad market space and rapid devel-
opment momentum, more and more manufacturing enterprises begin to explore
the application of cross-border e-commerce, especially small and medium-sized
enterprises. Therefore, it is crucial to identify the logistics factors that affect cross-
border e-commerce logistics service quality, which is important to promote the
development of the industry. In this paper, a hybrid multiple criteria decision mak-
ing method, combining fuzzy theory and DANP model is proposed. According
to the results of empirical study, scale of enterprise assets, number of employees,
financial standing, emphasis on logistics business and convenience are identified
as the key criteria affecting logistics service quality of cross-border e-commerce.

Keywords: Key factors · Logistics service quality of cross-border e-commerce ·
MCDM · Fuzzy theory · DANP

1 Introduction

With the implementation of the “Belt and Road” initiative and the continuous introduc-
tion of relevant supporting policies, more and more traditional enterprises have begun to
involve in cross-border business. As a newway of transaction, cross-border e-commerce,
relying on the popularity and advantages of the Internet, can break through the constraints
of time and space and provide a more open multilateral market, which has become an
important engine to promote the development of China’s foreign trade industry. Accord-
ing to the latest customs data, the total import and export trade of our country reached
30.50 trillion yuan in 2018 with an increase of 9.6%. At the same time, according to the
China Electronic Commerce Development Report 2018, the development of “Belt and
Road” has promoted the gradual opening of the policy of cross-border e-commerce in the
countries, the popularization of Internet and the further improvement of supporting facil-
ities such as payment methods and logistics, all of which have to some extent promoted
the rapid development of cross-border e-commerce in China. As the report stated, the
total amount of e-commerce transactions is 31.63 trillion yuan in 2018 with an increase
of 8.5%, which can be recognized that the scale of cross-border e-commerce transactions
has grown dramatically. The development of cross-border e-commerce pushes forward
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the development of cross-border logistics. Of the many related issues, the cross-border
e-commerce logistics service quality is an area of enormous interest for both academics
and practitioners.

With the rapid development of cross-border e-commerce, the demands of consumers
on the timeliness, experience, cost and other aspects of cross-border logistics services
are increasing. However, at this stage, China’s logistics infrastructure construction is
relatively weak, and supporting services are not perfect. More specifically, cross-border
e-commerce transactions need to go through many links such as warehousing, distri-
bution, customs clearance, and commodity inspection, resulting in high operating costs
[1]. In addition, because of the multi-level demand for logistics services from cross-
border e-commerce, such as the cross-border e-commerce of many enterprises to the
consumer model (B2C), its own small batch, high-frequency logistics demand charac-
teristics increase the burden of logistics enterprises’ operating costs. Moreover, most
of the enterprises engaged in cross-border e-commerce logistics in China are mainly
engaged in a certain business or a special line, and the service resources are seriously
divided, so it is difficult to form a comprehensive logistics service system, and it is unable
to effectively gather the business flow, information flow, capital flow and physical logis-
tics [2]. Therefore, considering the rapid development of cross-border e-commerce and
the increasing demand of consumers for cross-border e-commerce logistics, it is cru-
cial to establish an evaluation system to clarify the interaction between cross-border
e-commerce and modern logistics, and to identify the logistics factors that affect cross-
border e-commerce logistics service quality (LSQ), which is also important to promote
the development of the industry.

Identifying the key factors affecting logistics service quality (LSQ) of cross-
border E-commerce is a typical Multiple Criteria Decision Making (MCDM) problem.
MCDM methods are often used to deal with problems characterized by several non-
commensurable and conflicting (competing) criteria, where there may be no solution
that satisfies all criteria simultaneously [3]. Based on reviewing the previous studies,
more and more MCDMmethods are wildly applied to different research issues, such as
the analytical hierarchy process (AHP), the analytical network process (ANP) [4], and the
decision-making trial and evaluation laboratory (DEMATEL) [5]. However, themethods
used in previous researches have some limitations. First, the AHP method requires that
the aspects and criteria should be independent of each other, whereas these assumptions
cannot be realized in reality [6]. Second, ANP can accommodate interdependence and
feedback among criteria and alternatives. But a serious problem is that because of the
limitations in human cognition and shortcomings in the typically used one-to-nine scale,
the consistent pairwise comparisons are not easy to achieve, especially for a matrix with
high order [7]. Moreover, traditional Likert scales have been the major way in evaluating
performance through questionnaires [8]. However, this scale cannot deal with the cog-
nitive uncertainty among the linguistic values such as ‘disagree’, ‘fair’, and ‘disagree’.
Relative to the Likert scale, uncertain and imprecise data can be represented by fuzzy
numbers in many practical circumstances [9]. Song [10] and Xu [11] applied the fuzzy
comprehensive evaluation method and fuzzy-AHP, respectively, to the issues related to
the cross-border e-commerce logistics. Based on the literature review, therefore, a novel
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hybrid MCDM technique, named fuzzy-DANP, is proposed in this paper, solving two
problems at the same time: comparison and cognitive uncertainty.

The remainder of this paper is organized as follows. Section 2 reviews the related
literature on logistics service quality of cross-border E-commerce and establishes the
prototype decision structure, and Sect. 3 introduces the proposed Fuzzy-DANP model.
Section 4 applies the proposed method to identify key factors affecting logistics service
quality of cross-border E-commerce using the fuzzy semantic questionnaire assigned the
fuzzy numbers to different natural representations, such as “fair” and “agree”. Section 5
discusses the various outcomes, and provides the conclusions of this study.

2 Literature Review

Because cross-border e-commerce involves different subjects, there are many factors
might affect the LSQ of cross-border e-commerce. Therefore, it is essential to estab-
lish a reasonable index system to evaluate the LSQ of cross-border e-commerce by
considering multiple factors. The comprehensive index is useful to identify the key fac-
tors affecting the LSQ of cross-border e-commerce, and make decision to improve the
service quality. According to the previous studies, the factors affecting the LSQ of cross-
border e-commerce logistics can be cataloged into three dimensions, namely, enterprise
characteristics, service experience, logistics cost.

2.1 Enterprise Characteristics

The dimension of enterprise characteristics mainly considers the influence of internal
factors on LSQ. Jia [12] stated that the strength of the enterprise determines the fixed
assets and current assets of the enterprise, and the employees reflect the size of the
enterprise, which have a positive impact on the LSQ. The financial standing mainly
refers to the liquidity, indirectly reflects the volume of orders [13]. The more enterprises
attach importance to logistics, the better the LSQ [12]. In summary, the enterprises with
large scale and a certain amount of funds and orders would pay a great attention to the
importance of logistics and provide a better customer experience.

2.2 Service Experience

Service experience is an important component ofmeasuringLSQ, and it is the consumer’s
cognition of service quality. To measure LSQ, several authors began with a viewpoint
of physical logistics operations, for example variables of timeliness, availability and
condition [14]. Mentzer, Flint [15] introduced a model with nine variables: information
quality, ordering procedure, ordering release quantity, timeliness, order accuracy, order
quality, order condition, order discrepancy handling and personnel contact quality. Grant
[16] investigated LSQ in UK food processing, including core variables like availability,
time (order cycle time and delivery time), but also included variables examining customer
service experience and satisfaction as outputs for a structural path model based on an
actual service experience; e.g. general assessment of supplier quality, feelings towards
suppliers, and future purchase intentions from that supplier.
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Grant also extended notions of LSQ and satisfaction towards customer loyalty which
has been an ongoing discussion in the out-sourcing and relationship literature [17, 18].
This is critical in researching service quality as the firm’s goal is to enhance performance
to retain current customers and attract new ones and suggests a notion of developing
long-term relationships as opposed to transactional activities [19].

2.3 Logistics Cost

Different logistics models could cause different costs. The total cost of logistics is also
an important aspect of logistics service quality. Zhao [20] concentrated on the cost
and aging of cross-border e-commerce logistics, and provided the fourth party logistics
alliance to solve this difficulty. Both Dou and Wu [21], Guo [22] stated in their studies
that the high cost of cross-border e-commerce logistics, long transportation cycle, and
many links have a negative impact on the LSQ.

According to the literature review, the research framework is summarized in Table 1.

Table 1. The formal research framework

Goal Dimensions Criteria

Identification of key factors
affecting logistics service quality
of cross-border e-commerce

Enterprise characteristics Scale of enterprise assets
(Emphasis on hardware) (A1)

Number of employees (A2)

Financial standing (Liquidity,
product turnover) (A3)

Emphasis on logistics business
(A4)

Service experience Service attitude (A5)

Convenience (Receiving,
returning, etc.) (A6)

Timeliness (Order processing,
delivery time) (A7)

Safety (Cargo damage, security
of user information, etc.) (A8)

Accuracy (Misdistribution)
(A9)

After-sale service (A10)

Logistics cost Transport cost (A11)

Warehousing cost (A12)

Management cost (A13)

Stock holding cost (A14)



388 P. Jiang et al.

3 Methodology

In this paper, the proposed FuzzyMCDMmodel consists of the triangular fuzzy numbers
and the DANP method. The characteristics of the triangular fuzzy number for dealing
with the cognitive uncertainty are described in Subsect. 3.1. Subsect. 3.2 demonstrates
how to obtain the relevant weights of each criterion by using the Fuzzy DANP model.

3.1 Triangular Fuzzy Numbers

In the real world, many decisions involve imprecision since goals, constraints, and possi-
ble actions are not known precisely [23].Whenmaking decisions in a fuzzy environment,
the result of decision-making is highly affected by subjective judgments that are vague
and imprecise. The sources of imprecision include namely unquantifiable information,
incomplete information, non-obtainable information, and partial ignorance. Fuzzy set
theory [24]was first introduced as amathematical way to represent and handle vagueness
in decision-making.

Questionnaire survey is one of the most common ways to obtain data in management
decision-making. Undoubtedly, the 5-point Likert scale is commonly used. However,
the traditional 5-point Likert scale assumes that the differences between the successive
categories are equal [25] and cannot deal with the cognitive uncertainty. For instance, the
ratings of 1, 2, 3, 4 and 5 may be set to “strongly disagree”, “disagree”, “fair”, “agree”
and “strongly agree”, respectively. In other words, “fair” is transformed to the same scale
point for each respondent, although each respondent has her or his subjective thinking
for different natural representations. However, the cognitive uncertainty among these
natural representations of preference should be taken into account. In other words, it is
reasonable for each respondent to subjectively express her or his own measurements for
different natural representations.

A linguistic variable is a variable with linguistic words or sentences in a natural lan-
guage [26]. In Fuzzy DANP procedure, in order to generate fuzzy pairwise comparison
matrix, a fuzzy scale with five different degrees of influence is needed. The degree of
influence with five linguistic terms, (no influence, very low influence, low influence,
high influence, very high influence), can be treated as a linguistic variable defined in the
closed interval [0, 1]. Each linguistic value can be represented by the triangular fuzzy
number, which is a fuzzy set in the universe of discourse that is both convex and normal
[26]. As depicted in Fig. 1, instead of assigning a scale point to a linguistic value, “low
influence” and “high influence” can be represented as triangular fuzzy numbers (a, b, c)
and (b, c, 1) (0 < a < b < c < 1), respectively. Each respondent can be asked to assign
a triangular fuzzy number to each of the above linguistic values in the questionnaire.

3.2 Fuzzy DANP

Ouyang, Shieh [3] and Tzeng and Huang [27] proposed a novel DANP consisting of
DEMETEL and ANP by taking the total influence matrix generated by DEMATEL
as the unweighted supermatrix of ANP directly, avoiding the troublesome pairwise
comparisons for ANP.
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Fig. 1. Triangular fuzzy numbers for fuzzy pairwise comparison matrix

To determine the Fuzzy DEMATEL total influence matrix, T, the fuzzy direct influ-
ence matrix, Z, is first constructed using the fuzzy degree of effect between each pair
of elements taken from respondent questionnaires. Suppose zij = (zlij, zcij, zuij) be the
fuzzy assessment that the degree to which factor i have impact on factor j, specified as
a linguistic value, (no influence, very low influence, low influence, high influence, very
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where n is the number of factors. All diagonal elements are zero. Z is then normalized
to produce the normalized fuzzy direct influence matrices,

X = λZ (2)
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Then the fuzzy total influence matrices, Tl, Tc and Tu, are generated by X(I−X)−1.
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According to the Reference [3], the total influence matrix of DEMATEL can be
treated as an unweighted supermatrix for ANP. Therefore, a crisp total influence matrix
should be generated. In practice, defuzzification converts a fuzzy number into a crisp
real number. Defuzzification is to locate the best non-fuzzy performance (BNP) value.
The widely used center-of-area (COA) [28] is employed to generate BNP value, BNPo:

BNPo= (ou − ol) + (oc − ol)

3
+ ol, (10)

where (ol, oc, ou) denote the performance values of the objective. Then the crisp total
influence matrix is generated,
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A weighted matrix, W, can be obtained by normalizing T, and the global weight
of each factor is obtained by multiplying W by itself several times until a limiting
supermatrix, W*, is derived.

Causes and effect can be derived from T [29]. For T, each rowwas summed to obtain
the value denoted by d, and each column of the total influence matrix was summed to
obtain the value denoted by r. Then d + r is the prominence, and shows the relative
importance of the corresponding factor, where larger prominence implies greater impor-
tance; and d – r is the relation, where a positive relation means the corresponding factor
tends to affect other elements actively, referred to as a cause, and a negative relation
means the corresponding factor tends to be affected by other elements, referred to as an
effect.

4 Empirical Study

There were 80 consumers of cross-border e-commerce are invited to join this study. Of
the 80 questionnaires distributed to the respondents, 56 were returned to the researchers,
and 53 of these were valid. In the first questionnaire, each respondent is asked to assign a
triangular fuzzy number to each of the linguistic values with a, b, and c. Then, according
to the data collected from questionnaires, calculate the arithmetic mean of a, b, and c,
respectively. The linguistic variables are show in Table 2.

Table 2. The linguistic variables with triangular fuzzy numbers

Linguistic Crisp number Triangular fuzzy numbers

No influence 0 (0, 0, 0.19)

Very low influence 1 (0, 0.19, 0.47)

Low influence 2 (0.19, 0.47, 0.72)

High influence 3 (0.47, 0.72, 1)

Very high influence 4 (0.72, 1, 1)

In the second questionnaire, each respondent is asked to give a crisp value to generate
the initial direct influence matrix. And then, using the triangular fuzzy numbers shown
in Table 2 to replace the crisp value to generate the fuzzy initial direct influence matrix.
Using the DEMATEL method, through Eqs. (1)-(11), the crisp total influence matrix is
shown in Table 3, and the prominence and relation of each criterion is summarized in
Table 4.
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Table 3. The crisp total influence matrix

T A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 D

A1 0.095 0.156 0.141 0.162 0.226 0.165 0.192 0.175 0.178 0.248 0.174 0.189 0.214 0.153 2.470

A2 0.152 0.102 0.141 0.167 0.227 0.169 0.199 0.177 0.186 0.257 0.174 0.198 0.220 0.163 2.533

A3 0.158 0.151 0.095 0.169 0.233 0.174 0.197 0.183 0.187 0.259 0.179 0.204 0.210 0.170 2.570

A4 0.148 0.148 0.111 0.099 0.224 0.164 0.185 0.163 0.172 0.244 0.169 0.193 0.209 0.157 2.386

A5 0.078 0.087 0.071 0.094 0.082 0.092 0.098 0.086 0.099 0.156 0.091 0.100 0.116 0.090 1.341

A6 0.143 0.147 0.144 0.153 0.220 0.105 0.187 0.161 0.169 0.245 0.165 0.188 0.203 0.159 2.389

A7 0.098 0.100 0.096 0.111 0.166 0.122 0.089 0.131 0.130 0.198 0.119 0.138 0.159 0.119 1.777

A8 0.129 0.129 0.129 0.142 0.197 0.144 0.167 0.097 0.159 0.220 0.153 0.172 0.186 0.146 2.171

A9 0.105 0.117 0.105 0.121 0.191 0.138 0.158 0.134 0.093 0.206 0.136 0.165 0.180 0.134 1.983

A10 0.055 0.064 0.052 0.053 0.091 0.064 0.070 0.065 0.067 0.064 0.056 0.066 0.077 0.061 0.907

A11 0.120 0.126 0.120 0.127 0.194 0.142 0.156 0.132 0.152 0.219 0.094 0.172 0.186 0.142 2.081

A12 0.097 0.100 0.096 0.100 0.150 0.105 0.122 0.104 0.108 0.186 0.114 0.084 0.145 0.108 1.621

A13 0.085 0.094 0.093 0.091 0.142 0.096 0.120 0.100 0.106 0.187 0.110 0.130 0.088 0.107 1.550

A14 0.132 0.144 0.134 0.145 0.198 0.146 0.167 0.152 0.154 0.230 0.150 0.181 0.188 0.097 2.219

r 1.596 1.665 1.531 1.737 2.541 1.825 2.108 1.859 1.960 2.919 1.884 2.181 2.382 1.807

Table 4. The prominence and relation of each criterion

Criteria d r d +
r

RANK d − r

A1 2.470 1.596 4.066 5 0.874

A2 2.533 1.665 4.198 2 0.868

A3 2.570 1.531 4.101 4 1.038

A4 2.386 1.737 4.123 3 0.649

A5 1.341 2.541 3.882 12 −1.200

A6 2.389 1.825 4.215 1 0.564

A7 1.777 2.108 3.885 11 −0.331

A8 2.171 1.859 4.030 6 0.312

A9 1.983 1.960 3.943 9 0.023

A10 0.907 2.919 3.826 13 −2.013

A11 2.081 1.884 3.965 8 0.197

A12 1.621 2.181 3.802 14 −0.560

A13 1.550 2.382 3.932 10 −0.832

A14 2.219 1.807 4.026 7 0.412

Table 5 shows the weighted supermatrix, which is obtained by normalizing the
total influence matrix, and Table 6 shows the limiting supermatrix derived from the
weighted supermatrix. Table 7 shows the overall rankings for factors, which are arranged
in ascending order of the Borda score of each factor.
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Table 5. The weighted supermatrix

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14

A1 0.060 0.094 0.092 0.093 0.089 0.090 0.091 0.094 0.091 0.085 0.092 0.087 0.090 0.084

A2 0.095 0.061 0.092 0.096 0.089 0.093 0.094 0.095 0.095 0.088 0.092 0.091 0.092 0.090

A3 0.099 0.090 0.062 0.097 0.092 0.095 0.094 0.098 0.096 0.089 0.095 0.094 0.088 0.094

A4 0.093 0.089 0.073 0.057 0.088 0.090 0.088 0.088 0.088 0.083 0.090 0.088 0.088 0.087

A5 0.049 0.052 0.046 0.054 0.032 0.050 0.046 0.046 0.050 0.054 0.049 0.046 0.049 0.050

A6 0.090 0.089 0.094 0.088 0.087 0.058 0.089 0.086 0.086 0.084 0.088 0.086 0.085 0.088

A7 0.061 0.060 0.063 0.064 0.065 0.067 0.042 0.070 0.066 0.068 0.063 0.063 0.067 0.066

A8 0.081 0.077 0.084 0.082 0.077 0.079 0.079 0.052 0.081 0.075 0.081 0.079 0.078 0.081

A9 0.066 0.070 0.069 0.070 0.075 0.075 0.075 0.072 0.047 0.071 0.072 0.076 0.076 0.074

A10 0.035 0.038 0.034 0.031 0.036 0.035 0.033 0.035 0.034 0.022 0.030 0.030 0.032 0.034

A11 0.075 0.076 0.078 0.073 0.076 0.078 0.074 0.071 0.078 0.075 0.050 0.079 0.078 0.078

A12 0.061 0.060 0.063 0.058 0.059 0.058 0.058 0.056 0.055 0.064 0.060 0.039 0.061 0.060

A13 0.053 0.056 0.061 0.053 0.056 0.053 0.057 0.054 0.054 0.064 0.058 0.060 0.037 0.059

A14 0.083 0.086 0.088 0.084 0.078 0.080 0.079 0.082 0.079 0.079 0.080 0.083 0.079 0.054

Table 6. The limiting supermatrix

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14

A1 0.088 0.088 0.088 0.088 0.088 0.088 0.088 0.088 0.088 0.088 0.088 0.088 0.088 0.088

A2 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090

A3 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091

A4 0.085 0.085 0.084 0.084 0.085 0.085 0.085 0.085 0.085 0.084 0.085 0.085 0.084 0.085

A5 0.049 0.049 0.049 0.049 0.048 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.049

A6 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085

A7 0.063 0.063 0.063 0.063 0.063 0.063 0.063 0.063 0.063 0.063 0.063 0.063 0.063 0.063

A8 0.078 0.078 0.078 0.078 0.078 0.078 0.078 0.078 0.078 0.078 0.078 0.078 0.078 0.078

A9 0.070 0.070 0.070 0.070 0.070 0.070 0.070 0.070 0.070 0.070 0.070 0.070 0.070 0.070

A10 0.033 0.033 0.033 0.033 0.033 0.033 0.033 0.033 0.033 0.033 0.033 0.033 0.033 0.033

A11 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074

A12 0.058 0.058 0.058 0.058 0.058 0.058 0.058 0.058 0.058 0.058 0.058 0.058 0.058 0.058

A13 0.055 0.055 0.055 0.055 0.055 0.055 0.055 0.055 0.055 0.055 0.055 0.055 0.055 0.055

A14 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080

As presented in Table 7, the criteria were ranked as A2>A3=A6>A1=A4>A8
=A14 > A11 > A9 > A7 > A13 > A12=A5 > A10, according to the overall ranking
obtained using the Borda score. After discussing the results with experts, the key criteria
affecting logistics service quality of cross-border e-commerce were identified: Scale of
enterprise assets (A1), Number of employees (A2), Financial standing (A3), Emphasis
on logistics business (A4) and Convenience (A6). According to the crisp total influence
matrix in Table 4, a causal diagram is shown in Fig. 2.
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Table 7. The overall ranking for the factors

Criteria DEMATEL DANP Borda score Overall
rankings

A1 5 3 8 4

A2 2 2 4 1

A3 4 1 5 2

A4 3 5 8 4

A5 12 13 25 12

A6 1 4 5 2

A7 11 10 21 10

A8 6 7 13 6

A9 9 9 18 9

A10 13 14 27 14

A11 8 8 16 8

A12 14 11 25 12

A13 10 12 22 11

A14 7 6 13 6

Fig. 2. The causal diagram for key factors

5 Discussion and Conclusions

As cross-border e-commerce has broadmarket space and rapid developmentmomentum,
more and more manufacturing enterprises begin to explore the application of cross-
border e-commerce, especially small and medium-sized enterprises. According to the
statistical data of China Electronic Commerce Research Center, more than 300,000
Chinese foreign trade enterprises have launched their cross-border e-commerce business
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in the past few years. As a new way of transaction, cross-border e-commerce, relying on
the popularity and advantages of the Internet, can break through the constraints of time
and space and provide a more open multilateral market, which has become an important
engine to promote the development of China’s foreign trade industry. Therefore, small
and medium-sized enterprises should strive to improve the logistics service capacity to
promote the growth of cross-border e-commerce business. They should start from the
following two aspects:

First, the financial situation of an enterprise, especially the liquidity of assets and the
turnover rate of products, represents the comprehensive operation ability of an enterprise.
The better the financial status of an enterprise is, the stronger its operation ability is.
According to Fig. 1, financial standing is identified as the headstream, since the improve-
ment of financial standing will lead other key factors’ improvement. An enterprise with
good working capital will pay more attention to logistics. A typical performance is that
enterprises will provide customers with very convenient logistics services. The stronger
the ability of liquidity capital management and the larger the scale of liquidity capital,
the better the ability to improve the quality of logistics service. Therefore, enterprises
should spare no effort to improve the scale of liquidity capital.

Second, the scale of enterprise assets represents the image of the enterprise. Enter-
prise entity assets often determine the business scale of the enterprise, so the scale
of enterprise determines the number of employees directly. As we all know, logistics
industry is not only a labor-intensive industry, but also a technology intensive industry.
Strong logistics network needs a large number of employees to support. At the mean-
while, sufficient service personnel is the most basic requirement of high-quality logistics
services.
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Abstract. Motivated by the lack of research on how online reviews affect con-
sumers’ evaluation of credence products, we conduct this research. This research
in progress explores how emotions embedded in peer-generated online reviews
affect consumers’ evaluation and attitude toward different types of products (i.e.,
search, experience and credence products). Drawing upon information processing
theory, construal level theory and literature on online reviews, we propose that
the effects of emotions (i.e., valence and arousal) on consumers’ trust toward the
related products are moderated by product type. In particular, credence products
have higher strengthening effects, compared to search products and experience
products. In addition, we argue that psychological distance aroused by the review
contextweakens themoderating effects of product type.Our researchfindings have
the potential to enrich our understanding of how online reviews affect consumers’
evaluation of different types of products, especially credence products.

Keywords: Online reviews · Credence product · Emotion · Construal level

1 Introduction

The past ten years have seen researchers devote a lot of attention to the study of online
product reviews. These studies mainly investigate the following issues: the influence of
product reviews on firm sales (Gu et al. 2012; Zhu and Zhang 2010), effects of online
product reviews on the formulation of consumers’ purchasing decisions (Liu and Kara-
hanna 2017; Cheung et al. 2012), drivers for consumers’ generation of online product
reviews (Dellarocas et al. 2010; Huang et al. 2017), and characteristics of effective online
product reviews (Huang et al. 2013, 2018). There is consistent support for the notion
that online review systems play an important role in guiding customers’ evaluation of
the related products and purchasing decisions. More importantly, these studies provide
great insights into how to manage online product reviews to better facilitate customers’
purchase behaviors which eventually would result in firm sales (e.g., Ludwig et al. 2013;
Yin et al. 2014, 2017).
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A careful literature review reveals that there exists a severe limitation. The extant
literature has primarily focused on examining online reviews’ effects on consumers of
experience and search products, while ignoring those on customers of credence goods.
In general, consumers make their purchasing decisions based on price and quality infor-
mation. Search, experience and credence goods are different in terms of their pre-buying
and post-buying costs of quality detection (Andersen and Philipsen 1998). Specifically,
search products’ characteristics feature low pre-buying costs of quality detection. Con-
sumers can learn about the products’ quality by comparing and inspecting their attributes
before buying. Experience goods feature high pre-buying and low post-buying costs of
quality detection. Consumers learn this type of products’ attributes after buying and
consuming and apply such information to further consumption. Credence goods are
characterized as high pre-buying and high post-buying costs. The utility of credence
goods, such as daily vitamin supplements, legal services and spiritual guidance, cannot
be exactly determined even after consumption. Hence, consumers of credence products,
compared to those of search and experience products, suffer more severe information
asymmetry and their purchase decisions involve much higher risk (Nelson 1970; Darby
and Karni 1973).

However, we have little understanding of whether online reviews have similar effects
on customers’ purchasing credence goods and how they affect individuals’ purchase
decision making. Consequently, there is little guidance for the management regarding
how to better manage online review systems to facilitate the sales of credence goods.
Such shortfall in the literature is poignant, given that credence goods markets are of
great economic importance. For example, healthcare spending accounts for 17.7% of
GDP in the US in 2018 (Center of Medicare and Medicaid Services 2018). Its share
of GDP has been growing for decades and is likely to continue to grow in developed
countries (Chernew et al. 2012). Therefore, it is imperative to investigate how online
reviews influence consumers’ credence product purchase differently from search and
experience goods.

To address this shortfall in the literature, this study intends to explore how uncer-
tainty involved in search, experience and credence products affect the effectiveness of
online reviews’ influence on customers’ evaluation of the related product. To this end,
we draw upon information processing theory (Slovic and Västfjäll 2010; Tversky and
Kahneman 1974), construal level theory (Trope and Liberman 2003, 2010) and online
review literature to develop our research model. Specifically, following the notion that
decision making under risk involves more experiential evaluation than analytic deliber-
ation (Loewenstein et al. 2001), we contend that emotions embedded in online reviews
have greater influence on consumers’ trust toward credence products than experience
and search products. In addition, recognizing that the context of review system may
affect consumers’ representations of purchase decisions, we propose that product type’s
moderating effects are further moderated by psychological distance.

The rest of this paper is organized as follow. First, we will provide a literature review
on online reviews, decision making under risk, and construal level theory, and present
our research hypotheses. Second, we describe howwe plan to collect data to test research
model. We conclude this paper by brief discussion of the current research’s theoretical
contributions and managerial implications.
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2 Theoretical Background and Research Hypotheses

2.1 Online Reviews

Online reviews refer to peer-generated evaluations that are posted on company or third
party web sites (Mudambi and Schuff 2010). There exist many studies on how content of
online reviews affects consumers’ perceived helpfulness of the reviews and evaluation
of the related product (e.g., Ludwig et al. 2013; Schindler and Bickart 2012; Yin et al.
2014, 2017). In particular, emotion expressed by reviewers is identified as a critical
factor affecting the efficacy of reviews, such as review helpfulness and diagnostics. For
example, Schindler and Bickart (2012) investigate how strong emotion affects perceived
review helpfulness. Ludwig et al. (2013) examine how valence of online reviews affect
the percentage of consumers purchasing products. A consensus of this stream of research
is that emotion embedded in online reviews can substantially influence how consumers
process the reviews (Kuan et al. 2015), which eventually affect their evaluation and
attitude toward the related product (Kronrod and Danziger 2013; Rocklage and Fazio
2020).

For the purpose of the current research, we conceptualize emotion of online reviews
as having two dimensions, namely valence and arousal (Niedenthal 2008). Arousal refers
to energy level of activation that is operationalized primarily through added exclamation
points and capitalization (Rocklage and Fazio 2020). Valence refers to the extent to
which an online review is positive (Yin et al. 2014). The significant effects of emotion
valence have gained support fromprevious studies (e.g., Ludwig et al. 2013;Kronrod and
Danziger 2013; Yin et al. 2014). Similarly, emotion arousal embedded in online reviews
has significant influences on consumers’ judgments and decision making (Rocklage and
Fazio 2020; Schindler and Bickart 2012; Yin et al. 2017).

2.2 Decision Making Under Risk

Decision making under risk and uncertainty is the most active research area that pro-
vides insights into howpeoplemake judgements and decisions (Loewenstein et al. 2001).
For example, expected utility theory suggests that people make decisions under risk by
assessing the severity and likelihood of possible outcomes of different options and then
conducting an expectation-based calculus to come up with a decision. While expected
utility theory has been a strong normative benchmark, psychological and behavior eco-
nomic theories have challenged it by emphasizing that feelings triggered by the deci-
sion situations can significantly affect judgements and decision making (Isen and Geva
1987; Nygren et al. 1996). Consequently, there is a convergence of theoretical perspec-
tives supporting the notion that decision making under risk and uncertainty is driven
by both cognitive and affective factors (Loewenstein et al. 2001). Accordingly, dual
information processing theory posits that decision making under risk and uncertainty
involves dual information processing, i.e., analytic and experiential evaluation (Loewen-
stein et al. 2001). Analytic evaluation involves analytical, deliberative and rational think-
ing, while experiential processing is conducted in an intuitive, automatic, and natural
manner (Slovic and Västfjäll 2010; Tversky and Kahneman 1974). Many previous stud-
ies show that affective reactions to stimuli are often more rapid and basic than cognitive
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evaluations (e.g., Zajonc 1984; LeDoux 1996). Also, affect such as emotions often con-
flict with cognitive evaluations (Loewenstein et al. 2001). In particular, when uncertainty
level is high, people perceive the risk as feelings and affect experienced at the moment of
decision making becomes the primary driver in judgements (Loewenstien et al. 2001).

In this current research, we follow the notion mentioned above and focus on how
emotions embedded in online reviews affect consumers’ judgment and decision making.
The rationale for choosing to focus on effects of emotions embedded in online reviews
is that there exists strong evidence from previous empirical investigations that exposing
individuals to affective cues can lead to affective evaluations and judgments (Lau-Gesk
and Meyers-Levy 2009; Lench et al. 2011). In other words, by reading online reviews
with emotions, consumers will sense the reviewer’s emotions and affect becomes a
critical factor driving their evaluation and decision making (Lench et al. 2011). Indeed,
Chevalier and Mayzlin (2006) find that favorable reviews help to increase product sales,
whereas negative ratings has negative impact on product sales. In the view that we
have many previous studies lending support for the significant effects of emotions on
consumers’ processing of online reviews and evaluation of the related products (e.g.,
Ludwig et al. 2013; Yin et al. 2014, 2017), we build upon this baseline relationship and
develop our research model. In particular, we focus on the effects of emotions’ valence
and arousal and examine how they affect consumers’ trust toward different types of
products.

Based on the uncertainty involved, products can be categorized into search, experi-
ence and credence products (Andersen and Philipsen 1998). Search products are char-
acterized by their low pre-buying costs of quality detection. That is, the buyer can learn
by comparing and inspecting the goods’ attributes before purchase. Some examples of
search products are furniture, cameras and computers. Experience products have the
characteristics feature of high pre-buying costs of quality detection. That is, the buyer
learns the product’s attributes after his or her purchase and consumption of the product.
Hence, the post-buying costs of quality detection are low for experience products and
the experience gained from consumption can be used for further purchase of the prod-
uct. Examples for experience products are music records and movies, wine, and hotel
service. Credence products have both high pre-buying costs and post-buying costs of
quality detection. The quality of credence product cannot be exactly determined even
after consumption. Examples of credence products are health services, daily supplements
and spiritual guidance. Due to the costs of quality detection, consumers’ judgments and
decision making on these three types of products involve different levels of risk and
uncertainty, with highest uncertainty for credence products, followed by experience
products and then search products.

Hence, other than being influenced by economic factors, credence product purchase
decisions are driven by consumers’ trusting belief and positive affect toward the product.
This implies that online reviews influencing evaluation of search and experience products
may not have similar effects for consumers of credence goods. In other words, the
innate differences between search, experience and credence products have significant
implications for effectiveness of online reviews. However, the extant literature on how
online reviews affect consumers’ evaluation of reviews and the related products has
neglected the effects of uncertainty in information processing. This negligence could be
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the possible cause for the mixed findings of previous studies on how different types of
emotions embedded in online reviews affect consumers’ judgments and decisionmaking.

Applying the above-mentioned notion that risk and uncertainty lead individuals to
rely on affect as information for their judgments and decision making, we expect that
product types would moderate how emotions embedded in online reviews affect con-
sumers’ evaluation of the related products. Specifically, credence products, with the
characteristics feature of the highest level of information asymmetry among the three
types of products, would allow emotions in the reviews to exert the greatest effects on
consumers’ evaluation of the products. In contrast, search products, with the lowest level
of uncertainty involved in both pre-purchase and post-purchase, would make emotions
embedded in online reviews to have the least influences on consumers’ evaluations of
the products. Accordingly, we hypothesize the following.

Hypothesis 1. Product typemoderates the effects of emotion valence on consumers’ trust
toward the product.
Hypothesis 1a. Credence product, compared to experience product, has greater moder-
ating effects on the relationship between emotion valence and consumers’ trust toward
the product.
Hypothesis 1b. Experience product, compared to search product, has greater moderating
effects on the relationship between emotion valence and consumers’ trust toward the
product.
Hypothesis 2. Product type moderates the effects of emotion arousal on consumers’ trust
toward the product.
Hypothesis 2a. Credence product, compared to experience product, has greater moder-
ating effects on the relationship between emotion arousal and consumers’ trust toward
the product.
Hypothesis 2b. Experience product, compared to search product, has greater moderating
effects on the relationship between emotion arousal and consumers’ trust toward the
product.

2.3 Construal Level Theory

Construal level theory (CLT) suggests that psychological distance of a target (i.e., an
event, object or individual) influences an individual’s mental representations, evalua-
tion, affect and downstream behaviors (Trope and Liberman 2003, 2010). Psychological
distance is a subjective experience in which the target is close to or far away from
the self, here, and now (Liberman and Trope 1998). There are four different ways in
which the target is away from the individual, namely in time, space, social distance, and
hypotheticality, which constitute four distance dimensions (i.e., temporal, spatial, social
and hypothetical) (Trope and Liberman 2010). When an event takes place here, in the
present, is happening to the individual and/or with certainty, the individual will sense
a low psychological distance from the target and mentally represent the event at a low
construal level. In contrast, when the event takes place in a distant location, later in time,
to others and/or with ambiguity, the individual will sense a high psychological distance
from the target and have a mental representation of the event at a high construal level
(Fujita et al. 2006; Trope and Liberman 2003).
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It is well established that perceived psychological distance affects people’s deci-
sion making under risk and uncertainty (Sagristano et al. 2002; Trope and Liberman
2010). Specifically, psychological distance, which is directly related to construal level,
affects decision making under risk and uncertainty by changing the weighs placed on the
inputs going into the evaluation (Sagristano et al. 2002). In particular, when evaluating
a target object or event, psychological distance, with high construal level, would make
people place more weight on desirability features and less weight on feasibility features.
Given that uncertainty is about the odds of possible outcomes, it can be regarded as a
feasibility feature of the target. Therefore, psychological distance would attenuate the
effects of uncertainty. In addition, psychological distance leading to abstract thinking
makes individuals to be more positive about the happening of positive outcomes. There-
fore, psychological distance reduces perceived risk involved in decision making under
uncertainty (Smith and Trope 2006).

We apply this logic to the current research context by proposing weakening effects
of psychological distance on the moderating effects of product type. In the online review
context, there are many cues that can affect consumers’ psychological distance (Huang
et al. 2013). For example, the demographic information of reviewers can affect psy-
chological distance sensed by the consumers reading the reviews (Liang et al. 2013;
Trope and Liberman 2003). When a reviewer’s geographic location, social status, age
and even name are close to that of the consumer, the consumer will sense a low level
of psychological distance. In contrast, when a reviewer’s demographics are very differ-
ent from that of the consumer, the consumer will sense a high level of psychological
distance. In addition, psychological distance in one dimension can affect psychological
distance in another dimension (Trope and Liberman 2003, 2010). As such, we focus
on investigating the effects of psychological distance that is aroused by the reviewer’s
demographics relative to that of the consumer. In particular, we are interested in the
effects of special distance. The farther the reviewer’s geographic location is away from
that of the consumer, the higher psychological distance the consumer will sense. With
the high level of psychological distance, the consumer would have more optimistic view
about the happening of positive outcomes. Also, the consumer would focus more on
desirability features than feasibility characteristics of the options, thereby reducing the
effects of uncertainty. Hence, we expect psychological distance aroused in the online
review context to attenuate the moderating effects of uncertainty caused by different
types of products. Accordingly, we hypothesize as follow.

Hypothesis 3. Psychological distance weakens the moderating effects of product type
on the relationship between emotion valence and consumers’ trust toward the product.
Hypothesis 4. Psychological distance weakens the moderating effects of product type
on the relationship between emotion arousal and consumers’ trust toward the product.

3 Research Method and Potential Contributions

To test our research model, we will conduct experiments with subjects recruited through
Amazon Mechanical Turk. This research has the potential to provide a nuanced under-
standing of how emotions embedded in online reviews affect consumers’ evaluation of
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different types of products. In addition, by considering the effects of psychological dis-
tance aroused by the review context, the current researchwould extend our understanding
of online reviews. It provides a systemic analysis of how emotions affect consumers’
judgments and decision making from a perspective that includes the stimuli (i.e., online
reviews), the objects (i.e., related products) and the context (i.e., through psychological
distance). Given the lack of research on how online reviews affect consumers’ evaluation
of credence products and the increasingly large market growth of credence goods, such
understanding is critical and would provide practitioners with the requisite guidance for
the design of online review systems for these three types of products, thereby enriching
our understanding of effective reviews that best guide consumers in evaluating different
products, especially credence products.
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Abstract. The world is confronted with the rise of voice assistants, increasingly
used for shopping activities. This paper examines managers’ perceptions of the
evolution of voice assistants and their potential effects on the marketing practice.
Shopping-related voice assistants are likely to radically change theway consumers
search and purchase productswith severe impact on brands. However, the behavior
of these AI-enabled machines represents a “black box” for brand owners. The
study of the managers’ interpretation of a voice-enabled marketplace is critical as
it may influence future marketing choices. The authors use an inductive theory
construction process to study the phenomenon of voice commerce through the eyes
of AI experts and voice-aware managers. A mixed-method approach paced three
distinct data collection phases. First, systematic machine behavior observations
(Amazon Alexa) unfolded the unique characteristics of voice shopping. Second,
in-depth interviews with 30 executives drew the current brand owner’s challenges
and opportunities in the context of voice commerce. Third, an expert survey with
international managers (N = 62) revealed the expected impact of voice assistants
on the shopping process. Findings show that managers consider voice assistants a
disruptive technology assuming a central relational role in the consumer market.
However, they often divergence in opinions across industry, function, and seniority
level. Besides,managers’ familiaritywith voice commerce is correlated to a higher
optimism towards voice technologies (opportunity for brands) but also a greater
sense of urgency (short-term focus) with implications for marketing strategy. This
article offers support to brand owners explaining how voice assistants work and
examining their effects on consumption. The authors discuss empirical results
while providing managerial guidelines to create resilient and sustainable brands
in the era of voice commerce.

Keywords: Voice assistant · Voice commerce ·Marketing ·Machine behavior

1 Introduction

Artificial intelligence (AI) turns objects into machines that exhibit aspects of human
intelligence [1]. The application of a combination of AI techniques to objects, such
as automatic speech recognition (ASR) and natural language understanding (NLU), is
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exhibiting profound effects on the practice ofmarketing [2, 3]. AI-powered smartphones,
smart homes, and smart speakers connect the various nodes of consumers’ lives into
one ubiquitous experience while providing new forms of knowledge, entertainment, and
shopping [4]. These modern machines are expected to collect relevant information about
consumers, learn from such data, and identify consumption patterns, all to predict future
individual behaviors [5, 6]. Through such a process, smart objects are able to personalize
and contextualize experiences with the potential to alter both consumer [e.g., 7, 8] and
managerial behavior [e.g., 9, 10].

The subset of AI-enabled machines with the fastest adoption rate, even above smart-
phones and tablets [11], are the so-called “voice assistants”. The termvoice assistant (VA)
refers to conversational agents that perform tasks with or for an individual—whether
of functional or social nature—and own the ability to self-improve their understanding
of the interlocutor and context [12]. VAs, also called smart speaker assistants [13] or
intelligent personal assistants [14], can take various forms of in-home devices such as
Bluetooth speakers (e.g., Amazon Echo) and built-in software agents for smartphones
and computers (e.g., Apple Siri). All the major tech companies are commercializing in-
place voice platforms, with a dominance of the U.S. (Amazon Echo, Apple HomePod,
Google Home) and China-based manufacturers (Alibaba Tmall Genie, Xiaomi Xiao AI,
and Baidu Xiaodu). As of today, over 200 million in-home voice devices are installed
globally, with mainland China registering a record year-on-year penetration growth of
166% in 2019 [15].

Although the world is confronted with the rise of AI-powered VAs, increasingly
used for their shopping capabilities, the algorithms underlying the intelligence of VAs
represent a “black box” difficult, if not impossible, to decode [16, 17]. These agents will
incrementally influence consumer behaviors as they become better at learning consumer
preferences and habits. In doing so, VAs may assume a central relational role in the
consumer market and progressively mediate market interactions, with a severe impact
on brand owners.

The ecosystem in which the firm operates has a profound impact on how the firm
can make (and react to) changes [18]. From a network-based perspective [19], changes
in the ecosystem structure (e.g., the introduction of a new node like Amazon Alexa)
may cause further modification in terms of relationship establishment and technology
development. Managers’ interpretations of the marketplace and sense-making of the
exchange mechanisms related to activities, resources, and actors [20] are “theories-in-
use,” posited to influence and guide companies’ marketing choices [21]. This research
seeks to examine managers’ perceptions regarding the evolution of shopping-related
VAs and their potential impacts on the marketing practice. In particular, this article aims
to offer support to brand owners explaining how VAs work and examining their effects
on consumption.

2 Theoretical Background

2.1 The Rise of Voice Marketing and Voice Commerce

Although the most popular VA functions are simple commands like playing music,
providing weather information, and setting up alarms [22], an increasing number of
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users are seekingmore sophisticated experiences through the interactionwith third-party
(branded) apps.

From a marketing perspective, VAs represent a new direct-to-consumer touchpoint
for brands [23] that incentivizes novel forms of interaction between consumers and
brands [24]. Over 100,000 voice applications are available on the Alexa Skills Store, and
10,000 official apps’ “actions” can be downloaded for Google Home. These applications
are used to perform a variety of tasks, such as hailing an Uber ride (utility), guiding
the tasting of Talisker whiskey (entertainment), obtaining stain removal tips from Tide
(informational), learning all about Mars from Nasa (educational). As the adoption of
VAs grows, it is strategic for brands to develop a strong voice presence that fulfills the
needs of sophisticated consumers as well as those with disabilities [25].

From a commercial standpoint, voice applications may represent a new revenue
stream for premium services such as interactive stories or exclusive features. In-app (or
in-skill) purchasing allows users to shop products in a seamless fashion using payment
options associated with their account. For instance, with Domino’s skill, customers
can build a new pizza order, repurchase the most recent one, or track each stage of the
delivery process. In this dynamic context, the number of consumers who have completed
at least one purchase through a smart speaker is rising fast. However, the penetration of
voice commerce varies widely among product categories. For instance, 21% of U.S. VA
owners purchase entertainment such as music or movies, 8% household items, and 7%
electronic devices [26].

The act of placing orders online using VAs goes under the names of “voice com-
merce,” “voice shopping,” or “v-commerce”. This phenomenon is not limited to the
transactional phase of the purchasing process but concerns all the commerce capabili-
ties that allow users to search for a product, listen to reviews, add items to a shopping
list, track the order, access customer service, and so on. As such, it has the potential to
substantially alter all the stages of the consumer journey, from search to (automated)
repurchase [e.g., 27, 28].

2.2 Unique Characteristics of AI-Enabled Voice Assistants

A key driver for the VA’s rapid diffusion is the promise of fast, repeatable, and low-
cost decision-making combined with an increased level of accuracy, achieved through
network effects and feedback loops. Unique from other machines, VAs can naturally
converse with users, contextually elaborate requests, and expand their knowledge while
learning from mistakes.

VAs are built to mimic natural human-to-human interactions. As such, they react
to interlocutors when their name is called and assume a persona (“I”) to refer to them-
selves. Similar to interpersonal relationships, VAs “memorize” relevant facts during the
conversation to give a sense of continuity to the following interactions. The ability of
VAs to display emotions through voice [4] and a sense of “spontaneity” using casual
language or jokes makes them pleasant conversational partners [14].

VAs become context-aware when the interactions with humans, and other machines,
are personalized to the current context. Providing adaptive and context-specific responses
requires them to collect and process contextual clues such as the identity of the user,
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location of the device, time, and purchasing history [1]. Context-awareness is a consti-
tuting factor of VAs, allowing them to precisely learn personal consumer’s preferences
and automate routines [29].

Increasingly, AI-powered assistants display self-learning abilities that make them
different from the initial programming of their developers [30, 31]. Unsupervised AI
systems, which operate without manual human annotation, allow VAs to detect unsat-
isfactory interactions or failures of understanding and automatically recover from these
errors. For instance, if a user systematically misspells the name of a song, the system
“learns” to address the issue and deploys corrections shortly after. While learning from
mistakes, VAs expand their knowledge and reduce friction during interactions [32].
Automatically applying adjustments to a large number of queries using self-learning
techniques allows VAs to develop at a faster pace. As such, a significant leap in VAs’
capabilities may be expected [10].

The diffusion of context-aware and self-learning conversational assistants may lead
to a transformation of how shoppers search for product information and make purchase
decisions.

2.3 The Agency Role of Voice Assistants

In today’s digital age, an increasing number of choices involve the use of AI-enabled
agents. These agents assume different forms, from chatbot to newsfeed, and achieve
economies of scale and scope for product-related searches as they self-improve the
more they are used. Even search engines, the heart of web applications, have become
increasingly personalized in their delivery of results, to the extent that they can also be
considered recommendation agents [33]. VAs assume the role of an agent during the
shopping process and beyond [34]. In fact, VAs can be conceptualized as interaction
decision aid tools that generate personalized suggestions with an attempt to match prod-
ucts to consumers’ expressed preferences or implicit behaviors [36]. These algorithms
are indispensable in online shopping environments where a potentially extensive set of
alternatives are available. Research has shown that agents help consumers by reduc-
ing consumers’ information overload and search complexity [34, 35]. As a result, they
have the potential to improve the quality of consumer decisions [34, 37–39], which
also increases consumer satisfaction and loyalty [40]. Corporate managers also posi-
tively embrace algorithms that lower search, transaction, and decision-making costs for
consumers [41].

The relationship between VAs and their users can be described as an agency relation-
ship. Characterized by information asymmetry, such a relationship requires the consumer
to trust the ability of a VA to perform the requested tasks while taking its users’ interests
into account [39]. However, given their central role in a complex ecosystem, a goal
incongruence between the user and the VA provider might be expected [42]. As such,
VAs need to be envisioned as a multi-stakeholder agent, where the strategic goals of the
retailer, merchant, advertiser, and VA itself need to coexist [33].

In this context, VAs are expected to match consumer preferences more closely than
if they had chosen independently [43]. That is thanks to their ability to collect data
systematically and silently over time [44].
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2.4 Literature on Voice Assistants

The voice touchpoint is rapidly becoming a focal point in research because of its swift
adoption and disruptive potential in buying dynamics. Recent studies have produced
insights on the functional characteristics of VAs [13, 51, 52], their adoption and social
roles [14, 53, 54]; attitude towards technology [55–57], and applications for marketing
[43, 58]. However, these investigations have not led to a deeper understanding of the
consequences for consumers and brand owners as a result. At the same time, studies
on consumer technologies for shopping, such as personal computers, smartphones, and
tablets, seem insufficient to understand the unique nature of this new channel and shop-
ping method. In contrast to other consumer touchpoints, VAs are, in fact, designed to
process one request at a time and on a turn-by-turn basis to decrease the speech recog-
nition error rate coming from a possible voice overlap. This style of interaction repre-
sents a radical difference compared to communicatively richer devices like computers
or smartphones, which present multiple pieces of information on a screen concurrently.
Although exemplary research on consumer behavior and media possess insights that are
likely transferable to VAs, the peculiarities of this technology require new theories that
are not yet fully developed [58].

Despite the significance of the phenomenon to our daily lives and the society at large,
the study ofVAs as a new shoppingmedium remains substantially unexplored.Munz and
Morwitz [27] conducted six experiments demonstrating that information presented by
voice is usually more difficult to process than when presented visually. Choice difficulty
produces a lack of differentiation between auditory choice options that leads, according
to the authors, to greater acceptance of the assistant’s recommendations, but also to a
higher likelihood of deferring choice compared to options presented visually.

Sun [28] and her co-authors from academia and Alibaba Inc. used a natural experi-
ment to explore the effect of voice shoppingon consumer search andpurchasingbehavior.
According to the researchers, the usage of Alibaba Genie leads consumers to purchase
more quantity and spend more. In terms of search behavior, after adopting the VA, on
average, consumers searched more categories, and products within the same category.

A conceptual paper by Labecki, Klaus, and Zaichkowsky [59] concludes that voice
commerce presents both challenges and opportunities for brand owners. On the one hand,
e-commerce has paved the way for voice shopping, bringing consumers to overcome the
initial diffidence of buying without directly seeing, touching, or smelling an object. On
the other hand, voice technologies further limit the users’ senses, asking consumers to
make shopping decisions without browsing photos, videos, or any other visual content.

VAs are “always on” devices that can process (or even automate) orders with a
simple command and without providing additional information such as credit cards or
address details. However, the uniqueness of VA technologies brings up a new set of
interaction rules modeled after the active (and proactive) nature of these smart devices
that companies need to learn how to master [60]. To the author’s knowledge, there is
no empirical academic work exploring the effect of voice commerce from a managerial
perspective.
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3 Methodology

Using a “theories-in-use” (TIU) approach [61], this research seeks to examinemanagers’
perceptions regarding the evolution of shopping-related VAs and their potential effects
on the marketing practice. To study these fast-changing market dynamics within the
context of voice commerce, we employed an inductive theory construction process based
on a mixed-method approach (machine observations, in-depth interviews, and expert
surveys). Theories-in-use research is a natural approach for creating theories best suited
for addressing broad and profound questions still unexplored [70]. Data were collected
and analyzed with the objective of identifying a novel “grounded theory” [62].

This research begins with the observation of a “real-world marketing-relevant phe-
nomena and then identify constructs and relationships that can explain them” [63, p. 3].
Such phenomenon-construct mapping process was built on three district phases.

First, the authors observed Amazon Alexa’s choice architecture (U.S. version) to
explore themachine behavior in the context of voice commerce.Datawere systematically
collected during over 100 direct interactions with Alexa and 40 video reviews on social
media to determine the common machine behavior in the shopping mode (see Sect. 4.1).

Second, the authors conducted a total of 30 semi-structured in-depth interviews
(Dec’18) with corporate executives, consultants, and researchers selected for both their
proven knowledge about AI technology and their diverse background (marketing and
business, data science, IT). The TIU approach sees study participants as “theory holders”
and “active partners” with whom researchers co-create new theory constructs [70]. One-
to-one participants’ conversations with expert participants did not employ theoretical
perspectives in order to facilitate the emergence of insights. Conversations were audio-
taped, and transcriptions analyzed adopting an inductive line-by-line coding approach
using NVivo v12 for Mac. Following a constant comparative data analysis [62], codes
were grouped into themes and then re-evaluated to ensure that they reflect data extracts.
The emerging conceptual nodes were related to the dual agency and market mediator
roles of VAs as well as the main consequences of the diffusion of shopping-related VAs
for brands (see Table 1).

Third, a multi-industry expert survey with Swiss and European managers (N = 62)
was conducted to collect managers’ present and future-oriented perspectives on how
VAs’ diffusion may alter the path to purchase process and in-market dynamic. Expert
respondents were recruited for their expertise in e-commerce through a database made
available by NetComm Suisse (the largest eCommerce association in Switzerland) and
participated on a voluntary basis. Building on the previous research phase (qualitative
study), recommendation agents’ literature and the VA studies, the authors analyzed the
managers’ anticipated consequence that using VAs has on their: 1) customer base; 2)
marketing and branding strategies; 3) future action plan. In each questionnaire’s session,
the focus of the study “in-home voice assistants like Amazon Echo, Google Home, and
Apple HomePod” was repeated to avoid confusion with other VAs types.

The survey composed of a total of 53 randomized questions (5-point Likert scale)
was divided into five sessions: i) anticipated effects on consumers; ii) anticipated effects
on brands; iii) anticipated reactions from brands; iv) personal attitude; v) personal infor-
mation. A link to the Qualtrics survey was shared via email with the managers, and data
were analyzed using SPSS Statistics v26 for Mac. This research draws a comprehensive
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overview of the challenges and opportunities arising with the diffusion of VAs from the
eyes of voice commerce-aware managers (see Sect. 4.2).

4 Findings

4.1 Choice Architecture on Voice Assistant

Voice assistants’ retailers, such as Amazon or Alibaba, function as “choice architects”
that organize the general context in which people make decisions while voice shopping
[47]. In the context of voice commerce, a distinction can be made between VAs designed
to find the best-suited products (product brokering) and vendor (merchant brokering)
[45]. A popular example of a product brokering recommendation agent is Amazon
Alexa, whereas Google Home is a retailer-neutral provider that, at the current state,
suggests a selection of merchants. For the purpose of this article, the authors focus on
the former type.

Generally speaking, Alexa proposes two distinct interaction flows based on whether
users: a) buy in a new product category or b) repurchase in the same category. At the
same time, the voice commerce retailer fulfills three main search objectives: 1) broad
match; 2) exact match; 3) automated match (Fig. 1).

Fig. 1. Shopping flow on Amazon Alexa
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First, during a “broad match,” a user asks Alexa to recommend items for a generic
product category, such as “batteries” or “toilet paper”. Being the first time the consumer
purchases in the searched category using an Alexa device connected to an Amazon.com
account, the VA interprets the individual’s request for products and makes recommenda-
tions accordingly. Alexa suggests the selected “top search result” in the form of a default
option. A default is the choice option that individuals adopt unless they actively choose
an alternative [46, 71]. This suggestion, similar to a pre-checked box on the Internet
[48], is designed such that only a single item is presented to a consumer at a time. The
sequential presentation (versus simultaneous) of additional items continues only if the
consumer answers “No” to the assistant’s question, “Do you want to order this?”. The
purchasing process ends when a user agrees to buy the item or quits the operation.

Second, whenever a user expresses a clear brand preference, for instance, “Duracell
batteries” or “Colgate toothpaste,” Alexa performs a search for the “exact match”. In
case the mentioned brand is not available, the VA will sequentially recommend new
items until the user makes a definitive decision.

Lastly,whenever a user buys onAlexa, the information about the bought item is stored
in the system. This information is retrieved in the following purchases within the same
product category, whether the user had previously expressed a brand preference (exact
match) or not (broad match). When the purchase history is available, Alexa performs an
“automated match” that allows the user to complete the transaction or seek alternative
products swiftly. In this case, the VA tells the user, “Based on your order history, I found
one matching item [product information]. Shall I order it?”

In all three search paths, Alexa presents a single item at a time, sequentially. Con-
sequently, the VA may reduce consumers’ visibility of product alternatives [49] and
increase brand polarization while enhancing the risk of the so-called filter bubble or
echo chamber effects [50]. In this context, product ranking algorithms on VAs assume
an even more critical role than in other consumer applications. In fact, providing visibil-
ity on the lowest level of product alternatives (one option) is an additional step towards
the complete choice delegation to the machine. Ultimately, shopping-related VAs might
drive to a user’s loss of autonomy during the decision process, with implications for their
assessment and decisions [44].

4.2 Expert Survey

Key findings of the expert survey are discussed in the following paragraphs. Study
respondents (28% Female; M age = 40) are well distributed among frequency of VA
usage (never or rarely vs. often), voice shopping usage (never vs. at least once), country
of residence (Switzerland vs. Europe) as well as the company size (small vs. medium
or large). These managers work for 10+ industries with a prevalence of “Consumer
goods” (26%), “Marketing, communication, and media” (24%), “Fashion and retail”
(21%). In addition, three sub-groups around the key areas of responsibility were formed:
“Marketing and sales” (43%), “General management” (24%), and “Other function”
(33%).

The authors analyze managers’ perceptions on a) disruptive potential of voice assis-
tants for marketing; b) possible threats for brand owners; c) customer-centricity of VAs;
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d) effect of VAs on the shopping process; e) short- and long-term relevance of voice
commerce.

4.3 The Disruptive Potential of Voice Assistants for Marketing

A review of the current studies on AI-powered VAs led to the definition of seven proposi-
tions representing, in the authors’ view, the potential driver of a disruptivemarket change.
Exploratory factor analysis shows the presence of two distinct factors influencing the
perception of managers towards the potential disruption of voice commerce for market-
ing. Concerning factor one “market mediation” (4 items, 45% variance, loading from
.675 to .865), a total of 87% of managers agree that VAs will become “powerful mar-
keting, sales, and distribution channel” (M = 4.19, SD = 0.74, P < .001) [43]. Roughly
80% of respondents see VAs as “technology increasingly able to influence consumer’s
choices” (M = 4.02, SD = 0.89, P < .001) [58]. Three-fourths of the study participants
believe that VAs will become a “new middleman between brands and consumers” (M =
3.90, SD = 1.04, P < .001) [23], and around two-thirds (67%) expect a “severe impact
on consumer brands” (M = 3.81, SD = 1.07, P < .001) [24]. While functioning as a
“salesperson,” VAs are redefining relationships among consumers and brands.Managers
might be concerned by the rapid adoption of VAs as the bargaining power is shifting
in favor of VA manufacturers [12, 23, 69]. This fear is primarily expressed towards
Amazon, accounting for nearly 45% of the total U.S. retail e-commerce [26].

In factor two, named “customer experience” (3 items, 20% variance, from .662 to
.836), 58% agree VAs will “remove traction from customer experience” (M = 3.53, SD
= 1.02,P < .001) [72, 73]. Not surprisingly, thosemanagers that often useVAs (vs. never
or rarely) believe with a higher degree that VAs will “win consumer’s trust better than
other technologies” (P = .015) [43]. Overall, the study participants seem undecided
about the VAs’ promise to “make the user smarter by adding a layer of intelligence”.

4.4 Possible Threats to Brand Owners

The outcome of the second phase of this research (in-depth interviews) is summarized
in six propositions that reflect the primary concern of AI-aware experts connected to the
diffusion of voice commerce (Table 1).

Search algorithms represent the gatekeeper for modern companies. Compared to
display enabled smart devices, the optimization of voice search results on VAs present
structural challenges due to the nature of consumer interactions, and information framing.
As such, nearly two-thirds (65%) of managers believe that brands will “have reduced
visibility on voice assistants compared to other touchpoints” (M = 3.65, SD = 1.11, P
< .001). Participants’ viewpoints appear to be different among functions and seniority
levels. Respondents in the “Marketing and sales” function believe to a greater extent than
“General management” that brands will have reduced visibility on VAs (P = .074). At
the same time, “C-level” is less concerned than “Mid-management” on the same topic
(P = .069).
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Table 1. Experts’ view on possible threats for brand owners.

Propositions Exemplary quote

Reduced brand visibility “During a product search, by the time you get to the third
item, you have forgotten what the first was and what the price
of the second one was. You’re done beyond the third results.”
Dr. A. K. Pradeep, CEO at MachineVantage

Rising private label strength “If I ask Alexa to send me twenty AA batteries, I will probably
get Amazon’s branded batteries. However, if I explicitly ask
for Duracell, I receive my preferred brand, provided it is
available on the platform. Thus, companies have to invest in
branding even more than they did before so that consumers
asked for a product by the name.”
Jim Sterne, Emeritus Director of the Digital Analytics
Association (DAA)

Increasing cost of impression
(advertising)

“Voice commerce brings up a “real estate” problem. While I
can display several ads on the same Google Search results
page, I don’t have the same ad space on smart speakers. Thus,
I expect the cost of voice ads to be more than two times higher
than regular search ads. Am I able to justify this cost
increase?”
Maurizio Miggiano, Head of Digital at Generali

Reduced access to consumer
data

“Amazon observes every consumer’s step and uses this
information to customize campaigns. My problem is not
necessarily to pay Alexa or similar platforms to reach my
consumers but that I do not have individual-level data needed
to develop the relationship with consumers further.”
Lorenzo Farronato - VP Marketing Communications at
Swarovski

Universality of the impact
across categories

“It doesn’t matter whether you are selling gold jewelry or a
Rolls-Royce. Alexa does commoditize entire product
categories, all the way from diamonds to detergents. Your
brand has become a commodity fighting for air space.”
Dr. A. K. Pradeep, CEO at MachineVantage

Ongoing performance
assessment of past purchase

“When consumers will ask Alexa to repurchase a preferred
brand of whiskey, for instance, the voice assistant will answer,
“I have discovered a new brand of whiskey which is proven to
be healthier, cheaper and appreciated by other users. Would
you like to try it?”. In this context, brands will constantly need
to justify their leadership position in the consumer’s shopping
cart.”
Cosimo Accoto, Research Affiliate at MIT

Managers are aware that Amazon’s biased placement on VAs of its private labels
might challenge national brands. A total of 71% of respondents “somewhat agree” or
“strongly agree” that Alexa will “disproportionally place its private labels while penal-
izing other consumer brands” (M = 3.76, SD = 1.00, P < .001). With Amazon’s private



The Evolution of Marketing in the Context of Voice Commerce 415

label portfolio growing to 135 brands and 330 exclusive brands, an increasing number
of product categories may be gradually affected by private labels. Those participants
that have never purchased on VAs (vs. at least once) think, to a greater extent, that Alexa
will disproportionally place its private label compared to other consumer brands (P =
.061). In this context, search advertising in the form of voice assumes a paramount role
in the marketing practice. Compared to web browser navigation, where search engines
can display ten results per page and up to five advertisements, VAs can only suggest
a few results with limited space for sponsored messages. This scarcity of space might
increase competition among advertisers with a consequent rise in advertising costs.
Among respondents, 61% agree that “advertising cost on voice assistants would be
higher than web-based advertising because of the limited space available for sponsored
messages (paid recommendations)” (M = 3.65, SD = 1.21, P < .001).

Furthermore, voice assistant retailers might function as a gatekeeper of consumer
information while improving their power position in the market. While “General man-
agement” has a moderate view on this topic, “Marketing and sales” managers think that
VA manufacturers will not have access to relevant consumer information (P = .042).
In case VA manufacturers decide not to share consumer data and insights with brand
owners, there might be a higher likelihood of cross-category “commoditization” [64].
Quoting the conversation with one expert, “Alexa does commoditize entire product cate-
gories, all the way from diamonds to detergents”. A total of 44% ofmanagers “somewhat
disagree” or “strongly disagree” with the statement that “low involvement product cat-
egories will be the only affected by the voice assistant’s diffusion” (M = 2.68, SD =
1.18, P = .036). It is possible to observe a substantial divergence of opinion among func-
tions and seniority levels. While “General management” believes that voice commerce
will only affect low involvement product categories, “Marketing and sales” (P = .034)
and “Other functions” (P = .054) do not believe the disruption is only limited to these
categories. Also, “C-level” does not consider this effect “universal” across categories
differently from “Mid-management” (P = .052).

Moreover, three-fourths of respondents believe those VAs will “ongoingly re-
evaluate the consumer’s product choice and suggest better alternatives” (M = 3.85,
SD = 0.94, P < .001). In a context in which brands are required to continually justify
their positions, competition might increase.

4.5 Customer-Centricity of Voice Assistants

This section of the questionnaire deals with the manager’s perceptions about the level of
customer-centricity demonstrated by VAs. Questions are formed around three key con-
cepts in human-computer interaction: trusting belief [65, 66], perceived personalization
[67], and intention to adopt as a delegated agent [67].

In terms of competence, 53% of study participants trust that VAs possess a “good
knowledge of products” (M = 3.34, SD = 1.17, P = .026). Differently from “Marketing
and sales” (P = .091) and “Other functions” (P < .001), “General management” does
not believe that VAs show a good understanding of the products.

On average, respondents do not believe that VAs put the “customer’s interest first”
(M = 2.73; SD = 1.23, P = .084). This sentiment is stronger in managers that “never or
rarely” use a VA (P = .038), “never” purchase on VAs (P = .031), and work for “large
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organizations” with more than 10,000 employees (P = .014). Remarkably, over 85%
of the respondents “somewhat agree” or “strongly agree” that VAs “want to understand
customer’s needs and preferences” (M = 4.24, SD = .918, P < .001), showing a trust-
worthy belief of benevolence, i.e., the agent cares about the user and acts in the user’s
interest.

Furthermore, when evaluating the integrity of VAs, nearly two-thirds (65%) declared
they “somewhat disagree” or “strongly disagree” with the statement that VAs “provide
unbiased product recommendations” (M = 2.21, SD = 1.20, P < .001). In particular,
respondentswho have never purchased through aVA (vs. purchased at least once) believe
that VAs provide unfair recommendations to a higher extent (P = .032).

Overall, managers do not believe VAs to be of integrity, i.e., to adhere to a set
of principles that the user finds acceptable (M = 2.66, SD = 1.11, P = .020), with
“Consumer goods” managers showing a more significant skepticism towards VAs than
managers working for “Marketing, communication, media” (P < .001), “Fashion and
retailer” (P = .009), and “Pharma and health” (P = .070) companies.

In terms of perceived personalization, that is, the extent to whichVAs understand and
represent a user’s personal opinion, 63% of managers agree that VAs “provide tailored
advice to customers” (M = 3.68, SD = 1.00, P < .001). The assistive nature of the
interaction with VAs implies a delegation of responsibility, at least in the absence of
explicit requests by the user (exact match). In this respect, 55% of respondents agree
that consumers will “delegate to VAs the repurchase of as many products as they can in
an automated way” (M = 3.42, SD = 1.15, P = .006). In essence, managers seem to
have realized that the ultimate goal of voice commerce is the automation of the buying
experience.

4.6 Effect of Voice Assistants on the Shopping Process

The hypotheses presented by Häubl and Trifts [34] in their seminal research on the effect
of interactive decision aids in an online shopping environment, were adapted to capture
themanagers’ opinion on the effect of VAs on shopping behavior. In particular, managers
shared their opinion on three measures: the amount of search for product information,
consideration set size, and decision quality.

According to 77% of respondents, the use of VAs for shopping “reduces the number
of products for which detailed information is obtained” (M = 3.90, SD = 0.95, P <

.001). In line with the literature [68], 81% of managers see a risk in the “reduction of the
number of alternatives seriously considered by the user” (consideration set size) (M =
3.98, SD = 0.91, P < .001). Shall this expectation become real in practice, brand owners
might assist in a higher tendency of users to select the recommended default option.

In terms of decision quality, roughly two-thirds of participants (68%) believe that
voice commerce will “reduce the user’s probability of switching to another brand, after
making the initial purchase decision” (M = 3.56, SD = 1.05, P < .001). In other words,
there is an assumption that VAs may introduce lock-in mechanisms that will reduce the
user’s variety seeking, with potential visibility issues for challenging brands. In the same
direction, two-thirds of respondents believe that voice commerce leads to a “reduction
in consumers’ product choice autonomy” (M = 3.63, SD = 1.04, P < .001).
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Overall, managers working for “Consumer goods” companies are particularly doubt-
ful about the ability of VAs to improve consumers’ decision-making. They do not believe
thatVAswill lead to a “higher degree of confidence in the shopping decisions,” differently
from “Consultant” (P = .038) and “Fashion and retailer” (P = .045) managers.

4.7 Short- and Long-Term Relevance of Voice Commerce

While assessing managers’ overall perceptions in terms of VA-related challenges and
opportunities, nearly three-fourths of the respondents (74%) believe that voice commerce
represents a “great opportunity for their brand” (M = 3.87, SD = 0.97, P < .001). At
the same time, 77% consider it a significant challenge (M = 3.97, SD = 0.75, P < .001).
This dual mindset captures the current state-of-mind of the companies that see voice
commerce as a revolution in marketing and brand management, but also a phenomenon
with potentially detrimental consequences.

In terms of phenomenon relevance, roughly 70% of managers believe that voice
commerce is important for their industry (M = 3.82, SD = 0.98, P < .001) and the
future of their company (M = 3.92, SD = 0.93, P < .001). Regardless of industry and
function, respondents with a high frequency of VA usage (vs. never or rarely) see the
practice of shopping using in-home VAs more strategic in both the short-term (1 to 3
years) to win shares and long-term (3 to 5 years) for the future of their company.

Overall, managers operating in Switzerland find this technological trend less critical
for their country compared toEuropeanmanagers (P= .066).At the same time,European
managers believe to a greater extent than the Swiss that voice commerce is “important
to win shares in the short-term” (P = .053).

Figure 2 shows the activities that managers expect their customers to conduct using
VAs. Almost three-fourths of respondents, coming from both B2B and B2C organi-
zations, believe that customers will “Reorder products,” followed by “Track orders of
products” (71%), “Research products” (68%), and “Buy products” (66%). Although
nearly 50% of the managers expect to carry out all the listed activities, unsurprisingly
most of the B2B organizations give less weight to activities such as “Automate the repur-
chase of products (e.g., subscriptions)” (53%), “Buy services related to products” (48%),
and “Retrieve deals, sales, and promotions” (47%).

Fig. 2. How managers expect their customers to use VAs.
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Based on their current understanding of the challenges and opportunities that voice
commerce brings up, managers believe that the best way for their company to react is to:
“Employ a voice optimization strategy to improve search ranking results” (40%), “Build
a voice presence to develop voice-related experiences” (39%), “Invest in advertising on
voice assistant platform - paid recommendations” (35%). While listing their company’s
top 3 priorities (Fig. 3), respondents generally attributed a lower importance to branding-
related activities, with “Create a voice identity” ranking highest (31%), followed by
“Build relevant branded apps (skills or actions)” (27%), and “Invest in branding activities
to increase consumer’s brand recall” (27%).

Fig. 3. Managers’ anticipated best way to react to the VA’s diffusion.

5 Discussion

The main goal of this paper was to investigate how managers perceive the evolution of
voice assistants and their potential effects on marketing practice. There is no doubt that
managers look at VAs as a disruptive technology able to radically change the ecosystem
in which their company operates. In the managers’ view, VAs may assume a central
relational role in the consumer market and progressively mediate market interactions,
with a severe impact on brand owners. VAs represent not only new powerful marketing,
sales, and distribution channel but also a middleman between brands and consumers,
which will increasingly influence consumers’ choice. However, this research found that
managers often diverge in their opinions on the basis of four key factors: industry,
function, seniority level, and familiarity with voice commerce.

Among different industries, “Consumer goods” managers show a remarked skepti-
cism towardsVAs. In particular, they have a reduced trust towards themachine, especially
in the area of integrity, that is, the ability of VAs to adhere to a set of principles that the
user finds acceptable and provide unbiased product recommendations. Opposite to other
industries, in particular, “Fashion and retailer,” managers working for CPG firms do not
believe that VAs will improve consumer’s decision quality both in terms of the degree of
confidence in the shopping decisions and overall decision-making abilities. Opinions’
divergence between these two industries might be driven by the historical dependence of
consumer goods companies from intermediaries (retailers) functioning as the gatekeeper
of their distribution. Fashion managers appear significantly less concerned about poten-
tially unfair VA’s manufacturer practices and the influence that the VA might exercise
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on consumer’s decision making. This might be due to the importance of a multi-sensory
experience during the selection process. Besides, automated purchases through prod-
uct subscription seem less relevant for the fashion industry than others because only a
few selected items have the potential to be automatically reordered (e.g., underwear or
sneakers). In that context, also given the acceleration of digital practices, the fashion
industry might look at the evolution of VAs more from a voice marketing perspective
than from a transactional standpoint [75, 76].

Participants’ perception significantly differs between “Marketing and sales” man-
agers and those in “General management”. Marketers appear to feel threatened by the
uncertain effect that VAs may have on their brands. Their higher exposure to the prac-
ticalities of new consumer touchpoints and applications compared to general managers
might be reflected in the belief that brands will have reduced visibility on VAs and lim-
ited access to relevant consumer information. Opposite to general managers, marketers
believe to a greater extent that voice commerce will affect several product categories
and not only low involvement ones. Such divergent perspective comes mostly from a
disagreement on the current VAs’ competence. Marketers believe that VAs have a good
understanding of products, while general managers appear hesitant about such capabil-
ities. In the context of voice commerce, these two groups of managers have a different
sense of urgency that might turn in a strategic misalignment.

In terms of seniority level, a similar dynamic can be noticed between “C-level”
executives and “Mid-management”. Senior executives are less worried about the impact
of VAs on their brands. For instance, they do not consider Amazon’s biased placement
of its private labels a potential challenge to national brands. Additionally, they do not
believe that VAs will affects product categories other than low involvements ones.

A key factor influencing the opinion of the study participants is the familiarity with
voice commerce, i.e., those who have purchased at least once using a voice assistant.
Voice commerce users consider AI-enabled VAs a strategic touchpoint with the potential
to drive market share growth in the short-term (1 to 3 years). Extant research posits that
companies tend to overestimate the benefit ofAI in the short-termbut underestimated it in
the long-term [5]. However, non-voice commerce users seem to minimize the short-term
impact of voice shopping while predicting its long-term effect.

Figure 4 shows a conceptual framework underlining the relevance of being a voice
commerce user in the formation of beliefs, attitudes, intentions, and behaviors towards
this phenomenon.Building on the theory of reasoned action (TRA) [74], the authors show
that manager’s usage of voice commerce is correlated with their a) trust towards VAs
(beliefs), b) perception of VA’s personalization and consumer’s intention to delegate the
buying process to the VA (attitude), c) view of VA as a disruptive technology, d) view of
the importance of voice commerce for their industry and the opportunity for their brand
(intention). Direct experience with a shopping-enabled VAs also contributes to i) dual
short- and long-term strategic focus, as well as, ii) more articulated planning to act (and
react) to change (behavior). In particular, voice commerce users expect their companies
to structure an action plan according to a mix of strategic (e.g., build a voice presence),
tactical (e.g., buy voice search ads), organizational actions (e.g., run organization-wide
training on voice).
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Fig. 4. Conceptual framework. Correlation between “voice commerce usage” and any variable
in the model (2 tailed). P-value reported as P < .05 (*), P < .01 (**), P < .001 (***).

6 Conclusions

This study was motivated by the swift adoption of shopping-related voice assistants and
their potential effect on the marketing practice. We aimed to improve the understand-
ing of managers’ perceptions regarding VAs and their link to future marketing choices.
In the absence of extant academic research, we used an inductive theory construction
process based on a theories-in-use approach. Beginning with the observation of a real-
worldmarketing-relevant phenomenon, we employed a phenomenon-construct mapping
process following a mixed-method approach.We studied the phenomenon of voice com-
merce through the eyes of AI experts and voice-aware managers in three district data
collection phases. First, systematic machine behavior observations unfolded the unique
characteristics of voice shopping. Second, in-depth interviews with executives drew the
current brand owner’s challenges and opportunities in the context of voice commerce.
Third, an expert survey with international managers revealed the expected impact of
voice assistants on the shopping process.

We conclude that managers have a shared understanding of voice commerce’s chal-
lenges and opportunities for their brands. A dual mindset sees voice commerce as a
revolution in marketing and brand management, but also a phenomenon with potentially
detrimental consequences. Our findings show that often managers diverge in their opin-
ions on the basis of four key factors: industry, function, seniority level, and familiarity
with voice commerce.

This study sheds light on themanager’s perspective on this relevant topic andprovides
further structure and guidance to brand owners. However, this research is not without
limitations. The quality of collected data was preferred to quantity turning in a reduced
sample size (N = 62). Future cross-industry studies on multiple functions and seniority
levels should better represent the managers’ population with an adequate sample size.
Researchers and marketers urge to further explore this emerging stream of research to
anticipate the effects of voice commerce on both consumers and brands as a result.

7 Managerial Implications

Managers’ interpretations and individual sense-making of the marketplace are posited to
influence and guide companies’marketing choices.Within the context of voice shopping,
brand owners need to carefully monitor its evolution to understand the effects on their
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consumers’ behavior better while preparing to (re)act. The results of this research offer
support to brand owners for developing resilient and sustainable brands in the context of
voice commerce. In particular, this article explains how VAs work and examining their
effects on consumption.

In order to successfully face a potential market disruption coming from the diffusion
of VAs, managers should employ a series of sequential actions to spread the awareness
of voice technologies across their organizations.

First, managers are called to understand the unique VA’s characteristics, together
with its agency and market mediation role. As such, brand owners need to explore how
theVA’s choice architecture can influence the path to purchase process. In particular, they
need to anticipate their consumer’s reaction to the machine behavior when searching for
products according to a broad, exact, and automated match. Understanding the potential
effects of default or lock-in mechanisms on the customer base is deemed fundamental.
However, this exploratory task is made more difficult by the continuous evolution of
VAs and their choice architecture.

Second, brand owners need to explore opportunities and challenges emerging from
the dissemination of VAs. As consumers’ relationships with VAs shift from limited
influence to steadfast dependency, brands need to understand how to redesign their value
chain [24]. The objective of their brand should be to gain (or protect) a “top of mind”
position while building strong relationships with consumers. When consumers are able
to express their brand preferences and have a strong attachment to the brand, they become
less conditioned by themachine behavior. This brand building (or strengthening) process
does not happen on the voice touchpoint in isolation but requires a brand activation across
channels. Paradoxically, companies are called to further invest in traditional branding
activities that drive brand awareness and recall before they can benefit from the fast
growth of voice commerce [23].

Third, managers should understand the divergent views across the organization about
the evolution of VAs for marketing. Creating a voice-first strategy that includes a mix
of strategic, tactical, and organizational actions requires managers to reach an internal
alignment on the strategic relevance of VAs. This study shows the importance of gaining
direct experience with the voice shopping process. Not only voice commerce users have
a more optimistic view of VAs, in terms of beliefs, attitudes, and intentions, but they also
have a higher sense of urgency (behavior). Since a short-term focus might help brand
owners to react faster to the market changes, companies need to foster the usage of voice
shopping across the organization. Such a direct experience might help the organization
to acquire maturity and examine how to leverage voice marketing and voice commerce
to grow its brand(s) sustainably.

In light of these firm’s exogenous changes, researchers are called to further study
the interplay between consumers and brands in response to “machine behaviors” [31].

Acknowledgments. We thank NetComm Suisse and e-Business Institute for their support in
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Abstract. To reach customers by dialog marketing campaigns is more and more
difficult. This is a common problem of companies and marketing agencies world-
wide: information overload, multi-channel-communication and a confusing vari-
ety of offers make it hard to gain the attention of the target group. The contribution
of this paper is four-fold: we provide an overview of the current state of print dia-
log marketing activities and trends (I). Based on this corpus we identify the main
key performance indicators of dialog marketing customer interaction (II). A qual-
itative user experience study identifies the customer wishes and needs, focusing
on lottery offers for senior citizens (III). Finally, we evaluate the success of two
different dialog marketing campaigns with 20,000 clients and compare the key
performance indicators of the original hands-on experience-based print mailings
with user experience tested and optimized mailings (IV).

Keywords: User experience tests · Key performance indicators · Dialog
marketing · Print mailing · Lottery gambling · Senior citizens

1 Introduction

Finding a successful way to sell offers to customers is a challenge for communication
experts since the beginning of marketing: What is the right product or service and the
right marketing mix? How can we gain attention of the target group? Will customers
read and understand our messages and react as expected?

Inviting people to play a game with a marketing campaign appears to be easy, but
to make them invest money is another dimension, because the player might probably
not win and the stake is irrecoverably lost. Additionally, there are competitors in the
market of lottery, which conduct criminal activities so the reputation of this branch is
notoriety. Trust, good reputation and reliability appear as the main success factors that
lottery providers should address in their communication with the target group.

Especially for older generations from 65 years and up, classic media, like letters, TV
and radio are very important and reliable sources of information. To gain the attention
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of this aged target group it is important to fulfill their expectations and needs. However,
many dialog marketing campaigns fail – just because they do not address the needs and
emotions of their target group. If marketing experts would know about the inner feelings
and wishes of the customers, there would probably be a higher chance of success.

Until now, most marketing experts rely on their hands-on experience and create
marketing campaigns for their customers based on their own meanings and beliefs.
Customer Experience Tracking is an innovative method to investigate the interaction of
users with classic and internet-based dialog marketing instruments, focused on learning
about their emotions while the interaction takes place [1]. The method offers a scientific
approach to identify customers’ emotions, wishes and irritations by interacting with the
marketing campaign medium, like a website or a print mailing. This way we evaluate
the statements, eye movements and facial expression of the user while the interaction
with the marketing campaign runs to gain deeper insights into the customer’s mind [2].

2 Related Work

2.1 Dialog Marketing Evolution

The standardized evaluation of key performance indicators allows us to assess, which
mailing performed better with the target group of elderly persons. Thus, research can
reveal, if user experience tested mailings can gain more attention, interest and action
than hands-on expert developed ones [3].

Dialogmarketing is one of the oldest options of advertising: In the 1950s, the empha-
sis was on direct sales, in the 1960s on direct print mailing and ten years later on tele-
phone marketing. In the following 30 years, databases, IT-supported production, sales
concepts and IT-supported integration of all parameters became increasingly relevant.
From the 2010s onwards, the range of customer demands changed towards participation
and co-determination, which is inspired by social media applications [4].

Digitalization in particular is constantly creating new opportunities to address cus-
tomers. This allowmore flexibility in customer contact. At the same time, it increases the
complexity of the decision-making process regarding the choice of media. The decision
makers often use the instruments and media of communication, which have already had
a positive influence on advertising campaigns in the past. Above all, interactive media
has an advantage over traditional media, as feedback can be used to measure the impact
of advertising more effectively [5].

Dialog marketing focuses and aims at a long-term relationship and interaction with
the customers [4]. A company action is followed by a reaction of the person addressed,
whereupon the company reacts, the target person reacts again etc. The customer should
not be treated as an anonymous person and a relationship should be established through
interactive marketing with measurable contacts [4, 6].

The prerequisite for dialogue marketing is that the target group must be identifiable.
Without this, no direct customer contact can take place. As soon as the company knows
about its target group and its needs, etc., for example new customers can be addressed
via mailings. Dialog marketing serves to establish a relationship with the customer. If
the purchase is not a one-time purchase, but followed up by other purchases, a cus-
tomer relationship can be established and purchases are made based on customer loyalty
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[4]. Dialog marketing should convey information and individuality, leading to a direct
response and build trust in the relationship. Furthermore, it is the image of a brand among
customers and prospects [4].

The primary objectives of dialogue marketing are customer acquisition, reacquisi-
tion, loyalty, service improvement, product and service sales, branding as well as brand
management. Just as important is the increase of turnover [6]. For this case study, the key
performance indicators “sales increase”, “customer retention with cross- and up-selling”
and “customer recovery” are particularly relevant.

2.2 Information Overload and Personalization

In recent years, the offer of virtual advertising space on the internet has grown sharply:
Online surfers react to the advertising overkill by installing advertising blockers and
subscribing to newsletters. This stimulus satiation can be avoided by using real time
marketing: Advertising is only sent to selected recipients, with content adapted to their
needs and in the right quantity. Particularly real-time printing extends the push possi-
bilities [7]. Communication via print media has the advantage of legally low shipping
thresholds. In addition, the print medium serves as a reminder service for the receiving
person [8] and simultaneously appeals to several senses [9]. The intensity of contact
when opening a printed letter is much higher than in an online newsletter [10]. Nowa-
days, a postal mailing stands out more in the mailbox than an e-mail in overflowing
electronic mailboxes [7].

Through the print channel, which has a high development potential, the response and
ultimately the number of sales can be increased. Another advantage is the perception
in the print sector. This is because it is often perceived better than online advertising
messages. A disadvantage is that the personalization of print products is used less often in
the mail order business. However, dynamic generation of print pages can be done easily
with good technology. Both, the results of recommendation engines on the purchasing
behavior of online users and the customer data stored onmembership cards during offline
shopping can serve as a database for individualized and personalized print products.

2.3 Brand Experience and Trust

Brand experience is the process of building strong and positive impressions that can be
communicated to customers [11]. Schmitt defines brand as a rich source of affective,
sensory as well as cognitive associations resulting in memorable and rewarding experi-
ences with the brand [12]. Palmer substantiates the significance of brands by indicating
the contribution of both interpersonal and brand relationships to consumer’s product
experience [13].

Brands can potentially fulfill various tasks for consumers such as added emotional
value to functional products, symbolize quality and reduce buyer’s risk. The relative
concept of added value enables customers to make a purchase based on superiority
over competing brands [14] and can be judged by customers in many ways. Gentile,
Spiller and Noci [15] found evidence that value is linked to the desire for positive
experiences. Additional value can give customers confidence in the choices they make.
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Accordingly, emotions play a central role in this context as intuitive connection that is
only developed to a few brands out of many that consumers interact with.

Most of the extra benefits considered over and beyond the basic product or service,
can be allocated to one of the four headings [14]:

– Confirmation of attributes - brand personality conveys functional claims;
– Satisfying aspirations - additional offer of status, recognition and esteem;
– Shared experiences - joint vision of shared associations and experiences;
– Joining causes - social contribution perceived when purchasing a brand because of
the association with charitable concerns.

The expression of brand personality should therefore always be aligned with the
company objectives [16]. The brand personality itself can be considered as the DNA of
brands [17], the unique identity and the underlying values reflecting the big picture [18].
The differential advantage therefore lies in the intangible assets of today’s businesses
[14]. The term brand image describes the picture perceived by the target group, formed
through various contacts with a brand [18]. Enhancing brand strengths can therefore be
considered as part of management challenges [19].

Consumers rather expect psychological and emotional satisfaction, resulting in the
fact that the quality of the consumption experience plays an increasingly important role
in the decision process and the brand loyalty [20]. The term experience has particularly
become popular in the context of product and service design since the end the twentieth
century. User experience as human-centered design approach [21] is a critical issue in
almost every business sector [22], as it is becoming an economical factor.

Changing consumer lifestyle regarding diversified and personalized needs requires a
design based on research – aiming to improve the interaction and increase the efficiency.
User study and research obtains to provide a better understanding of user’s thinking and
behavior and thus to meet their needs and improve the user experience [20]. Preferences,
the cognitive mode and way of thinking between ordinary users and professional design-
ers is very different and consumers are becoming increasingly eager to participate in the
design process to optimize their own experiences. Consequently, these experiences can
only be evaluated from the user perspective [20].

The user experience concept involves all parts within the interaction process [23],
the user itself and the product or service, hence all should be included in the evaluation
process [20]. The product or service is adapted to the actual use – the usability – with the
goal of minimizing negative side effects such as mismatches between actual functional-
ities and desired ones. Products and services should easily be understood by consumers
to ensure a higher satisfaction level [24].

Usability measurements should contain three components [25]:

– Effectiveness, user’s ability to complete tasks and quality of outcomes,
– Efficiency (level of resource consumed in task-performing) and
– Satisfaction.

Tests should be repeated continuously [25]. The result of studying user behavior is
a high level of usability and a product or service that meets consumer’s usage habits
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and needs [21]. The better the user experience is, the more likely it encourages to build
a sense of identity with the brand, which represents a concept of sustainable business
development [25].

3 Key Performance Indicators of Consumer Interaction

The advertising effect of direct marketing activities improves with the frequency of their
repetition. Dialog marketing is characterized by learning effects. As a result, dialog mar-
keting activities become more efficient. There are two ways to improve direct marketing
activities through testing: The first is to use test campaigns to contact a small proportion
of the total target group in advance of an actual campaign. Based on the reactions, the
communication tools can be improved and sent to the remaining target group. The sec-
ond possibility is to carry out A/B tests. The A/B test is a test method and can be used
to evaluate two versions of a mailing, the original version is tested against a slightly
modified version. The two mailing versions are sent out and the reactions of both are
compared [10].

The evaluation and performance measurement of direct marketing activities usually
takes place after a campaign. Success monitoring shows whether the objectives pur-
sued have been achieved and examines reasons for failure. Key performance indicators
help decision makers to derive the information they need from a process as a basis for
improvements [28]. The difficulty is to choose appropriate key performance indicators.
This depends on the environment in which they are used [29]. Key performance indica-
tors are used in processes of all kinds, including direct marketing. Knowing how to select
the right key performance indicators is also linked to understanding what is important
for improving a direct marketing activity [30, 31].

A special attribute of direct marketing is the aimed release of direct and measurable
response activities of the target group. Direct response marketing explicitly prompts
recipients to respond, e.g. through inbound calls, orders, coupons, visits to landing pages.
These reactions of a recipient lead to direct communication between the recipient and
the company, which can be systematically recorded and analyzed. This 1:1 relationship
between sender and recipient makes direct marketing a marketing instrument that can
best be controlled using key figures.

The reactions of the recipients are measured by the response rate. It is one of the
most frequently used indicators in direct marketing success monitoring [31]. Further
key performance indicators and methods most frequently used in practice to measure
success of direct marketing campaigns are the determination of reach, cost ratios and
profitability analyses. They provide information on the success of the activities carried
out.

The reach indicates the number of addresses actually contacted. It is easy to deter-
mine for direct media. The advantage of direct media is that they usually give the sender
feedback if a message has not been received, e.g. non-existent e-mail address, full mail-
box or in the case of direct mailings a delivery error [31]. The recipients actually reached
must be taken in proportion to the total number of recipients.

– Reach = Number of mailings delivered/Total number of quantity dispatched
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Another related parameter is the response rate. It relates the number of responses to
the number of people actually addressed [32, 33]. The response rate can be differentiated
by characteristics inwhich the target groupdiffers, e.g. response rate of older and younger
customers [31].

– Response rate = Number of responses/Number of mailings delivered

However, the respond of the recipients can be different in direct marketing. In this
case study one of the two mailings asks the target group for a call. That’s why we
additionally want to address key performance indicators used in call center operations:
In this area, the service level is a common key figure for measuring service quality. The
service level can be determined by dividing the number of calls whose time in the queue
is shorter than a specified acceptable waiting time by the total number of calls [34]. For
example, a service level of 80% in a call center means that eight out of every ten phone
calls were answered by the call center agents before 20 s, the agreed time limit.

The key performance indicators mentioned so far are parameters that are among
the classic in direct marketing and easy to determine. Reach and response rate provide
information about the number of recipients addressed. They do not provide an overview
of the costs and profitability of a direct marketing campaign.

To check profitability, it is necessary to determine the costs. Both the costs per contact
and the costs per response can provide this information. From the costs per response,
the costs per interest and the costs per order can be derived, considering the type of
response. These cost key figures enable to evaluate different direct marketing channels
and target groups [31, 35].

– Cost per contact = Total cost of the campaign/Number of contacts made
– Cost per interest = Total cost of the campaign/Number of interested persons
– Cost per order = Total cost of the campaign/Number of orders

In addition to the costs, the return generated by the campaign must also be taken into
account in order to assess the economic viability of the action. In terms of the return
achieved the key performance indicator return per mailing measures the performance of
a campaign. This key figure is determined by relating the return generated by a direct
marketing campaign with the number of all direct mailings delivered [10].

Return per mailing = Total return of the direct marketing campaign/Number of
mailings delivered

The fractional arithmetic shows: the key performance indicator return per mailing
decreases as the number of mailings delivered increases. The break-even point analysis
determines the number of itemsdelivered fromwhich the costs of a campaign are covered.
Before a direct marketing campaign is implemented, a break-even analysis can show
whether the achievement of a calculated break-even quantity is realistic. It expresses,
whether the campaign is successful or not [35].
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To determine the quantity-related break-even of a direct marketing campaign, the
total costs of the campaign are divided by the unit profit per direct mailing. The unit
profit is the difference between the sales prices and the unit costs [31].

– Break even point = Total cost of the campaign/Unit profit per mailing

As soon as a direct marketing campaign is initiated, the first customer reactions
are achieved. The response curve usually reaches its peak three to four days after the
mailing, after which the reactions to the mailing tend to decrease [36]. Thus, meaningful
key figures can be determined shortly after the start of a direct marketing campaign.

The key figures are based on measurable reactions of the recipients, but not the
emotional and cognitive effects of a mailing. They can certainly be positive and precede
the response. For a complete measurement of success, it is therefore advisable to conduct
additional surveys and observations to measure the cognitive and emotional effects of
mailings on target groups [31].

4 Qualitative User Experience Study

4.1 Target Group Description

This case study has been initiated as cooperation between the Offenburg University and
BurdaDirect, which is part of one of the biggest publishing houses in Germany Hubert
Burda Media. The aim is to optimize two different types of mailings – PIN Code and
direct sales in the Customer Experience Tracking Laboratory of Offenburg University.

The insights of the user experience testing have been incorporated into a new version
of each mailing. All mailings were sent out to 20,000 target group addresses in Germany
to check, whether the established or optimized version achieves better responses. The
success of the user experience testing is highly dependent on whether the selected test
persons fit the target group of the mailing campaign. Therefore, it is important to know
and understand the characteristics and composition of the given target group. For this
purpose, the cooperating company provided statistical data on the place of residence,
gender and age of customers, see Fig. 1.

All of the addressed persons had already participated their free of charge lottery gam-
bling. Most participants come from North Rhine Westphalia (17.1%), Bavaria (16.8%)
and Baden-Wuerttemberg (15.5%). Furthermore, it turns out that more than half of the
participants are female in an age between 61 and 80 years. It can therefore be considered,
that a large part of the current customers is born in the 1940s at the end of World War
II. At this time about 40% of the total national housing stock in Germany was destroyed
and the populace often had no access to food, electricity, water and gas [37]. Based on
that background it is highly probable that the average person in the target group grew
up in times of poverty, lack of resources and has a different perspective on lotteries and
the worth of prizes than younger generations. An elderly target group like this brings
up special requirements regarding the design and the organization of the user experi-
ence testing. The questionnaire should be kept short and focused, using an adequate
vocabulary to ensure the test person has no difficulties in following the procedure [38].
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Customers by age

Customers by place of residence Customers by gender

Fig. 1. Statistical data of customers participating the company’s lottery by place of residence,
gender and age.

4.2 Design of the Empirical Study

Qualitative interviews were conducted implementing the advantages of getting as much
information out of the interviews as possible. In comparison to quantitative research,
that refers to counts and measures of things, the quality of the answers are essential
[39]. The personal 1:1 interviews took place in the Customer Experience Tracking Lab
of Offenburg University and lasted between 20 and 45 min. Throughout the flexible
interview situation, it was possible to interact spontaneously with the test persons and
ask again to provide additional information. Supporting instruments in the lab were the
mobile eye tracker, which records the eye movement and further cameras for recording
voice, gestures and facial expressions [1].

First, the PIN code concept was tested secondly the direct sales concept. Data were
collected by means of a standardized survey, meaning that every interview is based on
the same questionnaire with the same interviewer. Therefore, it is possible to compare
answers and it contributes to the completeness [40]. Eleven test persons, mainly out of
the main target group – female persons at an age of 61 years and older – were invited to
the interview.

The design of the survey questionnaire was based on the analysis of the established
and already evaluated mailings of Burda Direct. The questions were arranged in two
sections: the first part related to the layout, design and content of the letter and the second
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part related to demographic variables. The first section worked with open questions
to the following topics: first impression of the letter, comprehensibility, completeness,
reliability, factors of motivation to read the letter and take part in the lottery, expectations
about the further procedure, chance of winning, layout and design. There were also
concept specific questions.

For the PIN code mailing concept questions about the phone number and the scratch
pad were prepared and for the direct sales mailing concept questions about the prices and
ordering ticket. In the second section, respondents were asked to indicate the following:
age, job and residence.

Before the interviews started the scenario has been described to each test person:
They should imagine that they are at home and find the letter in their postbox. The task
was to act as theywould usually do. Very important for the testingwas that the test person
thought out loud and told the interviewer as much as possible about their thoughts and
emotions during the interview.

4.3 Results of the User Experience Testing 1: PIN Code Mailing

The user experience testing was followed by the evaluation of the findings and the
redesign of the concepts. As the analysis of the eye tracking did not maintain relevant
results, the focus was on the interviews. The two mailing concepts showed differences
and similarities in the critical elements that must be improved.

The original PIN code mailing is a one-pager, which briefly describes the offer and
prompts the recipient to call by phone. The call is free of charge and call center agents
provide further information about the offer, which may lead to an order for a competition
subscription.

Themain critical points only concerning the PIN code concept are the arrangement of
the letter, the word PIN code and the unclear explanation of the procedure of the lottery.
The most noticeable change of the letter is the creation of a visualization, which shows
the course of the competition. Five out of six test persons had difficulties to understand
the process of the lottery. Thanks to pictographs and short notes the visualization is
easy to understand, gives an overview about the procedure and the letter a more creative
design.

The word PIN code is transformed into access key and personal key. Half of the
test persons said, that the word PIN code is only used for smartphones or banking
operations and did not fit to the topic of a lottery. Furthermore, the scratch pad gets a
new function, layout and placement. It is now covering the possible profit instead of the
PIN code customer number. The test persons criticized the use and sense of the field. It
was perceived as annoying, unappealing and pointless. In combination with the name
PIN code it remindedmore of a letter from a bank, as alreadymentioned. Now the scratch
pad is integrated into the text and thus is placed in the center of the letter. In the original
version the field could be found in the lower right corner with a conspicuous border. By
covering the profit amount tension is built up and entices the reader to become active.
With the new structure of the scratch pad and the visualization of the further process the
letter becomes more structured.

The test persons did not understand the profit division into installments and asked
if also a one-off payment is possible. Therefore, short simple sentences were created,
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showing the possibilities, how the profit can be received. In agreement with the company
a profit distribution in installments but also as a one-time payment is possible.

Furthermore, the call procedure was explained more in detail. This was necessary
because the test persons were afraid of talking to a robot, being on hold for a long time,
having to give more personal details or being persuaded to buy a magazine subscription.
In the visualization it is pointed out, that they will talk to a competent employee. This is
supposed to build up trust and to take away their fear of being ripped off. Test persons
also criticized the hotline number because it is a typical lottery number in Germany and
does not have a serious effect. In arrangement with the company this problem could not
be solved and the number had to stay the same. The only thing to build up trust was to
point out that the call is for free. Finally, the signature was replaced because it was not
in the alignment. This contributed to a better layout.

There are some more points of criticism that could not be fixed: The signature was
described as copied and impersonal. It was difficult to find a new useful signature as
this were the only indications. To create a fitting signature more details concerning this
topic need to be carried out. In order to deal with the complaints about the impersonal
design, the idea of creating the whole letter in hand writing was discussed. Due to the
lack of time and resources, this idea was not implemented. Finally, the test persons asked
for more networking elements. Because of the fact, that the company could not create a
specific mail address, it was not possible to insert this new element.

4.4 Results of the User Experience Testing 2: Direct Sales Mailing

The also already established and optimized direct sales mailing consists of two pages.
The first page, a letter, describes the lottery subscription offer in detail. On the second
page, the recipient receives a visual overview of the lottery subscription elements –
participation in several raffles, bonus points, chance to win additional 100,000 e and a
20 e cash gift upon registration. In addition, there is an order card on the bottom of the
page and a free returning letter, which can be used by stating the account number and
tearing of the card.

Based on the findings of the user experience testing, various changes have been
applied to the Direct sales mailing. Four adjustments concerning the layout: The test
persons complained about the reading comfort. Therefore, page margins on both sides
were increased and the font sizes have been standardized. This improved the reading flow
and made it appear more professional. Secondly, the text was significantly shortened.
The number of repetitions was reduced, and the text was written more strikingly, as all
test persons criticized an over-saturation of information. Thirdly, formulations that were
bold were deleted, as it was assessed nonprofessionally.

The test persons had problems to find contract conditions, because the original mail-
ing did not refer to it at all. Therefore, the first page of the new mailing contains a
reference to the small print, containing the conditions of participation and cancellation.
The mailing now appears more trustworthy.

The text of the mailing was simplified. The number of superlatives and redundancies
were reduced and the wording is now generally more objective. Almost half of the
respondents linked the “euphoric” written text with a dubious offer. For this reason, the
phrase “Exclusively for you“, has been removed.
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Most of the adjustments in the direct sales mailing were realized in terms of content:
A customer satisfaction seal of approval was placed directly on the top of the first page
in order to counteract the concerns expressed by the test persons about the credibility
of the offer. The new mailing mentions the lottery subscription already at the end of the
first paragraph. In the original letter, the test persons became aware of this at a much
later stage. One third of the test persons did not become aware of this at all or only upon
notice from the head of testing.

A reference to the monthly subscription costs was made regarding the monetary
gift granted at the time of conclusion of the contract. It is explicitly stated that the gift
of money gives back half of the monthly costs of participation. Two thirds of the test
persons did not find the money present per se convincing.

The material awards listed in the mailing are marked with a number of loyalty points
required to receive them. Customers can now easily calculate how many months they
would need to play in order to earn loyalty points for a certain award. Exactly this
uncertainty – as a result of the lack of information in the established mailing – was
criticized by almost all test persons. The new mailing shows a non-cash bonus from
each the low, medium and high point segment. This is intended to provide customers
with a transparent overview. Half of the test persons expressed the wish to see higher-
value rewards when selecting the material awards. The order of the possible winning
elements on the second page changed so that the most attractive one is on top and the
least interesting at the bottom. All of the test persons had the opinion that the 20 e
money gift is not particularly interesting.

The conditions of participation and cancellation were supplemented with additional
information on automatic renewal of the subscription and cancellation options. All test
persons criticized the lack of information on these important topics. The company’s
brand, on the other hand, was considered positively and trustworthily. Important infor-
mation such as the cancellation option is now described clearly in the newmailing among
the listed benefits. This leads to a more serious mailing, which is much more in line with
the customer’s idea of the brand and the company.

In the user experience testing, the test persons expressed further suggestions, which
were not implemented in the new mailing for various reasons. An interesting recom-
mendation was the option of a trial month with prepayment. This would remove the
subscription character and allow the customer full cost control. A further suggestion was
the placement of a concrete contact person with e-mail address and telephone number
in the letter, since some test persons expressed the discomfort with calling a computer
voice. The additional profit as pension was noticed very late in the original mailing,
although half of the test persons classified it as very interesting. The suggestion was
made to put the additional profit as pension more forward.

4.5 General Optimization Challenges

Besides the various mailing specific changes, there were also numerous adaptions
affected both mailings equally. The most comprehensive adjustments were made regard-
ing formulations: The wording in both mailings has been changed generally to an
unpretentious addressing with less superlatives and no repetitions.
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The text was kept as long as necessary to include all relevant information but also
as short and direct as possible to enable a quick and easy understanding. These adjust-
ments were made since many test persons noted the text would be over exaggerated and
partly confusing. For instance, in both mailings the wording was adjusted from “for you
personally” to “selected customers” since test persons rated it as overdone, knowing the
mailing is also sent to many other customers.

The text layout in bothmailings wasmodified to facilitate the reading flow and visual
overview: wider side margins to better fit the text into the field of view and unified font
type and size. Especially the small printed terms on the backside of the mailings have
been enlarged and separated in shorter, thinner text blocks, since test persons had issues
to read these sections.

One of the key adjustments regarding the layout was to replace the words raffle
service from the address field of the letter by a large printed company logo. All the
tested persons noted that the tendering company has a trustworthy and good image, but
they would have instantly thrown the unopened mailing away reading the words raffle
service knowing it is a lottery mailing.

Overall, the goal was to optimize the combination of wording and layout while using
the strong and positive image of the company to create an impression of a serious, high-
quality lottery offering. This was important since all test persons remarked they were
negatively surprised by the way the lottery mailings as it did not match the good brand
image of the case study company.

5 Findings

5.1 Analysis of Findings

The optimized PIN code and direct sales mailings (5,000 each) were printed and dis-
patched on the November 19th 2019 coincident with the established mailings of the case
study company. The success of the PIN code mailing was measured by the total number
of net inbound calls – number of total calls adjusted by the number of recalls, whereas
the success of the direct sales mailing was measured by the number of returned order
forms. The measurement was performed for about one month until 11th of December
2019 see Table 1.

Considering PIN code mailing response ratios about 37.1% respectively 41.4%were
achieved. For this type of lottery, the hosting company defines response ratios over 30%
as extraordinary good. Therefore, the established as well as the optimized PIN code
mailing campaign can be classified as very successful.

Furthermore, it shows that despite the already high response ratio of the original
mailing the user experience optimized PIN code mailing achieved a percentage response
increase of+4.28%, considered as the best result ever. Therefore, the changesmade to the
PIN code mailing based on the findings in the user experience testing can be considered
successful.

The direct sales mailing campaign shows different results. The original mailing
achieved a response ratio of 0.48%, which the hosting company defines as acceptable
for this type of lottery. The user experience optimized mailing however achieved a
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Table 1. Results of both mailing campaigns

PIN code Direct sales

Established
mailing

Optimized
mailing

Established
mailing

Optimized
mailing

Number of dispatched
mailings

5,000 5,000 5,000 5,000

Number of
responses/returned
order forms (total)

1,855 2,069 24 10

Response ratio (%) 37.10% 41.38% 0.48% 0.20%

Delta +4.28% −0.28%

response ratio of 0.20%, which the company classifies as poor. Therefore, the changes
made to the direct sales mailing based on the findings in the user experience testing must
be considered as not performance-enhancing.

This raises the question, why the user experience optimization produces excellent
results in one case and poor results in the other one. As an explanation approach, why the
optimized PIN code mailing performed better than the established mailing, two factors
can be considered: The first and probably most influential factor is that the new layout
is cleaned up and reduced to its most relevant parts. The focus of the new mailing is to
give a better guidance on what to do and where to call. This facilitates the participation
process and results in more incoming calls. A second but less verifiable factor may be
that the newmailing was only adjusted in some sections, but not changed fundamentally.
So the customer notices the new and better design but also recognizes the basic structure
of the old mailing to which she or he is accustomed. This combination of new layout and
known structures may be a key factor to achieve a higher participation while maintaining
the initial degree of trust.

While the good result of the PIN code mailing can be explained relatively easy, it
is much more complicated to find out which reasons led to the poor result of the direct
salesmailing. In total two possible reasons are identified: The first andmost likely reason
is that the given data basis of the target group wasn’t detailed enough. It only showed
overall target group information concerning average age, gender and place of residence
of the currently free participating customers without including the type of lottery they
played. For this reason, a mainly female target group was assumed for both mailings.
During the evaluation of the mailing campaign, it turned out that the direct sales lottery
is mostly played by male customers. Therefore, incorrect test persons with a main share
of women were assumed for the direct sales mailing. The second factor is related to the
assumptions that were made regarding the success of the PIN code mailing: While the
PIN code mailing still has many connections to the old design the direct sales mailing
was changed fundamentally. It is conceivable that too many changes were made, which
resulted in customers refusing the participation due to uncertainty.



User Experience Testing vs. Marketing Experts 439

5.2 Analysis of Mailing Lists and Responders

As explained the old and new concepts were dispatched with the intention to generate
comparative values. In order to prove the same starting point, the target groups are
analyzed individually and the results are shown in Table 2.

Table 2. Demographic facts about the mailing target groups

Gender in % Age in years

Male Female No
answer

<80 61–80 41–60 18–40 Average

PIN
code

Established
concept

46 54 535 720 3,080 570 95 71

Optimized
concept

45 55 530 796 2,941 618 115 71

Direct
sales

Established
concept

47 53 535 740 2,995 619 111 71

Optimized
concept

46 54 546 807 2,987 555 105 71

The group of persons, which received the old concept of the PIN code mailing
consists of 46%male and 54% female customers. The group with the optimized concept
consists of 45% male and 55% female customers. The average age was 71 years. Thus,
the structures of the target groups are almost identical. The direct sales concept shows
the same results. 47% of the group, which received the established concept, are male
customers and 53% female customers. The optimized concept was sent to a group with
46%male and 54%female customers.Again, both groups have an average age of 71 years
as it was the case with the PIN code concept. These figures also show the similarities
of the target groups. The figures prove that all concepts had the same basis in terms of
target group structure.

After receiving the results of the testing and comparing the numbers it was necessary
to take a look at the replies. A service level of 100% could not be achieved. Therefore,
information on gender, age and place of residence could only be obtained in about half
of the calls, see Table 3.

Theold concept achieved1,855net calls. 47%of the calls contain further information,
showing that 49% are female and 51%male callers. The average age is 71 years. The new
concept achieved2,069net calls. 49%could be analyzedmore in detail: 51%of the callers
were female and 49%male. The average age is also 71 years. As we can see, the structure
is very similar, leading to the conclusion that both concepts appeal the same target
group. Also conspicuous is the similar distribution of the caller’s residence. Most of the
calls from both concepts came fromNorth-Rhine-Westphalia (established concept: 19%;
optimized concept: 18%), Baden-Wuerttemberg (established concept: 19%; optimized
concept: 17%) and Bavaria (established concept: 17%; optimized concept: 17%). These
states are followed by Lower Saxony (established concept: 8%; optimized concept:
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Table 3. Demographic facts about the mailing target group

Gender in % Average age in
years

Top-3-residences

Male Female

PIN
code

Established
concept

51 49 71 North-Rhine-Westphalia,
Baden-Wuerttemberg,
Bavaria

Optimized
concept

49 5 71 North-Rhine-Westphalia,
Baden-Wuerttemberg,
Bavaria

Direct
sales

Established
concept

55 45 69 Baden-Wuerttemberg,
Bavaria, Lower-Saxony

Optimized
concept

29 71 70 Bavaria

10%)Hessen (established concept: 7%; optimized concept: 8%) and Saxony (established
concept: 6%; optimized concept: 5%). This distribution goes along with the population
of all persons contacted.

34 persons responded, with the intention of ordering a subscription. Since in some
cases the information provided was incorrect, e.g. wrong IBAN, there were only 29
orders in total. 22 orders were from recipients, who had received the established mailing
version. Whereas seven orders were placed by recipients who received the optimized
concept.

The average age of the orders is 69 years. 55% of the customers are male and 45%
female. With 27% of the responses, most of the orders came from Baden-Wuerttemberg.
23% of the customers each come from Bavaria and Lower Saxony, 18% from North-
Rhine-Westphalia, and 5% each from Saxony-Anhalt and Hessen. This is also equivalent
to the target group structure. The optimized direct sales concept generated seven orders
with 29% male and 71% female orders. The average age is 70 years.

Every response came from another state and only Bavaria contained two orders. The
outstanding difference between the responders of the old and new conceptmay also be an
indicator for the not performance-enhancing user experience testing. As the optimized
concept based on female opinions although the direct sales lottery was mainly played
by male customer in the past, as they rather react to that kind of mailing.

6 Final Evaluation and Recommendations

The central dialogue marketing objectives of the project are sales increase, customer
retention with cross- and upselling as well as customer recovery. In order to achieve
these goals, the determination of the key performance indicators cost per order, response
rate and service level are classified as suitable. These key performance indicators are
in use by the case study company, reflecting the positive or negative reaction to small
adaptions in the mailings.
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Additionally, themarketing experts annually report their learnings and regularly send
out different versions of mailings. A/B tests are applied in order to compare different
approaches and target groups, e.g. differentiation between male and female. Currently,
the evaluation is solely quantitative based on target values.

It is suggested to add the indicators “return per mailing” and “break even per cam-
paign”, to obtain an even more informative evaluation. Return per mailing enables to
determine whether a direct mailing campaign is successful overall or not. The break
even per campaign expresses the percentage of the total number of mailings that must
achieve a positive response in order to reach the break-even point [10]. Key performance
indicators do not cover any emotional and cognitive effect of mailings. Therefore, addi-
tional surveys and observations have to be conducted in order to better understand the
target group.

Before launching new products or modifying mailings, companies should reflect
them in the course of a user experience testing. The knowledge gained from the testing
– the customer’s point of view – should then be implemented within the optimization
process. This ensures that the product appeals to the target group and customers are
addressed correctly. Furthermore, companies should especially take the phases before-
and after-use more into account when designing products [41]. The phase before-use is
about the customer’s expectations – in this case when receiving a mailing. In the phase
after-use, the focus is on processing the experienced use. The authors see the danger here
that the consistently negative reception of the mailing by the test persons could stick to
the brand.

Even though the response rate for direct sales mailing has dropped, the project team
is convinced that the following recommendations are generally more in line with the
brand and therefore promise long-term success. During the user experience testing, all
test persons remarked that the dubious marketing of the product did not match the good
brand image of the company. It is advised to use the image to make the mailings more
transparent and reliable. With reference to the interrelationships between brand image,
identity and positioning [43], the authors believe that the established direct sales mailing
poses a threat to the brand image. This can influence brand positioning and identity in a
way that is not intended.

We recommend to design mailings, adopted according to the user experience and to
control the success with the existing key performance indicators. Lull criticizes a lack
of resources and time in terms of research methods in many companies and admonishes
researchers of initial assumptions from numbers [42].

Additionally, a few critical aspects concerning user experience testing have to be con-
sidered: user feedback can be interpreted in many ways, users can be uncertain about the
task, theenvironment andother conditions suchas the interviewercan influence the results
and the user knows he or she is performing a test. The concept of needs is abstract and
therefore it is complex to gasp and users can find it difficult to verbalize their needs [22].

7 Limitations and Future Work

Being aware of these critical aspects, user studies can help companies to understand
their customers better. Taking preferences, behavior and way of thinking into account
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when designing products, the customer satisfaction can, in turn, be increased. It then
might even be possible to market personalized rewards in the future by using the existing
customer data, as male and female preferences differ.

Print media within dialog marketing context might be regarded as outdated or even
needless in today’s business activities. But, especially the typical mailing target group
of golden agers is considered as rewarding. Furthermore, it can contribute to a unique
selling position, as it appeals to many senses and it bypasses the online information
overload.

The current evaluation process of the marketing experts is comprehensive, but only
focused on numerical factor. To remain competitive, customer preferences need to be
taken in account within profound user studies as their feedback is indispensable for
creating user-friendly products. Additionally, the expertise and experience of an expert
can be considered as key success factor in creating suitable products.

As in our case the optimization of the PIN code conceptwas a big successwhereas the
realization of the optimized direct sales concept did not work as expected even though in
both cases wishes and improvement suggestions of the test persons were considered. To
conclude, wewant to point out that it can be challenging to find out the actual preferences
of customers and to combine themwith expert’s knowledge, but a competitive advantage
can be reached on the long-term perspective.
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Abstract. The present paper explores how attention and emotions influence the
effectiveness of banner ads. Participants performed a goal-oriented search on a
website which had banner ads displaying indulgent food products (i.e., chocolate).
Eye movements and facial expressions were recorded. Attention was measured
by total fixation duration. Emotional valence was automatically inferred from
facial expressions using facial analysis software. Results show that attention and
emotional valence are positively associated with ad recognition and that emotions
influence purchase intention differently depending on the degree of attention.
Emotional valence is positively associated with purchase intention when atten-
tion is low, but negatively related when attention is high. The findings highlight
the importance in defining marketing goals when designing online banner ads.
Additional implications for both theory and practice are discussed.

Keywords: Eye tracking · Automatic facial analysis · Banner ads · Emotions ·
Total fixation duration

1 Introduction

Banner advertisements (ads) have been one of the most popular forms of online market-
ing. Surveys reported that banner ads revenue has been growing during the past years
and will continue growing in the coming years [1]. Nonetheless, the effectiveness of
banner ads is an ongoing debate. On the one hand, it is argued that banner ads have
little effect, because consumers intentionally avoid viewing ads. This phenomenon is
known as banner blindness [2]. Eye-tracking studies reveal that most banner ads are
rarely directly attended to, but instead are processed at a pre-attentive level [3]. Banner
ads may also increase users’ perceived workload, cause distraction, and are detrimen-
tal to primary task performance [3]. On the other hand, there is evidence showing that
exposure to banner ads enhances brand awareness [2], attitudes towards brands [4], and
repeat purchases [5].

The effectiveness of banner ads is usually measured in relation to attitudes, ad recog-
nition, ad recall, click-through rates, and purchase intention. Prior research found that
viewers’ attention is among the factors that determine the effectiveness of banner ads.
For instance, levels of attention paid to an ad influences brand awareness. The longer
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viewers pay attention to banner ads, the better they remember and recognize the ads later
[4]. Attention to online ads is also positively associatedwith recall and purchase intention
[6]. Using eye-tracking technology, earlier studies have reported that even at a minimal
level of attention (i.e., to the extent that viewers may not realize having seen the banner
ads), viewers’ attitudes toward the exposed ads were still affected [4, 7]. This is because
at low attention, information could be unconsciously learnt, which could subsequently
change viewers’ preferences and attitudes [8]. In addition to the informational appeal of
banner ads, emotional responses are also important in boosting advertising effectiveness
[9]. Research suggests that emotional ads (i.e., ads that intentionally induce emotions)
increase click-through rates [10] and enhance brand favorability [11]. In traditional
media such as television, brand awareness is successfully built on emotional rather than
rational appeals [12], as viewer engagement begins with “a conscious or more likely
unconscious, emotional response” [13]. Also, emotional ads are more effective for cer-
tain product categories more so than others; e.g. emotional ads work better for hedonic
than for utilitarian products and for products with low rather than high involvement [14].

Given the importance of attention and emotion in driving the effectiveness of online
advertising this study investigates how these two factors (i.e., emotion and attention)
influence the effectiveness of hedonic/indulgent food banner ads in an adult population.
Hedonic or indulgent foods are defined as products that are attractive due to their tasti-
ness yet cognitively unfavorable due to their high caloric content and/or low nutritional
quality. Results in this study show that the longer web users paid attention to a product
ad, the more likely they recognized the product later and that the impact of emotion on
purchase intention varies at different levels of attention. In particular, at low attention,
happy consumers were more likely to buy hedonic foods than less happy individuals. At
higher attention levels, the opposite was observed.

There are several motivations for undertaking this study. First, very few food studies
investigating the effects of food advertising have been undertaken with an adult pop-
ulation and the findings have been inconsistent [15]. Second, the potential interaction
between emotion and attention and its consequent effect on the effectiveness of food ban-
ner ads have not been yet investigated. Third, most studies use upstream brand outcomes
including attitude, recall, and recognition, or click-through rates as metrics of banner ad
effectiveness [2]. However, as recall and click-through rates may not reflect ad effective-
ness in low attention situations [2, 4], this study considers the outcomes of brand recog-
nition and purchase intention in measuring ad effectiveness. Fourth, rather than relying
on self-reported measures, this study assesses attention and emotions objectively using
eye tracking and automatic facial expression detection technologies, a mixed-methods
approach that has been underutilized in the context of online advertising.

2 Literature Review and Theoretical Foundation

2.1 The Customer Journey

Any advertisement is a “complex piece of communication”, and for it to be effective, the
audience’s attention is required [16]. Visual attention is a multilevel selection process
where some sensory information is processed deeper than others [17, 18]. This biological



Effectiveness of Banner Ads 447

mechanism is essential to offset the limitation of human brain in simultaneously pro-
cessing all the visual information received through the eyes [17]. Visual attention can be
measured by visual fixation, a condition where the eyes remain relatively stationary over
an object, mainly for optimal visual processing [19]. Eye fixation is obtained from an
eye-tracker, which is a device that records where viewers look, how long they look, and
other eye-related parameters such as blinking and pupil diameter [20]. Different mea-
sures have been used to quantify attention in online advertising such as percentage of
clicks [6], number of fixations [3, 4, 21], total dwell time [21], and total fixation duration
[4, 7]. Using different measures of attention may lead to different results as these met-
rics may reflect different aspects of attention. For instance, [4] found that the number of
fixations was not significantly related to recognition but th e total fixation duration was.
Total fixation duration (total time the eyes remain fixated) is usually adopted as a proxy
for cognitive effort and the extent of cognitive processing of information [22]. Although
eye tracking technology has been predominantly employed in recent years to explore
the relation between attention and food choice/preference, a clear link has not yet been
established. Earlier studies have reported on a non-significant difference in attention
between savory and non-savory foods [23], while attention was shown to be automat-
ically directed to tasty foods [24]. In an attempt to better attribute attention and food
preferences, a model predicting food choice based on several eye-tracking parameters
has previously been proposed [25]. Product categories used in the model ranged from
healthy items (e.g., apple, salad) to beverages (e.g., soft drink, beer); hedonic snacks,
however, were not included in the categories. The findings support the assumption that
food decisions, especially decisions related to hedonic/indulgent items, could be a com-
plex process [26] due to the “affectively attractive but cognitively unfavorable” [27]
nature of the products.

Several perspectives have been put argued to explain the influence of emotions on
food choice and food consumption, including: affect transfer; affective evaluation; affect
regulation; and self-regulation. Affect transfer states that in the low thinking condition,
objects associated with positive valence induce positive attitude and vice versa [28].
This psychological effect is often observed in food advertising targeting children [29].
When individuals are engaged in more effortful thinking, two mechanisms describe the
influence of affect on food choice: affective evaluation and affect regulation [30]. Affec-
tive evaluation, or emotion congruence as a broader term, states that a person’s attitude
or judgement is influenced in a direction which is congruent with his or her emotional
state [28, 30]. Individuals who experience positive emotions form more positive atti-
tude toward a stimuli and are more ready to engage in activities than those who are in
negative emotional state [31]. Another model of explaining the effect of emotions under
thinking conditions is affect regulation. This model posits that people in a pleasant state
avoid actions that potentially destroy their state while people with negative affect tend
to engage in actions that can instantly uplift their mood. If emotion changing cues in the
environment are salient, affect regulation is likely to occur [32]. Among product cate-
gories, hedonic foods such as snacks high in sugar demonstrate a particularly prominent
emotion changing property [30]. Last but not least, self -regulation explains food intake
behaviors by assuming that self-control over eating functions on limited resources [31]
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which could be depleted by other cognitive processes. Negative emotions are believed
to diminish such resources while positive emotions aid in their replenishment [33].

Given the multitude of theoretical perspectives put forth attempting to explain the
effects of emotion on advertised audiences, the lack of sufficient empirical research in
this area, and the mixed findings on the effects of food advertisements on adults, a priori
hypotheses cannot be put forth. Instead, the following propositions regarding the effects
of banner ads on web users are presented to guide this study.

P1. Emotional valence is positively associated with brand recognition
P2. Attention is positively associated with brand recognition
P3. Attention is positively associated with purchase intention
P4. The effect of attention on the relationship between emotional valence and purchase
intention will be negative.

3 Methodology

3.1 Research Design

A lab experiment was conducted at a large Canadian university to gather data on web
users’ visual attention, emotional response, and purchase intention following exposure to
banner ads.Anonymousdata collectionwas completed in oneweek. Participants received
a 20$CAN Amazon gift card for taking part in the study. A mixed-methods approach
yielded data collected by means of eye-tracking technology, facial expression emotion
detection software, and a short online survey upon completion of the experiment. PROC
GLIMMIX in SAS Statistical Software (SAS Institute Inc., Cary, North Carolina) was
used in the data analysis, i.e. to test the effect of emotional valence, total visual fixation
duration, and their interaction on brand recognition and purchase intention. The study
was approved by the Ethics Committee of the authors’ institution.

3.2 Participants

A convenience sample of 48 adults, screened for normal or corrected-to-normal vision
was recruited for this study. A single source bias test was conducted, where data were
randomly rearranged (i.e., paired) so that each participant provided responses to only
the independent variable or the dependent one [34]. The test results showed that brand
attitude correlates with purchase intention for the full sample (n = 828; b = 0.6647) to a
highly similar level as when using the paired sample (n = 414; b = 0.6382). Thus, only
a minimal difference between the correlations of the two data sets exists (d = 0.0265),
hence single source bias is not a threat in this study. Of the 48 participants recruited, 19
had incomplete fixation and valence data. Hence, the data analysis was performed on
responses from 29 participants.

3.3 Procedure

Prior to the experiment, participants reviewed and signed an informed consent form,
and were briefed about the experimental task. Next, participants were seated in front of
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a computer. A nine-point calibration test was performed to assure the accuracy of gaze
tracking. Thereafter, participants were asked to go to aWalmart microsite and search for
recipes that have Oreo products as ingredients. The purpose was to mimic the natural
browsing process, where Internet users are usually occupied with their primary tasks.
The microsite has a large rotating banner (i.e., a banner that automatically runs ads on a
loop) on the header and a vertical banner on the left. The banners display snack products
from different brands (see Fig. 1). Sixteen distinct banner ads were used, with each ad
corresponding to a different brand (Oreo being one of the 16 advertised brands). The
advertised products are mainly chocolate and cookies. Therefore, participants naturally
encountered up to 16 brands while performing their primary task. After finding the
recipe, participants were directed to a short online survey. The survey asked participants
to self-report their attitude towards the brand, their purchase intention from the brand,
as well as a brand recognition test.

Fig. 1. The microsite used in the experiment Fig. 2. Automatic facial expression analysis

3.4 Apparatus and Measures

Noldus Observer XT (Noldus, Wageningen, Netherlands) and CubeHX (Montréal,
Canada) [35] was used to performed the synchronization between attention (eye-
tracking) and emotions (facial expression analysis) data, which are described below.

Levels of attention were measured by a Tobii X60 eye-tracking device (Tobii Tech-
nology, Sweden). The device uses near-infrared light to illuminate participants’ eyes,
causing a reflection pattern on the corneas and pupils. The device’s sensors capture
images of the eyes and the reflection patterns, which are then processed by advanced
image-processing algorithms [20]. To determine the level of attention, an area of interest
(AOI) was created for each naturally encountered product image displayed in each ad
during the task, and the total fixation duration on each AOI was measured.

Participants’ emotions were extracted using FaceReader 6 (Noldus, Netherlands).
FaceReader is an automatic facial expression analysis software. It analyzes facial expres-
sions by: identifying the face region in a video image; creating a 3D-model of the face;
classifying the model using an artificial neural network that was trained with nearly
2000 manually annotated images [36]. For any facial expression, FaceReader outputs
intensity values of six basic emotions (i.e., sadness, surprise, disgust, anger, fear and



450 T.-A. Nguyen et al.

happiness) and a neutral state. The outputs are logged with timestamps, allowing them
to be synchronized with events [37] (see Fig. 2). Events occur when eyes fixate on an
AOI, and intensity values are averaged over the fixation period.

Emotional valence (the negative/positive or unpleasant/pleasant dimension of emo-
tion) is then calculated as the intensity of happiness divided by the sum of the intensity
values of sadness, disgust, surprise, anger and fear.

After participants completed their experimental task, to test for brand recognition, a
list of snack products (see Fig. 3) was presented on screen and subjects chose items that
they remembered seeing on the microsite. Recognition is coded as 1 (one) for correctly
recognized products and 0 (zero) for products incorrectly recognized or for products that
were fixated but not recognized.

Fig. 3. Brands’ products presented to participants during the brand recognition test

Purchase Intention
A list of brands whose products appeared in banner ads was presented to participants,
who were then asked if they had intention to buy any of them. Purchase intention was
measured using a 2-item, 7-point semantic differential scale: “very improbable vs. very
probable” and “possible vs. impossible” [38].

4 Results

4.1 Recognition

Results reveal that participants’ ability to recognize brands subsequently to an initial
impression of the brand in a banner ad is positively affected by their emotional valence
(β = 2.437, p < 0.05). As participants feel more positive when looking at a product in
banner ads, they are more likely to recognize the product later. Results also show that
the more attention paid to an online product ad, the higher the recognition probability
(β = 0.565, p < 0.05). Thus, propositions 1 and 2 are supported (Table 1).
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Table 1. Regression results: emotional valence and attention on recognition

Variables Estimate Standard error t value p

Intercept −1.002 0.419 −2.39 0.0314

Emotional valence 2.437 1.125 2.17 0.0334

Attention 0.565 0.246 2.30 0.0244

Emotional valence × Attention −0.795 0.524 −1.52 0.1334

4.2 Purchase Intention

Results demonstrated that attention (see Fig. 4) is positively related with purchase inten-
tion (β = 0.758, p < 0.001); hence, participants’ intent to buy increases as they pay
more attention to the online banner ads. Furthermore, the effect of attention on the rela-
tionship between emotional valence and purchase intention was significant at one-tailed
(p = 0.035). In particular, for fixations less than 1.41 s (based on 1.41 = 1.009/0.717),
purchase intention is positively affected by emotion, whereby consumers are more likely
to make a purchase when they experience a positive emotion (i.e. happiness). In contrast,
when thevisual fixationon theproducts is greater (fixationduration≥1.41 s), consumers’
likelihood to buy the advertised brand’s product tends to decrease as emotional valence
increases. The plot in Fig. 5 illustrates this interaction effect for total fixation durations
of 200 ms and of 5 s. Thus, propositions 3 and 4 are supported (Table 2).

Fig. 4. Heatmap of user visual attention Fig. 5. Valence and purchase intention, by
attention

Table 2. Regression results: emotional valence and attention on purchase intention

Variables Estimate Standard error t value p

Intercept 2.247 0.345 6.51 <0.0001

Emotional valence 1.009 0.624 1.62 0.1101

Attention 0.758 0.205 3.70 0.0004

Emotional valence × Attention −0.717 0.388 −1.85 0.0685
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5 Discussion and Concluding Comments

This study examined the effects of attention and emotional valence and attention paid to
banner ads on the user’s ability to subsequently recognize advertised brands’ products
and their intention to purchase them. Forty-eight participants searched for a recipe on
a designated website. Using eye tracking technology and automatic facial expression
analysis to infer emotional valence, results from this study confirm the positive relation
between attention and brand recognition. Also, an interaction effect of attention and
emotions on brand recognition was not found. This means the impact of emotions on
brand recognition is not dependent on attentional levels and vice versa. This result sug-
gests the impact of emotions on brand recognition, and, more broadly, brand awareness,
even at low levels of attention. In addition, at low level of attention, the intention to
purchase indulgent snack food increases as positive valence increases. Simply put, con-
sumers who experienced happiness during viewing of the banner ads expressed a greater
intention to buy the advertised product. At higher levels of attention, the opposite was
observed. When consumers feel positive but spend a longer time processing a banner
ad, their likelihood to buy decreases. This may be attributed to the availability and uti-
lization of cognitive resources during the processing of the advertisement, making the
web user more skeptical and critical of the advertisement’s message, thereby lowering
their willingness to purchase the advertised product.

This study also demonstrates how affect influences purchase intention of indulgent
food varies at different levels of attention to banner ads. If visual attention is assumed
to be “the amount of conscious thinking going on” ([12], p. 67), its effect could be
interpreted in the context of low and high thinking conditions. In the low thinking/low
attention situations, consumers’ intentions of purchase are in accord with their valence.
Underlying mechanisms could be deduced from the affect primacy theory [39] or the
implicit misattribution model [40]. The former states that affective responses are first
reactions before any cognitive activities. Thus, without further cognitive activities take
place, responses are likely to be in accord with the affect experienced. The implicit
misattribution model assumes the automatic attribution of one’s emotional state to the
target objects. For example, without thoughtful evaluation, consumers in a happy state
may engage in a purchase decision because they unconsciously link sources of their pos-
itivity to the product. On the other hand, for higher thinking/higher attention situations,
emotional valence is negatively associated with the purchase intention of hedonic foods.
This could be explained from the theoretical lens of affect regulation (i.e., people tend
to behave in a direction that improves their negative mood or maintains their positive
mood) or the self-regulation hypothesis (i.e., consumption of hedonic food is the result
of self-control failure due to negative emotions), although the latter is less likely to
account for the behaviors in the context of food choice [30]. While self-regulation fails
to explain the phenomenon in this context, it is plausible that varied mechanisms might
be triggered for different food types.

For practitioners, the study highlights the importance of settingmarketing goalswhen
designingbanner ads.Anad campaign for the purposeof creatingbrand awareness should
be different from one created to elicit purchase intention. Also, as shown, varied metrics
for measuring advertising effectiveness can yield different results. Thus, choosing the
right measures to evaluate the impact of digital ads is critical.
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This exploratory study paves the way for a broader research program in relation
to disentangling the factors impacting the effectiveness of banner ads. Future research
could involve a between-subject research designwhere the groups are exposed to distinct
manipulations of the creative execution (i.e., the banner ad design) or test for ‘environ-
mental’ factors ranging from the effect of webpage content congruency with banner ad
content to the effect of purchase decision involvement on the current understanding as
emergent from the results of this study. Additionally, qualitative data could have be col-
lected so as to enrich the understanding of the mechanism explaining the effectiveness of
banner ads. Lastly, other quantitative data collection methods may be utilized, including
eye-fixation related potential [41], so as to delve deeper in the neurophysiological bases
of the studied phenomena.
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Abstract. Developing effective personalization has become a priority for many
firms. Online personalization is considered a key trend for the future of retailing.
Despite the vast research and interest in online personalization by academics and
practitioners, its understanding remains fragmented and there is not a comprehen-
sive and updated definition, which is able to capture its complexity. Hence, this
research aims to provide an analysis of the definitions of online personalization in
order to identify elements in common and sources of discrepancies of the concept.
The five key elements that are identified are offerings, knowledge, channels, pur-
pose and contextual factors. Moreover, critical issues that hinder the development
of a clear understanding of the topic are discussed, such as the overlap with the
concepts of customization and perceived personalization. Subsequently, follow-
ing a similar procedure, a review of the state of the art of personalization studies
specific to fashion in the online context is conducted. The study also identifies
directions for further research.

Keywords: Personalization · Customization · Digital fashion · Fashion
communication · E-commerce

1 Introduction

The retail environment is constantly evolving due to technological advances and innova-
tive businessmodels. New technologies aremodifying theway inwhich retailers connect
with consumers, who increasingly search for products and information online [1, 2]. An
e-tailer can offer a wider range of products compared to traditional retailers [3]. As a
result, consumers are exposed to many products and a variety of information. However,
such overload of choice, both in terms of products and services paired with the related
information, can be extremely overwhelming for consumers’ decision-making process
[3, 4]. Hence, firms are increasingly looking at online personalization, the focus of this
study, to overcome the issue of consumers’ decision making and to reach a competi-
tive advantage through differentiation [5]. On the one hand, personalization can enable
retailers to reach the desired consumer, and on the other, it can support consumers in
making informed decisions, in the most efficient and effective way. The relevancy of
online personalization is supported both by academics and practitioners and it is con-
sidered an important trend for the future. It attracts interest from many academic fields
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such as computer science, social science and cognitive sciences [5, 6]. Personalization
is also widely adopted by firms as part of their online strategies and it is important to
understand the concept to support firms in the allocation of their marketing budgets [5].
Yu and Cude [7] suggest that the importance of personalization is such to impact the
definition of advertising, which is attributed from the American Marketing Association
the characteristic of non-personal. Hence, personalization is so important that it yields
the need for re-examining elements of other notions [7].

The concept of personalization is not new, it dates back to any trade relationship
[5, 8], which involves establishing a relationship between two parties, and it has been
applied for centuries, predating the internet [9].

In early research, personalizationwas usually associated and studiedwith concepts of
segmentation and targeting or utilized in the contexts of mass customization and one-to-
onemarketing [10]. The concept of one-to-onemarketing, introduced as a response to the
challenge of competing in a global market, is part of customer relationship management
practices [10, 11]. Such solution involves customizing a product offering to fit customers’
needs. In specific, it requires two steps: establishing a one-to-one relationship and mass
customization. The interaction with each customer enables to learn about this customer
and others. These steps allow customizing the product, which is considered as a firm’s
biggest competitive advantage. Nonetheless, the successful accomplishment of such
steps requires high investment in information technology to both store and analyze the
data [11].

The expected benefits of one-to-one marketing and relationship management drove
the interest in personalization and it is in the mid-1960s that IT started to being used
in direct marketing to personalize services. Personalization is applied both offline and
online, yet nowadays it generally happens on the internet [12–14]. Therefore, this paper
will focus on personalization online.

The advancements in information and communication technology enabled to take
online personalization to the next level [5, 7, 14]. Moreover, the availability and prolif-
eration of big data, which firms have access to, supported the implementation of various
personalization strategies.Hence, personalization in online contexts has been extensively
researched to identify its benefits. For example, in social sciences, it has been studied
in order to understand whether it provides positive marketing outcomes. Such expecta-
tions are supported by the following well-established theories. According to Festinger’s
(1954) cognitive dissonance theory, individuals are more likely to embrace information
that is attitude-consistent and prefer information that aligns with their perspective [15].
Consistent with Petty and Cacioppo’s (1986) elaboration likelihood model, messages
that are relevant to consumers should increase their motivation to process the informa-
tion [18]. Moreover, other work from psychology, such as theories on persuasion and
influence principles, has been adopted to support personalization studies [16].

Even though personalization is expected to provide many benefits, there is research
that shows contrasting results, not supporting this assumption [4, 17]. The effective
application of big data for personalization represents a challenge and some individuals
respond negatively to it [10, 12, 18–22]. For example, Yu and Cude [7] show that the
most typical response to online personalized advertisement, such as emails, is that of
deleting it without even opening it.
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When referring to personalization, scholars address a wide range of different yet
related topics. Moreover, there is not a commonly accepted terminology and definition
of personalization [4, 17]. Shanahan et al. [21] suggest that in order to overcome the
inconsistent results it is necessary to better understand personalization. Hence, the main
aim of this study is to analyze howonline personalization is defined by the academic liter-
ature to detect points in common and discrepancies. Then, an analysis of personalization
in digital fashion is conducted.

2 Methodology

The identification of the definitions involved three steps. The first step was conducted to
identify definitions of personalization online, whereas the second and third steps aimed
at detecting studies of online personalization specific to fashion. Firstly, through a review
of the literature, definitions of personalization adopted in studies focused on the online
context were analyzed. From this analysis, the key features that were found to be shared
by multiple definitions and the sources of inconsistencies were examined in greater
detail. This enabled to extract five elements of personalization from the definitions.

Secondly, a systematic literature review on online personalization in fashion was
conducted. To identify the papers relevant to online personalization in fashion the Sco-
pus database was utilized. The keywords “web personalization fashion” OR “online
personalization fashion” were inserted in the search of the article title, abstract and key-
words. Both the terms “web” and “online” were inserted due to the lack of consistent
terminology found in the literature. No restrictions were applied in order to gain a broad
view of the existing research in the field of fashion. The search gave 60 results. However,
many of the results were not relevant for the study or utilized the term “fashion” as an
adjective and did not focus on the fashion industry such as in the studies of Wu et al.
[24] and Raufi et al. [20], hence not considered pertinent for the fashion personalization
analysis. Seven studies were considered significant for the fashion section of the paper.
Lastly, an advanced search on Scopus was conducted. The keyword “personalization”
was utilized to find relevant research by restricting it to the following journals, chosen
based on their rankings: “Journal of Fashion Marketing and Management”, “Journal of
Global Fashion Marketing”, “Fashion Theory - Journal of Dress Body and Culture”,
“International Journal of Fashion Design”, “Fashion and Textiles”, “Fashion Practice”.
The search gave six results, five were considered relevant for analysis as one of them
did not contain personalization as a keyword. Of these five, one was already identified
in the second step.

3 Online Personalization: Definitions

The interdisciplinarity of personalization research results in fragmented knowledge
regarding its conceptualization, as there is not a generally accepted definition of the
concept. Arguably, despite the extensive research in personalization, the lack of com-
mon terminology still represents one of the obstacles to fully understand the concept and
all its facets [8]. Various meanings have been attributed to personalization, providing a
range of different definitions. Personalization does not exist alone but as a component
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of an overall marketing strategy. Hence, depending on the focus of the study, different
definitions are provided [9]. Moreover, some scholars do not define personalization in
their study, as they assume its clarity [4, 17, 24].

During the analysis, the first issue identified was that the terms “personalization”,
“online personalization” or “web-personalization” were often utilized interchangeably.
Recently, personalization is mostly referred to as an internet-related concept. Such use
of terms creates confusion within the literature of personalization and it is challenging
to contextualize personalization research in online contexts [25].

A major source of confusion identified is the overlap of personalization with other
concepts. The basic idea of personalization that emerges from the definitions, on which
most scholars agree upon, is that of individualization, which is achieved by considering
individuals’ specific preferences and is utilized as a synonym of personalization. Per-
sonalization usually starts with the elicitation of individuals’ preferences and continues
with a message individualized according to the specifics elicited [26, 27]. Therefore,
personalization is generally considered as an umbrella term for preference matching
and tailoring, as it deals with the adaptations done exclusively for individual users. It
involves creating a match between a message and a recipient [5, 22, 24, 25, 28–31].
Another concept adopted to define personalization is that of persuasion. Being exposed
to a match that reflects one’s interest, it is expected that the consumer will process the
information with more attention and as a result the match should be more persuasive
[25, 26]. Walrave et al. [13] in their study recognize personalization as the creation of
persuasive messages.

In defining personalization, multiple scholars highlight the process nature of the
concept. According to Raufi et al. [20] “Web personalization is considered a process
that consists of building models of individual user goals, preferences, and knowledge, as
well as using such models throughout each interaction with users to adapt the proffered
content to their preferences” (p. 2379). According to Tran [10] the element that the
various definitions have in common is that of considering personalization as a process.
Huang and Rust [30] and Murthi and Sarkar [32] consider it as the process of utilizing
consumers’ information to provide the offering. The latter summarize the process of
personalization in three stages, namely learning, matching and evaluation. The first stage
involves learning about consumers and their preferences through data collection, the
matching phase consists ofmatching the offerings to consumers based on the preferences
learnt, and the final stage implicates the evaluation of the first two stages.

Salonen and Karjaluoto [25] highlight a different aspect of the process in the defini-
tion by suggesting that personalization is a company-driven process, to differentiate it
from customization as a consumer-driven process.

However, such distinction is not accepted by all the scholars and there is a major
controversy in differentiating the concepts. Moreover, a stream of research differentiates
between actual and perceived personalization, arguing that they are distinct constructs.
Various interpretations of customization and perceived personalization are analyzed.

3.1 Customization

Amajor controversy in defining personalization derives from its overlapwith the concept
of customization.
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A stream of research utilizes the same terminology interchangeably for both per-
sonalization and customization. For example, Desai [6] defines personalization as “the
process of providing customized information, presentation and structure of the website
based on the need of the user” (p. 51). Moreover, Zhang and Wedel [33] identify three
levels of customization, mass, segment and individual. The individual level is considered
as the one that is personalized to each individual.

Others consider customization a sub-concept of personalization. According toMont-
gomery and Smith [9] personalization is a more refined concept than customization.
Srinivasan et al. [3] refer to customization as “the ability of an e-retailer to tailor products,
services, and the transactional environment to individual customers” with the advantage
of reducing the time spent searching for what customers want (p. 42). It is referred to as
a service that better meets individual customer needs and intensifies competition [34].
Ansari and Mela [18] differentiate between on-site and external customization. On-site,
the customization of the webpage content can be performed by the company or by the
consumer himself; whereas the external customization approach aims to attract a con-
sumer to a website through other communication methods, whose content is relevant
to the individual, such as emails, banners, affiliate sites. Arguably, from such defini-
tions no critical difference is found from those of personalization analyzed, suggesting
that personalization and customization are considered overlapping concepts with no
characterizing features.

Another stream of research considers them two different concepts [18]. Also in this
case, there is a lack of terminology specific to customization. The use of terminology
to refer to customization online or offline is not always clearly defined. For example,
Ansari and Mela [18] refer to it as e-customization, yet the term customization is also
used in online settings [3].

Those who differentiate personalization from customization do so depending onwho
starts the process. Personalization is considered as a process automated by the marketer,
whereas customization as demanded directly by the consumer. According to Schilke
et al. [36] the concept of personalization should not be confused with customization and
the difference is determined by who is in control of the content. Customization refers
to the appearance features, for example, colors, text fonts and display of information.
Following such distinction, personalization can be considered as a system-firm initiated
process and customization as another form of personalization which is consumer-driven
[5, 6, 9, 37]. Yet, also such distinction is not uniformly accepted by the scholars. For
example, in Srinivasan et al. [3], customization online is defined as a process starting
from the e-tailer. Hence, distinguishing the concepts based on the initiator of the process
could be misleading, especially online, where there is a constant interaction between the
user and the firm. Therefore, also for customization no definition is without consistency
issues.

3.2 Actual and Perceived Personalization

Another concept that emerges from recent definitions is that of perception [14, 26, 38,
39]. Xiao and Benbasat [39] adopt the term of “perceived personalization” and define
it as the extent to which an individual believes that a personalization system actually
understands his/her preferences. Lee and Park [14] suggest that the personalization of
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online services is formed by the perception of the combination of the features offered
by the store to a consumer during their experience online.

A message produced by a personalization system may be perceived as not personal-
ized; whereas a generic one may be interpreted as personalized [38, 39]. Actual person-
alization occurs when the sender of the personalized message intentionally modifies a
generic one to fit the preferences based on the individuals’ data; whereas perceived per-
sonalization depends on how the individual believes it fits his/her preferences. Perceived
personalization makes it difficult to understand what consumers actually consider as
personalization. This is because consumers do not always know what their preferences
are or they do not have any preference at all. As a result, they form their preferences
depending on situational cases, which makes it challenging to measure actual prefer-
ences, causing errors in the personalization process [21, 26]. According to Li [26] actual
and perceived personalization represent different constructs; where the firm is in control
of actual personalization, whereas the consumer of the perceived one.

4 Personalization Elements

This section analyses the features of personalization extracted from the definitions.
Various features were identified and grouped under five broad elements, namely offer-
ings, knowledge, channels, purpose and contextual factors. Additionally, each of these
elements can be of various types, generating different definitions.

Wu et al. [24] define web personalization as “the adjustment and modification of all
aspects of a website that are displayed to a user in order to match that user’s needs and
wants”, suggesting that the definition is broad-based and that it focuses on the adaptation
performed for each individual (p. 2).Arguably, it is a rather narrowdefinition as it presents
only one possible channel through which personalization can be offered online and there
are many other channels through which it can be delivered. Lee and Park [14] identify
three aspects of online service personalization: offer, recognition and personal advice.
Offer is represented by the personalized options provided to the consumer, recognition
refers to individuals’ personal information and personal advice to the various types of
suggestions. The elements identified are discussed in greater detail in the next sections
to identify the sources of commonalities and discrepancies.

4.1 Offerings

Broadly, offerings in the definitions can refer to any of the marketing elements [22, 27].
The offerings identified in the definitions are of various types, including products [22,
40], services [22, 30], and content [5, 12, 14, 27, 41, 42]. According to Senecal and
Nantel [43] products can be differentiated depending on their qualities, which can be of
two types: experience qualities, which cannot be determined prior to purchase or search
qualities, which can be identified before purchase. The content delivered can be in the
form of communication messages, information about products or services, advertising
messages and online content information searches. Moreover, each of these offerings
can be personalized at different granularity levels.
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The strategy of personalizing messages with personally identifiable information,
such as greeting a consumer by its name, is widely used by firms and has been extensively
studied by scholars. A name is considered to be an important aspect of oneself and it
has the potential of activating self-reference. By increasing the relevancy of the content,
it is argued that it leads to information processing [7, 26, 31, 44]. Information such
as the name is considered “non-informative” content, this information is not related
to the product. However, it is difficult to argue that any kind of information is “non-
informative”. For example, adding a name could be interpreted as a source of quality
and thus provide indirect information. Wattal et al. [45] explore how different types
of information in personalized emails impact consumer behavior. Indeed, consumers
responded negatively to personal information, such as the use of the name. Whereas,
they reacted positively to product-based personalization. Hence, the study shows that
consumers do not always respond positively to personalized messages and that their
responses depend on familiarity and the type of information personalized, suggesting a
difference between informative and “non-informative” content. In contrast, according to
Sahni et al. [46] adding the recipient name in the subject line provides positive outcomes,
such as increased opening rates of emails, a reduction in un-subscriptions from the email
campaign and an increase in sales. Two important factors that impact the type of offerings
suggested to consumers have been identified: justification, which justifies the fit between
the message and the personal information adopted, and the perceived utility present in
the offer. In the absence of justification of the offering, individuals experienced higher
reactance and lower click-through rate, yet responses to the message did not vary with
an explicit justification from the firm. Hence, to avoid negative responses, it is suggested
that firms should highlight the utility of the offering [42].

4.2 Knowledge

From the definitions [7, 10, 30, 32, 40, 42, 44, 47, 48] it clearly emerges that to provide
the personalized offerings, information from the consumer is necessary. The knowledge
can be retrieved from various sources. It can be based on consumer identity informa-
tion, consumers’ current behaviour, consumers’ past behaviour and location [19]. Online
users are often required to insert their personal information such as name, address, gen-
der, age. This information is stored to create a user profile. Tam and Ho [49] refer to
it as “personalized web content associated with the self or past episodic experience of
the user” (p. 870). Moreover, when consumers interact online, data files in the form
of cookies are stored, which enable the server to retrieve the information in the subse-
quent visits [24]. Personalization based on consumers’ past purchases is referred to as
behaviour-based personalization [40].

4.3 Channels

In the definitions considered, the channels identified were: websites [22, 29], social
media, such as Facebook and emails [10]. Yu and Cude [7] in their definition suggest
that personalized offerings can be delivered through various distribution media.

Selecting not only the right channel for personalization but also the most adequate
mixture of channels is extremely important for personalization effectiveness. According
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to Shephard et al. [50] the platforms that are adopted to convey promotional media are
key in influencing purchase behavior. Furthermore, the literature shows a gradual move
of the interest of personalization on various types of channels and not just on traditional
channels such as emails and websites.

Shanahan et al. [21] examine participants’ ability to recognize personalization on
social media compared to other forms such as emails, telemarketing and text messages.
The study shows that personalization might be much more effective on social media
compared to other channels and suggests that this result could be due to the interactive
feature of social media and its intrinsic personal nature. Similarly, it is proposed that
through the use of conversational agents such as chatbots, firms will be able to better
engage consumers through the use of personalized information [51]. Additionally, the
characteristics of the channel on which the personalized offering is presented are also
important. For example, Bleir and Eisenbeiss [52] show that personalization increases
advertising effectiveness only on motive congruent websites, where the motive of the
advertising and the website match.

4.4 Purpose

The purpose of personalization is clearly stated in the definitions. Personalization is a
customer-oriented strategy which aims to meet customer needs and preferences [5, 12,
25, 29]. In the definition of Aguirre et al. [12] the purpose is broadly described as “to
maximize immediate and future business opportunities” (p. 35). A stream of literature on
personalization researches the effects of personalization, in order to understand whether
the purpose of personalization can be reached effectively and efficiently.

4.5 Contextual Factors

A few recent definitions have been found that take into consideration contextual factors,
which are those factors that are not totally under the control of the firm. The only factor
explicitly mentioned in the definitions is that of time. Aguirre et al. [12] highlight in
their definition the importance of time in delivering the right content to the right person.
Similarly, Salonen and Karjaluoto [25] in their definition emphasize the importance
of delivering the options at the right time. Providing the right messages at the right
time and in the right way has proven to be challenging as contextual factors impact its
effectiveness.

The issue of time is attracting attention in personalization. Time in web-
personalization represents a context for interaction. The timing element is extremely
important, yet it presents many issues as consumers’ preferences are not stable and
therefore it demands an understanding of consumers’ immediate context [25]. Salonen
and Karjaluoto [25] contribute to the advancement of the understudied area of tempo-
ral dynamics. To provide a better understanding of contextual effects, they incorporate
motives within personalization by adopting the fundamental motives framework. Moti-
vation is an important driver of preferences, hence accurate timing in personalization is
difficult to achieve without a motivationmatch as web-personalization is about matching
preferences. Moreover, the effectiveness of personalization has been found to diminish
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as time passes. Bleir and Eisenbeiss [52] confirm that personalized banner advertising
loses effectiveness as time passes since the last visit.

Research is addressing the importance of contextual factors for personalization, such
as consumers’ characteristics, personal disposition, privacy concerns and emotions as
they represent a challenge for firms because they cannot be controlled and make it
difficult to capture behavioral responses to influence attempts [5, 13, 25]. However, the
integration of contextual factors in personalization studies is relatively recent [25], which
explains the lack of their integration in the definitions. Consistent with the principle of
equifinality [53], it is suggested that no single configuration of factors such as time,
privacy, trust, personal disposition and emotions can fully explain personalization as
alternative configurations of these are likely to occur. Hence, the integration of these
factors in personalization studies is essential.

5 Application of Personalization Elements to Recommendation
Systems

In order to show the complexity of personalization as a construct formed by various
elements, the example of recommendations is utilized, as they are widely used by prac-
titioners and they are also extensively researched by scholars. Recommendations are
information sources that can be personal or impersonal [54]. The recommendation itself
does not assume that it is personalized. Hence, recommender systems for personal-
ization are introduced. Subsequently, the elements previously identified of offerings,
knowledge, channels, purpose and contextual factors are adopted to discuss personalized
recommender systems.

Recommender systems are defined by Nguyen and Ricci [55] as “information search
tools that alleviate information overload by suggesting items that are likely to suit users’
needs and preferences” (p. 6). Consumers tend to “satisfice” meaning that they make a
purchase when they discover a product that meets their basic criteria, even though amore
in-depth search would result in a better offering, as their engagement in a broader search
could be overwhelming. Recommendation agents represent a solution to such problem
[57]. Recommendation agents’ effectiveness depends on the extent to which they learn
about individuals and their decision rules [34]. According to Ricci et al. [56], in their
basic form, personalized recommendations are suggested as ranked lists of items. To
do so, recommender systems try to predict the offering for the customer through data
collected explicitly or in an inferential way. The data used by recommender systems
refers to a user, items, or a transaction, determined by the relation between the user
and the various items. Moreover, three categories of information that can be used for
recommendations are identified: individual knowledge about the user, social knowledge
from the community of the user and content knowledge about the items recommended.

Various types of offerings can be recommended, such as products, services and infor-
mation, which support consumers’ search, selection and reduce uncertainty. According
to Zhang et al. [58] online product recommendations are produced by the system from
consumers’ past purchases and preferences or from the experience of other consumers
with the product.
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According to Senecal and Nantel [43] the possibility to provide recommendations is
among the best ways to personalize the relationship for an online retailer. They research
the influence of online product recommendations on consumer product choices by tak-
ing into consideration the type of product and the type of website. Different types of
websites are considered: the sellers and third parties websites. Results show that online
recommendations influence consumers’ online product choices. Moreover, influence is
higher for productswith experience qualities;while the type ofwebsite does not influence
consumers’ choice to follow a product recommendation and does not affect perceived
trustworthiness, as consumers pay more attention to the recommendation rather than the
website on which the offer is presented. In contrast, Schreiner et al. [5], whose research
focuses on the ideal design of personalized product recommendations in advertisements
in different channels such as package inserts, email advertising and banner advertising,
found that the channel is the most important attribute in personalization.

In recommender systems, contextual information is defined as additional information
that directly impacts the relevancy of the recommendations. Context-aware recommen-
dations take into consideration elements such as individuals’ social setting and mood,
the weather and the time [5, 35].

Zhang et al. [58] focus on online product recommendations in social shopping com-
munities, which have the potential of providing real-time personalized recommenda-
tions. A model is developed to show not only how enabling factors (self-reference and
vividness) but also how inhibitors (deceptiveness and information overload) of online
product recommendations influence consumers’ decision process and customer loyalty.
Schreiner et al. [5] empirical results show that product recommendations in advertise-
ments are generally not accepted, due to the quality of the recommendations and pri-
vacy. Hence, the knowledge from the algorithm is only one of the factors that should be
considered in order to provide appropriate product recommendations.

Recently, perception is being used to study recommendations’ effectiveness. Whang
and Im [48] focus on how the personalization of a recommender system is perceived
by individuals and investigate its effects. The results indicate that individuals, when
they perceive the recommendations to be personalized, have higher trusting beliefs and
intentions. The interesting finding is that individuals responded positively to the claim
of personalization, meaning that the claim itself affects consumers’ belief, not only the
actual recommendation.

6 Online Personalization in Fashion: Introduction

Fashion represents a vehicle for self-expression. Individuals utilize fashion to express
their self-identity and find their individuality [59]. Therefore, it is assumed that per-
sonalization is extremely relevant in the fashion domain. Fashion is experiencing a
major digital transformation, which is affecting all its facets, from design to marketing,
sales and communication [59]. Online channels for fashion purchases are becoming
increasingly popular among consumers, hence the growing importance of e-commerce
in fashion. However, the possibility of e-retailing to provide mass-information and a
wide range of products at any type of customer seems in contrast to consumers’ desire
for uniqueness. Moreover, it is argued that it can be much easier to ignore suggestions
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from a computer compared to a persuasive sales assistant in a store [60, 61]. However,
the possibility to interact with individuals globally represents a big potential of online
shopping environments for providing personalized offerings [17, 23, 62]. According to
Jain et al. [63] retailers need to communicate to consumers through all the channels
in real-time and utilize the lifestyle data available to provide personalized communica-
tion. Additionally, fashion represents an important field for research related to computer
vision and studies are advancing the field by focusing on image retrieval, fashion parsing
and fashion recommendation [64]. Hence, it is necessary to gain a better understanding
of personalization in fashion online contexts.

6.1 Online Personalization in Fashion: Definitions

Similarly to the previous section, the definitions identified in the papers that discuss per-
sonalization are examined in order to understand the state-of-the-art of personalization
in the fashion field.

Limited definitions of personalization specific to the fashion fieldwere found,mainly
because the studies adopted general definitions. Moreover, in some studies, it is not clear
to what they refer to as personalization. The major issue of controversy in the studies is
the lack of differentiation between personalization and customization.

Koch and Benlian [65] refer to personalization as “the endowment of a promotional
campaign with personal references such as greetings” (p. 38). In the study, person-
alization is considered as one of the marketing mix elements for the customer web
experience. Trivedi and Trivedi [66], who study the moderating role of personalization
in fashion apps, generally refer to it as a variable that describes the level to which a
product or service can be tailored for the consumer. Yet, it is not explained what per-
sonalization represents in fashion apps. Whereas, Jain et al. [63] adopt the concept of
hyper-personalization: it “works as a tool to marketer to provide the personalized infor-
mation about the customers”, and it involves three main areas: social listening, data
analysis and content (p. 3). However, from such definitions, no apparent distinction
between personalization and hyper-personalization can be identified and they seem to
be considered as overlapping.

Lewis andLoker’ [2] study,which explores employees’ perspectives on retail in-store
technologies including customization and personalization, does not provide a definition
of personalization. However, a difference between the concepts emerges: customization
seems to be connected to products, whereas personalization to services. This assumption
is derived from the findings, which suggest that employees recognized the importance of
satisfying consumers’ individual needs throughproduct customization or personalization
of services through social media.

The overlap of personalizationwith customization discussed in the first section of the
paper is also evident in the fashion studies [23, 66]. Wu et al. [23] define personalization
as “the customization of a product to the needs of one consumer” (p. 73). Yet, through-
out the study, they adopt the term mass-customization, considered as the co-design of
an individualized product between a user and an apparel company to fit consumers’
preferences.

Arguably, the overlap of the concepts derives from the multiple elements they have
in common, as they both share the basic concept of individualizing an offering to match
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the preferences of a consumer and they contribute to the idea of uniqueness. In fact, the
terms seem to be used as synonyms. Wu et al. [23] state that mass-customized products
are truly unique when they are highly personalized. Yet, the difference between the terms
is not clear and could be used interchangeably.

Similarly, an overlap between the concepts is found in the study of Kwon et al. [67],
which analyses the perception of fashion website attributes, including customization.
Kwon et al. [67] define customization as “the ability of an e-tailer to tailor products,
services, and the transactional environment to individual customers” (p. 531). The find-
ings of the study demonstrate the importance of customization and in the conclusions
it is suggested that fashion e-tailers should focus on personalization in order to satisfy
consumers. However, within the study, a distinction between customization and per-
sonalization is not clearly identified, hence it could be implied that they are utilized
interchangeably.

6.2 Personalization Elements in Digital Fashion

Limited research is found to address the various elements of personalization specific to
fashion. According to Jain et al. [63] hyper-personalization enables to provide special-
ized products, services and information through the use of big data. In terms of services,
Tao and Xu [17] identify the subscription service offered by some retailers as a cura-
tion service that can satisfy consumers’ need for personalization. It is suggested that
fashion subscription services, in contrast to other subscription services, are perceived
as personalized boxes rather than actual subscriptions. This is because the study shows
that consumers appreciate the personal styling feature offered by such services. Hence,
personalization is seen as a form of curation, such as hand-picked products for each indi-
vidual online. The big data derived from consumers’ past purchases on different channels
provides retailers detailed information about consumers’ online search pattern, purchase
history, transaction’s amount, advertisement clicks and email subscriptions. Such infor-
mation has a crucial role in providing recommendations to consumers [63]. Contextual
factors specific to online personalization in fashion are yet to be addressed, with the
exception of Kwon et al. [67], who confirm that demographic variables, such as gender,
influence consumers’ perception of fashion websites attributes including customization.

6.3 Recommendations in Fashion Studies

The research specific to recommendations in fashion is fragmented. Consumers are
exposed to a wide choice in online shopping environments. Despite having easy access
to a vast amount of information, the alternatives can cause choice overload. To overcome
this issue, electronic decision aids in the form of recommendations are widely adopted
by fashion retailers. To assist the customer, the recommendation can be made available
directly by the online vendor or by a third party [62, 64].Moreover, research is advancing
in creating outfit recommendations, which involve the recommendation of sets of items.
In particular, according to Chen et al. [64] there are two requirements for fashion outfit
generation, namely compatibility and personalization. Compatibility represents how the
items go together, personalization refers to the match between users’ preferences and the
recommendations. Limited research on the various types of channels that are utilized by
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fashion retailers for personalization is found, with the exception of the study by Trivedi
and Trivedi [66] on fashion apps. Whereas, Jain et al. [63] highlight the purpose of
creating unique online customer experiences.

7 Discussion

Personalization is omnipresent in online contexts. Many firms, supported by technologi-
cal advancements and access to big data, embraced the trend of personalization assuming
it would provide many benefits. Nonetheless, research does not fully support the appar-
ently obvious effectiveness of personalization over standardization. Hence, despite being
awidely researched topic in different fields, it continues to attract the interest of scholars,
who aim to gain a deeper understanding of the concept and all its facets.

Research highlights that even though personalization appears to be a basic concept, it
is difficult to apply, suggesting that firms should be cautious when implementing person-
alization practices. Hence, in this study, it is suggested that a systematic understanding
of personalization is necessary in order to overcome its limitations.

The study shows that there is no definition that captures all the facets of online
personalization. The definitions broadly describe it as matching offerings to consumers’
needs and preferences, based on the assumption that consumers not only have stable
preferences but they also know what they desire.

Additionally, the study shows that in the definitions there is an overlap of personal-
ization with customization, which are utilized as synonyms. Furthermore, the relatively
recent interest in perceived rather than actual personalization [10, 21, 26] represents
another source of inconsistency. Arguably, the absence of common terminology might
be a cause of the lack of a comprehensive definition beyond basic assumptions.

This study utilized various definitions to gain a first understanding of the aspects
that form personalization and grouped them under the broad five elements of offerings,
knowledge, channels, purpose and contextual factors. Through the exemplification of
recommender systems, it is suggested that the combination of all these elements form
personalization. Moreover, personalization can be offered at different levels. Although
it is assumed that a medium level of personalization should be most effective, an optimal
level is not found [13]. Hence, personalization is not just about finding the best match to
consumers’ preferences, it is a complex construct. Only few definitions analyzed in the
study expand it by, for example, including the timing aspect of personalization. There-
fore, it is argued that an updated definition that captures most facets of personalization
is necessary, especially for online settings, as firms do not have full control over all the
elements.

The study shows a lack of research on personalization specific to fashion. In the
field of fashion, the relevance of online personalization is connected to consumers’
long-established need of individualization, the need to affirm their personal identity
and differentiate themselves. Yet, it remains an understudied research area, with no
clear definition. Some studies research personalization as one of the variables, such as
a moderating variable of satisfaction in fashion apps [66] or as one of the advantages
of subscription retailing [17]. However, the aim of the studies is not that of a deep
understanding of the personalization process in the digital fashion field, evident from
the lack of research on the elements.
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8 Future Research Aim

The next step of the research aims to develop a comprehensive definition of personal-
ization and identify specific terminology to the field of digital fashion communication
to overcome existing inconsistencies. Arguably, an understanding of the concepts of
personalization and customization and their characteristics is particularly important in
fashion, as they are widely applied by fashion brands.

It is suggested that it is difficult to differentiate the concepts of personalization
and customization because they are part of an iterative process and a constant tran-
sition between the two is possible. Therefore, differentiating the concepts depending
on whether it is firm- or customer-driven could be limiting. A customer could proac-
tively provide personal information and preferences. For example, when subscribing to
a newsletter of a fashion brand, the individual can insert his/her personal details and state
his/her preferences regarding the content to receive and at which frequency. As a result,
the brand could send a newsletter customized to such information and the consumer will
be fully aware of what he/she will receive. Instead, by tracking users’ behavior, such as
opening rates or click-through rates, the brand could personalize the offering and the
consumerwill not be able to fully predict the end result. Hence, from such suggestion, the
predictability from a consumer perspective could be key in differentiating the concepts,
as an individual would be able to mostly predict customization but not personalization
because the process of personalization involves greater elaboration of data and higher
creativity from the firm.

In order to verify such assumption and overcome the contradictions above-discussed,
the authors will adopt the Delphi method to identify specific terminology related to the
concept. Moreover, future studies could focus on analyzing the five elements specific to
digital fashion to reach a comprehensive definition. Arguably, it will enable to establish
stable foundations for further and conclusive research on the process of personalization
in digital fashion.
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Abstract. The use of the internet and of the (mass) media have in some way
technically simplified the internationalization processes of companies, reducing
the time needed in order to exchange data and information and facilitating the
resolution of operational issues. Within this environment, fashion plays a relevant
role; in fact, a considerable part of website and e-commerce offers come from this
sector. When facing new markets, fashion companies cannot only provide unique
and captivating products, but they also need to offer an opportune and personal-
ized communication, able to cross all the cultural and linguistic boundaries that
might occur. In order to face this issue a well-designed localization strategy is
required. According to Mele et al. [1] localization can be defined as a “cultural
translation” and when applied to online contents it consists in the adaptation of
different elements such as texts, images, videos, but also units of measure, sizes
or calendars. The paper aims, in this sense, to address the lack of literature con-
cerning localization practices in the online fashion environment, providing a first
framework on the depiction of the different cultural values on different fashion
websites. The present study is an exploratory benchmarking of the field, realized
through a comparative research, based on previous studies related to the depiction
of Hofstede’s [2] and Hall’s [3] cultural values provided by Singh et al. and Yalcin
et al. [4, 5].

Keywords: Cultural adaptation · Digital fashion · Fashion companies ·
Localization ·Websites

1 Introduction

The scholar Marshall McLuhan in the early 1960s proposed the neologism “global
village”, today synonymous with globalization, to emphasize that through the diffusion
of media technologies the world has taken on the typical traits of a village [6]. This term
represents the status of modern men and women moving from “local”, consisting in a
dimension close to them, to “global”, embracing the whole world. According to Magu,
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the world we live in is characterized by hastening, boosting interconnections, which help
people to interact with all four corners of the world crossing political and geographical
boundaries [7].

Globalization has been accelerated by the birth of the most powerful mean of (mass)
communication: internet. Its widespread adoption has simplified the transmission of data
and information and has accelerated both general and industry-specific globalization
aspects [8].

If much has been done from a technological point of view with the implementation
of increasingly innovative devices and software, allowing people to overcome spatial
barriers, not all the knots have been untied, neither cultural nor language barriers have
been broken down. In this sense, Human Computer Interaction (HCI) studies are con-
stantly needed in order to face the gap between the development of new technologies
and their adaptation to different cultures.

In this direction while there is a consensus on the value of the localization and the
cultural adaptation on theweb for the sales and themarketing sector [9], or in the touristic
field [10], this topic is instead under-researched when referring to the localization and
cultural adaptation of online contents of fashion companies.

Localization as represented by LISA can be defined as “the process of modifying
products or services to account for differences in distinct markets” (p. 13) [11].

According to Pym “localization means adapting features to suit a particular ‘locale’,
which is in turn understood as a market segment defined by criteria including language,
currency, and perhaps educational level or income bracket, depending on the nature of
the communication” (p. 3) [12].

Some elements localized include date and time formats, units of measure and sizes,
color conventions, iconic and legal conventions, currency, address and name formats,
contents, sound and video files, connection speed, calendars and also historical, cultural
and religious aspects which are shared in a given country [13, 14].

As stated by Singh et al. [4] although the importance recognized to localization by
marketers, there is still a lack of competences and expertise in order to adapt online
contents to the different consumers.

Furthermore, by now, the topic of localization has been addressed in the fashion field
only in relation with the offline retail environment [15], or the cultural differences within
the management of textile and clothing companies [16], not taking yet into account the
pervasiveness and the relevance of localization/standardization issue in the online and
e-commerce area.

This study aims, therefore, to explore for the first time, whether and how cultural
differences affect the adaptation of web contents in fashion websites, in order to fill this
research gap and to detect whether fashion companies adapt contents when addressing
different online markets.

For this purpose, a benchmarking exploratory study, derived from previous studies of
Singh et al. and Yalcin et al. [4, 5] and based on Hofstede’s [2] four cultural dimensions
and Hall’s context dimension [3], has been proposed.

As a result, a new framework, which contributes to enrich cultural studies has been
performed, extending the research to the digital fashion domain. The analysis has been
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carried out through a test on three fashion websites: Boohoo, H&M, and Uniqlo (the
reasons that led us to choose these fashion brands will be explained within the research
design section).

The research is organized as follows: the first section is dedicated to the literature
review, in order to propose a theoretical framework. The second and the third sections
have been dedicated to the research design and to the methodology, proposing different
hypotheses. The fourth and the fifth section describe the results and conclude the paper.

2 Literature Review

Over the centuries, the word fashion has evolved: the term moved from the Latin word
factio from facere (do, make) to the Old French word facon and to the well-known
Middle English word fashion, which means shape, appearance.

Skov and Melchior [17] consider fashion as a word with two different meanings
– clothing and something which is popular, trendy and usually fugacious.

Based on the studies of Craik [18], Lennon et al. [19] define fashion as “the way
we wear our clothes, adorn our bodies, and train our bodies to move to highlight the
relationships between bodies and their sociocultural context” (p. 170).

Many scholars, that approach this topic, in fact, are more often interested to the
cultural and historical development of the concept, rather than on the global phenomenon
of dress [17].

Fashion has in fact, a significative relationshipwith culture: the different perspectives
in which we divide the English word culture (which derives from the Latin verb colere
“to care”, “to look after”) such as cultivating natural/physical land, taking care of other
human beings and entering in connection with God [10], can also be applied to the
world of fashion; to produce clothes and cosmetics we use natural materials or we create
new artificial ones; we dress according to our style, deeply influenced by our cultural
background; we use ad-hoc clothes and cosmetics to communicate during major events
of human life – weddings, religious ceremonies, holidays, etc. [20].

According to Hofstede, the way people dress has a symbolic value and it should be
considered as one of the outer layer of each culture, since together with words, gestures,
pictures or objects it carries a particular meaning, which is only recognizable by those
who share the same culture [2].

Following this perspective, fashion could also be considered as a matter of commu-
nication: the way we dress ourselves is something that goes beyond functional needs.
Wearing clothes helps people to communicate who they are and/or who they would like
to be; thanks to fashion and the way we dress, we have the possibility to enter in rela-
tionship with other persons and communities [20], sharing (or not) particular meanings
of the different cultures.

Given the variety of theories concerning cultural models proposed in the literature
[21], we have chosen to keep in consideration Hofstede’s model [2] in order to analyze
and categorize fashion websites, because, although we are aware of the shortcomings of
this research [21], themodel has already been successfully validated in different research
areas such as in business by Singh et al. and Yalcin et al. [4, 5], in psychology by Triandis
[22], in marketing by Soares et al. [23] and in tourism by Tigre Moura et al. [24, 25] and
by Mele et al. [1, 10].
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Hofstede in 1980, after conducting, together with other researchers, two surveys,
the first between 1967–69, and the second between 1971–73, with workers of IBM sub-
sidiaries in 72 different countries, published his landmark studyCulture’s Consequences:
International Differences in Work Related Values, performing the largest survey concern-
ing work values and obtaining 116,000 individual answers and covering more than 30
different topics. With this research and the following updated versions, the scholar con-
tributed to define the concept of culture also with indexes and with a big amount of
data.

The 1980’s model proposed by Hofstede is considered a multiple dimension model,
in which culture is depicted in four bipolar dimensions: Individualism versus Collec-
tivism,UncertaintyAvoidance, PowerDistance andMasculinity versusFemininity. Later
in 2010, in the third edition of Cultures and Organizations, Software of the Mind [2]
together with Minkov, Hofstede extended his work including a fifth and a sixth dimen-
sion: the Long Term versus Short Term Orientation and the Indulgence versus Restraint
dimensions. Following to Singh et al. and Yalcin et al. studies [4, 5] in the present paper
we will take into consideration only the first four bipolar dimensions.

In order to define our theoretical framework, our research as proposed by Singh et al.
and Yalcin et al. [4, 5] has also taken into account the studies of Edward Hall et al. [3,
26, 27], who differentiated cultures basing them on a bipolar dimension indicated with
the terms Low- versus High-context.

According to Capece et al. [28] national cultures and country specific values still play
a significant role in affecting online consumer behavior within e-commerce platforms,
therefore their importance is widely recognized by marketers in terms of marketing and
communication strategies [5].

If we consider data elaborated by Marketing Charts in 2018 [29], which show that
fashion is expected to reach $765 billion sales by the year 2022, significantly affecting
the e-commerce performances and influencing both domestic and international compa-
nies, it becomes clear why a particular attention should be paid to localization strategies
and cultural adaptation, when firms decide to internationalize. Fashion items are consid-
ered a valuable category within e-commerce environment and despite the still evident
relevance of retail-stores, online platforms have seen a significative flourishing, allow-
ing companies to expand internationally their business and offering them the chance to
increase their perspectives of growth [30].

According to Singh et al., the adaptation of digital contents to local cultures is
becoming progressively relevant. The uniqueness of the web as a marketing channel due
to its lack of access barriers, further increments the value of understanding of which
website’s contents should be adapted and which not [31].

In such an international and intercultural context, where digital communication has
becomeubiquitous, it is therefore crucial also for fashion companies to understand how to
communicate products and cultural values, in order to succeed in the digital environment,
when interfacing their own market or a new one.

3 Research Design

After detecting and analyzing the main contributions regarding web cultural adaptation
based on the studies offered by Singh et al. and Yalcin et al. [4, 5], and on the researches
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proposed by TigreMoura et al. [24, 25] andMele et al. [1, 10] concerning the localization
in the touristic field, which presents some similarities with the fashion domain, we opted
to apply Yalcin et al. model [5], based on Singh et al. model [4] in order to pursue a first
exploratory analysis on the depiction of cultural values in fashion companies’ websites.

The study has been performed on websites because Web pages and e-commerce
are considered the showcase on the world of a brand, and they are “owned media”
fully controlled by the companies, while social-media are in most cases standardized
and fashion brands often present a single international account for each social media,
not considering neither technical localization practices nor the adaptation of cultural
contents.

To realize the present research, the first four Hofstede’s cultural dimensions [2]
and Hall’s dimension [3] have been taken into consideration: Individualism versus Col-
lectivism, Uncertainty Avoidance, Power Distance, Masculinity versus Femininity and
Low- versus High-context cultures.

The research analyzes the representation of cultural values proposed by three
international fast fashion companies: Boohoo, H&M, Uniqlo.

These three fast fashion companies have been chosen in order to test the model
because after a first preliminary review of fashion companies, they appeared to be the
companies that localize the most, at least in terms of the most evident elements such as
sizes, currencies, languages, media contents, etc. Another reason that lead us to consider
these three companies is that these brands offer different Web pages per each country,
which has been analyzed in the present paper.

Furthermore, according to SimilarWeb analysis platform [32] in 2019 H&M per-
formed as the fashion company the highest web traffic; while Uniqlo, according to
reports by Kantar Group and Modaes [33], is considered among the brands, that have
mostly grown in 2019; Boohoo was chosen for convenience for the study, and because
it is a brand, that according to its annual report performed in 2019 a global revenue of
856,9 million, up to 48%, clearly showing its grown [34].

The analysis of the cultural adaptation of the three companies has been carried out
for the Web pages dedicated to three different countries: Australia, Italy and Russian
Federation. These countries were chosen for mainly two reasons: the first one is related
to their representativeness in terms of culture and language; the second one is related
to their geographical distance, which allows us to better understand, whether and how
companies work in terms of localization. Furthermore, the geographical positions in
terms of Southern/ Northern hemisphere helped us to understand whether these brands
consider or not the seasons of the countries when they put on the e-commerce their
collections or whether they have a standardized strategy.

Based on the above-presented literature review we formulated the following five
hypotheses.

Considering the first cultural value proposed by Hofstede [2, 35], while Australia
is perceived as a relatively high Individualist culture, because people tend to take care
of themselves and their close family members and the Russian Federation is considered
a collectivist country, because people tend to belong to groups, composed by family,
friends and not seldom the neighborhood, where human relationships are crucial, Italy
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place itself in between; Italy is considered an Individualist and “I” centered culture, with
a collectivist influence coming from the southern area of the country.

Based on this we formulated our first hypothesis:

• Hypothesis 1: The Boohoo, H&M, Uniqlo Web pages of the Australian website show
a higher level of individualism, than the Italian edition and the one related to the
Russian Federation, which display instead, a higher level of collectivism.

The second dimension, which is taken into account in our research is the Uncertainty
Avoidance: it refers to what extent a society is willing to accept the unpredictability of
the future. In a country where there is a high level of Uncertainty Avoidance aversion,
such as Russia, people might feel much more threatened and anxious by ambiguous
situations, which occur during life. Also, Italy shows a pretty high score if we refer to
this dimension, Australia instead, is placed in an intermediate position. Therefore, we
formulated the second hypothesis as follows:

• Hypothesis 2: The Boohoo, H&M and Uniqlo Web pages of the Australian edition
show a lower score of Uncertainty Avoidance if compared with the Italian and the
Russian website.

The third dimension proposed is the one referred to the Power Distance, which has
been individuated by analyzing to what extent people are keen on accepting inequalities
in the distribution of power within any kind of institutions. Among the three nations
taken into account Australia presents the lowest level of power distance, hierarchies are
established for convenience and communications are usually perceived as informal and
inclusive; the Russian Federation instead, presents the highest level of Power Distance,
in the country the status symbol plays a significant role in people’s everyday life. Italy
places itself in between, since it is a nation where the Power Distance is generally well
accepted in the Southern part and disliked in the Northern area. Consequently, our third
hypothesis is the following:

• Hypothesis 3: The Boohoo, H&M and Uniqlo Web pages of the Russian and Italian
editions display a higher degree of Power Distance, if compared with the Australian
case.

The fourth Hofstede’s dimension to be considered is the Masculinity versus Fem-
ininity dimension. A high score on this dimension means being a masculine society,
oriented to competition and success. A feminine society is driven instead, by the impor-
tance of the quality of life and modesty. In this direction, Russia is the most feminine
society among the three; Italy and Australia are rather considered masculine countries,
because of their high predisposition in showing the success achieved and in expressing
the importance of being a winner within the community. Based on this, we formulated
our hypothesis:

• Hypothesis 4: TheBoohoo,H&M,UniqloWebpages of theRussianwebsites present a
lower score in themasculinity dimension preferring the femininity values, if compared
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with the Australian and Italian editions of the websites, which demonstrate a higher
score of masculinity.

The fifth dimension, which has been taken into consideration is derived from Hall’s
studies [3], which describes cultures as High or Low Context.

High-context communities tend to communicate in an indirect manner, they tend to
combine verbal communication with nonverbal elements such as the body language. On
the contrary, Low-context countries prefer to directly communicate information using
clear verbal contents. Usunier and Roulin [36], which performed their research on the
influence of High- and Low-context communication of business-to-business websites,
proposed a classification of countries according to levels of Low versus High-context
communication styles, whereAustralia was displayed as a Low-Medium context country
and Italy and the Russian Federation respectively as Medium andMedium-High context
nations. According to this, we formed the following hypothesis for the fashion domain:

• Hypothesis 5: The Boohoo, H&M and Uniqlo Web pages of the Australian websites
show more elements related to a Low-context oriented nation, while the Italian Web
pages place in-between and the Russian websites present more aspects which are
attributed to High-context cultures.

In the end, the preliminary review that we performed in order to select the above-
mentioned fast fashion companies, led us also to consider in our study the following
research question: in which measure some elements that are often considered as part
of a more technical localization in fashion websites such as sizes, calendars, currencies
and pictures (in our case models) [13] are displayed in Boohoo, H&M, Uniqlo country
related Web page?

4 Methodology

The study has been performed through a preliminary benchmark based on researches
elaborated by Yalcin et al. [5], and based on Singh et al. previous studies [4], who
proposed a model (See Table 1), whose aim is to depict cultural values online. In order
to make the research appropriate for fashion websites we have slightly adapted Yalcin’s
framework [5] indicating in italics each modification.

Singh et al.’s method [4] first and that of Yalcin et al. [5] later are based on Hofstede
and Hall’s studies [2, 3] and have been applied to multinationals’ websites and later
adapted in other fields such as tourism [1, 25], in order to depict cultural values within
the online tourismenvironment. Singh et al. [4, 31, 37],Yalcin et al. [5], TigreMoura et al.
[24, 25] and Mele et al. [1], in order to validate their methods of evaluation of cultural
values performed in their studies a content analysis, which led them to significative
results in their area of interest.

In the fashion marketing and communication field as well, the content analysis has
been fruitfully performed by Touchette et al. [38] in order to examine features of branded
entertainment in apparel brands’ or by Morris and Nichols [39] to evaluate the role of
magazine advertisements in countries such as France and United States.



Localization and Cultural Adaptation on the Web 481

Table 1. Application of Yalcin et al. Model [5] based on Singh et al. studies [4]

Design - dimension Category Operationalization in fashion

Collectivism Community relations Presence or absence of
community policy, giving back to
community, social responsibility
policy, sustainability

Club Chat rooms Presence or absence of members
club, product-based clubs, chat
with company people, chat with
interest groups, message boards,
discussion groups, reviews and
live talks

Newsletter Online subscriptions, magazines,
and newsletters

Family theme Pictures of family, pictures of
teams of employees, mention of
employee teams and emphasis on
team and collective work
responsibility in vision statement
or elsewhere on the web site, and
emphasis on customers as a
family

Reference, symbols and pictures
of national identity

Flags, pictures of historic
monuments, anniversaries,
pictures reflecting uniqueness of
the country, country specific
symbols in the form of icons, and
“indexes

Loyalty programs Frequent miles programs,
customer loyalty programs, and
company credit cards for specific
country, special membership
programs

Link to local websites Links to country locations,
related country specific
companies, and other local web
sites from a particular country

Individualism Good privacy statement Privacy policy and how personal
information will be protected or
used

(continued)
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Table 1. (continued)

Design - dimension Category Operationalization in fashion

Independence theme Images and themes depicting
self-reliance, self-recognition,
and achievement

Brand or product uniqueness Unique selling points of the
product/brand and product/brand
differentiation features

Personalization Features like gift
recommendations, individual
acknowledgements or greeting,
and Web page personalization

Uncertainty avoidance Customer service FAQs, customer service option,
customer contact or customer
service e-mails, chat bots

Guided navigation Site maps, well-displayed links,
links in the form of pictures or
buttons, forward, backward up
and down navigation buttons

Tradition theme Emphasis on history and ties of a
particular company with a nation,
emphasis on respect, veneration
of elderly and the culture, phrases
like ‘most respected company’,
‘keeping the tradition alive’, ‘for
generations’, ‘company legacy’

Local stores and services Mention of contact information
for local offices, dealers, and
shops

Local terminology Like use of country specific
metaphors, names of festivals,
puns, and a general local touch in
the vocabulary of the Web page
not just mere translation

Toll free numbers To call at any time around the
clock

Free trails or downloads Free stuff, free downloads, free
screen savers, free product trails,
free coupons to try the products
or services, free memberships,
free service information or free
app

(continued)
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Table 1. (continued)

Design - dimension Category Operationalization in fashion

Testimonials Testimonials from customers,
trust-enhancing features like
reliability seals, seals of trust, and
ethical business practices from
third parties

Power distance Company hierarchy information Information about the ranks of
company personnel, information
about organizational chart, and
information about country
managers

Pictures of CEO’s and Celebs Pictures of executives, important
people in the industry, celebrities
or influencers

Quality assurance and awards Mention of awards won, mention
of quality assurance information
and quality certification by
international and local agencies

Pride of ownership appeal Web sites depict satisfied
customers, fashion statement for
the use of product, and the use of
reference groups to portray pride

Proper titles Titles of the important people in
the company, titles of the people
in the contact information, and
titles of people on the
organizational charts

Vision statement The vision for the company as
stated by the CEO or top
management

Masculinity/Femininity Quizzes and games Games, quizzes, fun stuff to do
on the web site, tips and tricks,
recipes, and other fun information

Realism theme Less fantasy and imagery on the
web site, to-the-point information

Product effectiveness Durability information, quality
information, product attribute
information, and product
robustness information

(continued)
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Table 1. (continued)

Design - dimension Category Operationalization in fashion

Clear gender roles Separate pages for men and
women, depiction of women in
nurturance roles, depiction of
women in positions of telephone
operators, models, wives, and
mothers; depiction of men as
macho, strong, and in positions of
power

Low context Rank or prestige of the company Features like company rank in the
industry, listing in Forbes or
Fortune, and numbers showing
the growth and importance of the
company

Hardsell approach Discounts, promotions, coupons,
and emphasis on product
advantages using explicit
comparison

Explicit Comparisons Comparison of the company to
others

Use of superlatives Use of superlative words and
sentences: like ‘We are the
number one’, ‘The top company’,
‘The leader’, and ‘World’s
largest’

Terms and conditions of use and
purchase

Product return policy, warranty
and other conditions

High context Politeness and indirectness Greetings from the company,
images and pictures reflecting
politeness, flowery language, use
of indirect expressions like
‘perhaps’, ‘probably’ and
‘somewhat’. Overall humbleness
in company philosophy and
corporate information

Softsell approach Use of affective and subjective
impressions of intangible aspects
of a product or service, and more
entertainment theme to promote
the product

(continued)
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Table 1. (continued)

Design - dimension Category Operationalization in fashion

Esthetics Attention to esthetic details,
liberal use of colors, high bold
colors, emphasis on images and
context, and use of love and
harmony appeal

In our research thebenchmark sample is composedby three fast fashionbrandsH&M,
Uniqlo and Boohoo, which have been compared considering three different country
specific website versions: Australia, Italy and Russian Federation.

Table 2 shows the results of our research, also considering the above-mentioned
research question and they have been organized as follows: the chosen countries have
been abbreviated using “Ita” for Italy, “Ru” for the Russian Federation and “Au” for
Australia and the phrase “Represented on the Website” has been abbreviated with the
terms “Represent. On the Website”.

To perform this exploratory study, we classified each category proposed by Yalcin
et al. [5], and that composes our design dimension, with a “+” when the category is
present and a “—” when it is not present (Table 2).

The process of analysis has taken place from the 14.01.2020 until the 23.01.2020,
considering an average of 10–15 Web pages for each website version.

For the present research elements that are shown on the international websites of the
chosen company through a direct and specific link and reference on the country specific
website have been considered as present elements in our Results section and they have
been indicated with an “*” in Table 2.

5 Results and Discussion

As a result of our research question we can outline in our study that the three ana-
lyzed companies Boohoo, H&M and Uniqlo tend to perform the online localization of
the above-mentioned technical elements (calendars/ seasonality, currencies, models and
sizes).

Considering seasonality as first aspect, we can affirm that this issue has been
considered and, in most cases, the contents have been adapted by the three brands.

H&M, in each country Homepage, makes reference to the seasonality of the prod-
ucts or the services: on the Russian Web page are indicated mid-season must have, on
the Australian one is indicated the return to school after the summer vacation and in
the Italian one the next spring season. Uniqlo, as well, refers to seasonality in all the
three considered countries respectively mentioning the next spring-summer season for
Italy and respectively the autumn and summer sales for the Russian Federation and for
Australia.

Boohoo clearly refers to summer or winter collections within the trend sections in
the Russian and Australian Web pages, but not in the Italian one.
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Concerning currencies, the analysis shows that it is possible to make a purchase
on each company e-commerce using the currencies of the three considered countries,
apart from H&M Australia, where customers do not have at their disposal an ad-hoc
e-commerce section.

As highlighted for currency section, also in case of localization of models H&M,
Uniqlo and Boohoo in particular, tend to change some images and people within them,
depending on the three chosen countries.

The last category, which has been taken into account from a more technical point of
view is the size: concerning this element, Boohoo is the company that pays more atten-
tion, adapting each size to the local units of measure. Uniqlo and H&M instead, provide
tables where potential customers can compare the local sizes of the three countries with
the one, which have been taken into consideration by the two companies as standard
version.

Results related to application of Yalcin et al. model [5] show a different situation in
terms of cultural adaptation.

First of all, it must be noted that in many cases, elements such as “Community Rela-
tions, Family Theme, Company Hierarchy Information, Pictures of CEO’s and Celebs,
Quality Assurance and Awards, Proper Titles, Vision Statements, Rank or Prestige of
the Company and the Use of Explicit Comparisons” haven’t been translated from a lin-
guistic point of view by the three companies; the three brands tend to differentiate their
Web pages in terms of presence or absence of specific links indicating these specific
categories, directly redirecting the user from the country specific website to the inter-
national one, or simply remaining on the country-related Web Page but avoiding in this
sense the linguistic translation and a more in-depth and detailed cultural adaptation.

Entering in detail in the results related to the aspects of cultural adaptation we can
affirm that the hypotheses we proposed in our Research Design, according to Yalcin
et al. previous studies [5], cannot all have been confirmed.

The chosen companies performed different results in terms of cultural adaptation
and from this first exploratory analysis it appears evident that not all the country-specific
values are taken into account when companies address localization.

Presenting each brand and its results (see Table 2), we can assert that from this first
pilot study that even though Boohoo performs a high level of technical localization, it
is the brand that displays the lowest level of cultural adaptation. Although the brand
offers an e-commerce section per each considered country and at a first sight the Web
pages looks different according to each country, the categories proposed by Yalcin et al.
[5] are equally displayed within Australia, Italy and Russian Federation Web pages
without any significative result. The only value which displays different results within
the three countries is the Uncertainty Avoidance: Boohoo Australia shows a higher level
of this value if compared with Italy and Russian Federation not confirming our second
hypothesis.

H&M instead, presents amore complex framework from the cultural adaptation point
of view (Table 2): in the H&M case study the hypotheses 1, 2, 3 have been confirmed.
The Russian and the Italian H&MWeb pages, performed the same results: if compared
with the Australian Web page, a higher level of Collectivism, Uncertainty Avoidance
and Power Distance is shown.
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Concerning instead, our fourth and fifth hypotheses the Australian Web page could
not have been taken into account in this preliminary study, because even though H&M
presents an ad-hoc website for the country, it does not offer an e-commerce platform so
we could not evaluate the categories Product Effectiveness and Hard/Soft Sell Approach
respectively related toMasculinity/Femininity and Low/High Context values. In the case
of the representation of Masculinity/Femininity values in the Russian and Italian Web
pages, H&M displayed the same results not confirming our hypothesis.

In the fifth hypothesis Russia is instead, depicted as a lower context country than
Italy, not confirming our assumption.

Results performed by Uniqlo (Table 2) are similar to H&M in the case of our
first hypothesis related to Collectivism/Individualism: Russian Federation presented the
highest score of Collectivism followed by the Italian Web page.

In the case of our second hypothesis related to Uncertainty Avoidance it must be
noted that even though for the Russian H&M Web page the hypothesis was confirmed,
for the Australian and Italian Web Pages results have been inverted, therefore partially
confirming the overall hypothesis.

Hypotheses 3 and 4 are not confirmed: as per Boohoo the three compared countries
obtained the same results in terms of PowerDistance andMasculinity/Femininity values.

Finally, the fifth hypothesis shows also for Uniqlo that Russia is represented as the
lowest-context country among the three not confirming our last hypothesis.

In conclusion, through this exploratory research we can affirm that as for the study
proposed by Yalcin et al. [5] also in our case the hypothesis related to Masculin-
ity/Femininity could not have been confirmed, and out of the remaining 4 hypotheses the
two related to Collectivism/Individualism and to Uncertainty Avoidance have been con-
firmed by H&M and Uniqlo and the one related to Power Distance has been confirmed
only by H&M.

6 Conclusions, Limitations, and Further Work

The objective of this paper was to propose a first preliminary step in order to check
whether fashion brands perform localization activities based on country-related Web
pages.

Even though, according to Singh et al. [4] researching on cultural contents on web-
sites could be considered a valid method in order to help managers to avoid cultural
misunderstanding and communication crisis, when interfacing with new markets, and
designing country-specific websites, this paper underlined that in fashion there is still a
gap when considering the adaptation of cultural values online.

Despite the importance recognized to the localization, the dilemma whether localiz-
ing or not, is still open, and there is also an open debate within companies on whether
and how to address this issue [5].

This exploratory study is a first attempt to add to the existing literature related to
online localization a framework for the fashion environment, contributing to widen the
studies ononline cultural depiction and localization.Additionally, the research represents
a first step in order to understand whether fashion companies keep in consideration the
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different aspects of cultures, with whom they are interfacing or whether they tend to
represent elements related to the culture of the country of origin of the brand.

In this direction, further studies are needed in order to determine whether Yalcin
et al. method [5] can be applied to the fashion environment without significative changes
related to the peculiarity of the field or whether we need to develop a new methodology
able to detect marketing concerns, which might affect the results on the depiction of
cultural values in the online fashion world.

In order to further develop this area of study also the limitations of the present research
must be taken into consideration: the first one is related to the fact that the present research
only considers three case studies so more extensive researches are needed, not only
taking into consideration fast fashion companies, but also considering luxury brands,
accessories brands and e-commerce platforms such as Asos, Yoox or Zalando, which
gained through the years a key role in terms of fashion revenues. Moreover, this paper
does not take into account the point of view and the direct experience of marketing
and communication managers, who work within these companies, so further studies
are needed also to understand how localization and cultural adaptation of values are
perceived by marketers and whether they consider it a key aspect of their brand strategy.

In the end, this paper addressed two significative open questions: are fashion compa-
nies in the online environment taking into account localization and cultural adaptation
strategies? Do they consider localization as a mere technical aspect, purposely avoiding
cultural adaptation in favor of a more globalized strategy?

Considering our first study and the chosen samples we can assert that in the three
brands a technical localization is displayed, but only a few values related to cultural
adaptation are represented, further studies are therefore needed in order to widen our
number of samples and to address this issue in a more detailed manner.

This first analysis shows that fashion is a very complex environment and even though
it presents many similarities with other fields such as tourism [1, 10, 24, 25], it presents
many peculiarities that make necessary further researches.

Annex

Table 2. Results

Technical localization

Represent. on
website

Companies

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Calendars and
seasonality

− + + + + + + + +

Currency + + + + + + + + /

Models + + + + + + + + +

Sizes + + + + + + + + +

(continued)
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Table 2. (continued)

Collectivism

Represent. on
website

Companies

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Community
relations

+ + + + + +* +* +* +*

Clubs or chat
rooms

− − − + + + + + −

Newsletter + + + + + + + + +

Family theme +* +* +* +* +* − + + +

Reference,
Symbols and
pictures of
national
identity

− − − − − − − − −

Loyalty
programs

+ + + − + − + + −

Link to local
websites

− − − − − − − − −

Individualism

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Good privacy
statement

+ + + + + + + + +

Independence
theme

+ + + + + + − − +

Brand or
Product
uniqueness

+ + + + + + − − −

Personalization + + + + + + + + −
Uncertainty avoidance

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Customer
service

+ + + + + + + + +

Guided
navigation

+ + + + + + + + +

Tradition
theme

− − − − + − − − −

Local stores
and services

− − +* + + + + + +

Local
terminology

− + + + + + − − −

Toll-free
numbers

− − − − + − + + +

Free trials or
downloads

− − + − + + + + −

Testimonials − − − − − − − − −
(continued)
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Table 2. (continued)

Power distance

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Company
hierarchy
information

+* +* +* + + + +* +* +*

Pictures of
CEOs and
Celebs

+* +* +* + + + +* +* +

Quality
assurance and
awards

+* +* +* − − − − − −

Pride of
ownership
appeal

− − − − − − + + −

Proper titles +* +* +* + + + + + +*

Vision
statement

+* +* +* +* +* +* +* +* +*

Masculinity

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Quizzes and
games

+ + + − − − − − −

Realism
theme

− − − + + + − − −

Product
effectiveness

+ + + + + + − − /

Clear gender
roles

− − − − − − − − −

Low context

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Rank or
prestige of the
company

− − − +* +* +* − − −

Hardsell
approach

+ + + + + + − + /

Explicit
comparisons

− − − +* +* +* − − −

Use of
superlatives

+ + + − + − − + −

Terms and
condition of
use and
purchase

+ + + + + + + + +

High context

Boohoo_It Bohoo_ru Bohoo_au Uniqlo_ita Uniqlo_Ru Uniqlo_Au H&M_Ita H&M_Ru H&M_Au

Politeness and
indirectness

− − − − − − + − +

Softsell
approach

− − − − − − + − /

Esthetics + + + + + + + + −
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Study of Surface Haptic Interaction Experiences
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Abstract. Fashion is a communicative, hands-on embodied practice. In the dig-
ital domain, however, fashion is hands-off – consumers cannot actively sense,
perceive and apprehend tactile garment qualities online as they would in an offline
setting. Innovations in haptic (active touch) technologies might change this situa-
tion, enriching visual and textual content with touch feedback. To date and to the
authors’ best knowledge, recent research into the significanceof haptic information
in apparel e-commerce has not involved the use of haptic technologies. This quali-
tative exploratory study addressed the gap by using a novel surface haptic device to
explore potential consumers’ reactions to the introduction of haptic feedback in a
fashion e-commerce context. The study indicates that providing richer perceptual
cues – tactile and visual – with interactive surface haptic effects, adds value to the
fashion customer’s e-commerce journey, particularly at the information-gathering
stage. The finding is moderated by the perceived risk of experiencing a disconnect
between the digital touch experience and the actual garment feel.

Keywords: Touch · Surface haptic technologies · Fashion e-commerce · Digital
fashion communication · Online customer experience

1 Digital Fashion and Haptic Technologies

1.1 The Digital Fashion Experience

Throughout history, fashion clothing has always been a form of expression [1, 2], an
embodiedpracticewhich engages the senses [3], particularly touch.Weexplore the tactile
properties of garments with our hands, and we feel those qualities on our bodies upon
wearing them [4, 5]. In the digital domain, however, the fashion experience is hands-
off. Consumers cannot apprehend tactile garment qualities online, actively sensing and
perceiving as they would in an offline retail setting [6].

On fashion e-commerce websites, the tactile properties of garments are suggested
with both still and moving images, sounds, and texts uploaded by brands and by cus-
tomers, should the review feature be available [7]. These cognitively congruent sensory
cues act as surrogates for touch sensations [8].
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F. F.-H. Nah and K. Siau (Eds.): HCII 2020, LNCS 12204, pp. 493–503, 2020.
https://doi.org/10.1007/978-3-030-50341-3_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50341-3_37&domain=pdf
http://orcid.org/0000-0002-0641-6950
http://orcid.org/0000-0001-5644-6501
https://doi.org/10.1007/978-3-030-50341-3_37


494 M. Ornati and L. Cantoni

The role and the importance of touch in the purchasing stage of the online customer
journey has been researched and its importance debated since the early days of Internet
retailing [9], but it is still an unresolved design and business issue [10, 11] with direct
implications for online fashion retail [12]. Advances in human-computer interaction
and mulsemedia systems leading to more engaging multisensory experiences [13–15]
may help address these concerns. Specifically, innovations in haptic technologies [16]
– defined as computational systems and applications aiming to artificially reproduce
the sense of touch [17, 18] – could introduce a hands-on dimension of active texture
exploration1 within the digital fashion experience [20].

Haptics-based systems include graspable, wereable, contactless, mid-air and surface
solutions which enable human-computer interaction by exploiting kinesthetics and/or
tactile modalities [21]. This study exploits developments in surface haptics and makes
use of an innovative haptics device, described in detail below.

1.2 Researching Surface Haptics for E-commerce: FashionTouch

Recent research into the significance of haptic information in apparel e-commerce [22–
25] has not involved the use of surface haptic technologies for active texture exploration.
The objective of the study was to address this gap with a pragmatic qualitative research
design focused on exploring and describing participants’ responses to the introduction
of dynamic haptic surface effects in the context of a simulated fashion e-commerce
interaction experience.

2 FashionTouch Research Design and Methodology

2.1 FashionTouch Design Using TanvasTouch®

The research was designed using TanvasTouch (www.tanvas.co) – an innovative sur-
face haptic device recently made available for academic research. The device requires
the interaction of both hardware and proprietary software and is safe for use in an
experimental setting. Two such devices were used for this research.

TanvasTouch enables precise fingertip tracking and simultaneous surface haptic ren-
dering. It can be programmed to accurately deliver real-time variable-intensity friction
and electrostatic haptic feedback within a specific area of the touchscreen. Thus, it is
possible to map specific textures and effects onto an image and to feel these effects with
a swipe of a finger on the touch-enabled surface.

Using TanvasTouch to deliver dynamic haptic surface effects in the context of a
simulated fashion e-commerce experience required the design of a mock fashion web-
site featuring real clothes. Five women’s and three men’s garments were purposefully
selected based on diverse material and surface characteristics. The garments were pho-
tographedon realmodels. Thefinal photoshoot selection includedfive different full-color
images of each item, plus a detailed image of the corresponding material, akin to the
zoom-in garment images available on most fashion websites.

1 Active texture exploration is defined as “the ability to infer information about object texture by
using one’s fingertips to scan a surface” [19].

http://www.tanvas.co
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A simple website was designed, which included a home page showcasing images of
the eight garments – as shown in Fig. 1 – each leading to a dedicated garment page.

Fig. 1. FashionTouch mock-website home page

The garment page featured descriptive text, one main image, and four thumbnails.
Clicking on the main garment image opened a zoom-in window with interactive haptic
effects, shown in Fig. 2. An alternative, effect-free window was also provided.

Fig. 2. The zoom-in interactive area on the FashionTouch application

To achieve the effects, intermediate working steps were required. Each zoom-in
imagewas refined and contrasting textures enhanced in black andwhite using Photoshop.
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The images were then uploaded to TanvasTouch’s proprietary software environment, and
surface texture characteristicsmatchedwith ad-hoc haptic feedback effects. The finished,
full-color mock website – entitled FashionTouch – was uploaded locally on two personal
computers and simultaneously displayed on paired TanvasTouch screens.

It is important to note that at this stage, the aim of the researchwas not to test the tech-
nology per se, nor the degree to which the TanvasTouch device enables faithful garment
texture replication to touch. The purpose is rather to use a surface haptic technology to
design a simulated online environment enriched with tactile feedback, thereby enabling
a discussion on the relevance of haptics in the fashion e-commerce context.

2.2 FashionTouch Methodology

The study adopts a qualitative methodological approach using focus groups to explore
and describe users’ responses to the introduction of dynamic haptic surface effects in
the context of a simulated fashion e-commerce experience. Focus groups are informal
discussions between participants on a topic decided a priori by the researcher. Focus
groups allow for exploring participants’ subjective experiences, attitudes, and opinions,
thereby generating data that is emic in nature [26]. As the intent of this research is
to gain knowledge on potential consumers’ perceptions of surface haptics in fashion
e-commerce, focus groups are considered a suitable method of inquiry.

To access multiple perspectives on a specific topic, qualitative research usually relies
on four to six focus groups [26]. This paper describes the findings from the first focus
group of the study, which was held (in English) at USI – Università della Svizzera
italiana, Switzerland, in December 2019. Additional focus groups have been planned in
collaboration with the University of Applied Sciences and Arts of Southern Switzerland
(SUPSI), Switzerland; ISEM Fashion Business School, Madrid, Spain; Université Paris
1 Panthéon-Sorbonne, France; and Reutlingen University, Germany. Upcoming studies
will be conducted by local researchers in the participants’ native language.

The recommended group size for a focus group varies between 6 and 12 participants,
with 8 participants considered ideal for moderation and analysis [27]. For this focus
group, eight volunteers were recruited from Master students. These students – ranging
between 22 to 27 year of age, all female except one – are a homogeneous group rep-
resentative of a segment of young, technology-savvy consumers attentive to innovation
[28] and fashion trends. They come from international backgrounds and are proficient in
the English language. Before the activity, each volunteer was informed about research
content and methodology and their informed consent was collected for the study. Prior
to the activity each volunteer also completed an anonymous questionnaire featuring a
“Need for Touch” (NFT) 12-item scale. The scale is “designed tomeasure individual dif-
ferences in preference for haptic (touch) information” along autotelic and instrumental
dimensions [29]. The questionnaire also included some questions concerning individual
offline and online shopping behavior.

The focus group was hosted on a weekday afternoon on the university campus, in
a dedicated space. Food and beverages were provided. Before the focus group, each
participant had the opportunity to individually interact with the touchscreen application
for about ten to fifteen minutes, freely navigating between images and exploring haptic
effects. After the interaction, and with the device set aside, each participant was asked to



FashionTouch in E-commerce: An Exploratory Study of Surface Haptic 497

quantitatively evaluate the influence individual effects may have had on the perception of
each corresponding garment. A researcher was in attendance during the entire activity.

The focus group lasted about an hour and a half. One of the researchers observed
the proceedings, whilst the other moderated, following a question protocol compiled a
priori. Although the focus group method emphasizes free participant exploration of a
given topic, the question protocol facilitates a semi-structured group discussion steered
in the direction of answering the research question [26, 27]. Thus, the discussion pro-
gressed from an exploration of participants’ relationship to fashion and clothing to the
elicitation of specific factors – including the availability of visual and textual information
– affecting participants’ self-declared attitudes and behaviors with regards to offline and
online fashion shopping. Finally, the discussion focused on volunteers’ perception of
the FashionTouch experience. During the last half hour of the focus group, the moder-
ator used the actual garments as prompts, thereby provoking a lively debate regarding
surface haptics renderings and corresponding originals. In closing, volunteers shared
their opinion on potential uses of surface haptic technology in the context of fashion
e-commerce.

During the discussion, participants were asked to jot their ideas down on a notepad
as well as to share them out loud. The entire proceedings were audio-recorded and
subsequently transcribed. The data was triangulated with participants’ handwritten notes
and the researcher’s own live observations. Individual and group-level data was analyzed
using a thematic analysis method, defined as the process of “identifying, analyzing and
reporting patterns in the data” [31]. The resulting document – a qualitative, low-inference
description [30] of emergent themes – was discussed and reviewed by both researchers.
The focus group’s findings are reported in the following section.

3 First FashionTouch Research Findings and Limitations

3.1 FashionTouch Focus Group: Emergent Themes

Several themes emerged from the analysis of the focus group discussion transcript, as
described below and in the participants’ own words wherever possible.

Growing up by Dressing Up: Fashioning the Creative Self. Focus group participants
describe their relationship with fashion and dress as intrinsically bound to their person-
ality and way of being. Fashion is “an inspiration and part of […] daily life,” as well as a
“creative outlet” for individual expression. Embodying fashion is a means to affect and
control “how I want to be or feel” because clothes “are actually part of my feelings, my
emotions.” During childhood, dress enables a measure of independence, from “going
around and deciding what to wear, what to buy” to making deliberate choices about “the
way you want to present [yourself]” whether in “loud and colorful” clothing chosen as
an act of rebellion, or princess-like “Disney movie” outfits with which to “walk around
the house.” Through dress, participants gradually discovered “new aspects” of their per-
sonality. As adults, getting dressed is both outward expression – how “to be seen for that
day” – and playful fantasy – “a costume party […] just in your head.” From childhood to
adulthood, dressing up is “something creative and fun.” Finally, focus group participants
perceive fashion as a form of art, a creative space where “a lot of things, new things [are]
happening.” Fashion is “innovation.”
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Investing vs. Wasting: Balancing the Fashion Act. Focus group participants describe
their approach to fashioning a personal look or style as an ongoing strategic activity,
which entails careful planning and financial discipline as well as creative vision. For one
participant, building a fashion closet is a deliberate, careful form of long-term investment
centered upon a coherent “style or look.” Spending more now “so that I know for sure
that I can wear [clothes] for the following 5 to 10 years” “is more of an investment than
a waste of money” because “after a few years you have a collection of a few very good
pieces and then you can use them more.” Buying into fashion trends is “a waste” if “I
just wear it one season and then I cannot wear it anymore,” regardless of the expenditure
– “if it was ten euros or 100.” Other participants lament having to make compromises
between “standing out” and owning “a valuable classic piece so that I have something to
wear at all” because of budgetary concerns (“it’s the price or the money that I am limited
in”). Looking for less expensive garments in second-hand stores is one way to creatively
balance the fashion act, to “find things that no one would wear now, and combine them
with basic things” in order to “explore” a very personal look or style.

The Shopping Experience: From Showrooming to Webrooming. Focus group par-
ticipantsmanage their journey between retail and e-commercewith pragmatic ease. They
reluctantly admit to being frequent shoppers, as confirmed by questionnaire responses
(Table 1).

Table 1. Participants’ shopping frequency based on questionnaire responses

Times shopped per year 1 to 5 5 to 10 10 to 20 20 or more

N. of participants
shopping in offline retail

0 4 2 2

N. of participants
shopping online

2 4 2 0

Participants also described both showrooming and webrooming behaviors. Show-
rooming is the consumer practice of trying out the products they want in a physical
store before buying them online. Webrooming is the opposite, i.e., researching products
online before buying them in a physical store [32]. As a group, they tend to privilege
showrooming – visiting physical venues to explore, try on and evaluate items, but shop-
ping for them online. They shop online when stores are not accessible, or if they cannot
find a product and/or size, knowing that “you can order two different sizes and send it
back and it’s all for free.” In fact, online shopping offers “more options at once” such
as greater product range, size availability, delivery options, and lower prices. However,
participants also describe webrooming: “sometimes I would […] browse online first,
[in] a specific store, to see if there is something interesting; and then I would go to the
store” (at times with the article number) “and look for exactly these items.” Shopping in
a physical store is a fun, social activity that affords instant gratification (“having it right
after paying for it”) but shopping online can also be a social activity (“we just send each
other messages”) and “way cheaper.” As mentioned before, for most participants “price
is the biggest factor” affecting the choice of where to buy.
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EvaluatingOnline Information: AQuestion of Trust. As a group, participants tend to
go online to look for “what is new” in fashion. Consistent with their strategic approach to
fashion buying, they all tend to check price and discounts, payment terms, shipping costs
and service options, such as free returns. However, as individuals, they differ in terms
of the kind of information they pay the most attention to. Some participants carefully
check product size and length (comparing it to model height) as well as sizing guides
(“I measure myself every centimeter and look at the size guide”); others don’t, “because
I know I can return it. So, I don’t check.” A few participants pay careful attention
to product composition and performance (“if you get sweaty, it stinks, so it’s better
to choose real cotton”) and product care instructions. Participants carefully examine
visuals to understand “how [a product] sits on the model,” but tend to consider images
limited if not misleading (“I know that it will look different on me”). One participant
is annoyed that she “always [has] to compromise and just trust” the visual and textual
information provided by the brand. Customer reviews are either considered helpful (“the
only thing I really trust”) or paid-for “fake[s].” Shopping online can be a disappointing
experience when “most of the things did not fit, the fabric was not how I expected […].”
Buying “things which don’t necessarily change” like cosmetics, basic shoes and fashion
accessories is less risky than buying fashion items such as clothing. Regardless of how
much information brands may provide, garments are “still something you need to feel
on your body.”

3.2 FashionTouch Focus Group: The Interaction Experience

The Interaction Experience. The focal part of the activity is discussed in the second
half of the focus group. Participants are first asked to recall and describe their interaction
with the technology. Several elements emerge:

Participants put the technology to the test. “And a thing that I did is to touch the other
part of the screen and then go back to the item to see the difference, to really perceive
the difference of the technology and of the other part of the screen.” “And then what I
figured is the vibrations only come upon the contrast, because most of the items were
black and grey, black and white, so only when there was the contrast of stitching, for
example, then you would feel the vibrations.” “I tried to touch with my entire hand but
then only one finger was identified.”

Participants compare the surface interaction experience with multidimensional garment
manipulation, such as handling and graspingmaterials, rubbing fabric between the thumb
and index fingers or several fingers, applying pressure to a garment and stretching it.
Participants recall “pushing towards something” which is not like “grabbing […] some-
thing between your hands – you cannot feel the thickness of the product.” Stroking the
surface with one finger “is not enough for touch. There must be something between two
fingers, between the thumb and […] the index finger.” “When I touch something, I want
to know how stretchy it is” or “to massage it. Grab it in my hand, squeeze it, take it out.”
Participants consider it unusual, even “weird,” to explore a garment just by stroking its
surface, as opposed to handling it: “I am not used to touching a thing like that.”
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Participants conflate garment information (visuals and text) and corresponding effects,
evaluating them contextually or in comparison to real-life experience: “I could not rec-
ognize the fabric from the knowledge that I have [about] how wool feels like.” “I think
we need to know all the different feelings, touchings [sic] to then make sense out of what
is what.” Certain interactions are judged more effective than others in triggering “some
sense of how the garment would feel like.” “When I touched – I think it was the sweater
for men – with the little bumps – [I] could actually […] get a sense of what it would
be like to touch it.” “You could actually really feel … the little jumps [in the men’s
corduroy pants].” “The white [stiching] lines, I could really feel them.” Opinions are
otherwise mixed: “the blouse was […] too hard for a [cotton] blouse,” says one partici-
pant, whereas another insists that “when you stroked over the little dots you could feel
the bumps, so there was a difference.” When prompted with the real items, participants
agree that three out of eight haptic feedback effects had a strong, even “over-amplified”
correlation with the real-life feel of corresponding garments: the ribbed corduroy pants,
the knit sweater and the jeans jacket with contrast stitching. Three items were judged as
having no correlation, and two items as being somewhere in between.

Participants have Mixed Opinions Regarding the FashionTouch Experience.
Several participants were “super excited to have a try” but then were “disappointed
because I didn’t know what to expect but then secretly in my head, I did expect some-
thing.” Others are disappointed with the artifact itself, which is “just a screen.” Some
participants recall feeling frustrated and confused by the experience, and distrustful
towards the technology because it is “not reliable to me, not true.” Although some
“would not use it because it’s so misleading” others think it may be “helpful for feel-
ing the structure” of a garment’s surface. One participant observes that the technology
cannot replicate “being in the store, touching something” because “to be fair” online
shopping is not like going to a shop – “it’s online shopping” and “not [a] substitute [for]
a shopping experience.”

Participants are Intrigued by the Technology. Overall, participants seem to share a
positive perspective on the technology’s innovative potential: “it’s a great idea” which
“can be improved to the point where it can be used widely” to “definitely” improve the
online experience. As such, it is perceived as a technology with commercial potential,
one which “could be developed” and that “a company can monetize on.”

3.3 Limitations of This First FashionTouch Study

Study findings point to some limitations in research design, which are also opportunities
for improvement and enrichment in the upcoming research steps. Firstly, focus group
volunteers came from diverse international backgrounds. Although English-language
proficiency is a requirement for Master studies, it is not the volunteers’ native language.
Thus, they may have had some difficulty in expressing certain concepts during the
discussion. Secondly, the fact that the moderator was a professor may have caused
participants to be reticent, at first, in expressing their opinions. Thirdly, the introduction
of garments prompted a lively exchange amongst participants. This focus group section
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is difficult to analyze because participants spoke excitedly and simultaneously with each
other. Video recording of this specific phase might have yielded more comprehensible
visual as well as verbal data and might be taken into consideration for upcoming focus
groups. Finally, in this study, results are derived almost exclusively from focus group
data. Upcoming studies will integrate results from the questionnaires, thereby providing
opportunities for triangulation.

4 FashionTouch Research Discussion and Conclusions

4.1 FashionTouch: Interpretation

Findings of the first FashionTouch study indicate focus group participants are interested
in the sensory enrichment which surface haptic technologies might bring to the fashion
e-commerce experience. They are savvy omnichannel shoppers, expressing a degree
of critical weariness with regards to product information found online. Therefore, the
finding is moderated by this specific customer segment’s perceived risk of experiencing
a disconnect – were the technology to be implemented in the future – between the digital
touch feedback experience and the actual garment feel.

4.2 Practical Implications, Originality and Value

This initial exploratory study sets the groundwork for upcoming research using surface
haptic technology in a fashion e-commerce context in collaboration with an international
network of partner universities. The second stage of the research will capitalize on the
current study’s learnings, and the research design will be improved as needed. The
study’s initial and future insights on innovations involving surface haptic technologies
in fashion digital communication will be shared to the benefit of the wider academic
community. On a local level, they will also serve as stimulus for discussion and learning
within the publicly funded, applied higher education communities, particularly in the
context of fashion design and sartorial schools.

During the first phase of the research both the local media [33] and the fashion
industry have expressed considerable interest in the practical implications of the research
on touch for fashion e-commerce, confirming the originality and value of the ongoing
study.

4.3 Conclusion

The FashionTouch research explores consumer perspectives on surface haptic technolo-
gies for fashion e-commerce by exploiting TanvasTouch, an innovative haptic technol-
ogy device. The technology is still in the development stage and not yet available for
widespread commercial use; when and if it will be available to consumers it might be
in a radically altered or modified form. Therefore, the FashionTouch study makes an
early-stage, original and – hopefully – a valuable contribution to the growing literature
on multisensory human-computer interaction [34] and specifically, on the sense of touch
in the digital fashion communication domain.
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Abstract. The following investigation presents the definitions of cultural her-
itage, cultural appropriation, corporate reputation to later evaluate how could Cul-
tural Appropriation infringement could be detrimental to a company’s corporate
reputation in the digital context. Two cases of cultural appropriation crisis in the
fashion industry are analyzed.On the one hand, the crisis faced byCarolinaHerrera
due to the similarities of the firm’s Resort 2020 collection and different cultural
elements from communities in Mexico, and on the other hand, the crisis faced
by Gucci with a blackface accusation in 2019. The paper leads us to conclude
that nowadays cultural appropriation in fashion can lead to a reputational crisis
because the different stakeholders of a company in the industry are evolving and
demanding from them to be more aware of controversial issues, among those,
the misrepresentation of a culture. Also, how digital communication arises new
questions for this kind of crisis. Evaluating two of the most recent cases of cultural
appropriation helps to shed light on the importance of these issues in the current
world.

Keywords: Cultural appropriation · Fashion · Digital · Reputation

1 Introduction

In recent years, the fashion industry has been questioned on numerous occasions for
issues regarding “cultural appropriation”. Although the phenomenon is not new, social
networks and online media have certainly fueled reactions of different communities
towards these controversies. Nowadays, it is possible to understand the scaling and
consequences of these cases in decisions such as those taken by theMexicanGovernment
in 2020 where, after condemning actions from brands like Carolina Herrera and Louis
Vuitton, it has approved the “General Law to Safeguarding the Elements of Culture and
Identity of the Peoples”, aimed at protecting the native culture from possible copies
incurred by fashion brands.

As these controversies demonstrate, the relationship between fashion and cultural
appropriation is quite complex. This complexity is given because fashion has, by
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definition, several characteristics that refer directly to the same concept of cultural
appropriation; to the meaning of appropriation and to that of culture.

On one hand, fashion is also part of the cultural phenomena, some even including it
in the field of the arts [1]. It is an expression of collective identities, and hence, it has
been understood as a manifestation of popular culture. Cultures’ history demonstrates
that fashion appears in stratified civilizations where social identity is an important factor
for exclusion. These socializing characteristics within fashion are clear with the con-
figuration of groups through the dress: communicative happenings such as The Black
Shirts in Italy, Blue in Spain or Gray in Cuba; of ethnic minorities; or, in a more con-
temporary way, the different “urban tribes”: the mods, the heavies or the goths. All of
them movements with a certain identity that fill the popular culture with content.

On the other hand, regarding appropriation, it is possible to find that the origin of it is
usually imitation and that, precisely fashion, at its foundations, is exactly that: emulation.
George Simmel explained in hisFashion Philosophy: “Fashion is the imitation of a given
example and satisfies the demand for social adaptation; it leads the individual upon the
road which all travel, it furnishes a general condition, which resolves the conduct of
every individual into a mere example. At the same time, it satisfies in no less degree
the need of differentiation, the tendency towards dissimilarity, the desire for change and
contrast” [2, pp. 67–68]. Thus, a phenomenon can be called fashion to the extent that it
is imitated and, therefore, copied by others.

But the issue with imitation is not limited to fashion as a sociological phenomenon.
Years after Simmel’s reflection, during the 50s, prêt-à-porter will be born as a way to
start manufacturing fashion at a large scale to reach the masses, while getting inspiration
and nurturing itself from the haute couture. Since then, the fashion system began to
be understood as a pyramid where the cusp, represented by the luxury sector, fed the
rest of the segments. By the end of the 20th century, the evolution of this model gave
space to the so-called low-cost fashion, where brands were inspired by or simply copied
other brands in the sector. As a consequence, nowadays is possible to find issues of
“intellectual property” along the industry, where the line between copying, appropriation
and inspiration is usually very thin [3].

Cultural appropriation, then, is part of this relevant debate in fashion, adding nuances
of great interest. These nuances, that can be found along this article, also respond to an
era of greater multicultural sensitivity and a capacity, through social networks and digital
media, to provide any individual with channels to voice that sensitivity. All of this leads
to question the phenomenon of cultural appropriation in fashion and its echo in the online
world, with the consequent impact for brands.

This article will seek to present the relationship between cultural appropriation and
fashion brands’ reputation in the digital context, based on the analysis of two cases
that emerged from digital landscapes and that have supposed a reputational crisis for
their respective firms. It is pertinent to mention that, since the academic bibliography
referencing this subject is still scarce, this research also includes non-academic texts in
which the authors’ points of view resulted interesting and relevant for the present paper.

After the analysis, some conclusions that place cultural appropriation and its link
with fashion are listed with the aim to help the fashion sector to better understand the
dimensions the issues of cultural appropriation in the digital environment have acquired.
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2 Theoretical Framework on Cultural Appropriation

Cultural appropriation is a complex discussion with many nuances. It has an historical,
legal, ethical, and ethnographic dimension. From the normative point of view, to define
cultural appropriation is necessary to know first the origins of the term. The phrase is
strongly related to that of cultural heritage, that first appeared in the terms of international
law in 1907. Later on, the United Nations Educational, Scientific and Cultural Organi-
zation (UNESCO) further developed it after World War II in the wake of protecting
cultural landmarks in the case of an armed conflict [4].

Nowadays, UNESCO keeps the definition developed in the 1972 Convention Con-
cerning the Protection of the World Cultural and Natural Heritage, that defines cultural
heritage as places on Earth that have an exceptional universal value because they are
an irreplaceable source of life an inspiration that belongs to humanity [5]. however, the
organization not only limits cultural heritage to monuments or objects, stating that lived
expressions that have been inherited throughout history and that will pass on to future
generations are also considered to be part of this heritage.

The two types of cultural heritage are further defined by the Intellectual Property
Issues in Cultural Heritage Project: The tangible cultural heritage are all those material
objects that belong to a culturewhile the intangible cultural heritage refers to expressions,
practices and knowledge of said culture. Some examples of the latter include languages,
designs, techniques, rituals, social manners, celebrations or performing arts that have
been trespassed through generations becoming symbol of the culture [6].

It is from the concept of cultural heritage that cultural appropriation originates. In its
most basic definition, cultural appropriation is “the act of taking or using things from a
culture that is not your own, especially without showing that you understand or respect
this culture” [7]. Although this definition is proper, there are deeper layers of meaning
as to what cultural appropriation is.

Vézina defines cultural appropriation as “the act by a member of a dominant culture
of taking a TCE [Tangible Common Equity] whose holders belong to a minority culture
and repurposing it in a different context, without the authorization, acknowledgement
and/or compensation of the TCE holder(s)” [8]. In this case, the element appropriated is a
tangible one. However, for purposes of this paper, this definition will also embrace intan-
gible cultural appropriation since is what is often appropriated in fashion (production
techniques, words, marketing messages).

Vézina’s definition introduces the roles of the dominant culture versus the minority
culture. This is particularly important since one of the main characteristics that will
define whether a cultural element is being appropriated or not will be the position of
the culture that is victim of the appropriation [9]. As she explains, the repurpose of this
element in a different context, without authorization nor compensation is also part of
the cultural appropriation scheme.

This answers the question as to why not everything is cultural appropriation. While
it is true that along the years humanity has exchanged cultural elements, Shand argues
that appropriation of cultural heritage could be traced back to the Enlightenment ages
where, due to the intellectual, political and economic dominance of Europe, all types
of tangible cultural heritage items were looted from the indigenous populations and
exchanged among colonials, regarding of the way they were obtained [10]. The deeper
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and sensitive meaning that cultural appropriation carries for those minorities whose
culture is being improperly used is evident after understanding the history of those
peoples.

Furthermore, cultural appropriation might not only be inappropriate because of the
reasons previously stated. There are also several cases that show how cultural appro-
priation can be detrimental to that community in economic terms. In Guatemala, for
example, a community of almost one million artisans are at risk because of the new
layout of the fashion industry: fast fashion can do a garment similar in looks to that of
an artisan, in a shorter period of time and at lower prices, jeopardizing the market share
of said artisans when selling goods to tourists [11].

To simplify this, the Intellectual Property Issues inCultural Heritage Project provides
the definition of what they call misappropriation. Similarly defined as cultural appropria-
tion, misappropriation can involve also a high economic harm when it “leads to profiting
from the use of a cultural expression that is vital to the wellbeing and livelihood of the
people who created it” [6].

2.1 International Legal Framework on Cultural Appropriation

In addressing the numerous implications associated with what is understood as ‘Cultural
Appropriation’, it is important to approach its legal definition and to understand if there
is a unanimous regulatory framework that could provide the academy with a better
understanding and application of the term.

The definition of Cultural Appropriation made by the Oxford Dictionary [12] is
developed under the scope of two main elements, ownership and creative or artistic
forms, themes, or practices. The above-mentioned elements, due to their nature, suggest
awide and complex legal framework related to intellectual property (IP). As jurisdictions
and legal systems worldwide may differ from one to another, and there is a lack of
uniformity in the enforcement of legal remedies when it comes to protect intangible
assets [13], the intellectual property landscape may fail to provide a common ground in
Cultural Appropriation.

Most of the steps that have been taken in order to establish a common ground on
the matter have been done in the legal courts [14] and by global institutions that have
tried to provide a shared but not legally binding definition. For the purpose of presenting
‘Cultural Appropriation’ in all of its dimensions, the following Table 1 presents a brief
summary on the main different legal approaches that have been made worldwide:

As shown on Table 1 most of the legal instruments that have been developed to
safeguard the property of intangible assets related to cultural representations are not
legally binding and do not have international enforceability. Additionally, most of the
actions taken on a legal level fail to provide a wider perspective on culturally related
issues such as oversimplification, racial or cultural misrepresentations, etc.

2.2 Cultural Appropriation in the Fashion Industry

‘Cultural Appropriation’ in the fashion industry is amore interesting issue as it canmani-
fest itself throughout multiple practices. As Ayres argues, the line between appropriation
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Table 1. Legal approaches on cultural appropriation

Legal instrument Definition Country/Institution Legally binding

Arts and Crafts Act. 1990 It is illegal to offer or display for
sale or sell; any art or craft product
in a manner that falsely suggests it
is Indian produced, an Indian
product, or the product of a
particular Indian tribe

USA Yes – at a federal level in
the USA territory

WIPO’s Intergovernmental
Committee on Intellectual
Property and Genetic
Resources, Traditional
Knowledge and Folklore. -
2000

Traditional cultural expressions
(TCEs), also called “expressions of
folklore”, may include music,
dance, art, designs, names, signs
and symbols, performances,
ceremonies, architectural forms,
handicrafts and narratives, or many
other artistic or cultural expressions
Their protection is related to the
promotion of creativity, enhanced
cultural diversity and the
preservation of cultural heritage

World Intellectual
Property

No. 66 countries have
developed their own legal
tools to protect TCEs with
IP laws

Cultural heritage
declaration. 2003

The intangible cultural heritage
means the “practices,
representations, expressions,
knowledge, skills – as well as the
instruments, objects, artefacts and
cultural spaces associated therewith
– that communities, groups and, in
some cases, individuals recognize as
part of their cultural heritage (…)”
States bound by the Convention
shall provide measures aimed at
ensuring the viability of the
intangible cultural heritage,
including protection of such
heritage

UNESCO Yes. For the countries that
have accepted or ratified the
Convention

Declaration on the Rights of
Indigenous Peoples
(UNDRIP). 2007

“Indigenous peoples have the right
to maintain, control, protect and
develop their cultural heritage,
traditional knowledge and
traditional cultural expressions, as
well as the manifestation of their
sciences, technologies and cultures
(…). They also have the right to
maintain, control, protect and
develop their intellectual property
over such cultural heritage,
traditional knowledge, and
traditional cultural expressions
(…) States shall take effective
measures to recognize and protect
the exercise of these rights”

United Nations No

and inspiration in the creativity process is hard to clarify. This is why she proposes a
definition of Cultural Appropriation as “an umbrella term that encapsulates different
degrees of borrowing, ranging from inspiration to the theft” [15].
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This is why the fashion industry has been the subject of many accusations regarding
cultural appropriation. According to Shao, the issue with fashion and the use of cul-
tural tangible or intangible symbols relies in the fact that, besides the offensive tone or
the economic consequences, appropriation in fashion can also lead to stereotyping or
oversimplification of a culture: when the appropriator takes an element from a different
culture than its own and uses it in a way that decreases the value and the meaning for
the person whose culture has been appropriated [16]. In a way, it could be said that the
element is commoditized.

Singh-Kurtz also raises the question as to when cultural appropriation in fashion is
considered as such. The topic is often subjective, and the confusion can present itself in
entire garments, accessories, particular elements, the naming, etc. [17]. Therefore, for
the purpose of better understanding of the present study, three main categories regarding
cultural appropriation are proposed:

• Appropriation in design: when cultural appropriation is infringed by adding or using
intangible or tangible cultural heritage elements of another culture to or for a specific
piece, garment, fabric, or complement.

• Appropriation in naming: when cultural appropriation is infringed by using an intangi-
ble cultural heritage spoken element of another culture to name a brand, line, collection
or garment.

• Appropriation in communications: when cultural appropriation is infringed by
using intangible or tangible cultural heritage elements of another culture in the
communicational strategy of a brand.

Appropriation in design is the most common case of cultural appropriation in fash-
ion. One of the many examples is the Louis Vuitton Men’s Spring 2012 collection that
featured fabrics with a typical Maasai square pattern [18]. Regarding cultural appropri-
ation in fashion and naming issues, Singh-Kurtz highlights a particular case where Kim
Kardashian faced backslash after naming her body shape wear line Kimono, a word used
to name a traditional Japanese garment [17]. An example for appropriation in communi-
cations is the Dior ‘Sauvage’ Parfum campaign that depicted a Native American dance.
Despite the company working with an indigenous advocacy group, the outrage was due
to an oversimplification of the Native American culture [19].

Furthermore, fashion, being a creative field, can take inspiration and examples from
many cultures, therefore is necessary that firms install certain protocols to address any
type of accusation of cultural appropriation that could affect the company in terms of
losing high profile partners or margins and profits [20].

The following Table 2 provides a sample of cases of cultural appropriation in the
fashion industry, the type of cultural issue and the area of infringement.

2.3 Fashion and Reputation in the Digital Context

In the context of digital media and social networks, anyone who feels attacked by a
cultural appropriation issue has amegaphone in the socialmedia to condemn. Companies
nowadays are exposed to unprecedented scrutiny through the Internet and a 24-hour news
television channels [21].
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As we have pointed out in previous works: “Another change in the digital era consists
of ‘consumer-to-consumer’ conversations, where users are empowered to express their
views, and this has created a ‘new equality in communication” [22].

This is why brands are, more than ever, exposed to reputation issues. Effects of the
consumer’s role as communicators could be positive or negative for brands’ reputation.

Table 2. Cases of cultural appropriation in the fashion industry

Year Brand Context Type of cultural issue Area of infringement

2002 Dior For the Christian Dior
spring 2003 Haute Couture
collection runway, the
models wore the
Geisha-inspired makeup
and Chinese tribal
costumes designed by John
Galliano

Cultural
Oversimplification

Communicational
(Styling)

2004 Dolce & Gabbana The Dolce & Gabbana
perfume Sicily was
advertised in a commercial
about a Sicilian funeral,
which presented an
overstated stereotype of the
Sicilian culture and their
association to mafias

Cultural
Oversimplification

Communicational

2007 Dior Spring Haute Couture
collection with Geisha
inspired makeup to express
inspiration from the
Japanese culture

Cultural
Oversimplification

Communicational
(Styling)

2010 Victoria’s Secret “Wild Things” named
fashion show, inspired by
tribal motifs

Cultural Appropriation Design

2012 Victoria’s Secret Karlie Kloss and
Native-American
Headdress

Cultural Appropriation Communicational
(Styling)

2012 Urban Outfitters Repeated use of the term
“Navajo” for marketing

Cultural Appropriation Communicational
(Naming)

2012 Louis Vuitton Men’s Kanga Collection
featuring fabric with
typical Maasai print

Cultural Appropriation Design

2015 DSquared DSquaw collection,
drawing elements from
indigenous Canadian tribal
motifs and use of offensive
term to name the collection

Cultural
Appropriation/Cultural
Offense

Design/Communicational

2015 KTZ Shawan Towelling
Sweatshirt design copied
without authorization

Cultural Appropriation Design

(continued)



Cultural Appropriation in the Digital Context 511

Table 2. (continued)

Year Brand Context Type of cultural issue Area of infringement

2016 Moncler In the collaboration made
with art collective Friends
With You, the Brand
included jackets and bags
baring images resembling
the blackface figures seen
in minstrel shows

Cultural Offense Design

2017 Port 1961 Pieces from the clothing
line’s Spring 2018
collection had the quote
“Every Color Matters” as
an ode to the notorious
“Black Lives Matter”
movement that began in
2012 in response to the
killing of Trayvon Martin.
The brand was accused of
exploiting the black culture
for profit and trivializing
the movement

Cultural Offense Design

2018 Dior Appropriation of
traditional Bihor clothing
from Romania in their
couture collection

Cultural Appropriation Design

2018 Dior Featuring Jennifer
Lawrence in the campaign
of their cruise collection,
inspired by Mexican
Escaramuzas

Cultural Appropriation Communication

2018 Gucci Sikh turban featured in
Autumn/Winter 2018

Cultural Appropriation Design

2018 Prada Luxury Italian fashion
house Prada shut down a
New York City storefront
and pulled a keychain from
its stock after the accessory
part of their Pradamalia
collection went viral for
resembling blackface
imagery

Cultural Offense Design

2019 Versace
Coach
Givenchy

The luxury brands
launched T-shirts deemed
to undermine China’s “One
China” policy, including
Hong Kong and Taiwan as
separate countries

Cultural Offense Design

(continued)
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Table 2. (continued)

Year Brand Context Type of cultural issue Area of infringement

2019 Carolina Herrera Plagiarizing and culturally
appropriating designs from
indigenous Mexican
communities

Cultural Appropriation Design

Positive as segmentation, direct communication from brands to consumers, engagement
and loyalty can be reinforced. Negative, as crisis can arise “with just a small amount
of information. It is crucial for companies and organizations to understand the role of
processing information and continuing interactivity in times of crisis” [22].

With the social media, companies are facing more communication crises than ever.
This is why Aula suggests that four strategies exist in regards of protocols companies
should follow with social media: absence, presence, attendance and omnipresence [23].
The first three suppose from no participation whatsoever, to an active listening but no
interaction to a complete participation. Omnipresence, however, is the most recom-
mended for positive outcomes while managing online reputation because it suggests a
dialogical interaction with the stakeholders [24].

Many years ago, traditional crises where characterized by different parameters, com-
pared to those characterizing today’s reputational issues.With the zenith of social media,
those parameters have drastically changed through increased pace, scope and impact
[25], meaning they become viral more quickly. Berger and Milkman state that anger
is the most common and viral emotion online [26], Ott and Theunissen suggest its
permanence is due to a “long tail”-like effect [24].

This kind of reputational crisis takes brands to consider the impact of reputation
just as powerful as its financial one, in the sense that reputation generates economic
benefits for the firm.To support this observation, according toBrown andPerry “financial
performance counts only for 38% to 59% of the unexplained variance of reputation” [27]
where “reputation could represent an intangible asset” [28].

The definition of reputation has been interpreted in many ways, considering the
context and situation. Benjamin Franklin once said, “It takes many good deeds to build
reputation, and only one bad one to lose”. As Mr. Franklin said, reputation is a matter
of being subtle on what actions are taken.

More than two decades ago, Fombrun &Van Riel took the task of developing a com-
mon definition for corporate reputation due to the inconsistencies found on the subject
among the different disciplines. For an integrative view of corporate reputation, they took
the following definition: a collective representation of a firm’s past actions and results
that describes the firm’s ability to deliver valued outcomes to multiple stakeholders. It
gauges a firm’s relative standing both internally with employees and externally with its
stakeholders, in both its competitive and institutional environments [29, 30].

In fashion, reputation is a business, an asset as long as it is good. This means that
brands that have favorable reputation have more loyal customers that are more dedicated
and that buy a broader range of products [31].
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Barnett, Jermier & Lafferty gave an updated view on Fombrun & Van Riel’s take,
stating that corporate reputation is the “observers’ collective judgments of a corporation
based in assessments of the financial, social and environmental impacts attributed to the
corporation over time” [32, p. 34].

According to these definitions, corporate reputation has three main characteristics:
it is built over time, it is based on the judgment of stakeholders and is usually evaluated
in terms of how the company performs on different environments, both competitive and
institutional ones.

3 Comparative Study of Two Fashion Cases Related to Different
Dimensions of ‘Cultural Appropriation’

As proposed throughout the paper, the relationship between fashion and culture has
many dimensions. The following comparative study provides examples of the types of
dialogues companies can engage with communities that carry historical and ancestral
traditions. These cases will provide the bases to understand that ‘Cultural Appropriation’
in the fashion industry can go beyond the appropriation of tangible or intangible assets
and that it can lead to having an offensive tone or to the stereotyping or oversimplification
of a culture.

The two following caseswill be assessed from threemain perspectives: the context of
the crisis, the corporate brand1, the media impact and the crisis management. The above-
mentioned perspectives will provide us with the main lengths of Cultural Appropriation
in a digital context.

3.1 Carolina Herrera and the Appropriation of Traditional Mexican Patterns

Crisis’ Context
In June6th, 2019, the fashionbrandCarolinaHerrera presented the lookbookof itsResort
2020 collection under the creative direction of Wes Gordon, who had been appointed
for the role almost a year before. Behind the inspirations for said collections were the
founder of the brand’s own life, that had Venezuelan origins that later translated to New
York’s Upper East Side lifestyle. The resulting collection, then, was the perfect mix
between the color and patterns of Latin America with the occasion dresses the clients of
the brand required [33]. Some show notes mentioned the sunrises in Tulum, the dances
of Buenos Aires or the colors of Cartagena as the sources of the color palettes used [34].

However, four days after the presentation of the collection, on June 10th, 2019, the
Cultural Minister of Mexico, Alejandra Frausto, sent a letter to Carolina Herrera, the
designer herself, and to Wes Gordon, asking them to publicly explain the arguments
behind the use of elements whose origin recedes in local Mexican communities of
Tenango de Doria (in Hidalgo), Tehuantepec (in Oaxaca) and Saltillo (Coahuila) [35].

According to Friedman, there were some social media comments reflecting a back-
lash against the brand. Towards the Venezuelan designer specifically on Twitter and

1 As stated by Ind, N (1997), the corporate brand can be also defined as the “sum of values that
represent the organization”.
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against Gordon, mostly on the Instagram post of the collection on his personal page.
These comments featured several claims regarding the theft from Mexican culture [34].
Another factor for the maximization of the crisis was the publication of an Instagram
post about the subject from popular account @Diet_prada, alleging that Carolina Her-
rera was not the first brand to borrow typical Mexican original designs to use in their
garments [36].

It is important to stress that in noway the fashion house collaborated along the design,
production or communications process with any individual from any of the communities
they got their inspiration from.

Corporate Brand
See Table 3.

Table 3. Carolina herrera’s corporate brand

Price High priced products

Quality High quality confection

Design Classic, sober and clean-like style

Category Luxury. Ready to wear. Fragrance division

Brand’s attributes Femininity. Elegance. Lifestyle. Cosmopolitanism. Timelessness.
Sophistication

Relationship with the customers Acquaintance-like, aspirational, informative

Communication Direct, savvy, sophisticated, behind the scenes

Sales channels Directly operated stores
E-commerce
Wholesale

Age of target consumer Regarding their communicational target, the last five years show
an implementation of a strong social media influencers-based
strategy (both macro and micro influencers) to appeal to
millennial audiences

Corporate brand storytelling In the company section of the brand’s webpage, a phrase by
Carolina Herrera herself states: “I have a responsibility to the
woman of today — to make her feel confident, modern and above
all else beautiful” [xx]. The brand still has a strong relation to its
founder, her vision and values for her namesake company
The story it tells through images, campaigns and communications
is a highly aspirational and luxurious one. The appeal of the brand
also relies on the characteristics of the lifestyle it transmits. It is
classic and clean, but it also looks to highlight a sensual part of the
Carolina Herrera woman
While having a varied portfolio that includes clothes, fragrances,
glasses and jewelry, the brand has a coherent message it sends
through the channels of the different categories
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Crisis Management
The crisis had high impact along the major news and media outlets, such as The BBC,
The Guardian, ABC News, NBC News, CNN International, The New York Times, AP
News, Reuters, as well as fashion-focused media platforms like The Business of Fashion,
The Cut, The Fashion Law, among others, that published the news across their channels.

In response to the crisis, creative director Wes Gordon stated that the collection was
meant as a tribute toMexico, rather than the intentionof stealing from its culture. Later on,
in an interview forVogueMagazine, the designer reminisced about the controversial issue
alleging that while the collection was designed with the best of intentions, sometimes
intent does not matter. Furthermore, the designer recognized that he had learned a lot
from that process and that “…the moral of the story is that we live in a very different
world right now, and we have to respect and understand [other cultures]. That old model
of taking an inspiration trip and finding things as you go is very difficult to do in 2019”
[37]. On the side of the Mexican government, a law to protect this cultural heritage from
being plagiarized is being resolved [38].

3.2 Gucci and the Balaclava Knit Jumper: Cultural Unawareness of a Racially
Charged Design

Crisis’ Context
On February 2019, Gucci went viral on Twitter when users of the social network brought
attention to a Balaclava Knit Jumper part of Gucci’s fall-winter 2018 ready-to-wear
collection for resembling blackface imagery [39]. The product lasted onGucci’s physical
and online stores for approximately one year without raising any controversy.

Blackface dates to the Nineteenth-century and started originally in the United States.
It started as a form of theatrical make-up used by non-black performers to provide
a caricaturist representation of black individuals. The practice gained popularity even
extending across the globe toBritain. In both theUnitedStates andBritain,Blackfacewas
most commonly used in the minstrel performance tradition [40]. Early white performers
in blackface used burnt cork or shoe polish to blacken their skin and exaggerate their
lips, often wearing woolly wigs, gloves, tailcoats, or ragged clothes to complete the
transformation. The personification in a caricaturist way of black individuals spread
stereotypes of racist images, attitudes and perceptions worldwide.

Given the history of slavery in theUnitedStates and the social and politicalmovement
of reinforcement of civil rights [41] that took place during the 21st century, Blackface
became a symbol of the misrepresentation of the African-American community in enter-
tainment and a symbol of cultural offense that shaped the perceptions and prejudices
about black people in the United States [42].
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Corporate Brand
See Table 4.

Table 4. Gucci’s corporate brand

Price High priced products

Quality High-quality craftsmanship

Design Innovative and bold design

Category Luxury

Brand’s attributes Italian heritage. Romantic. Innovative. Progressive. Modern.
Prestige. Empowered [43]

Relationship with the customers Highly personal. High engagement with customers

Communication Strong direct communication

Sales channels Directly operated stores
E-commerce
Wholesale

Age of target consumer 62% of Gucci’s eight billion in sales in 2018 came from
consumers who were 35 and under (Millennials), and the
brand’s fastest-growing segment is consumers 24 and under
(Generation Z) [44]

Corporate brand storytelling Gucci Equilibrium:
Equilibrium is Gucci’s initiative aimed to “bring positive
change in order to secure a collective future”
Gucci defines itself as a brand committed in social and
environmental change. Gucci’s commitment focuses on three
pillars:
- Environmental
- People: Gucci claims to encourage diversity, gender
equality and active citizenship
- New Models: Gucci claims that their efforts are focused on
a step-change in both mindset and approach. They claim to
“constantly imagine and re-imagine what it means to make a
meaningful impact”

Crisis Management
The first tweet related to accusations of racism against Gucci was published on February
6th, 2019. Even though the Twitter user did not identify herself as a Gucci costumer, it
caused reactions of Gucci adepts all over that social network. The tweet has as of this
date, up to 7.6 thousand responds and 17.1 thousand likes.

External media was very much involved in the crisis. Local and international news-
papers as well as Tv channels and other relevant media later replicated the news of
Gucci’s scandal.

The actions that Gucci took following the beginning of the crisis can be summed up,
as follows:
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Just one day after the allegations of racism began, on February 7th, 2019, Gucci
issued on Twitter (the social network where the crisis began) a public apology stating:

“Gucci deeply apologizes for the offense caused by the wool balaclava jumper. (…)
We consider diversity to be a fundamental value to be fully upheld, respected, and at
the forefront of every decision we make. We are fully committed to increasing diversity
throughout our organization and turning this incident into a powerful learning moment
for the Gucci team and beyond.” [45].

On that same day, Gucci confirmed that the item had been immediately removed
from their online and physical stores. That same week, Creative Director of the brand,
Alessadro Michele, sent a letter to Gucci’s 18.000 employees from his personal email.
The letter explained that the Balaclava jumper was a “tribute to Leigh Bowery, to his
camouflage art, to his ability to challenge the bourgeois conventions and conformism, to
his eccentricity as a performer, to his extraordinary vocation to masquerade meant as a
hymn to freedom”.He also expressed howsorry hewas for evoking a racist imaginary and
added “But I am aware that sometimes our actions can end up with causing unintentional
effects. It is therefore necessary taking full accountability for these effects”. Michele
said that through his work he wanted “to give citizenship’s right to the traditionally
marginalized, to those who felt unrepresented, to those that history silenced or made
believe they were worthless. My aim, in which personal and political are intimately
interwoven, has always been to turn the pain into a chant.”

Oneweek later, on February 12, 2019, Gucci’s CEOMarco Bizzari gave an interview
to the newspaper WWD. On such interview, Bizzari attributed the mistake to cultural
unawareness. He also admitted “The lack of knowledge of diversity and the consequent
understanding are not at the level we expected, despite all the efforts we did inside the
company in the last four years”. Marco Bizzari also stated: “(…) our company, being a
global company, is amirror of society. The need for greater awareness and understanding
is everywhere. The risk we could face is that anyone would not take this matter as serious
as it is. We need to educate ourselves to make sure this does not happen again”.

As informed by the Washing Post, on March 2019, Gucci announced plans for
scholarships in partnershipwith schools across the globe, fromAccra, Ghana, andLagos,
Nigeria, to Mexico City and New York [46]. The company set aside $5 million to invest
in community programs in 10 North American cities, including Atlanta, Detroit, New
York, Toronto and Washington. The initiatives add up to the formal policy that allows
employees to spend company time volunteering in their communities. Gucci is also
hiring a global director for diversity and inclusion, and it has formed an advisory council
that includes model Naomi Campbell, racial justice activists, academics and a sprinkling
of celebrities [47].

4 Conclusion

The comparative study of the above-mentioned cases aswell as the theoretical framework
presented throughout this paper, provide us with the twomain aspects to identify in cases
of Cultural Appropriation, (i) the offensive behavior, language, images or representation
of a culture or community, which can include the oversimplification ormisrepresentation
of such culture and; (ii) the economic exploitation of traditional cultural expressions
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without giving proper recognition to the community. The former ultimately contributes
to the perpetuation of historic patterns of oppression of cultures greatly affected by
colonization and prevalent white western domination.

As complex as it is, the lack of legal tools that address all the dimensions of Cul-
tural Appropriation becomes the base to a thin line between the creative world and the
economical exploitation of cultural traditions. This compass of Cultural Appropriation
is extremely important for the fashion industry, as the inspiration and nourishment from
different cultures and realities in the creation process of the fashion houses is the key of
an ever-evolving fashion industry.

Adding up to an already complex dynamic, the digital context and a globalized
audience with new stakeholders and new conversations between brands and consumers,
reputation crisis derived fromCultural Appropriation require amore detailed perspective
and attention from fashion companies. In the digital world, Cultural Appropriation goes
beyond an intrinsic relationship between the fashion brand and the affected community
but rather, involves a demanding audience that expects from the brands faster call to
actions and answers that please everybody.

Is it enough to implement diversity within the management structure of fashion
companies or should companies go further to prevent a crisis? Unfortunately, there is
no clear path when approaching the fashion creation process inspired from a cultural
tradition, because with the fast paced evolution of the world, what is not seen as an
offensive behavior today can be offensive tomorrow.

What seem clear now is that with the increase of social media, a more direct and
transparent dialogue between fashion companies and consumers is fundamental. Fashion
companies should keep a dynamic focus aligned with the corporate values and the
company’s strategy in order to understand the cultural dynamics engaged with a more
globalized audience.
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Abstract. This paper analyzes how consumers are interacting with brands in the
new digital context. The question research is if there is any homogenization of user
behaviorwhen dealingwith brands in the e-commerce or not. The paper studyDig-
ital User Behavior in Fashion e-commerce, for this purpose, user behavior of Fast
Fashion (FF) and Luxury-Premium (LP) e-commerce webpages are investigated.
Therefore, a group of 20 fashion brands was selected: 10 of these brands belonged
to the FF category and the other 10 to the LP category. User digital behavior is
analyzed using six Key Digital Behavior Variables (KDBV), all performative vari-
ables that represent how consumers interact with brands through their web pages,
based on web user session analysis. Studying digital user behavior enables us to
get to know fashion brand consumers and users better. As we have observed, there
are increasingly few differences between the behavior of FF web site users and
LP web site users.

Keywords: Digital user behavior · Fashion E-commerce · Business model · Fast
fashion · Luxury Premium

1 Introduction

With the advent of digitalization, fashion is facing one of its biggest challenges as
an industry. This has not only affected the organization of companies, relations with
suppliers and the design process, but, above all, it has transformed the relationship with
consumers, who now have an additional channel with which to gain access to fashion
products: e-commerce.

In the same manner in which fashion has traditionally made contact with consumers
through points of sale on highstreets and at shopping centers, e-commerce now provides
a new platform, a form of access that constitutes the biggest point of sale that any
brand can imagine. That is to say, through e-commerce fashion brands can achieve their
ultimate potential in terms of customers.

Online commerce is a new fashion retail channel thatmakes new approaches possible
when it comes to the relationship with consumers. In this respect, in order to enhance
user experience, it is still important to develop mechanisms that simplify the purchasing
and product returns process, whilst integrating social media into e-commerce in order
to create a sense of expectation or new needs regarding new products, moving towards
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a more personalized shopping experience, etc. The idea has also become established
that purchases should not only be designed for the computer screen, but for any mobile
device that facilitates access. In short, this new channel for fashion companies requires
a better understanding of consumer expectations: “Only by comprehending the factors
that influence users’ decision to buy fashion online will companies be able to satisfy
their needs. This information will help decision-making for marketing, communication,
and sales strategies, tailoring appropriate solutions for this sales channel” [1].

When we talk about consumer behavior in the field of fashion we cannot really
establish any general conclusions, because the spectrum of brands is extremely extensive
and, given that a luxury brand’s point of sale is not the sameas that of amassmarket brand,
then their e-commerce approaches will probably not be the same either. Understanding
these differences is key when it comes to creating an effective brand strategy.

From an academic point of view, user behavior within a digital context is analyzed
from a range of different perspectives [2–4]. It is true that numerous pieces of work have
focused on the psychological and sociological dimensions of the online user, but there
are very few studies based on big data that offer a data analysis of interest to fashion
brands.

This paper seeks to address this failing and analyses how consumers are interacting
with brands in the new digital context. In this respect, our paper seeks shed some light on
this behavior and explore whether there are any differences amongst brands depending
on their positioning and business model. To this end, we have researched user behavior
in the case of fast fashion and luxury e-commerce web pages.

2 Literature Review

Fashion Business Models in an Online Context
Globalization and the emergence of new technologies have changed the way in which
companies create value, modifying ways of competing on the market [5–8]. The field
of fashion is not unaffected by this transformation, and business models within this
industry have witnessed far-reaching changes in terms of relationships with suppliers
and consumers.

In classifying fashion business models, understanding this concept as “(…) the
rationale of how an organization creates, delivers, and captures value” [9], the cre-
ation of value has been segmented into models that range from luxury fashion to
low-cost fashion. The fashion sector can be represented as a pyramid, ranging from
a high-end/high-margin/low-volume tip to a low-end/low-margin/high-volume base
(Fig. 1).

Nevertheless, this pyramid structure is highly qualifiable, because the frontiers
between the different segments have progressively changed and new distinctions have
emerged. For example, Kapferer and Bastien [10] point out how, in recent years, the
concept of luxury has thrown up different variants such as new luxury, mass luxury,
masstige, opuluxe and hyper-luxury, demonstrating that the luxury segment is not static
and also undergoes variations to the extent that mass consumers may also have access to
luxury goods. This change in the concept is due to the fact that “the ‘luxury sector’ is a
macroeconomic entity comprised of heterogeneous companies and products, only a few
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Fig. 1. Fashion sector pyramid. Source: author’s own elaboration

of which follow a luxury strategy” [11]. Whatever the case may be, the very concept of
luxury is somewhat hazy and “there is no scholarly consensus regarding the definition of
luxury to date, but the complex nature of luxury has been discussed widely by scholars
of different disciplinary origins” [12].

A recently published book explains that “luxury has existed since humans showed
signs of life” and “has been reflected on for more than twenty-five centuries, from Plato
to Epicure, from Luther to Mandeville and Veblen, as mentioned by Lipovestky” [13].

Scarce supply and, therefore, exclusiveness, as well as conspicuous consumption
rather than consumption based on need, would appear to be characteristics typical of
luxury. Being scarce and superfluous, however, luxury is linkedwith the human ambition
to bemore and havemore, becoming something that forms an intrinsic and characteristic
part of Man [13]. To some extent, luxury is associated with services and goods that must
have a strong human content, which means that (a) to qualify as luxury, the object or
part of it must be handmade, a service rendered by a human to another human; and (b)
exclusive services are a sine qua non part of luxury management [10].

In anonline context, the luxury segment took some time to contemplate the possibility
that e-commerce might be an appropriate channel for this segment [14]. Nevertheless,
and although the growth of online luxury creates transformation and risks, such as
loss of exclusivity, many researchers emphasize the opportunities presented by online
business development, such as the increasing purchase of luxury products by consumers
in emerging and developing markets [11, 15, 16].

Nowadays, luxury brands have a massive presence on theWorldWideWeb. Accord-
ing to the latest Bain Report 2018 “Online luxury shopping continued to accelerate in
2018, growing 22% to nearly e27 billion; it now represents 10% of all luxury sales.
The Americas market made up 44% of online sales, but Asia is emerging as a new
growth engine for luxury online, slightly ahead of Europe. Accessories remained the
top category sold online, ahead of apparel. The beauty and hard luxury (jewelry and
watches) categories were both on the rise. The biggest online channels for luxury sales
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were e-tailers, brands’ own websites and retailers’ websites”. Luxury, even in the digital
environment, has to preserve its characteristic features of exclusivity, quality, customer-
oriented service and great storytelling. Part of the luxury experience is brand value, and
this should be translated to the digital sphere. That is why luxury consumers expect, at
the very least, the same quality with regard to online content as off-line content.

At the opposite end of the pyramid, fast fashion has been defined as the “formulas
adopted by firms that do not create a product planned on a seasonal basis, but instead
reduce the time gap between designing the product and the time of consumption; this
reduction is achieved either by putting togethermore frequent selections or by continuous
redesigning and constant new production” [17]. In this case, manufacturing and the
supply chain assume a critical role. Globalization enables brands to outsource production
through international networks.

Guercini points out that this makes it possible to produce fashion with much shorter
time gaps. Fast fashion brands are able to introduce small collections of items eachweek,
leaving behind the old planning of collections for Autumn/Winter and Spring/Summer.
This also increases the opportunities that customers have to purchase fashion throughout
the year, thusmodifying fashion consumer habits. Fast fashion is also definedbySheridan
et al. as “the strategies that retailers adopt in order to reflect current and emerging trends
quickly and effectively in current merchandise assortments” [18]. However, this strategy
is becoming increasingly prevalent in other fashion business models, even in premium
models.

As Runfola and Guercini [19] have emphasized, nowadays the development of fast
fashion companies is characterized by five trends: (1) innovation regarding relationships
between industry and distribution in the textile and clothing pipeline is crucial; (2) the
fashion industry has been undergoing a major shift in terms of manufacturing at a global
level [20, 21]; (3) close communication and coordination between players within the
textile and clothing pipeline have come to substitute product inventory when it comes to
adapting to consumer trends [22]; (4) recentmarket trends towards increasing the number
of seasonal collections (from two to four, or even six) have been quickly followed by a
veritable explosion of collections from fast fashion businesses, even as far as the creation
of weekly collections [18, 23]; (5) international expansion towards the foreign markets
is considered a valuable option when it comes to sustaining business growth [24, 25].

Technology in the realm of fast fashion is allowing companies to shorten the man-
ufacturing set-up that involves all company activities [26]. Thus, “since the birth of
e-commerce, businesses have been able to make use of the Internet in reducing costs
associated with purchasing, managing supplier relationships, streamlining logistics and
inventory, and developing strategic advantage and successful implementation of business
re-engineering” [27]. For example, Inditex has physical stores in 96 markets, but online
sales in 202 markets, according to the company’s Annual Report. In 2018, online sales
have grown 3,200 million euros, representing a 27% growth in the last year, online sales
represent 14% of sales in markets where Inditex has an integrated commercial presence
(Inditex Report 2018). However, price and product differentiation are subject to a highly
competitive context, where “purchasing online involves lower opportunity costs relative
to offline shopping because price comparison between several online malls can be real-
ized within a second. This aggravates price competition and leads to squeezed profits
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in the market” [27]. Now, companies are facing a price war in which Black Fridays,
sales and promotions make the consumer more strategic in terms of their shopping [28].
Due to this price competition, consumers also present a lower degree of brand loyalty.
In this sense, FF consumers are used to frequent product rotation, constant marketing
campaigns and promotions to liberate stock.

Digital User Behavior
Multiple studies have focused on the use of the Internet [29, 30]. These studies have
analyzed the abilities of users, their autonomy, their goals and their skills, amongst
other factors. However, fewer studies have analyzed the behavior of users on web pages
themselves, which is why analyses of this kind are almost non-existent in the academic
literature relating to the fashion industry.

Analyses of the digital behavior of users have been carried out based on different
perspectives. There are studies that analyze behavioral differences according to gender
(male and female) [31] and differences between younger users and adults [29]. Others
analyze the reasons that lead a user to return to a web page [32], the user’s intention to
visit a web site [32, 33] and the personal information that is disclosed through the users’
digital footprint [34].

Studies that analyze the digital behavior of users on a web site can be based on
different research methods, such as, for example, observation, interviews and Big Data.
Asenjo [35] offers an in-depth studyofwebuser behavior, and, in his research, he explains
that one way of analyzing the behavior of users is via Big Data. Digital behavior can be
described by three kinds of data: web structure, web content and the web user session.
The first is directly linked to the structure of the web site, its connections and its surfing
possibilities. The second relates to the information available, semantics, texts, videos and
applications [35]. Finally, the web user session describes the click stream that each web
user performs during his visit to the web site, represented by the browsing trajectories
that are categorized as a session: visits, pages, time [35, 36]. This paper shall focus on
this latter set of data, which make up the way of interacting with the user.

Within the fashion industry, academic research into the digital behavior of users
on web pages is almost non-existent. An early study that takes into account digital user
behavior when applied to the industry focuses on the behavioral differences of users from
different countries [37]. Conversely, we can find a number of academic studies relating
to behavior in the social media, or professional reports that analyze web behavior and
have been carried out by consultants or observatories such as Brandwatch, L2 Think
Tank-Gartner and Digital Fashion Brands.

3 Hypothesis and Methodology

Focusing on the differences between Luxury/Premium (LP) and Fast Fashion (FF) busi-
ness models, this paper seeks to explore whether there are significant differences in
consumer behavior when considering segments of brands in an online context. There is
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no specific literature on this matter and it could be said that fashion brands are embrac-
ing e-commerce without considering its ramifications. Therefore, the results could offer
practical implications for brands. The hypotheses formulated are as follows:

H1.Different user behavior exists between the users of different fashion businessmodels:
FF and LP users
H2. Homogeneous behavior exists between FF brand consumers, on the one hand, and
LP users, on the other
H3. FF brands receive more visits than LP brands as there is a greater degree of product
turnover in the case of the former, and LP brands are perceived as being more exclusive
H4. The mobile phone is the digital channel preferred by FF users, given that potential
consumers are younger than LP consumers
H5. A higher bounce rate for FF users is expected, given that numerous marketing
campaigns associated with sales are carried out by FF brands
H6. LP visitors enjoy higher levels of quality during their web visits, given that higher-
quality content is expected compared to FF users.

We started by observing the online behavior of brands, and we selected those that
witnessed the highest number of visits to their website during the period April 2019 to
September 2019 (six months). Then, within both categories (FF and LP), we selected the
10 brands that had the highest number of visits to their web site (e-commerce) during
those six months, based on a data base of more than 300 fashion companies belonging
to the observatory, digitalfashionbrands.com.

Therefore, a group of 20 fashion brands was selected: 10 of these brands belonged
to the FF category and the other 10 to the LP category. The brand sample for this study
includes the following brands, classified as FF or LP. All of these pages are e-commerce
channels belonging to the brands themselves (Table 1).

All the data were collected through Similarwebplatform. SimilarWeb1 is an infor-
mation technology company that provides services in market intelligence, web analytics
and data meaning and business intelligence for international corporations. This company
provides estimated data, not absolute data.

User digital behavior [38] is analyzed using six Key Digital Behavior Variables
(KDBV), all performative variables that represent how consumers interact with brands
through their web pages, based on web user session analysis [35].

– Total visits: a visit consists of one individual visitor who arrives at your web site and
proceeds to browse. A visit counts all visitors, no matter how many times the same
visitor may have visited the site.

– Desktop traffic share: percentage of visits to the web site from a computer.
– Mobile traffic share: percentage of visits to the web site from a mobile or tablet.

1 SimilarWeb provides data and insights to help businesses make better decisions, identify new
opportunities and spot the latest Internet and mobile trends. This information is essential when it
comes to reacting to the Internet’s ever-changing environment, building high-reward and low-risk
campaigns, and understanding the competitive world in which companies operate. For further
information regarding similar web visits: https://www.similarweb.com/downloads/our-data-met
hodology.pdf.

http://digitalfashionbrands.com
https://www.similarweb.com/downloads/our-data-methodology.pdf
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Table 1. Brands sample

Fast fashion Luxury/Premium

1. H&M 1. Louis Vuitton

2. Zara 2. Gucci

3. GAP 3. Chanel

4. Uniqlo 4. Coach

5. Old navy 5. Ralph Lauren

6. Mango 6. Michael Kors

7. Bershka 7. Kate Spade

8. Hollister 8. Dior

9. Abercrombie &
Fitch

9. Burberry

10. Topshop 10. Hugo Boss

Source: author’s own elaboration

– Visit duration: the length of time in a session. Calculation is typically the timestamp of
the last activity in the session minus the timestamp of the first activity of the session.

– Pages per visit: once a visitor arrives at your web site, they will surf the web and visit
a few more pages on the web site. Each individual page a visitor views is tracked as
a page view.

– Bounce rate: this represents the percentage of visitors who enter the site and then
leave (“bounce”), rather than continuing to view other pages within the same site.

Appendix 1 shows all of the data gathered by the tool. Having obtained the data,
we carried out a descriptive statistics analysis. First, we explain the results obtained in
each group and the behavior of users on the LP and FF web sites. Then we carry out a
comparative analysis of LP and FF users based on a summary of the results obtained for
each group.

4 Results and Discussion

Luxury-Premium
Aswe can observe from the data obtained from SimilarWeb (Appendix 1), Louis Vuitton
was the brand that achieved the highest number of visitors within the period analyzed,
generating some 65million visitors in sixmonths.HugoBosswas the brand that achieved
the highest volume of visitors via desktop computer (desktop traffic share of 37.28%) and
Michael Kors was the brand that was most visited via mobile phone and tablet (mobile
traffic share of 74.92%). The web page where users spent the most time was Gucci (visit
duration of 7 min 55 s on average), also being the web site on which visitors viewed
the largest number of pages (pages per visit, 9.59 on average). Finally, the web site that
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had the highest bounce rate was Coach, based on a figure of 49.02%. Below, consumer
behavior through KDBV is presented in general terms for LP brands (Table 2):

Table 2. Luxury-premium 10 brands key digital behavior variables

Variables Sample total Mean SD

Total visits 341,943,900 34,194,390 15,614,047

Desktop traffic share 314.30% 31% 3.72%

Mobile traffic share 658.50% 69% 3.73%

Visit duration 00:45:21 00:04:32 00:01:54

Pages per visit 61.47 6.147 1.93

Bounce rate 221.35% 22.14% 6.07%

Source: author’s own elaboration

Table 2 shows that, amongst the LP brands and throughout the six months analyzed,
the average number of visits came to 34 million, although we should highlight the
standard deviation (SD) of 15 million visits, a large difference amongst the ten brands
that made up the sample. Whilst Louis Vuitton generated 65 million visits during the six
months analyzed, Hugo Boss achieved the lowest number of visits with a figure of 18
million.

The other variables (desktop traffic share, mobile traffic share, visit duration, pages
per visit, bounce rate) present a lower SD, showing that the behavior of users is more
homogeneous amongst the luxury brands analyzed. We might highlight the fact that an
SD of 1.54 min for visit duration also constitutes a difference that needs to be taken
account: whilst users remained an average of almost eight minutes on the Gucci web
site, users on the Dior web page stayed for just three minutes.

The great difference within the sample relates to the volume of users who enter the
web pages, but their behavior on the web sites is similar.

In view of these results, we can draw up a profile for digital user behavior in relation
to LP brands: these users preferably browse the web sites from their mobile and stay an
average of four minutes, during which time they visit some six pages on the web site.

Fast Fashion
H&M is the brand that generated the largest volume of visits to its web site, coming to
551 million during the period analyzed, followed by Zara and Gap, with 363 million
and 326 million, respectively (see Appendix 2). Abercrombie & Fitch is the brand that
received the largest number of visits from desktop computers (42.45%), whilst Tommy
Hilfiger was the label that was most visited from mobile phones. It is interesting to
note that the four brands with the highest mobile traffic share were American (Tommy
Hilfiger; Old Navy; GAP; Hollister).

The web site where users stayed for the longest time was Zara (a visit duration of
7 min and 17 s on average), also being the site where users referred to the largest number
of pages (pages per visit of 15.31 on average).With regard to the bounce rate, Uniqlo was
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the brand that presented the highest percentage (49.02%). Below, consumer behavior
through KDBV is presented in general terms for FF brands (Table 3):

Table 3. Fast fashion 10 brands key digital behavior variables

Variables Sample total Mean SD

Total visits 2,059,056,500 205,905,650 169,549,280

Desktop traffic share 359.60% 35.95% 5.45%

Mobile traffic share 642.03% 64.20% 5.45%

Visit duration 57.07 00:05:43 00:01:08

Pages per visit 68.05% 6.85% 3.29

Bounce rate 365.47% 36.55% 6.62%

Source: author’s own elaboration

Table 3 presents a summary of the results, including the mean, as well as the standard
deviation for KDBV in the case of FF brands. Aswe can observe, the ten brands analyzed
presented more than two billion visits during the six months analyzed. Although the
average for the sample comes to 205 million visits, we must pay attention to the SD,
given that this comes to 169 million visits. This difference is reflected when comparing
the 551 million visits generated by H&M and the 42 million achieved by Abercrombie
& Fitch.

When we look at the rest of the variables, we can see that the SD is lower than
that recorded for the number of visits, in which respect these variables (desktop traffic
share, mobile traffic share, visit duration, pages per visit, bounce rate) present a more
homogenous behavior amongst the FF brands.Wemight highlight the fact that, although
the SD for visit duration is 1.8, when we look at the two extremes within the sample, we
can see that Zara achieves a figure of 7 min and 17 s, whilst Uniqlo achieves only 3 min
and 57 s (see Appendix 2).

The user behavior profile for FF brands is as follows: users preferably viewweb sites
from their mobile phone; they spend an average of 5 min on the web site; and during
this time, they visit some 7 pages on the web site.

Study of the Hypotheses
Having outlined the data obtained, we can now study our hypotheses and draw up our
conclusions:

H1. The hypothesis is validated. There are differences regarding FF and LP digital user
behavior.Nevertheless, these differences are becoming increasingly small. In general,we
are talking about users who increasingly interact with mobile devices in both segments,
who find contents of interest presented by the Top 10 brands analyzed in the LP and FF
categories, and who spend between 3 and 5 min visiting the corresponding web sites.
H2. The hypothesis is not validated. There is no homogenous behavior amongst users
when comparing the brands in the LP and FF groups. As we have observed, there are
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significant differences regarding the data obtained in each sample. These differences can
be observed in relation to all the variables analyzed: total visits, desktop traffic share,
mobile traffic share, visit duration, pages per visit and bounce rate. The differences
observed in the samples analyzed enable us to formulate a future hypothesis: there are
significant differences regarding the digital behavior of users amongst brands within the
same category.
H3. The hypothesis is validated. This is a significant difference regarding the volume
of traffic generated by FF web sites and LP web sites. That is to say, a larger volume
of users visits the FF brands, and they do so more frequently too: we are dealing with a
difference of more than one billion visits (in the sample analyzed). This difference may
occur because of three factors: the range of users addressed by FF brands is much wider
than that of the LP brands; the FF brands have a greater volume of product references
on the web site; and the FF brands bring out new collections and offer discounts more
frequently.
H4. The hypothesis is not validated. The users who visit FF brands do not use the mobile
channel more than the users who visit the LP web sites. In the samples we analyzed, the
LP users employed mobile devices a little more than the FF brand visitors. The brands
that brought together the largest numbers of visitors in the two samples (FF and LP)
were not the brands that featured the highest percentage of visitors via mobile device.
We should highlight the fact that, in order to achieve a large volume of users, brands
must reach both those visitors who prefer to use a desktop and those who prefer to use
a mobile device.
H5. The hypothesis is validated. The users of the FF brand web sites present a higher
bounce rate than those who use LP web sites. In the sample we analyzed, the FF brands
presented a bounce rate that was 144% higher than in the case of the LP brands. This is
due to the higher volume of digital marketing measures implemented by the FF brands,
with the users of FF web sites being more exposed to the advertising of FF brands,
which, in many cases is quite intrusive, thus leading the users to reject the brands.
H6. The hypothesis is not validated. The quality of the users’ experience visiting a web
site is measured by the duration of the visit and the number of pages they visit on the
site itself. In the case of the sample we analyzed, the quality was higher for those users
who visited the FF web sites than those who visited the LP sites. The quality of the visit
depends on whether the web site is attractive to consumers, both in terms of the product,
the design of the web site and the quality of the contents.

5 Conclusions and Research Limitations

Studying digital user behavior enables us to get to know fashion brand consumers and
users better. As we have observed, there are increasingly few differences between the
behavior of FF web site users and LP web site users, but the volume of FF web site users
continues to be very high. Whatever the case may be, bearing in mind the fact that the
brands we analyzed are the leading brands in terms of the number of visits they received,
the difference between them is striking.

This difference is coherent with regard to the business model being implemented by
LP brands, who are always going to want to be more exclusive, which means they are not
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within reach of the majority of consumers and users. However, the fact that LP brands
are achieving increasingly high numbers of visits may demonstrate that these web sites
wish to reach an increasingly wide section of the public, imitating the positioning and
digital marketing strategies of the FF brands. Furthermore, it is important to consider
the need to work the marketing content dimension in the case of LP brands, due to the
fact that they cannot base their quality of visit on product rotation in the same way as
FF brands can.

In the same way as in the offline realm, where a shop must be well situated in a
street with a great deal of traffic in order to establish effective sales strategies, in the
online world it is essential to understand the visits that are made to a web site and their
potential, in order to design a better relationship with users. To a certain extent, and
bearing in mind its limitations, this paper seeks to highlight the need to acquire a greater
knowledge of quantitative data and the different web variables in order to be able to
implement better strategies according to the fashion business model being pursued.

The study of digital user behavior requires a more in-depth analysis, both in terms
of the number of variables to be analyzed and the number of brands to be included in the
sample. In spite of its limitations, this study seeks to provide a glimpse of digital user
behavior within the world of fashion.

Furthermore, our study of behavior cannot be limited to a series of metrics that come
from web analytics. It is important to complement these studies with more qualitative
perspectives, based on methods such as in-depth interviews, focus groups and heat maps
for the web sites that are analyzed.

Annex

Annex 1

BRAND WEB Total visits Traffic
share
desktop

Traffic
share
mobile

Visit
duration

Pages per
visit

Bounce
rate

1 Louis
VuittOE

louisvuit
ton.com

65100000 3155% 68.35% 4.55 9 38.12%

2 Gucci gucci.com 58640000 31.34% 68.66% 7.55 9.59 42.66%

3 Chanel chanel.com 37540000 30.20% 69.80% 3.09 6.27 40.45%

4 Coach coach.com 31200000 27.43% 72.57% 3.24 4.52 49.02%

5 Ralph
Lauren

ralphl
auren.com

30333900 33.32% 66.68% 5.48 7.22 43.44%

6 Michael
Kors

michae
lkors.com

28520000 25.08% 74.92% 5.53 5.58 44.02%

7 Kate
Spade

katespade.
com

26880000 31.79% 68.21% 4.3 5.29 38.82%

8 Christian
Dior

diot.com 23790000 29.77% 70.23% 2.50 3.52 53.97%

(continued)

http://louisvuitton.com
http://gucci.com
http://chanel.com
http://coach.com
http://ralphlauren.com
http://michaelkors.com
http://katespade.com
http://diot.com
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(continued)

BRAND WEB Total visits Traffic
share
desktop

Traffic
share
mobile

Visit
duration

Pages per
visit

Bounce
rate

9 Burberry burberry.
com

21940000 36.54% 63.36% 3.26 4.8 41.93%

10 Hugo Boss hugaboss.
com

18000000 37.28% 62.72% 3.31 5.68 46 18%

Annex 2

BRAND WEB Total visits Traffic
share
desktop

Traffic
share
mobile

Visit
duration

Pages per
visit

Bounce
rate

1 H&M hm.com 551900000 35.30% 64.70% 6.37 11.07 33.83%

2 Zara zara.com 363799500 36.78% 63.22% 7.17 15.31 26.37%

3 GAP gap.com 326400000 31.52% 68.48% 6.14 7.58 37.35%

4 Uniqlo uniqlo.
com

283000000 34.26% 65.74% 3.57 6.91 49.01%

5 Old Navy oldnavy.
gap.com

175003000 26.07% 73.93% 5.22 6.39 42.45%

6 Mango mango.
com

125100000 37.89% 62.11% 5.38 6.87 35.01%

7 Bershka bershka.
com

87190000 34.61% 65.39% 5.16 8.73 28.92%

8 Hollister hollis
terco.
com

64004000 34.37% 67.18% 5.44 5.91 38.85%

9 Abercrombie
& Fitch

abercr
ombie.
com

42440000 42.45% 57.55% 6.14 6.23 37.99%

10 Topshop topshop.
com

40220000 46.27% 53.73% 4.48 8.88 35.69%
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Abstract. Website cookies have become an indispensable part of today’s
e-commerce due to the high benefits they provide to companies. However,
to leverage their full potential, a multitude of legal framework conditions
must be taken into account. A phenomenon that has emerged from this
context are cookie notices which can be found on the majority of today’s e-
commerce websites. Such notices are primarily implemented because they
are seen as a legal necessity and not due to the expectation of any inter-
related benefits. However, as consumers tend to evaluate whether they
intend to purchase from a specific online shop in the first few seconds of
a website visit, it cannot be ruled out that this evaluation is influenced
by a cookie notice. Therefore, the aim of this research is to investigate
whether the most commonly found versions of cookie notices (pop-up and
cookie bar) have an influence on perceived privacy and trust. The follow-
ing hypotheses were subsequently tested by the means of an online exper-
iment: in a realistically designed shopping scenario, where a simple shop-
ping task had to be completed in a fictitious online shop, participants were
each exposed to one of two cookie notice versions or no cookie notice at all.
Afterwards all participants provided their responses to an online survey
which allowed for the measurement of the influence on perceived privacy
and e-trust. The results were differing: Despite most hypotheses were to
be rejected, we arrived at a recommendation to operators of e-commerce
websites to implement pop-up cookie notices.

Keywords: Cookies · Cookie notices · Privacy · Trust · E-Commerce

1 Introduction

Website cookies (henceforth referred to as cookies) are subject to highly con-
troversial discussions in both academia and industry. Nearly no e-commerce
website gets by without this technology, and their importance and usefulness
for the internet is widely recognized. On the one hand, cookies are vital for the
customer journey of modern e-commerce websites and are in many cases used for
legitimate functions such as user identification over the duration of a shopping
session, contributing to shopping cart services, and providing customers with a
c© Springer Nature Switzerland AG 2020
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personalized, and thereby more relevant, shopping experience (see Sect. 1.1). On
the other hand, they can enable an excessive collection of data and misapplica-
tion, and they can also be misused for tracking the customers and using their
data for various, not always justifiable, purposes.

Over the last few years, different legal regulations have been established
to govern the exorbitant usage of cookies (see Sect. 1.2). A common practice
amongst website operators to deal with these regulations are so-called cookie
notices which inform the users of the cookies in place and require them to con-
sent to their usage. These notices can be found in a number of different shapes
and different levels of granularity, some standardized options are discussed in
Sect. 1.2. Previous literature suggests further investigations into the topic of
cookie notices [1].

While there are still quite a few research gaps in this area, trust in e-commerce
settings and its effects on users’ purchase intentions is a well researched topic;
the same is true for the relation of perceived privacy and purchase intention
(for both see Sect. 1.3). Building on this foundation, it seems worthwhile to
address possible correlations between the aforementioned cookie notices and both
perceived privacy and trust. As consumers tend to decide on a potential purchase
in the first few seconds of a website visit, it may be legitimate to presume that the
presence of cookie notices and their visual appearance could make a difference
[2]. This would lead to the assumption, that cookie notices are not only a legal
necessity but also have a transitive influence on purchase intentions.

This research tries to partly fill the gap and answer the question “Do cookie
notices have an effect on perceived privacy and trust in e-commerce websites?”.
Consequently, we conducted an online experiment in which the participants were
confronted with a simple task within the scope of a fictional online pharmacy.
The website featured different versions of cookie notices. After fulfilling the task,
the users had to answer questions regarding these notices, their trust towards
the pharmacy and their perceived privacy. This paper is structured in five sec-
tions: the first gives an overview of the underlying terminology and the technical
and legal basis; the second explains the conceptual framework and develops the
hypotheses; the third section is about the experimental study conducted; and
the rest of the paper elaborates on results, discussion and conclusion.

1.1 Cookies

Cookies are small fragments of information stored in a text file on the local com-
puter. A common categorization of cookies distinguishes very roughly between a)
session cookies and persistent cookies, and b) first-party and third-party cookies.
The following identified use case scenarios specify this distinction in a practically
applicable way, and call for different legal approaches [3]:

– User-input cookies keep track of the users’ input over multiple pages or pro-
vide functionalities like shopping carts.

– Authentication cookies identify users once they have logged in without requir-
ing them to re-enter their credentials on every page. This is done either on a
session-only basis or as a persistent cookie.
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– User centric security cookies can detect repeated failed login attempts and
other security issues. To fulfill this purpose, they typically have a longer
lifespan.

– Multimedia player session cookies are equally known as “flash cookies”,
named after the Adobe Flash technology, and are used to store technical
data for video or audio playback.

– Load balancing session cookies allow for distributing the users’ web requests
over a pool of web servers.

– UI customization cookies enable users to store their preferences regarding
specific services of the website like its language or the number of search results
per page.

– Social plug-in content sharing cookies are employed when users want to share
website content on a particular social network they are logged in to.

– Social plug-in tracking cookies are used to track users for purposes such as
behavioral targeting or market research. In contrast to the previous category,
these cannot be seen as strictly necessary for a service requested by the users.

– Third party advertising cookies, similarly with the previous category, are not
deemed necessary and opposed to the “privacy by design” principle defined
in the EU’s General Data Protection Regulation (GDPR).

– First party analytics cookies help measuring audience activities and create
statistics. Although these cookies are also not perceived as strictly necessary,
they hardly create a privacy risk when applied correctly.

The high relevance of cookies can be observed when looking at a cookie sweep
conducted by a working group of the European Commission. Only 7 out of 478
websites in the e-commerce, media, and public sectors across 8 EU member states
did not make use of cookies at all. About 70% of all cookies set were third-party
cookies and the e-commerce websites in the sweep employed an average of 23
cookies [4]. These high numbers are confirmed by a variety of other studies (e.g.,
[5,6]) as well as the exemplifying privacy notice of amazon.de which lists more
than 40 third-party cookies1.

1.2 Cookie Notices

Understandably, users can have privacy concerns when websites are (mis-)using
cookies [7]. The European Union has passed regulations and directives that gov-
ern the usage of cookies and specify the requirements for users’ consent. Espe-
cially relevant in this context are Directive 2002/58/EC as amended by Direc-
tive 2009/136/EC (the ePrivacy Directive), the Regulation 2016/679 (GDPR),
and the upcoming ePrivacy Regulation, which will supposedly accompany the
GDPR and thereby repeal the ePrivacy Directive somewhere in 2020. Regarding
the complex legal situation also see [8,9].

The main requirements in this regard defined in the legal basis refer to the
necessity of allowing users to prevent website operators from processing their
1 https://www.amazon.de/gp/help/customer/display.html/?nodeId=GDDFZHDDG

WM46YS3 (September 30, 2019).

https://www.amazon.de/gp/help/customer/display.html/?nodeId=GDDFZHDDGWM46YS3
https://www.amazon.de/gp/help/customer/display.html/?nodeId=GDDFZHDDGWM46YS3
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personal data in the form of cookies. One of the few exceptions are cookies that
are strictly necessary for the delivery of a service by the user (also see Sect. 1.1).
To comply with these requirements, website operators often employ so-called
cookie notices [1]. These notices inform website users of the cookies in place and
give them a choice to accept or decline the request for making use of them. The
notices can be designed in various different ways and incorporate different levels
of granularity. Two major types, namely popups and banners, are depicted in
Fig. 1 and Fig. 2, respectively. The context of these screenshots is described in
Sect. 3.

In October 2019, the Court of Justice of the European Union ruled that a
user’s deselection of a pre-checked checkbox (“opt-out”) is not sufficient to meet
GDPR requirements (ECJ case C-673/17). This applies to both personal and
non-personal data and also clarifies that users need to be informed about cookie
lifespan and access by third parties.

Fig. 1. Popup cookie notice

1.3 Perceived Privacy and Trust

While privacy is a heavily debated topic in both academia and industry, users’
privacy awareness and users’ interest in privacy regulations seem to stagnate [10].
Nonetheless, earlier studies show that users with high expectations and demands
in privacy are less likely to buy something from online shops, which consequently
leads to the conclusion that perceived privacy has a positive effect on purchase
intention [11–13]. Information policy plays an important role, users tend to ignore
information on privacy policies when they are not presented in a suitable manner.
In an earlier study, only 0.0096% of users even opened the relevant page with
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Fig. 2. Banner cookie notice

privacy information [14]. Privacy in this context is also recognized as one of the
grand challenges of human-computer interaction research [15].

Likewise, trust in online settings is a widely researched topic (e.g., [16–18])
and it is closely related to trust in e-commerce contexts [19]. There is an under-
standing that web-based vendors need to consider a wide range of trust building
measures [20]. Trust in e-commerce is generally understood as a construct with
multiple dimensions: ability, benevolence, integrity and predictability [21]. The
Familiarity and Trust model designed by Gefen [22], in which trust was mea-
sured as a unidimensional phenomenon, was later extended by Gefen and Straub
[23], measuring the mentioned four dimensions of trust. Furthermore, it has been
suggested to examine trusting disposition and familiarity as control variables to
avoid wrong conclusions when measuring trust. Given that the stated dimensions
can be found in several prominent papers dealing with trust, and the measure-
ment model by Gefen and Straub is considered as a valid instrument for e-trust
measurement, we based our research partly on this very model and introduced
some adaptations to better match the specific research topic.

2 Conceptual Framework and Hypothesis Development

Building on the research presented in Sect. 1.3, we infer that cookie notices are
part of an online vendor’s information policy and therefore have a (positive) effect
on its users’ perceived privacy. Furthermore, we assume differences between the
variants defined in Sect. 1.2 regarding their impact on perceived privacy. This
leads to the following hypotheses:
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Fig. 3. Research model

Hypothesis 1a (H1a). The presence of a cookie notice on an e-commerce
website has an effect on users’ perceived privacy.

Hypothesis 1b (H1b). The presence of a cookie notice on an e-commerce
website has a positive effect on users’ perceived privacy.

Hypothesis 1c (H1c). Users’ perceived privacy is higher with the presence of
an popup cookie notice than with a banner cookie notice.

Moreover, we assume that the same (positive) effect of cookie notices in
e-commerce settings applies to users’ trust. Again, we estimate different effect
sizes across the notice variants. Therefore, our second set of hypotheses reads as
follows:

Hypothesis 2a (H2a). The presence of a cookie notice on an e-commerce
website has an effect on users’ trust.

Hypothesis 2b (H2b). The presence of a cookie notice on an e-commerce
website has a positive effect on users’ trust.

Hypothesis 2c (H2c). Users’ trust is higher with the presence of an popup
cookie notice than with a banner cookie notice.

Lastly, earlier studies have shown positive evidence that there is a positive
influence of users’ trusting disposition and their familiarity with the e-commerce
websites as control variables both on trust and purchase intentions [23]. This is
the reasoning behind our last hypotheses:

Hypothesis 3a (H3a). Users’ trusting disposition has an effect on their trust
towards an e-commerce website.

Hypothesis 3b (H3b). Users’ familiarity (reflected in their online shopping
experience) has an effect on their trust towards an e-commerce website.
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Figure 3 summarizes the research model and shows the variables, the pre-
sumed relations, and the aforementioned hypotheses. As the positive effects of
both perceived privacy and trust on the users’ purchase intention is known,
seeking proof for our new hypotheses is highly relevant for e-commerce websites
considering to introduce one of the possible cookie notice variants.

3 Study Setting and Data

3.1 Online Experiment

The study was based on a between-subjects design. Participants were segmented
randomly into one of three experimental groups where cookie notice was the
independent variable. The first group was exposed to the webshop version with
the pop-up cookie notice where interaction with the notice (“accept” or close)
was necessary to continue with the task. The second group was shown a cookie
bar at the bottom of the page where no interaction was necessary to complete
the task although it only disappeared after a click on “accept”. The third group
was the control group which was not exposed to any cookie notice. Apart from
the cookie notices and the sub-domains (Group 1: www.apomed24.at, Group 2:
shop.apomed24.at, Group 3: de.apomed24.at) there were no differences in the
experimental webshops between the three groups that could have been perceived
by the participants. Design, content, and functionality were identical over all
three variants.

3.2 Webshop

To examine the phenomena under conditions as closely as possible to real online
shopping situations, we implemented a fully functional pharmacy online shop.
The authors have chosen online pharmacies as an industry assumed to require
higher levels of trust than others like online clothing stores would require. When
shopping online for medical products a lot of potentially sensitive data is gen-
erated, which, in combination with personal data required to place orders (e.g.,
full name and shipping address), reveals information on the health status and
drug usage of a particular person. Often such data is not provided deliberately
by the user but is collected with the help of cookies and other tracking tech-
nologies. Illegal collection and disclosure of such data can have extensive social,
existential consequences (e.g. loss of job) [24,25].

Moreover, product quality is of upmost importance in this industry, a sig-
nificant share of all medical products sold online are presumed forgeries or sub-
standard. As a consequence, the consumption of such medicine can lead from
minor to heavy side effects, potentially even to the death of the consumer. It
can be implied that trust is an essential success factor for online pharmacies
which is the reason why we have selected this industry for our fictitious webshop
“apo-med24.at” with design and content similar to well-known Austrian online
pharmacies like apotheke.at or shop-apotheke.at. Additionally, common trust
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elements such as trust seals, ssl-certificates, and customer reviews were used in
the experimental web-shop. Technically, the webshop was built on the founda-
tion of Wordpress using the WooCommerce shop system. The different cookie
notices were created using the tools “CookiePro” from OneTrust (see Fig. 1) and
“GDPR Cookie Compliance” from Moove Agency (see Fig. 2).

3.3 Participants’ Task

The only obvious task for participants was to select a nasal spray in the online
pharmacy and to put it into the virtual shopping basket. The participants were
free to decide how to achieve this goal; they could, for example, use the on-
site search or browse through product categories during the decision process.
Additionally, there was no limitation on the duration of this process or on the
number of products the user was allowed to compare etc. The purpose was to
design an online-shopping situation perceived as natural as possible, allowing
users to act how they would normally do when shopping online.

3.4 Survey

In our survey, the influence of the independent variable “cookie notice” on the
dependent variables “perceived privacy” and “e-trust” were measured using 5-
point Likert scales stretching from “totally disagree” to “fully agree”. The survey
was shown to participants after fulfilling the tasks using the software Questionpro.

The survey consisted of 35 items in total. Several demographic data was col-
lected such as gender, age, and highest level of education. The majority of items
measured e-trust and perceived privacy. As explained in Sect. 1.3, we developed
our items on e-trust based on the established model by Gefen and Straub [23]:
12 items to measure trust, and 6 items to measure the control variables. Further-
more, 6 items were adapted from [11] and aimed to measure perceived privacy.
Finally, another 6 items were added to the questionnaire, providing potentially
interesting and additional insights in the research area (see Sect. 4.4) while the
remaining items revolved around demographics:

– Which type of cookie notice did you see on apomed24.at?
– In case you saw a cookie notice, did you agree to the usage of cookies on

apomed24.at?
– In the cookie notice you saw, did you have the possibility to decline the usage

of cookies?
– In general, when a website requires you to give your consent to the usage of

cookies, do you agree?
– In general, what is your attitude towards being asked for consent to the usage

of cookie on a website?
– Can you explain to an uninformed person what cookies are on the internet

and what benefits they have?
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The study involved 122 participants who completed the experiment and the
survey in the period of June 2019 to July 2019 using a desktop device. Group
1 (which was shown the pop-up cookie notice) had 43 participants, Group 2
(which was shown the cookie bar) had 39 participants and the control group
consisted of 40 participants. 61 participants were female and 61 were male. 71
participants were aged 20–29, 20 were aged 30–39, 17 were aged 40–49, and 14
participants were older than 50. The majority (67.2%) of participants held at
least on university degree or more. Over 50% of all participants responded to
shop online at least once a month and only 12.3% shop rarely online. As the
IP-address of the participants was tracked during completion of the experiment,
it could be ensured that all participants took part from within Austria.

4 Results

Before suitable methods of data analysis could be used to test the hypotheses, the
reliability of the used measurement instrument needed to be tested. This ensures
that a repetition of the used methods lead to the same results, and that items
intended to measure one specific construct all measure the same dimension of it.
With the exception of the construct benevolence all items showed a Cronbach’s
coefficient α above 0.7. We therefore removed one of its items which consequently
lead to a value above 0.7.

When using Likert-type items measured on a Likert scale, researchers are
confronted with the controversially discussed question whether parametric or
non-parametric methods of analysis can be used. Generally, there is wide agree-
ment in the literature that Likert-type items are measured on an ordinal scale,
which consequently means that only non-parametric methods of data analysis
can be used to analyze these items on an individual level. However, by summa-
rizing or calculating the mean of such items measuring the same dimension, a
true Likert scale can be achieved and as such data reflects interval data, the full
power of parametric methods can be leveraged [26]. Figure 4 shows the results
including the β coefficients, which are described in the following subsections.

4.1 Perceived Privacy

To test the hypotheses H1a, H1b, and H1c – all related to perceived privacy – we
conducted an analysis of variance (ANOVA) and for post hoc analysis Scheffé’s
method for multiple comparisons was used. The ANOVA showed no significant
differences (ρ = 0.720) between the three groups in regards of perceived privacy.
Therefore, H1a was rejected: The existence of a cookie notice does not signifi-
cantly influence perceived privacy of an e-commerce website.

To test H1b and H1c, Scheffé’s method of multiple comparisons was used.
Generally, the means of perceived privacy in the groups exposed to any cookie
notice were higher in comparison to the control group. However, due to the low
levels of significance (ρPop−Up = 0.818 and ρCookieBar = 0.752) we cannot rule out
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Fig. 4. Results

that these differences in the means were generated by pure coincidence. There-
fore, H1b must be rejected: The existence of a cookie notice does not positively
influence perceived privacy of an e-commerce website to a significant extent.

H1c aimed to compare the perceived privacy between the two notice variants
(pop-up and cookie-bar) where we expected perceived privacy to be higher when
a pop-up notice is used. Contrary to our assumption the means of perceived
privacy were minimally higher in the group exposed to the cookie bar. However,
the ρ-value of 0.990 did not confirm significance of this result and H1c must
be rejected as well: Perceived privacy is not significantly higher when a pop-up
cookie notice is used in comparison to a cookie-bar.

4.2 Trust

Due to missing homogeneity of variance detected for the dependent variable e-
trust, the robust Welch’s t-test was used instead of an ANOVA and for post
hoc analysis a Games-Howell-test was conducted. The conducted Welch’s t-test
did not show a significant difference (ρ = 0.919) between the three groups and
therefore H2a had to be rejected: The existence of a cookie notice does not
significantly influence e-trust for an e-commerce website.

Similar to perceived privacy a slight difference in means could be observed
using a Games-Howell test where, in particular, the means of the groups which
were exposed to a cookie notice were higher compared to the control group. Since
the ρ-values were relatively low (ρ = 0.920 and ρ = 1.00, respectively), these dif-
ferences do not reflect a significant result. Therefore, H2b had to be rejected:
The existence of a cookie notice does not positively influence e-trust for an
e-commerce website to a significant extent.
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Hypothesis H2c suggests that e-trust is higher when using a pop-up cookie
notice instead of a cookie-bar. Indeed, higher values could be observed in this
group. However, a ρ-value of 0.954 is not significant which leads to the rejection
of H2c: Trust towards an e-commerce website is not significantly higher when a
pop-up cookie notice is used compared to the usage of a cookie bar.

4.3 Control

To test Hypothesis H3a and H3b that are related to the control variables, the
authors used a linear regression analysis. The results showed that a higher
familiarity with e-commerce websites lead to a significantly higher trust in our
e-commerce website (ρ = 0.020), although the β coefficient of 0.210 only reflects
a minor positive influence. Trusting disposition, on the other hand, had no signif-
icant influence (ρ = 0.059) on trust. Therefore, H3a must be rejected while H3b
can be accepted: Users’ trusting disposition has no significant influence on trust
towards an e-commerce website. However, familiarity with e-commerce websites
reflected in users’ online shopping experience has a positive influence on trust
towards an e-commerce website.

4.4 Further Implications

To complement the items in the questionnaire aimed to help answer the main
research questions related to perceived privacy and e-trust, the authors added
additional items which could produce further valuable insights in the area of
cookie notices but are not directly related to the research questions (for the
questions see Sect. 3.4). At this point it has to be mentioned again, that the truth
of the test persons’ statements on these items was not verified in this research
by methods like eye-tracking, web-analytics or similar. Therefore, the knowledge
gained here is based to a large extent purely on the information provided by the
test persons in the online questionnaire.

After completing the task in the experimental online shop, the participants
were shown images of various cookie notices and were asked to select the notice
they saw during the experiment. They could also claim not to have seen a cookie
notice at all. It was noticeable that in the group with the more inconspicuous
cookie bar over 30% of the test persons stated that they had not seen a cookie
notice at all. In comparison, only 14% of the pop-up group could not remember
seeing a cookie notice. As a result, we deviate that if website operators want to
improve the perception of the cookie notice and thereby improving the chance of
an opt-in, they should rather implement a pop-up cookie notice over a cookie bar.

Participants who responded to have seen a cookie notice were then asked
whether or not they agreed to the use of cookies in the experimental web shop.
About 60% said they agreed, about 37% disagreed and 3% could not remem-
ber. According to the test persons, around 10% more people declared consent
to cookies when they were exposed to a pop-up cookie notice than the ones
who saw the cookie bar. The variation between the number of given consents
versus the number of rejections was also much bigger in the pop-up group than
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in the cookie bar group (see Fig. 5). It is therefore justifiable to assume that
organizations/companies for which the collection of as many consents-to-cookies
as possible is of great importance should rather implement a cookie notice in the
form of a pop-up.

Fig. 5. Consent to cookie notice

Moreover, almost 60% of the cookie bar group stated that there was no
possibility of rejection. In the pop-up group, on the other hand, only around
35% of the respondents indicated that rejection was impossible. This could be
due to a missing “Decline” or “Close” button in the cookie bar, which existed
in the pop-up variant. However, test persons could also have assumed that the
consent mechanism for the cookie bar had been implemented in such a way that
non-interaction with the notice was treated as a denial by the website provider.
However, It is also possible that test persons, based on their experience with
notices containing texts such as “If you continue browsing this website, you agree
to the use of cookies”, assumed that there was no real possibility of rejection as
they had to use the web-site for the completion of the task. However, all these
possible reasons for this result represent only assumptions of the authors and
have not been explored in depth in this paper.

Another question added to the survey was about whether respondents nor-
mally agree to cookies when a website asks for consent or not. Over 56% said
they frequently agree to the use of cookies. 18.9% always agree and about 22%
rarely agree. Only 2.4% never agree to the use of cookies according to their
own statements. Interesting insights were also provided by the combination of
the question whether consent was given in the experiment with the question
about participant’s “normal” consent behavior in regards of cookies. A Chi-
square test showed a significant correlation between the basic consent and the
consent behavior in the experiment (ρ = 0.000). Test persons therefore largely
behaved “normally” with regard to their consent behavior in the experiment.
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It is also interesting that 4.2% of the test persons who did not give consent in
the experiment stated that they always agreed to the use of cookies. The age of
the test person had no significant impact on the normal behavior regarding the
consent to cookies.

Almost 75% of the respondents had a neutral to very positive attitude
towards being shown cookie notices by websites. This number must be seen
differentiated as the groups that were shown some kind of cookie notice earlier
in the experiment, evaluated this as positive to an extent of around 40%, while
within the control group that was shown no cookie notice the number went down
to 20%.

In order to gain an overview of the test persons’ knowledge about cookies,
we finally asked whether they could explain to an uninformed person what cook-
ies are on the internet and what benefits they have. Over 70% confirmed that
they could explain cookies. Another finding that could be made with the help of
this question is the existence of a significant correlation between the educational
level of the respondent and the ability to explain cookies. The higher the educa-
tional level of the respondents, the more likely it was that they defined cookies
accurately.

5 Conclusion

This paper presented an empirical study which aimed to find out whether the
presence and visual appearance of cookie notices on e-commerce websites have an
effect on their users’ perceived privacy and trust in the website and consequently
on their purchase intention. The participants of the experiment were confronted
with a highly realistic prototype of an online pharmacy and were asked to per-
form a simple task (select a nasal spray and put it in the basket). Without their
knowledge, they were parted in groups and shown different versions of cookie
notices. Later, they answered questions about their perception of the website’s
privacy policies and their trust in the website itself.

Our hypotheses were that cookie notices, as part of a company’s information
policy, had positive effects on both perceived privacy and trust, and that the
effects of pop-ups were stronger than the effects of cookie bars. Most hypotheses
could not be accepted, as, while the effects could be measured, they were not
significant. However, the pop-up version of the cookie notice was registered twice
as often by users as the bar version and also led to a greater proportion of cookie
acceptance. Together with a share of 75% of users rating the notice as neutral
to positive and the fact that there was no negative effect on neither perceived
privacy nor trust, this leads to a recommendation to operators of e-commerce
websites to implement pop-up cookie notices.

One of the limitations of this study is that the participants of the experi-
ment were not exposed to any risks like payment or disclosure of personal data,
therefore they did not experience one of the main determinants of trust, i.e.
minimizing or internally justifying risk. However, in the real world cookies also
play an important role in the phases before actual payment. As a future research
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direction, we suggest to investigate the effect of cookie notices on other important
performance indicators in e-commerce like the bounce rate or conversion rate.
Moreover, it will be interesting to see how future developments in the legal basis
(e.g., applicability of the upcoming ePrivacy Regulation) will change behavior
of both website owners and consumers. Therefore, it seems to be worthwhile to
replicate this study with regard to future circumstances.
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Abstract. With the continuous penetration of green concepts, platforms that
provide green activities and environmental information have begun to develop.
Exploring the user experience to obtain key design focus of such platforms is
conducive to the promotion of the environmental protection concept. This paper
studies the influencing factors of the usage intention of green public welfare activ-
ity platform. Through preliminary investigation and literature summary, 10 fac-
tors affecting the willingness to use such platforms are selected. The face-to-face
surveys are conducted with DEMATEL questionnaires to evaluate interactions
between any two factors. The Prominence and the Relation value of factors are
calculated in the DEMATEL tool and the causal diagram is drawn. The result
shows that the most significant factors concerning the usage intention of green
public welfare activity platforms are content availability, user friendliness, and
interactive community. In order to develop these three goals, visual effect of inter-
action, interface aesthetics and diversification of content expressions are design
points. This study provides suggestions for the design of green public welfare
activity platform.

Keywords: Usage intention · DEMATEL · Environmental charity · Green
design · Consumer research · Public welfare activity · Platform design

1 Introduction

With the rapid growth of the global economy and the increasingly serious environmen-
tal problems, sustainable development has become one of the main goals in China. The
popularization of “Internet +” has promoted the progress of green ecological civiliza-
tion in the new era. Green consumption, green life, green design are all integrated with
the Internet now. Taking advantage of the Internet’s convenience and high-efficiency,
creating a green public welfare platform that not only reports on ecological hot issues,
updates environmental protection knowledge but also promotes diversified green activ-
ities can effectively disseminate green ideas and raise green awareness. At present, the
green platforms are in the development stage and how to build a platform that attracts
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users is the key. Academic research on usage intention of commercial platforms is rich,
but there are not many towards green public welfare platforms. This article researches
the influencing factors critical to usage intention of green public welfare platform to take
tailored measures to design the platform and elevate its quality.

2 Literature Review

2.1 Green Public Welfare Activity Platform Based on Internet

The internet has promoted the transformation of the environmental protection industry.
Smart environmental protection has become a trend and the green service has shown a
new format [1, 2]. Environmental protection publicity with the help of new media plat-
forms has produced considerable results. For instance, “Internet + recycling” becomes
a new and efficient collecting mode as online platforms enable individuals and recycling
practitioners to make appointments for onsite waste collection [3–6].

The application of Internet technology in the field of green public welfare is booming
which expands the scope of public welfare and strengthens the public’s enthusiasm for
participating in environmental protection activities [7]. Compared with the traditional
public welfare undertakings, green activities based on Internet platforms have a wider
public base and social resources. The immediacy and interaction attract the public to
participate in [8]. Internet-based green public welfare projects started to gain attention
in recent years in China. The ChinaWater Security Plan and Earth Hour initiated by Sina
successfully advocated green events of energy conservation and low carbon. Ant Forest,
another green initiative, has received a 2019 Champions of the Earth Award which is the
UN’s highest environmental honor. Initiated by Alipay, Ant Forest encourages users to
engage in low-carbon acts and it has already turned the green good deeds of people into
more than 100 million real trees.

Researches with a focus on the communication effect of green activities based on
the internet indicate that professional green activity platforms integrated with internet
technology are in need. In addition, dissemination and popularization are the keys [9].
Meanwhile, researches in the field of website development by nonprofit organizations
provide suggestions including community through interactivity, richer information, user-
friendly interface design [10, 11]. Wenham compared best practice approaches to web-
marketing using the websites of UK environmental charities. It is recommended that
more key customer orientation and community website features need to be developed
[12].

In general, Internet-based green public welfare undertakings are in the development
period in China. The related research has not yet formed a system and there are fewer
studies on user experience of those platforms. Only by building an appealing platform
that individuals are willing to use can we carry out environmental protection activities
more effectively. Therefore, usage intention of green public welfare platform needs to
be considered.
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2.2 Usage Intention

The research methods of usage intention mainly include surveys, modeling, and lit-
erature research. Models such as Technology Acceptance Model (TAM), Expectation
Confirmation Theory (ECT), Expectation Confirmation Model (ECM) are widely used.

Davis firstly proposed the Technology Acceptance Model (TAM) to explain and
predict user acceptance of information systems or information technology [13]. The two
main variables in this model are perceived usefulness and perceived ease of use. Among
them, perceived usefulness reflects the degree to which individuals think the information
system has improved their work efficiency; perceived ease of use reflects the degree to
which individuals think the information system is easy to use [14].

The Expectation Confirmation Theory (ECT) proposed by Oliver is a basic theory
for evaluating consumer satisfaction [15]. It suggests that before purchasing consumers
would form initial expectations of a product or service. By comparing the initial expecta-
tions with the experience of using products or services, consumers would determine the
extent to which their initial expectations are confirmed. Then satisfaction assessment
is formed and in turn, affects consumers to purchase the product or service again or
continuously [16].

Bhattacherjee extended the ECTmodel to build the Expectation ConfirmationModel
(ECM) of continuance [17]. ECM model mainly contains perceived usefulness, con-
firmation of expectation, satisfaction and continuance intention. Based on ECM, it is
proved that perceived usefulness and confirmation of expectations are significant pre-
dictors of satisfaction. Continuance intention was influenced by consumer satisfaction
and perceived usefulness [18]. ECM model is widely used in information systems and
gains acceptance especially in explaining usage intention and user satisfaction [18, 19].
Scholars often modify and extend the model to improve its ability according to research
contexts. The extensions largely considered factors like ease of use, habit, and perceived
enjoyment. These contexts included e-commerce; social network sites; e-learning tech-
nologies; and various mobile-based and web-based services [20, 21]. Oghuma examined
the factors that affect users’ continuance intention to use mobile instant messaging and
expanded the ECM to cover the context of the post-consumption stage for services [22].
Chiu conducted an online learning system as their research object and proved that satis-
faction has the largest impact on the continuance intention [23]. Zou Xia researched the
user satisfaction of mobile news. It confirmed that perceived aesthetics had a significant
positive impact on user satisfaction [24]. Li Zhongqi included new supplementary factors
when researching the influencing factors ofWeChat user satisfaction, and finally formed
acquired content, perceived usefulness, perceived ease of use, and aesthetics perception
as four main consideration factors [25].

3 Method

3.1 DEMATEL Procedure

The DEMATEL method was developed by the Battelle Institute in the 1970s originally
for studying the relationship between factors in complex systems. It has been applied
to many academic fields such as solution analysis and decision making. The degree of
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influence between every two elements in the system ismeasured to quantitatively analyze
the complex relationships in a situation. Matrix tool operation and mathematical theory
are used to determine the causal relationship of all elements in the system [26–29].

The DEMATEL procedure generally comprises the following steps: (1) defining the
influencing factors with methods such as brainstorming, expert interviews, and literature
research to list and define different factors that may affect complex systems, and with
a measurement scale for comparison between paired factors: score 0, 1, 2, and 3 which
respectively represent “no effect”, “low impact”, “high impact”, and “very high impact”.
(2) generating a direct relation matrix. (3) generating a direct/indirect relation matrix.
(4) calculating the corresponding Prominence value and Relation value of each main
factor. (5) drawing a causal diagram where the directions and degrees of the factors can
be directly observed to extract the key influencing factors [30, 31].

3.2 Ten Main Influencing Factors

Based on the literature analysis in Sect. 2.2, this paper takes extended ECM models as
references to study the influencing factors of the usage intention of the green public wel-
fare platform. The first level dimension includes acquired content, perceived usefulness,
perceived ease of use and aesthetic perception. To further extract the key factors, college
studentswho have participated in green charities are investigated based on combined user
researchmethods including brainstorming, observation, and in-depth interview. Besides,
supplementary information to be analyzed is collected by reviewing green charity related
literature and online forums. Eventually, the following ten factors are summarized and
defined as the significant factors as shown in Table 1.

Table 1. Four dimensions with ten critical factors.

Dimension Critical factors

A1 Acquired content C1 Content availability

C2 Interactive community

C3 Incentive effectiveness

C4 Service quality

A2 Perceived Usefulness (PU) C5 Enriched degree of information

C6 Accuracy and timeliness

C7 Diversification of content expressions

A3 Perceived Ease of Use (PEOU) C8 User friendliness

A4 Aesthetic perception C9 Interface aesthetics

C10 Visual effect of interaction
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A1 Acquired Content

• C1 Content availability: the availability of green public welfare activities and related
information and knowledge.

• C2 Interactive community: community interactions such as sharing, commenting, and
liking by users based on platforms.

• C3 Incentives effectiveness: the effectiveness of incentives like green public welfare
activities’ records, points, medal walls, rewards, etc.

• C4 Service quality: the quality of services such as event review process and customer
service, etc.

A2 Perceived Usefulness

• C5 Enriched degree of information: comprehensive event details and the rich types of
knowledge, etc.

• C6 Accuracy and timeliness: the information being accurate and updating timely.
• C7 Diversification of content expressions: information presentation in diversified
forms including text, pictures, videos, visual design, and fun design, etc.

A3 Perceived Ease of Use

• C8 User Friendliness: functions of the platform being easy and convenient to identify,
understand, search and use.

A4 Aesthetic Perception

• C9 Interface Aesthetics: beautiful interface color, design style, page structure.
• C10 Visual Effect of Interaction: exquisite designs for interaction with the pages
during operation including page animation, button click feedback, etc.

3.3 DEMATEL Questionnaire

Based on the 10 key influencing factors, a questionnaire is designed and one-to-one
interviews were conducted. 30 college students including 15 design background pro-
fessionals and 15 public welfare enthusiasts were invited as interview experts. After
operating different service platforms of green public welfare activities, they were asked
to rate each factor’s impact on the continuous usage intention. Scores 0, 1, 2 and 3
indicate four levels of influence: 0 - no effect; 1 - low impact; 2 - high impact; and 3 -
extreme height impact.
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4 Results

4.1 DEMATEL Operations

Direct Relation Matrix. By processing and averaging valid data from 30 students, the
standardizedmatrixA of the direct relation between 10main factors is obtained as shown
in Table 2.

Table 2. The elements in direct relation matrix A

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

C1 0.00 0.11 0.06 0.12 0.14 0.12 0.10 0.14 0.09 0.09

C2 0.10 0.00 0.10 0.10 0.10 0.08 0.11 0.11 0.09 0.06

C3 0.08 0.14 0.00 0.08 0.08 0.05 0.08 0.07 0.07 0.05

C4 0.11 0.10 0.08 0.00 0.09 0.12 0.06 0.12 0.07 0.06

C5 0.13 0.10 0.10 0.11 0.00 0.09 0.12 0.08 0.06 0.07

C6 0.14 0.09 0.06 0.11 0.10 0.00 0.06 0.12 0.07 0.04

C7 0.12 0.12 0.06 0.09 0.15 0.06 0.00 0.12 0.11 0.12

C8 0.14 0.14 0.07 0.12 0.08 0.09 0.10 0.00 0.12 0.11

C9 0.14 0.14 0.09 0.12 0.06 0.06 0.10 0.16 0.00 0.12

C10 0.12 0.12 0.07 0.09 0.10 0.06 0.15 0.14 0.13 0.00

Table 3. The elements in direct/indirect relation matrix T

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

C1 1.02 1.09 0.75 1.00 1.00 0.84 0.93 1.11 0.87 0.79

C2 0.97 0.87 0.69 0.87 0.85 0.71 0.83 0.96 0.77 0.67

C3 0.83 0.87 0.51 0.74 0.73 0.60 0.70 0.81 0.65 0.57

C4 0.95 0.92 0.65 0.75 0.81 0.72 0.75 0.94 0.73 0.64

C5 1.02 0.98 0.71 0.89 0.78 0.74 0.85 0.96 0.76 0.69

C6 0.98 0.91 0.64 0.85 0.82 0.62 0.75 0.93 0.73 0.63

C7 1.14 1.12 0.76 0.99 1.02 0.80 0.85 1.12 0.91 0.83

C8 1.14 1.12 0.76 1.00 0.95 0.82 0.93 1.00 0.90 0.80

C9 1.18 1.16 0.79 1.03 0.96 0.82 0.96 1.17 0.82 0.84

C10 1.15 1.12 0.77 0.99 0.98 0.80 0.99 1.14 0.93 0.72

Note: The elements in bold indicate factors with values above the
threshold of 0.98.
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Direct/Indirect Relation Matrix. Then the degrees of interactions between key factors
are calculated with a DEMATEL operation tool. The λ value of 0.06013229 and the
elements in the direct/indirect relation matrix T are derived. Matrix T reflects the direct
and indirect relationships between the 10 main factors as shown in Table 3.

By listing all elements in the matrix T in numerical order, the quartile deviation,
0.98, of the sequence is calculated as a threshold to measure the strength of interactions
between various factors. If all the values of the rows and columns corresponding to a
factor in the matrix T are not above this threshold, the factor is considered to be not
important and will be removed. As a result, the rows and columns of C3 and C6 are
deleted here.

Prominence and Relation. According to Table 3, the Prominence value (D + R) and
Relation value (D-R) of each of the ten key factors are calculated and ranked in Table 4.

Table 4. Prominence and relation values

D + R Prominence D − R Relation

Value Ranking Value Ranking

C1 19.78 1 −0.98 8

C2 18.37 3 −1.97 10

C3 14.04 10 −0.02 5

C4 16.99 7 −1.26 9

C5 17.29 6 −0.52 6

C6 15.33 9 0.40 4

C7 18.10 4 1.00 3

C8 19.56 2 −0.71 7

C9 17.80 5 1.64 2

C10 16.80 8 2.41 1

Mean value: 17.41

Prominence. In the DEMATEL method, the prominence value indicates the relative
weight of a factor’s influence intensity in the total influence intensity of all factors. It
presents the position of the factor in the system and the size of its effect: the larger
the prominence value of a factor, the more important the role it plays, and the greater
its influence. As shown in the data and ranking results in Table 4, the prominence
value of content availability (C1), user-friendliness (C8), interactive community (C2),
diversification of content expressions (C7) and interface aesthetics (C9) are larger than
mean value. So, they are the key factors that influence usage intention of green public
welfare platform.

Relation. The relation value refers to the degree to which a factor affects or is affected
by other factors. Its absolute value indicates the intensity of the influence. A positive



Research on Key Factors Affecting College Students’ Usage Intention 557

value indicates that the factor is a causal factor, which has a greater impact on other
factors; a negative value means that the factor is a result factor, which is caused by
other factors. There are 4 factors with positive relation values: C10, C9, C7, and C6.
This means, in this study, visual effect of interaction, interface aesthetics, diversification
of content expressions, accuracy and timeliness are 4 main causal factors. The result
factors in this study are ranked according to the degree of impact, in order: interactive
community (C2), service quality (C4), content availability (C1), user friendliness (C8),
and enriched degree of information (C5), incentive effectiveness (C3). Among them,
the value of interactive community (C2) is close to −2, which indicates that it has been
greatly affected.

DEMATEL Causal Diagram
Taking D+ R as the horizontal axis and D-R as the vertical axis, the following diagram
is depicted in Fig. 1. A vector line shows the direction of influence from one factor
to another that pointed to. According to the order of the influence value, the top 10
influence relationships are regarded as stronger influencing degree, which is indicated
by solid lines.

Fig. 1. The causal diagram

From the DEMATEL causal diagram, it can be seen that visual effect of interaction
(C10) and the interface aesthetics (C9) strongly affect user friendliness (C8), content
availability (C1), and interactive community (C2). Diversification of content expressions
(C7) strongly affects content availability (C1) and interactive community (C2). User
friendliness (C8) as a result factor itself also influence content availability (C1) and
interactive community (C2) strongly.
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4.2 Discussion

Key Factors. The top three factors with the largest Prominence values and the top three
factors with the largest positive Relation values are reorganized in order as listed in
Table 5.

Table 5. The top three factors in prominence and the top three factors in relation

The top three factors in prominence The top three factors in relation

C1 Content availability C10 Visual effect of interaction

C8 User friendliness C9 Interface aesthetics

C2 Interactive community C7 Diversification of content expressions

It is observed that content availability (C1), user friendliness (C8) and interactive
community (C2), as the top three factors with the largest Prominence value are therefore
the most significant factors critical to determining the usage intention of green public
welfare platform. It also shows in Table 5 that visual effect of interaction (C10), interface
aesthetics (C9), diversification of content expressions (C7) are the top three factors with
the largest positive Relation values. Therefore, these three factors have the strong impact
upon others.

To show the relationship between factors more intuitively, a simplified diagram of
factor relationships is drawn in Fig. 2. Key result factors and key causal factors are
marked with shadows.

Fig. 2. The simplified relationships of factors
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Suggestion. In summary, the previous analysis leads to three main suggestions on the
green public welfare activity platform’s design.

Improve the Content Availability. To communicate activities’ information completely
and clearly to users through platform design is the prior task. It has been found in
research that compared with the richness of content, the ability to obtain comprehen-
sive content information is more important for users. This implies that we should shift
some focus from content creation to content availability design of green public welfare
platforms. The perceptual aesthetic has been proved to be a key factor influencing con-
tent availability. Subsequent face-to-face interview indicates that interface designs like
proper layouts of page content may improve content availability. The relevant informa-
tion of green activities should be selected according to the degree of importance and the
key information such as time, place and personnel arrangement need to be highlighted
in the page design.

Improve the Community Through Interactivity. This study found that an interactive
community of green public welfare platform is attractive to users. Further interviews
implied that an interactive community section can provide an interactive bridge between
users, enabling them to get direct and useful feedback on green activities. Moderate
socialization is conducive to increasing interest in green public welfare activities and
affecting participation willingness. This is consistent with cognitive design psychol-
ogy. Platform interaction constructs community effects and the stickiness between users
promotes the stickiness between users and the platform.

Improve the Perceived Ease of Use. According to the result, the user friendliness should
be an important design criterion for green public welfare platforms. It has a direct impact
on content availability and platform community while it is strongly influenced by inter-
face aesthetics and diversification of content expressions. This implies that user interface
design should aim to increase user’s perceived ease of use and to further impact on con-
tent availability and platform community. As a key factor, user friendliness requests
green public welfare activity platforms to be easy to understand and operate includ-
ing brief sign-up links for green activities, simple steps for event feedback, highlighted
search windows, etc.

5 Conclusion

In this study, factors affecting the usage intention of green public welfare activity plat-
forms are explored and collected based on brainstorming, in-depth interview, question-
naire and literature review. A s a result, a model containing 10 main factors is obtained.
Then 30 design background or public welfare enthusiasts are interviewed. Using the
DEMATEL method and operation tool, the top three key factors influencing the will-
ingness to use green public welfare platforms are extracted: content availability, user
friendliness, and interactive community. They should be the key focus of platforms’
designing and promoting to increase usage.
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Since the green concept has become an upsurge now, this research aims at the green
public welfare platforms where provide environmental information and green public
welfare activities. The usage intention factor system constructed in this article lays a
certain theoretical foundation for the evaluation of green public welfare platform. More
importantly, the key influencing factors extracted lead to designing suggestions towards
these platforms. In this way, green concepts can be promoted more effectively through
green public welfare platform.
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Abstract. Micro-celebrities (MCs) are people who leverage on their popularity,
gained among followers, by showcasing their talent over the Internet. Given the
strong influence power of micro-celebrity, micro-celebrity endorsement is becom-
ing a valuable phenomenon. This research aims to explore the impact of infor-
mational content and narrative content, which are embedded in micro-celebrity’s
recommendation post, on the persuasion effectiveness. From the perspective of
elaboration likelihoodmodel (ELM) and narrative transportation theory, a research
model is discussed. We propose that the informational content may positively
influence persuasion effectiveness through central route, and narrative content
may positively influence persuasion effectiveness through peripheral route. More-
over, follower’s emotional attachment and role model-identification on the micro-
celebrity maymoderate the two processing. A plan for data collection and analysis
is discussed. In the future, we will finish the data collection and analysis to justify
the proposed hypotheses.

Keywords: Micro-celebrity endorsement (MC endorsement) · Informational
content · Narrative content · Elaboration likelihood model (ELM) · Narrative
transportation theory · Persuasion effectiveness

1 Introduction

Micro-celebrities (MCs) are people who leverage on their popularity, gained among
followers, by showcasing their talent over the Web 2.0, and using technologies such as
online communities and social networking sites (Senft 2008; Uzunoğlu and Misci Kip
2014). Famous social media bloggers, instafames, andYoutube influencers are all micro-
celebrities (Abidin 2016; Marwick 2013; McQuarrie 2013). In practice, MC endorse-
ment has become a very valuable economic phenomenon, because micro-celebrities
are influential among their followers, and product endorsements are popular economic
activities. There are some very classic MC endorsement cases. For instance, Wenyi is
a Chinese cooking blogger with thousands of followers on Sina Weibo (the most well-
known microblog in Mainland China). In 2015, Wenyi recommended a chopping board
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on Weibo, resulting in a sales of 15,000 chopping boards in a single hour, which is 1.5
times of this product’s total sales in Asia in 2014 year (Huxiu 2016). Given the strong
influencing power of MCs, brands are increasingly considering MC endorsement as
an effective online marketing channel to reach potential consumers (Evans et al. 2017;
Schouten et al. 2019; Scott 2017). In Mainland China, the number of followers has
reached 588 million in 2018, with a market size for MC endorsement of RMB 10.18
billion (i research 2018).

Although there are some successful cases of MC endorsements, there are failed
cases too. Ruhan (NASDAQ: RUHN), the largest MC company in Mainland China,
has contracts with 113 fashion MCs. According to Ruhan’s financial report, since 2017,
Ruhan’s earnings increase dramatically,withmore than50%of the earnings are attributed
solely to their top MC. In other words, the remaining 112 MCs have not been very
successful. Given the huge economic potential and challenges on MC endorsement, it
is interesting and important to understand why MC endorsement is successful.

To date, the focus of many studies has been purely on the impact of MC’s blog
content (e.g. blog sentiment, blog volume, and sponsorship disclosure) on endorsement
effectiveness, which is context free. It is, however, as MC is a human brand (Thomson
et al. 2006), characteristics embedded within the MC plays an equally significant role
to influence follower’s product perception and purchase intention. Thus, more attention
should be paid on combining the impact of MC’s unique characteristics on endorsement
effectiveness.

In practice, a unique characteristic of MC’s product recommendation is that the
MC’s product recommendation always disguises itself as a non-commercial normal
discoursing post by packaging it in the way of the daily life sharing or talent showcasing
or both (Marwick and Boyd 2011a; Ren et al. 2012). Specifically, two different types of
content, namely the narrative content and informational content are embedded in such
post. Narrative content is narrative related with MC’s daily life, and the focus within the
MC’s narrative is the episode of MC’s daily life (Marwick and Boyd 2011b; Page 2012).
Informational content refers to professional knowledge or detailed information on the
product (Abidin and Ots 2015). When reading different types of content embedded in
the recommendation, follower’s different psychological accountsmight be triggered. For
instance, informational content is more evidence-intensive and logic-based, which may
evoke the central route (Petty et al. 1983). In contrast, narrative is story in nature and not
related with the product, which may evoke the peripheral routes accordingly (Green and
Brock 2000). Thus, in such setting, it is important to understand how the informational
content and narrative content influence the endorsement effectiveness through different
psychological mechanisms.

Moreover, MC literature suggest the followers tend to generate diverse relationships
with the MC, including emotional attachment and role model identification (Gannon
and Prothero 2016; Khamis et al. 2017). Followers with strongly emotional attachment
towards the MC may allocate more resources on the MC, thus they may read more
carefully and deeply than others when facing with the narrative or informational content
embedded in the recommendation (Bowlby 1979; Thomson et al. 2006). Moreover,
followers, who takes the MC as a role model to learn from, are more sensitive to the
informational content as it is a way to learn from the role model, and are more easily
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to generate imagination and empathy on the narrative as the role model is related with
their ideal-selves (Lockwood and Kunda 1997; van Laer et al. 2019a). Thus, it is also
interesting to consider the moderating role of follower’s emotional attachment and role
model identification with the MC on the two processing routes.

As MC is a broad concept and includes various types. Thus, to be more focused,
we select fashion blogger, one of the largest subtypes of MC on social media, as our
research subject.We propose that informational content persuades through central route,
and narrative content persuades through peripheral route, which can be explained by
elaboration likelihoodmodel and narrative transportation theory (Petty et al. 1983;Green
and Brock 2000). The paper is organized as the following. First, we review literature
on micro-celebrity endorsement, identifying the research gaps and related theories and
concepts. Then we generate the research model and develop the hypotheses. Finally,
a plan for empirical test and expected outcomes are discussed. We expect the findings
will contribute both theoretically and practically. By having a better understanding of
MC’s endorsement success, brands can apply this knowledge to select MC endorsers.
Moreover, MCs can also benefit and improve their endorsement practice.

2 Theoretical Background

2.1 Literature on MC Endorsement

Academic studies have noticed on the influence power of MC and begun to shed light
on the MC’s endorsement phenomenon. Some research studies the impact of expert’s
blog content on endorsement effectiveness and finds that both expert blog’s sentiment
and volume may positively influence consumers’ purchase decision (Luo 2017). Some
studies pay attention to MC’s self-owned business in broadcasting context (Chen et al.
2017). Some studies focus on different aspects of MC’s sponsorship disclosure (Evans
et al. 2017; Lu et al. 2014). Particularly, the sponsorship disclosure is positively influ-
ence brand attitudes and purchase intention when the product is search good or with high
brand awareness (Lu et al. 2014). The disclosure language of commercial post (spon-
sored blog or paid Ad) will influence the follower’s intention to purchase (Evans et al.
2017). To date, the focus of many studies has been purely on the impact of MC’s blog
content (e.g. blog sentiment, blog volume, and sponsorship disclosure) on endorsement
effectiveness, which is context free. It is, however, as MC is a human brand (Thomson
et al. 2006), characteristics embedded within the MC plays an equally significant role
to influence follower’s product perception and purchase intention. Thus, more attention
should be paid on combining the impact of MC’s unique characteristics on endorsement
effectiveness.

2.2 The Context: Two Distinct Types of Content in the MC’s Recommendation
Posts

There are two distinct types of contents embedded in theMC’s recommendation post: the
informational content and the narrative content. On the one hand, informational content
refers to information related to the products (Petty et al. 1983). Within the informational
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content, the product is the focus, and texts and pictures serves for better understanding
on the product. For instance, if the MC recommends a dress, he/she write words and
attaches close-up pictures to disclose information on the dress, such as the material
quality of the dress, special designs of the dress, the occasions to wear the dress and how
to match the dress with other clothes, etc… If the MC recommends cosmetics, he/she
discloses the ingredients of the cosmetic, the benefits of using it and how to use it. The
informational recommendation is information-intensive; thus, it could be very effective
if the arguments are strong and the recipients are highly motivated for such information
(see Fig. 1).

 

The MC recommends a facial 
mask. She emphasizes the 
ingredients of the facial mask 
and the benefits of using it.  

The MC attach several 
pictures to illustrate how 
to use the facial mask. 

The “likes”, “comments”, 
“repost” on this 
recommendation

The MC’s nick name, 
profile picture and time 
of this post. 

Fig. 1. A typical recommendation post in an informational way

On the other hand, narrative content refers to theMC’s narrative on herself (Green and
Brock 2000; Van Laer et al. 2014). Specifically, the MC just appears with the product
and shares some episodes of life without mentioning too much product information.
Within narrative content, the focus is the MC’s narrative on the episodes of her daily
life. A very typical example is theMC’s post taggedwith #OOTD#. In the #OOTD# post,
the fashion MC shares her episodes of daily life, such as “things he/she does today”,
“the lunch he/she has today”, or “the place he/she goes today”. The MC may or may
not offer several sentences to describe such episodes of life, and will attach several
beautiful pictures of such episodes. In those pictures, the MC wears in beautiful clothes
(the products he/she wants to recommend), the backgrounds of those pictures usually are
wonderful natural sights, prosperous street views, or fine designed buildings. Moreover,
the pictures are taken by professional photographer and are carefully beautified before
uploading to social media (Marwick and Boyd 2011a; Senft 2008). In such cases, the
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MC pretends to promote the dress-up in an unintentional and natural way, but in fact
every detail is carefully prepared (see Fig. 2).

The MC says that she 
has been in pregnant 
for 6 months and looks 
like a bear. 

9 pictures of this 
pregnant MC, wearing 
in the beautiful coat on 
the street. 

The “comments”, 
“reposts” and “likes” 
on this post. 

The MC’s nick name, profile picture 
and the time of this post. 

comments

Fig. 2. A typical recommendation post in a narrative way

It is noteworthy that this two ways of recommendations are not mutually exclusive.
In one recommendation post, it is possible that the MC offers product information as
well as tells stories. Thus, examples in the two figure is two extreme ones to understand
this two different presentation styles.

2.3 Elaboration Likelihood Model (ELM)

Elaboration likelihood model is used to explain why the persuasion effectiveness is dif-
ferent on different recipients, even when they are exposed to the same piece of message
(Petty et al. 1983). In some cases, recipients process the information carefully, and their
attitudes might be changed after considerations on the message; while in other cases,
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recipients glance over or even ignore the information. The difference is because that dif-
ferent recipients devote different amount of cognitive resources on the message due to
their diverse involvement/knowledge/ability/motivation on the information (Angst and
Agarwal 2009). ELM believes that when the elaboration is high, the recipient follows a
central route to process the information; while when the elaboration is low, the recipient
is experiencing a peripheral route. Under the central route, information is the key to
influence persuasion effectiveness (Cummings and Dennis 2018). The recipient’s atti-
tude change is caused by carefully information processing. In contrast, under peripheral
conditions, peripheral cues rather than information are critical for attitudes formation.
Peripheral routes include source credibility, source attractiveness, message sideness,
message consistency, message popularity, etc. (Cheung et al. 2012; Bhattacherjee and
Sanford 2006; Liu et al. 2019).

2.4 Narrative Transportation Theory

Narrative persuasion refers to attitude change caused by narrative (e.g. stories) rather than
persuasive arguments, such as movies, novels, or video games (van Laer et al. 2019a).
Narrative transportation theory is a useful perspective to explain the narrative persuasion
(Shen et al. 2015; van Laer et al. 2019b). It proposes that when the recipient immerses
himself into the narrative, such as stories, his attitudes and intentions will be changed
to reflect that story (Schlosser 2003). In other words, the story arrests the recipient into
the narrative world, where the recipient (a) generating empathies with the character, (b)
forming imaginations on the plots in the story, (c) forgetting the reality while consuming
such narrative (Escalas 2006). Such transformational experience of the recipient is called
narrative transportation.Narrative transportation persuades via realismof experience and
affective responses (Green and Brock 2000). The effectiveness of narrative persuasion
is due to the recipient’s experiencing a like-real happened event.

Embedding narratives in ads is a prevalent phenomenon in marketing. On the one
hand, some literature suggests that narrative cues, such as brand characters and visuals,
are beneficial to help the consumer to generate imagination and empathy on the events
happened in the narrative (Schlosser 2003). Thus, narrative transportation occurs in
which the consumer will frequently interpret stories to approach brand’s culture mean-
ings, justify their identities, and inform the consumption experience (Van Laer et al.
2014; McCracken 1986). Moreover, narrative transportation can be triggered not only
by purely texts, pictures can also serve as an important narrative cue to enhance imag-
ination and empathy on the events (Phillips and McQuarrie 2010). On the other hand,
regardless of the huge influence of narrative transportation on persuasion, some literature
also suggests that narrative transportationmight be impossible to happen if the consumer
is skeptical and even resistant on the persuasion intention (Phillips andMcQuarrie 2010).

2.5 Attachment Theory

Attachment theory is developed from parent-infant relationship (Malar et al. 2011). Its
main proposition is when someone is in his childhood, survival is the basic need. He/she
would like to seek protection from environmental threats and maintain the sense of
safety. As a result, he/she would like to build emotional bonding with people who are
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responsive to his needs (Bowlby 1979; Loroz and Braig 2015). Attachment also exists in
a person’s adulthood.When an object is responsive to one’s specific needs, a satisfied and
committed relationship is then built (Fedorikhin et al. 2008; Thomson et al. 2006). As
human beings have the tendency to maintain such intense relationship, they are mentally
willing to allocate emotional, cognitive and behavioral resources towards the attachment
target (Bowlby 1979).

2.6 Attainable Role-Model Perspective

Role model literature proposes that an individual compares oneself with people he
aspires, and takes such aspired people as reference group to learn from (Lockwood
and Kunda 1997). Such people in the reference group is role model, and the individual
is called the follower. A role model, especially the one whose achievement in a spe-
cific domain is perceived as attainable by the follower, can inspires the follower’s ideal
self, and encourages the follower to achieve similar achievements by imitating such role
model (Lockwood et al. 2002). Thus, the role model has two salient characteristics.
First, the role model is perceived as obsessing some achievements in a certain domain,
so the follower would like to obtain similar achievements through vicarious learning and
imitation. Second, the role model’s achievement in a specific domain can trigger the fol-
lower’s yearning for her ideal-self. Specifically, there is a great congruency between the
role model and the follower’s ideal self, thus, the follower will be motivated to achieve
such ideal self.

3 Theoretical Background

The research model is summarized in Fig. 3.

Fig. 3. The research model.

3.1 Informational Content and the Central Route

In the context of MC recommendation, product information embedding is the extent
to which the recommendation post offers knowledge and descriptions related with the
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product. Detailed data, claims, and arguments about the product will be presented either
in the texts and the pictures. For instance, the MCwill introduce the components, origin,
price and effect of the recommended product in the text part; at the meantime, the MC
will also attach some trials or details pictures of the product as supporting information.
According to ELM, if such informational content is carefully processed by recipients, a
central route happens. Specifically, reading such intensive product informational embed-
ding post, the followers can have a more comprehensive understanding on the product,
if the follower use the central route to process the information (Cheung et al. 2012; Luo
et al. 2015). As a result, a better understanding on the product will lead to high product
diagnosticity and persuasion effectiveness.

H1: The product information embedding of the recommendation will positively influence
the follower’s product diagnosticity (H1a) and persuasion effectiveness (H1b).

3.2 Narrative Content, Narrative Transportation and Peripheral Route

Narrative content in the MC’s recommendation refers to the extent to which the rec-
ommendation post offers narrative related with the MC herself. Similarly, as brand’s
narrative ads, MC also utilizes narrative when recommending products. The only differ-
ence is that in brand’s ads, the narrative topic varies if it can effectively evoke consumers,
while for MC’s recommendation, usually the narrative content embedded in the recom-
mendation is related to the MC herself (Phillips and McQuarrie 2010; Wang and Calder
2006). Such difference is due to the MC’s unique “narrative and discourse” practice on
social media. In practice, the MC spends a lot of time discoursing online (Marwick and
Boyd 2011a; Marwick 2013). Particularly, MC intentionally discloses his or her every-
day life by posting selfies, narrative daily life stories and so on to enhance the ordinary
status (Marwick 2013). MC related narrative content is very similar as the MC’s nar-
rative based daily life sharing posts, such as interesting episodes of a pleasant journey,
afternoon tea timewith friends, and theMC’s latest state. TheMC’s narrative content has
two interesting characteristics. On the one hand, in such narrative recommendation, the
leading role is the narrative itself, which is related with the MC. The narrative discloses
daily life of the MC, which is like other normal daily life-sharing posts in the MC’s
social media. On the other hand, the product information in the recommendation post
serves as a silent and supporting role as it only appears with the MC in the picture part
and is attached as a link in the text part.

Narrative content serves as a peripheral cue to influence the follower’s perception.
The reason is that narrative content in the recommendation tells stories about the MC,
which is not related with the product information directly. A peripheral route happens
when the follower is attracted by the narrative, involves himself/herself into the MC’s
story, experiences a sense of being in the story (van Laer et al. 2019b). For instance,
in the example of wanwan’s OOTD, the MC appears with nice clothes and haircut, the
postures are carefully selected, the background is elegant, and photo is taken and PSed
by professional photographer. In addition, wanwan adds a paragraph to describe the
pleasant weather and her thoughts in that picture. When the follower read such narra-
tive, the follower will tend to feel entering the world described by the MC, and feels as if
he/she is experiencing the same events as described by the MC (Green and Brock 2000).
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Thus, according the narrative transportation theory, narrative transportation occurs and
the follower will generate more positive intentions and attitudes on the narrative recom-
mendation (i.e. the narrative message) (Escalas 2006). Based on the above arguments,
we propose that,

H2: The narrative of the recommendation will positively influence the follower’s
narrative transportation (H2a) and the persuasion effectiveness (H2b).

3.3 Emotional Attachment

If the follower is emotional attached with the MC, he/she will allocate more resources
on the MC (Bowlby 1979). Thus, when faced with a recommendation post, he/she will
spend more time and cognitive resources to interpret the informational as well as the
narrative content in the post. As a result, the follower will have a better understanding
on information related with the product (product diagnosticity) and is more likely to
immerse oneself in the story provided by the MC (narrative transportation). Based on
the above arguments, we propose that,

H3: The follower’s emotional attachment will positively moderate the analytical
processing (H3a) and the narrative processing (H3b).

3.4 Role Model Identification

Tagged as “digital opinion leaders”, “gurus”, the fashion MC is perceived as possessing
endowment and achievement (i.e. fashion taste) in the fashion domain (Choi and Behm-
Morawitz 2017; McQuarrie 2013). The MC showcasing her fashion taste by sharing
her dress-up pictures on social media and uploading tutorials on how to match a shirt
with suitable skirt, shoes, and bags (Abidin and Ots 2015). From the perspective of
followers, such talent showcasing in various forms is good tutorial resources for learning
the MC’s fashion taste. Informational content, which is offered by the MC in product
recommendation post, can be considered as a specific type of resources for the follower’s
learning theMC’s fashion taste. Thus, the follower,who identifies theMCas a rolemodel,
will have strong interest to process such informational content, as the follower consider
it is a way to learn from the MC and obtain similar fashion achievement as the MC
does. In a word, the follower who consider the MC as a role model to learn from, will
consider the informational content as tutorials to learn and pay great attention to process
such informational content in the recommendation. Based on the above arguments, we
propose that:

H4a: The follower’s role model identification with the MC will positively moderate the
analytical processing (H4a).

According to the role-model literature, if the follower’s ideal fashion self is congruent
with the MC’s fashion image, then the follower is more likely to take the MC as a role
model to learn from (Escalas and Bettman 2017; Lockwood et al. 2002). In other words,
the MC’s achievement may trigger the follower’s yearning of the ideal-self. As we
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mentioned in Sect. 2.1, narrative content in a MC’s recommendation is always narrative
related with the MC’s life. Either in the picture or the text part, the MC appears as the
limelight (Schlosser 2003). In the picture, the MC is surrounded by pleasant scenery,
wearing in beautiful clothes and posing. A follower, who is taking the MC as the role
model, will thinking about her ideal fashion self when facing with such pictures. As
the follower’s ideal self is triggered, the follower will be yearning for being as similar
as the MC. Thus, when faced with the narrative picture, the follower is more likely to
involve into the event happened in the picture and imagine as if he/she is wearing the
same clothes standing in the same land as the fashionMC does in the pictures. Moreover,
the narrative words in the text part has similar influence as the picture part. A follower
with strong role-model identification with the MC tend to immerse more into the stories
related with the MC, reverberate empathically to the MC in the story and feels as if
he/she is experiencing the events happened on the MC. Based on the above arguments,
we propose that:

H4b: The follower’s role model identification with the MC will positively moderate the
narrative processing.

4 Methods

To clarify the proposed hypotheses, we are going to conduct two studies. The first one
is a survey based study to test hypotheses H1–H4. The second is a coding based study
to test hypotheses H1b, H2b, H3, and H4.

4.1 Study 1

This study aims to test hypotheses H1–H4.

Preliminary Study. A preliminary study through interviews has been conducted first.
In the preliminary study, we aim to get some practical evidence to verify our initial
hypotheses and revise the original model by surprising finding from the interviews.
To do so, several followers has been interviewed. Questions about the follower’s atti-
tudes on the product recommendation, their psychological feelings towards the MC,
and their responses faced with narrative and informational content embedded in the rec-
ommendation will be asked. For instance, the questions are like “when you observe a
recommendation post, how is your response to the narrative content in this post?”, “what
are your feelings towards the MC?”, “do you feel emotional attached with the MC?”,
“will you analyze the product information provided by the MC carefully?”.

The Survey. If some extra evidences are found from the interviews, we will modify the
model based on the interviews. If the preliminary study validates the initial model, then
we will conduct a survey to test the model.

A Pilot Study. A pilot study on 20 potential respondents will evaluate the feasibility of
the survey questionnaire, and to identify any problems/need for amendments either in
the questionnaire administration or instrument items. The questionnaire will be adapted
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based on existing instruments in prior literature, as well as self-developed scale (Moore
and Benbasat 1991). Existing instruments of constructs will be adapted to the context
of this research, and included in the questionnaire whenever possible.

Main Sample and Participants. The main study will empirically validate the proposed
model in the context of fashion blogger endorsement, constructed based on an online
survey on several chosen MC and their followers in the Greater China region (more
specifically in mainland China and Hong Kong).

Specifying Research Subjects. The first step is to generate a research subject name list,
including both the MCs and the corresponding followers. To do so, firstly, we have
generated a list of 300 fashion bloggers on weibo, and each blogger has more than
50,000 followers. Secondly, we randomly select 100 bloggers from this original list.
Thirdly, for each blogger, we randomly select 60 followers. Fourthly, we send research
invitation messages to the selected 60 * 100 followers. Followers who agree with our
invitation will be recruited as our participants. we expect the response rate of followers
are more than 20%, thus, we can get 20 followers for each MC. By doing so, we can
have 100 MCs and more than 1200 (20 * 60) followers in our research subject name
list. If the response is less than 1200, then we will consider to select more MCs and
corresponding followers to get at least 1200 participants.

The Online Survey Based Questionnaire. An online survey will be conducted with 2000
followers whom are in the research subject list. For the recruited participants, we will
send the online questionnaire link, which is pretested in the pilot study, to all participants,
and the incentive will be offered after the follower finishes the questionnaire. Moreover,
the demographic information of followers will also be counted in the survey.

Measurements. The measurement will be developed based on the literature and the
validity will be tested based on the pilot study.

Control Variables. Control variables such as the “congruency between the product and
the MC”, “follower’s initial attitudes on the product”, “the priority of the MC in the
follower’s following list” will be included.

Data Analysis. Since we want to test the mediation mechanisms in the persuasion pro-
cess, the data analysis will be conducted based on the mediation analysis (MacKinnon
et al. 2007).

4.2 Study 2

This study consists of a coding based analysis of product recommendation posts crawled
from MC weibo to test hypotheses H1b, H2b, H3, and H4.

Sampling. We choose fashion MCs’ on weibo as our research subjects. We randomly
select 50 MCs from the MC pool in study 1. Their product recommendation posts
within 1 months and the corresponding posts of followers who add “likes” on the
recommendations will be crawled, respectively.
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Operationalization of Informational Content and Narrative Content. First, we will
generate criteria list for each of the two variables. Second, two PhD students in infor-
mation systems will be invited as coders to independently do the coding on the posts
based on the criteria. For each post, a Likert scale ranges from 1–7 will be assigned to
the informational content and narrative content. If the coding results from two coders
are incongruent, we will discuss the criteria and do it again. If no huge inconsistency
of the two results, the final value for each observational point will be calculated as an
average of the values from two coders.

Operationalization of Emotional Attachment and Role-Model Identification. First,
we will generate a criteria list for emotional attachment and role-model identification.
We will then generate criteria of emotional attachment and role-model identification
based on the text analysis of the followers’ posts and their comments on the MC’s recent
one month posts. Then a coding will be developed, which is similar as the procedure of
coding “informational content” and “narrative content”.

Persuasion Estimation. We include the positive feedback as the narrative persuasion
variable measured by consumers’ thumbs-up gestures on the recommendation.

Data Analysis. As this is a nested data set, which includes both the MC level data
(informational content, narrative content and persuasion estimation), and the follower
level data (emotional attachment & role model identification), the data will be analyzed
based on the hierarchical linear model (Rai et al. 2009).

5 Expected Outcomes and Contributions

We expect the hypotheses will be supported. Thus, the important role of different con-
tent embedded in MC’s product recommendation will be empirically identified. Also,
the internal influencing mechanisms will be empirically explored. Further, followers’
emotional attachment and role-model identification can be stressed as vital to influence
such mechanism. The findings can contribute to both social commerce and endorse-
ment literature. Firms and MCs can also utilize the findings to improve their practical
performance.
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