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Abstract. This research in progress paper introduces a novel academic abstract
sentence classification system intended to improve researcher literature discovery
efficiency. The system provides three key functions: 1) displays abstracts with
visual identification of each sentence’s indicated literature characteristic class,
2) conversion of unstructured abstracts into structured variants and 3) categorised
class sentence extraction available for export toCSValongside literaturemetadata.
This functionality is made possible by a web application connected to a Python
instance via PHP, integration with an open access literature index via an API and a
deployed academic abstract sentence classification model. The contribution of the
proposed system is its ability to enhance researcher literature discovery. This paper
provides context and motivation behind the development of the system, outlines
its functionality and provides an outlook for future research.
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1 Introduction

As a result of the large volume of academic literature available on the Internet [9],
identifying literature relevant to a research undertaking can be a tedious task. This is
due to the information overload associated with unprecedented widespread accessibility
to literature. Even though academic literature indices and databases provide access to
a significant number of digitally accessible literature, junior researchers are often at a
loss as to where to begin searching for content and experienced academics often find
themselves in echo chambers seeking an alternative method to identify novel research.

This paper introduces a system which can assist researchers hone in on literature
within their research scope. This is achieved through the novel deployment of academic
abstract sentence classification modelling into a software system designed specifically
for researchers. Such modelling is an artefact of the computer science research field of
natural language programming, concerned with the classification of academic abstract
sentences into structured abstract format classes. Examples of these classes include ‘Pur-
pose’, ‘Methodology’, ‘Findings’ and ‘Contributions’. The deployment of thismodelling
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capability enables the software to provide three primary functions: 1) display abstracts
with visual identification of each sentence’s indicated literature characteristic class, 2)
conversion of unstructured abstracts into structured variants and 3) categorised class
sentence extraction available for export to CSV alongside literature metadata. These
functions are intended to enable researchers to utilize the advancements in academic
abstract sentence classification modelling to enhance literature discovery capability and
improve literature review efficiency. The system proposed is the first known example of
the deployment of academic abstract sentence classification capability into a software
system specifically for academic researchers and with demonstrated integration with an
academic literature index.

This paper is structured as follows. Firstly, some context on structured abstracts and
academic abstract sentence classification will be outlined as well as the motivations
for the development of the system. The paper will then introduce the system, before
outlining our ongoing research on its development and the study of its utilisation.

2 Background

This section will introduce structured abstracts and academic abstract sentence classifi-
cation modelling, key concepts underpinning the utility of the proposed system.

The approach to authoring abstracts is not universal across academic disciplines.
Some journals and conferences enforce a structured approach, requiring a set of literature
characteristics to be explicitly identified. The set of characteristics utilised in a structured
abstract is known as a format [13]. Common examples of structured abstract formats
from thebiomedical discipline include IMRAD(‘Introduction’, ‘Methods’, ‘Results’ and
‘Discussion’) and the 8-heading format, which varies from IMRAD with the inclusion
of ‘Setting’, ‘Patients’, ‘Interventions’ and ‘Outcome Measurements’.

The utility of structured abstracts has been well documented in the literature. Of
particular note is the understanding that the adoption of structured abstracts increases
relevant literature discovery capability [1, 7, 10, 11]. For example, Budgen et al. [2]
conducted quantitative research on the utility of structured abstracts through a survey
of 64 researchers and students. They determined that non-structured free text abstracts
“are likely to omit substantial amounts of relevant information” (p. 457) and that struc-
tured variants “are significantly more complete and clearer than unstructured abstracts”
(p. 457). These findings are supported by further research conducted by Budgen et al.
[3].

The adoption of structured abstracts also benefits researchers in the computer science
research field of natural language processing, as they provide a unique source of cate-
gorised sentence level observations suitable for training machine/deep learning models.
Thesemodels are capable of classifying non-structured abstract sentences into structured
heading format classes, such as ‘Purpose’, ‘Method’, ‘Findings’ and ‘Contributions’.
Table 1 outlines state-of-the-art academic abstract sentence classification models iden-
tifying the origin paper , algorithm/modelling approach adopted and some performance
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characteristics. Themodels shown demonstrate the high-performance capability of these
artefacts, most of which reach ~90% precision when classifying biomedical structured
abstract sentences sourced from the PubMed 20k/200k [5] datasets.

Table 1. Summary of state-of-the-art academic abstract sentence classification models

Paper Algorithm Performance

Dernoncourt et al. [6] Neural Network PubMed 200k [5]: F1-score:
89.9%

Cohan et al. [4] Bidirectional Encoder
Representations from
Transformers (BERT)

PubMed 20k [5]: 92.9% accuracy

Gonçalves et al. [8] Neural Network PubMed 20k [5]: 90.9% precision,
90.8% recall/F1-score

Jiang et al. [12] Text convolutional neural network
(CNN) + bidirectional recurrent
neural network (bi-RNN)

PubMed 200k [5]: 94.4% accuracy
(p. 8)

3 Motivation

Our research has not identified a system that deploys academic abstract sentence clas-
sification modelling capability, particularly for academic researchers. We also have not
identified a system that demonstrates the integration of abstract sentence classification
with academic literature indices or databases for on demand abstract sentence classi-
fication. Having greater access to relevant literature will ultimately save researchers’
valuable time and resources. Therefore, we propose a system that can enhance the abil-
ity of researchers to find relevant literature more accurately and efficiently. We are
also motivated to contribute to the information systems and computer science bodies of
knowledge through the demonstration of how academic abstract sentence classification
capability can be operationalised, and how it’s introduction and adoption in the literature
discovery activity impacts the ability of researchers to acquire relevant material in their
efforts to produce novel research.

4 Proposed System

The proposed system is dependent on two key components: 1) the framework enabling
the classification of abstract sentences and 2) the deployed classification model(s). The
framework comprises of a web application, connected via PHP to a Python instance run-
ning Flask (http://flask.palletsprojects.com/en/1.1.x/), a web framework enabling REST
request dispatching. The Python instance processes queries from users via the web
application, forwarding these on to the open source academic literature index DOAJ

http://flask.palletsprojects.com/en/1.1.x/
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(Directory of Open Access Journals) to retrieve literature metadata. The connection to
DOAJ serves as an example of connectivity - other literature indexes/databases may be
connected in the future. Flat files (CSVs) of exported metadata from academic literature
index searches can also be loaded and queried. Figure 1 provides a high level overview
of the framework.

Once retrieved, abstracts are scored by the model, which in preprocessing splits each
abstract’s sentences before classifying them according to the programmed structured
abstract headings. The model also provides confidence scores for each classification.
The web application is then served enriched metadata via the Python instance, allowing
three functions to be performed. Firstly, the application can visually highlight sentences
according to the classification indicated by the model, as demonstrated in Fig. 2. Sec-
ondly, the application can convert unstructured abstracts into structured variants, as
shown in Fig. 3. Alternatively, a CSV can be exported which contains returned literature
metadata, and for each row an extract of structured heading sentences appended together.
An example is shown in Fig. 4, filtered on ‘design/methodology/approach’.

Fig. 1. High level overview of the proposed system
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Fig. 2. Highlighting of sentences according to the classified structured abstract class.

Fig. 3. Structuring of an unstructured abstract. Heading classes are identified in bold.

Fig. 4. Structured class content and metadata extracted to CSV. Filtered on ‘findings’ extracts.

To demonstrate the utility of the system we trained a sentence classification model
using the XLNet [15] modelling method, which has achieved state-of-the-art status for
several classification challenges [15]. A XLNet model was trained using the Emerald
20k dataset [14], containing 201,452 classified sentences from 20,000 multidisciplinary
abstracts. Sentences in the dataset are classified into the following structured abstract
heading classes: purpose, design/methodology/approach, originality/value, practical
implications, social implications and research limitations/implications. The model
achieved 73.3% precision when tested on a holdout subset. Whilst performance of
the model is not state-of-the-art, it served the purpose of demonstrating the system’s
ability to classify academic abstract sentences on demand. Future system development
will look towards the deployment of state-of-the-art models, such as those identified in
Table 1. This highlights the adaptability of the system, in that it permits the deployment
of pre-trained models that enable classification via a Python instance. It is also possible
to deploy several classification models and for alternate models to be used for scoring
depending on characteristics of the abstract or query, such as the origin discipline.
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5 Ongoing Research

We are conducting research exploring the utility of the system, specifically what role it
plays as a facilitating tool in the literature discovery activity conducted by multidisci-
plinary researchers. Our examination will adopt a theoretical framework which permits
the analysis of researchers adopting the system into their research efforts. We antici-
pate this research will yield both quantitative and qualitative insights into the value of
the academic abstract sentence classification, thereby directing any future research and
development into the deployment of such capability. We will also be working to enhance
the system through state-of-the-art model deployment, user experience improvement as
well as alternative academic literature index and database integration.

Acknowledgments. The authors wish to acknowledge the Australian Government Research
Training Program Scholarship which enabled this research to take place.
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