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Preface

It is our great pleasure to welcome you to the proceedings of the 14th International
Conference on Research Challenges in Information Science (RCIS 2020). RCIS brings
together scientists, researchers, engineers, and practitioners from the whole spectrum of
information science and provides opportunities for knowledge sharing and dissemi-
nation. The first edition of RCIS was held in 2007 in Ouarzazate, Morocco. Over the
years, the various instances of RCIS were hosted in Morocco, France, Spain, the UK,
Greece, and Belgium.

RCIS 2020 took place in Limassol, Cyprus, during September 23–25, 2020. The
conference was originally scheduled for May 2020, but the Organizing Committee was
forced to postpone the conference due to the outbreak of the COVID-19 pandemic. The
scope of RCIS 2020 is summarized by the following eight thematic areas: (i) infor-
mation Systems and their engineering, (ii) user-oriented approaches, (iii) data and
information management, (iv) business process management, (v) domain-specific
information systems engineering, (vi) data science, (vii) information infrastructures,
and (viii) reflective research and practice.

Within the variety of information science areas and domains, we are assisting a
dramatic boost in the role of artificial intelligence (AI) techniques. Clear examples of
AI technologies that are applied to data and information are machine learning
(including deep learning with neural networks), autonomous and self-adaptive systems
(such as autonomous cars or the automation in Industry 4.0), and natural language
processing. To emphasize this undeniable trend, the theme of RCIS 2020 was
“Information Science in the Days of Artificial Intelligence.”

Our two keynote speakers provided their perspectives on the role of AI in infor-
mation science. Hajo Reijers (Utrecht University, The Netherlands) gave a keynote
entitled “The Future of Work Automation,” which focused on how human work can be
analyzed and interpreted through AI techniques, in order to assess whether it makes
sense to automate human work. Nana Tintarev (Delft University of Technology, The
Netherlands), in her keynote entitled “Explainable AI is not yet understandable AI,”
investigated how advice-giving systems should be able to explain themselves, in order
to avoid mismatches between the system representation of the advice and the repre-
sentation that is assumed by the user. These interesting perspectives have been further
elaborated in a plenary panel discussion.

We are pleased to present this volume comprising the RCIS 2020 proceedings. This
is the first edition of RCIS that has proceedings published by Springer through their
Lecture Notes in Business Information Processing (LNBIP) series. These proceedings
include the papers in all the tracks of RCIS 2020, and therefore constitute a compre-
hensive account on the conference.

The main track received 136 abstracts, which materialized into 118 submissions.
The program co-chairs desk rejected 12 papers which were out of scope, resulting in
106 papers that were peer reviewed. Each paper was reviewed by at least three Program
Committee members; these reviews served to initiate an online discussion moderated



by one Program Board member, who concluded the discussion by writing a
meta-review and a suggestion for full acceptance, conditional acceptance with gate-
keeping, invitation for poster track, or rejection. The program co-chairs discussed each
paper and took the final decisions, largely in line with the Program Board advice,
leading to 29 accepted papers in the main track. The breakdown by category is as
follows:

– Technical solution: 15 accepted out of 58 reviewed
– Scientific evaluation: 5 out of 21
– Industrial experience: 6 out of 10
– Work in progress: 3 out of 17

The Posters & Demos track, chaired by Elena Kornyshova and Marcela Ruiz,
attracted 8 submissions, 5 of which were accepted. Furthermore, 7 additional papers
were accepted from those papers invited from the main conference track, leading to a
total of 12 posters and demos. The Doctoral Consortium track, chaired by Raian Ali
and Sergio España, attracted 5 submissions, 4 of which were accepted. The Tutorials
track, chaired by Estefanía Serral and José Ignacio Panach, received 5 proposals, 3 of
which were accepted.

To foster the discussion about innovative research projects in information science,
we launched the Research Projects RCIS track, organized by the Posters & Demos
co-chairs, aiming at short communications on projects such as those funded by the EU
Commission via H2020 or ERC projects, or by national research councils. The track
received 10 submissions, out of which 8 were accepted.

RCIS 2020 would not have been possible without the engagement and support of
many individuals. As editors of this volume, we would like to thank the RCIS Steering
Committee members for their availability and guidance. We are grateful to the mem-
bers of the Program Board and of the Program Committee, and to the additional
reviewers for their timely and thorough reviews of the submissions and for their efforts
in the online discussions. A special thank you goes to those of them who acted as
gatekeepers for the conditionally accepted papers. We would like to thank our social
media chair Fatma Başak Aydemir, who guaranteed visibility through Twitter. We are
deeply indebted to the George A. Papadopoulos, the general co-chair responsible for
the local organization, for his continuous logistics and operation efforts, his extensive
advertising activities, his decisive role in coping with the rescheduling, and his initial
push regarding the Research Projects track. Finally, we would like to thank Christine
Reiss, Ralf Gerstner, and Alfred Hofmann from Springer for welcoming RCIS to their
LNBIP series and for assisting in the production of these proceedings.

We believe that this volume provides a comprehensive account on the conversations
that took place at the RCIS 2020 conference. We hope you will find innovative and
surprising research results and research challenges that can be used for the construction
of better information systems that serve our society.

September 2020 Fabiano Dalpiaz
Jelena Zdravkovic

Pericles Loucopoulos
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Explainable AI is Not Yet Understandable AI

Nava Tintarev

TU Delft, The Netherlands
n.tintarev@tudelft.nl

Some computer systems operate as artificial advice givers: they propose and evaluate
options while involving their human users in the decision making process [8]. For
example, a regulator of waterways may use a decision support system to decide which
boats to check for legal infringements, a concerned citizen might used a system to find
reliable information about a new virus, or an employer might be use an artificial advice
giver to chose between potential candidates. This keynote focuses specifically on
explanations for recommender systems. Recommender systems such as Amazon, offer
users recommendations, or suggestions of items to try or buy. Recommender systems
can be categorized as filtering and ranking algorithms, which result in the increase in
the prominence of some information, and other information (e.g., low rank or low
confidence recommendations) not being shown to people.

For explanations of recommender systems to be useful, they need to be able to
justify the recommendations in a human-understandable way. This creates a necessity
for techniques for automatic generation of satisfactory explanations that are intelligible
for users interacting with the system1.

“Interpretability” has been qualified as the degree to which a human can understand
the cause of a decision [4]. However, understanding is rarely an end-goal in itself.
Pragmatically, it is more useful to operationalize the effectiveness of explanations in
terms of a specific notion of usefulness or explanatory goals such as improved
decision support or user trust [7]. One aspect of intelligibility of an explainable system
(often cited for domains such as health) is the ability for users to accurately identify, or
correct, an error made by the system. In that case it may be preferable to generate
explanations that induce appropriate levels of reliance (in contrast to over- or
under-reliance) [9], supporting the user in discarding recommendations when the
system is incorrect, but also accepting correct recommendations. The domain affects
not only the overall cost of an error, but the cost of a specific type of error (e.g., a false
negative might be more harmful than a false positive for a terminal illness). In a domain
such as news, a different goal might be more suitable, such as explanations that
facilitate users’ epistemic goals (e.g., broadening their knowledge within a topic) [6].

It is sometimes erroneously assumed that explanations need to be completely
transparent with regard to the underlying algorithmic mechanisms. However, a trans-
parent explanation is not necessary understandable to an end-user. [1] distinguishes

1 NWO Artificial Intelligence Research Agenda for the Netherlands (AIREA-NL), https://www.nwo.
nl/en/news-and-events/news/2019/11/first-national-research-agenda-for-artificial-intelligence.html,
released in November 2019.

https://www.nwo.nl/en/news-and-events/news/2019/11/first-national-research-agenda-for-artificial-intelligence.html
https://www.nwo.nl/en/news-and-events/news/2019/11/first-national-research-agenda-for-artificial-intelligence.html


between explanation and justification in the following way: “a justification explains
why a decision is a good one, without explaining exactly how it was made.” That is, a
user-centered explanation may not be fully transparent, but still useful if it fulfills an
explanatory goal.

Assessing the effect of explanations on given explanatory goals requires systematic
user-centered evaluation. To understand which explanation (e.g., with regard to
modality, degree of interactivity, level of detail, and concrete presentational choices)
for explanations, it is vital to identify which requirements are placed by individual
characteristics, the domain, as well as the context in which the explanations are given.
For example, in the music recommender domain, personal characteristics such as
domain expertise and visual memory have been found to influence explanation effec-
tiveness [3]. Further, having additional transparency and control for context such as
location, activity, weather, and mood has been found to lead to higher perceived quality
and did not increase cognitive load for music recommendations [2]. Other contextual
factors, such as group dynamics, create additional requirements on explanations, such
as balancing privacy and transparency [5].
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The Future of Work Automation

Hajo A. Reijers

Utrecht University, Princetonplein 5, 3584 CC Utrecht,
The Netherlands

h.a.reijers@uu.nl

Due to the advent of Information Technology (IT), our perception of what “work” is
evolves. Tasks that were until recently considered to be the exclusive domain of
humans are now carried out by robots or algorithms. Examples are plentiful: algorithms
are more accurate for some medical diagnosis tasks than medical specialists, simple
journalistic texts can be automatically generated, and personal financial advice can be
provided by robots to a certain extent [1].

There is a rich debate on the question whether humans will become obsolete in the
working place. To some, the real question is when this will happen [2]. Others
emphasize that what we see happening is a long process of the automation of human
tasks, while there is still an ongoing growth of human jobs [3].

There is another perspective on the relationship between IT and work. IT is not only
a means to automate work; it can also be an enabler to better understand human work
itself.

This can be seen in the following way. Increasingly, human work is less about
physical labor and more about cognitive action. Cognition centers around the pro-
cessing of data. Workers receive, retrieve, interpret, enrich, create, send, and store data.
The occurrence of such data actions manifest themselves as human event data in logs in
all types of records. Very often, it is even possible to determine the exact data that was
retrieved or stored during such events.

The capabilities of IT to process large amounts of data and the development of a
range of data analysis algorithms all of a sudden make human event data of much
interest. Through approaches such a process mining [4] and task mining [5], we are
able to find out all kinds of properties of human work, such as their volume, timing
aspects, repetitive patterns, etc.

A new step, which now lies ahead of us, is to use our understanding of human work
to rethink it. Can we identify the parts of human work that are simple and perhaps
boring, so that we can automate these to relieve human workers from it? Can we also
identify the demanding parts of human work, so that we can think of better ways to
enable workers carrying out those parts, for example by providing them with better
data? Could we even do this all automatically, so that we embark on a continuous
process of work improvement?

Far-fetched as these questions may seem now, signs can be observed that it
becomes feasible to start answering them. Those signs can be observed in new tech-
nologies, such as Robotic Process Automation [6], and during running research pro-
jects that aim at understanding human work. We may very well be entering a new era

http://orcid.org/0000-0001-9634-5852


for work automation where the focus shifts from replacing humans by computers to
design work that gracefully combines the skills of humans and computers.
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Abstract. Organizations are looking for ways to harness the power of
big data and to incorporate the shift that big data brings into their
competitive strategies in order to seek competitive advantage and to
improve their decision making by becoming data-driven organizations.
Despite the potential benefits to be gained from becoming data-driven,
the number of organizations that efficiently use it and successfully trans-
form into data-driven organizations stays low. The emphasis in the liter-
ature has mostly been technology oriented with limited attention paid to
the organizational challenges it entails. This paper presents an empirical
study that investigates the challenges and benefits faced by organizations
when moving toward becoming a data-driven organization. Data were
collected through semi-structured interviews with 15 practitioners from
nine software developing companies. The study identifies 49 challenges
an organization may face when implementing a data-driven organiza-
tion in practice, and it identifies 23 potential benefits of a data-driven
organization compared to a non-data-driven organization.

Keywords: Data-Driven Organization · Data-driven culture ·
Data-driven decision making · Challenges · Benefits

1 Introduction

Organizations are increasingly dependent on, and are using data and informa-
tion to support, e.g. customer insights, product and service development, future
directions, and decision making [14,22]. Hence, the application of Big Data (BD)
and Big Data Analytics (BDA) in driving organizational decision-making has
attracted much attention over the past few years [20]. Since the potential bene-
fits that are associated with BD are important for organizations in all industries
and domains [9], organizations are turning to BDA [15] to seek competitive
advantages [6,10] with the aim of becoming a Data-Driven Organization (DDO)
[11]. One reason for aiming toward becoming a DDO is because of the influx of
data [1] caused by a constant generation of data from, e.g. cars, mobile phones,
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Internet of Things, machines, and other applications. Despite the potential of
DDOs, few organizations have successfully transformed into DDOs [3,6,17].

In order to become a DDO, a data-driven culture must be established before
the full potential can be exploited [1]. When transforming into a DDO, there are
several aspects that need to be considered and implemented, e.g. technological,
managerial, and organizational aspects, as well as implementing a data-driven
culture. Most studies in the literature have focused on infrastructure, intelligence,
and analytic tools [6,20], and there has been a significant evolution of techniques
and technologies for data storage, analysis and visualization [15]. However, there
has been limited attention on managerial and organizational challenges in order
to embrace these technological innovations [19].

In order to successfully transform into a DDO, it is important to understand
the whole spectrum of aspects that surround BD and BDA [10]. By understand-
ing the challenges faced by an organization that have become data-driven will
help increasing the understanding of transforming into a DDO, thus new insights
may be gained. This paper presents the results of an empirical study that includes
data collected through semi-structured interviews with 15 practitioners from nine
different software developing companies. This study investigates challenges and
benefits faced by organizations when moving toward becoming a Data-Driven
Organization.

The remainder of this paper is organized as follows. In Sect. 2, related work is
presented. The research methodology is described in Sect. 3, and Sect. 4 presents
the results while Sect. 5 discusses and relates the findings to previous studies.
Section 6 gives a summary of the main conclusions.

2 Related Work

There are several definitions of DDOs in the literature. Anderson [1] defines an
organization as data-driven when there is a data-driven culture in which data
collection, data quality, and analytics are used to make decisions to gain com-
petitive advantages. Another definition is that an organization is data-driven
when there is a data-driven culture that is characterized by a decision process
where data is used over opinions [4], while, according to [13], an organization is
data-driven “when it uses data and analysis to help drive action – even if that
action is a deliberate inaction”. Looking into these definitions, there is a common
process, collect data, use analytics to derive insights, and make decisions based
on the derived insights. Hence, data-driven decision-making [19], and creating
a data-driven culture [1] are important aspects of a DDO. Analytics is another
aspect that is used, and associated with a DDO. In theory, a DDO may use
data-driven decisions for all types of analytics (descriptive, predictive, prescrip-
tive) and all types of decisions (operational, tactical, strategical), but in practice
organizations use a subset of combinations of analytics and decisions [5].

There are studies in the literature that reports on challenges in relation to
becoming a DDO. LaValle et al. [18] published a survey with over 3,000 responses
where they concluded that, despite popular opinions, challenges related to data
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and technology were not among the top challenges. Instead, the most mentioned
challenges for organization when transforming into data-driven were related to
managerial and cultural challenges. In another survey, Halper and Stodder [13]
identified the top three challenges as lack of business executive support/corporate
strategy, difficulty accessing relevant data, and lack of skills. Berntsson Svensson
et al. [6] conducted a survey to investigated how common the use of data-driven
decision-making is in agile software developing companies. The results show that
very few of the respondents (out of 84) indicated a wide-spread use. The main
reasons for this were, data is not available, too much data is available, and
do not know how to use the data [6]. In an empirical study investigating 13
organizations initial journey to become a DDO [5], the authors identified five
challenges, difficulty in accessing relevant data, lack of corporate strategy, lack
of middle management adoption and understanding, insufficient organizational
alignment, and lack of understanding and business resistance.

Culture-related challenges refer to changing the mindset. The main issues
that prevent organizations from a successful transformation to data-driven are
cultural resistance to change, and the difficulty related to adaptability to change
[21]. A key aspect of becoming data-driven may be related to by letting decision
makers take decision regardless of what data says [19]. This is in line with another
culture-related challenge, the lack of accountability [1], meaning, decision-makers
are not held accountable for their decisions.

Several studies have reported on benefits of being a DDO, including gain-
ing a competitive advantage over competitors [10], improved decisions [6,19],
improved performance, [19], improved processes and enabled innovative prod-
ucts and business models [25], and to discover and capitalize on new business
insights [4]. McAfee and Brynjolfsson [19] report that the more data-driven an
organization is, the more productive it is – 5% more productive and 6% more
profitable compared to competitors.

Overall there are a few studies [5,6,13,18] looking into challenges and benefits
when implementing a DDO in practice. However, these studies differ in their
focus and/or in the background of the participants compare to our study. In [13,
18], the focus of the study was not on challenges and/or benefits when becoming
a DDO, but challenges and/or benefits emerged as part of the results. In [6,13],
a vast majority of the respondents had (no) little experience from implementing
or being part of a DDO. Berndtsson et al. [5] used a set of challenges from
the literature to investigate the occurrence of these challenges in organizations’
attempts to become data-driven.

3 Research Methodology

The purpose of this study is to gain an understanding of the challenges an orga-
nization may face when becoming a DDO, and its advantages. The investigation
was carried out using a qualitative research approach, namely semi-structured
interviews [24]. Semi-structured interviews help to ensure common information
on predefined areas is collected, but allow the interviewer to probe deeper where
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required. Since the concept of data-driven could be treated differently in indus-
try, it was important to have a presence when eliciting data, making it possible
to compensate for differences in culture and naming. In addition, the interviewer
had a chance to validate the questions and answers with the interviewee, less-
ening the chances of misunderstandings. The following research questions (RQ)
provided a focus for the empirical investigation:

– RQ1: What are the challenges of implementing a data-driven organisation in
practice?

– RQ2: What are the benefits of being a data-driven organisation compared
to a non-data-driven organisation?

3.1 Planning/Selection

The sampling strategies for selecting software developing companies and par-
ticipants in this study were a combination of maximum variation [23] and con-
venience sampling [23] within our industrial collaboration network. To achieve
maximum variation of the included software developing companies, we contacted
companies from different domains and type of products being developed, vary-
ing in size (number of employees) and for how long they have used data-driven
decision making. For each company that agreed to participate in this study,
we contacted a “gate-keeper”. The purpose of the study was explained to the
“gate-keeper” and we asked him/her to identify participants from various roles
that had experience of working with data-driven decision making and knowledge
about the company’s transformation into a DDO. The “gate-keeper” helped in
identifying participants that he/she thought were the most suitable and repre-
sentative of the company to participate in this study. That is, the researchers
did not influence the selection of participants. In total, 15 participants from nine
software development companies participated.

All nine companies develop software and, according to the participants, use
Agile methods. The companies themselves vary in respect to size, type of prod-
ucts, type of application domain, and for how long they have used data-driven
decision making, as can be seen in Table 1 (more details are not revealed for
confidentiality reasons).

3.2 Data Collection

Semi-structured interviews with open-ended questions [24] were used as the data
collection method in this study. One interviewer and one interviewee attended all
interviews. The research instrument1 was designed with respect to the different
areas of interest. During the interviews, the purpose of the study was presented
to the participants, followed by demographic questions. Then, questions about
what is a DDO, and what are the challenges and benefits of being/becoming a
DDO were discussed in detail. The participants were asked to talk about their

1 https://gubox.box.com/s/jsa57533pi3l6mo57fwhk8m8gj6czfud.

https://gubox.box.com/s/jsa57533pi3l6mo57fwhk8m8gj6czfud
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Table 1. Company Characteristics

Company Participant/Role Domain Number of
employees

Number of
months using
DDDM

A Senior manager Software 350 10

B Enterprise developer
Senior manager

Software 1,500 8

C Senior systems engineer Software 2,500 6

D Requirements engineer
Senior systems engineer

Telecom 100 2

E Product owner
Innovation leader

Telecom 3,000 14

F Developer
Software engineer

Energy 40 8

G Developer Telecom 700 5

H System developer
Data scientist

Control systems 500 12

I Product owner
Business analyst

Transportation 1,000 18

understanding of, and their views on DDOs as well as the challenges and ben-
efits of being/becoming a DDO. For all interviews, varying in length from 30
to 60 min, we took records in the form of written extensive notes in order to
facilitate and improve the data analysis. In order to improve the validity of the
findings, all written notes were sent to the interviewees to give them the oppor-
tunity to review, correct, clarify, and expand the interviews. All interviewees
reviewed the notes from their interviews.

3.3 Data Analysis

Thematic analysis [8] was used to analyse the data in this study. We followed
the six phases of thematic analysis as presented by Braun and Clarke [8]. The
first author took part in all phases - as described below - while the results from
the analysis was validated and discussed with the second author.

Familiarize Yourself Your Data. In this study, this phase meant reading
through all of the extensive notes from the interviews.

Generating Initial Codes. We used open coding [24] throughout the data
analysis phase. In this phase, the extensive notes obtained from the interviews
were coded into categories. None of the categories were obtained prior to the
coding as this is discouraged when using open coding [24].
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Searching for Themes. In this phase, we put the initial codes into a main
category based on the research question. Then, the main categories were divided
into sub-categories containing sub-themes.

Reviewing Themes. In this phase, the identified themes were refined. The
focus was on determining whether the identified themes and categories were
appropriate and reflective of the actual data. New codes were created while
others were renamed and/or removed.

Defining and Naming Themes. In this phase, all codes in each category
were verified in order to make sure that they were consistent with the overall
theme of the category. Moreover, once all codes and categories were verified, we
went back to the interviewees to validate the codes, categories, and that the sub-
challenges/benefits were placed under the correct category. For example, that the
interpretation of the category Organization was correct and that the associated
sub-challenges were related to Organization and not any other categories. The
final name of each theme was decided in this phase. An example of the coding
process in given in Fig. 1.

Producing the Report. The results from the analysis phase are reported in
Sect. 4.

Statements Sub-challenge Sub-challenge Challenge

Data

Decision making

Data GovernanceData Management

Standards to share 
data in the organi-

sation
sharing data across 

do not trust data TrustTrust in data in-
sight

Data trustworthi-
ness

decisions, data 
might not be trust-

Fig. 1. Example of coding process

4 Results

In order to provide a better understanding of the context in which the challenges
and benefits were identified, the participants were asked to define what is a
DDO. A general definition among the participants was: an organization that
makes decisions based on a combination of several data sources in order to gain
competitive advantages and/or creating value. The following two sections present
the results of one RQ each, corresponding to the RQs in Sect. 3.
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4.1 Challenges of Becoming a Data-Driven Organization (RQ1)

In analyzing Research Question 1 (RQ1), this section examines challenges when
transforming into a DDO in practice. In total, 49 challenges were identified
and divided into four categories, as illustrated in Fig. 2. A description of all
challenges is available online2. The three most important challenges to address
are: Data vs. opinions (Decision-Making), Trust (Decision-Making), and Culture
(Organization), which are marked with * in Fig. 2. These three challenges were
mentioned by all 15 participants from all nine software developing companies.
The participants stated that, if these three challenges are not addressed, it does
not matter if everything else is handled, the organization is not data-driven. The
identified challenges are discussed below.

Data-Driven Organization 
ChallengesData

Organization

Management

data management

cess

sources

different environment

data

in the organisation 

Data Governance

bining several data 
sources

Data Quality

collect, store, and 
share data

data analytics

Tools Mindset

wide data-driven culture

tion to data-driven and 
data-driven analytics

work environment

data-driven to remain 
competitive

* Culture

Decision 
Making

perience, and opinion based 
decision making to data-dri-
ven decision making

biases

* Data vs. opinions

support decision makers

be visualised

Visualisation 

for certain decisions

should be used for a cer-
tain decision

Data source

Process

ition

data

knowledge between 
teams/projects

Strategy

Employees
the organisation

cation

Communication

for the decision

* Trust

Fig. 2. Data-Driven Organization challenges.

Decision-Making. Four sub-challenges related to Decision-Making were iden-
tified, namely: Data vs. opinion, Trust, Data source, and Visualization.

Data vs. Opinion: One of the decision-making challenges, and one of the most
important to address, is to move from subjective, experience, and opinion based
decisions to data-driven decision-making. Although all nine companies in this
study have, according to themselves, transformed into DDOs, some of the deci-
sions are still based on intuition. However, one participant stated that “it is an
ongoing process during which intuition and feelings will progressively decrease
over time”. Making decisions based on facts (i.e. data) also means that the deci-
sion makers can understand if their intuition is plausible or not.

Some participants described that the strategical decisions are not made by
humans, instead, they are automated. The reason, according to the participants,
is to minimize subjective decisions made my decision makers. Other participants
stated, in order to move away from subjective decisions, the decision-making

2 https://gubox.box.com/s/9xakt85vppyztfders7dfxn1wnlshyki.

https://gubox.box.com/s/9xakt85vppyztfders7dfxn1wnlshyki
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process and the decision support systems have changed. Artificial Intelligence
and Machine Learning are acting as the basis for decisions, thus relying on facts
and evidence instead of subjective decisions.

One challenge was related to the HiPPO concept – the highest-paid person’s
opinion makes the decisions, regardless of what the data says [19]. However, this
concept has started to change since decisions are either automated, or several
options (based on facts and evidence) are presented to the decision makers.

Trust: When making decisions based on data, trust in data insights and find-
ings, having trustworthy data, and trust in that the relevant data is presented to
the decision makers are of out most importance. Several participants explained
that there is a mixed opinion among managers about trusting the presented
facts. If there is no trust in the data, either wrong decisions will be made or
the decisions makers will ignore the data and base decisions on their experiences
and opinions. A related challenge, as explained by one participant, is that “data
behind the presented data could be manipulated”. In this perspective, the partic-
ipant explained, when combining different data sources as basis for decisions, a
challenge is that the external and internal data may not be secure or trustwor-
thy. Even if, e.g. 75% of the data is internal, the small portion of external data
(25%) pose a challenge in trusting the data.

In order to trust the data, it is important for the decision makers to know
that the organization has implemented trustworthy tools, techniques, and tech-
nologies for data collection and data analytics to guarantee high quality data and
high quality reports (when combining data from several sources), and that there
are data quality and data validation processes. In addition, the participants also
explained, in order to trust the data insights, they need to trust that the right
data from the right data sources are collected.

Data Source: A challenge to implement a DDO to improve decisions, is the
large amount of available data. The possibility of having quick access to data,
to manage the data, and access to data analytics are prominent improvements
for becoming a DDO. However, it is challenging, which is partly due to lack of
knowledge of using data, and understanding which data sources to use and when
to use them. One participant explained, having access to large amount of data
does not automatically lead to better decisions, but, if the right data sources are
used for the right type of decisions, it has a potential to significantly improve
operational, tactical, and strategical decisions.

Visualization: The fourth sub-challenge related to decision-making is visual-
ization of the data in the decision-making process, both in terms of how and how
much data should be visualized. The quality of the visualizations (i.e. how) used
to support the decision makers have an impact on the decisions. One participant
explained, if the data is poorly presented (i.e. visualized) it may lead to wrong
decisions since the decision maker may not fully understand the presented data.
Moreover, if too much data is presented, it may distract, rather than inform the
decision makers.
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Organization. Two sub-challenges related to Organization were identified,
namely: Culture and Mindset.

Culture: According to all participants, culture is fundamental for transforming
into a DDO. Organizations will make changes in order to become data-driven
and the changes need to be supported by an organizational culture to enable the
process of becoming data-driven. In this sense, as described by one participant,
culture “is reflected on how people behave” and make decisions. In addition,
becoming data-driven is a process where all departments and functions within
an organization will have to change based on a common organizational vision.

One of the key ingredients of a data-driven culture is openness. Openness
means that the employees should be able to share data and be open to it, and
there needs to be a common understanding of why this is done. Another impor-
tant aspect of creating a data-driven culture is that the change needs to relate to
how data is valued within the organization, and that the organization needs to
view data as valuable rather than as a cost. However, change does not happen by
itself, but starting using different tools, technologies, methodologies, and ways
of working that, if turn out to be successful, will lead to a data-driven culture.
The participants in this study believe that building a data-driven culture is more
difficult for larger organizations compared to smaller ones. However, according
to the participants from the larger organizations (B, C, E, and I) in this study,
if the employees are self-learning and aware that changes always happens, the
process is easier.

Mindset: The results of this study found that challenges related to the employ-
ees mindset play an important role when transitioning to a DDO. One respon-
dent clarified, the role played by the employees mindset that needs to change
is a matter of modifying the culture. One of the identified mindset challenges
is being convinced about the benefits that come from a DDO. The participants
reported that they are positive about the concept of data-driven, but they need
to experience the benefits that comes with the change. Moreover, the partici-
pants explained that employees often get used to working in a certain way and
therefore the right mindset is not in place because not all employees share it. In
addition, the transition into a DDO, according to several participants, requires
new skills and new roles, which challenges how the employees used to work; thus
the introduction of a DDO challenges those habits.

Management. The identified sub-challenges related to Management are, Pro-
cess, Strategy, Communication, and Employees.

Process: Several participants mentioned the need for efficient data processes
and establishing new processes in order to become a DDO. Lack of knowledge
and understanding of how to integrate BD, BDA, and being data-driven into the
organization was a problem. The problem was the need to develop and integrate
a data-driven process for the whole organization in order to make decisions based
on data. However, the new processes need to focus on data-driven needs where
management is fundamental to support the development and integration.
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In order to trust the data when making decisions, having a data validation
process is important. One participant explained, there is a need to validate the
collected data and the performed analytics in order to understand what kind of
decisions can be based on data, and to trust the data when making decisions.
The initial challenge was the necessity to make assessments on the collected data
to ensure that the insights are correct. Another participant clarified, trusting
insights from data is a challenge, thus a process for validation is important
because a lot of things can be done based on the suggestions from the data, but
it can still be wrong if there is no understanding or trust.

Strategy: One challenge related to strategy was the need for everyone having
knowledge about, and more importantly, having a common definition of what
data is. Several participants explained that the employees were unaware of what
data is, which led to confusions of how, and what data to use when making
decisions, resulting in the need for informing and asking managers. Since some
managers were more inclined to use intuition and experience instead of data
when making decisions, there was no consensus among the teams of how to
make decisions.

The sharing of data was expressed as a challenge. This relates to the need for
accessibility of data across the entire organization. Several participants believe
that everyone in the whole organization should have access to all data, otherwise
the organization is not data-driven. However, there is a backside to this, data can
be manipulated, which can be very dangerous. Especially in large organizations
with many systems having control over all data, thus sharing them may be
difficult. One organization solved this by giving a few roles full access to all data
and everyone else could ask to get access.

Communication: One participant identified communication as a challenge. The
participant explained that they experienced a lack of communication between
different departments, functions, and teams. It would have been preferable if,
e.g., different teams communicated what they are working with since it may be
of interest to others, which relates to “openness”.

Employees: The challenge of employees refers to the need to establish new
roles and the cost of hiring (if needed) skilled staff with regards to analytics, e.g.
data scientists, to support the organization in becoming data-driven. Several
participants explained that this is an issue to the extent that the management
does not perceive this as something necessary. Other participants explained that,
there is a need of making investments in new staff as well as training current staff
since several may be inexperienced with regards to the new roles and ways of
working. Skilled staff in analytics is important for becoming data-driven because
without having that capabilities, acquiring data does not make sense.

Data. Challenges related to the Data were divided into three sub-challenges,
Data Quality, Data Governance, and Tools.

Data Quality: The better quality of data, the better the outcome will be. Thus,
high quality data is important. The high volume of available data can affect the
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data quality negatively since it may differ in its collection, both for internal and
external data. One approach to ensure and verify the quality of the collected
data is by combining data using visualization tools. However, for internal data,
a challenge is to make sure that the data is well-documented. Otherwise, the
decisions can be incorrect. According to one participant, “the main challenge
here relates to human errors”.

Another challenge is related to maintaining high quality data when combining
several data sources. According to one participant, their existing systems that
contains all the data are quality based. However, when the data is to be reported
into another system, the data from several sources are aggregated. When the
data has been aggregated, the users cannot see the details of the aggregation
and thus do not know about the quality of the aggregated data. Reliability of
the data was also identified as a challenge, which includes data manipulation.
One participant highlighted the need of data securitization.

Data Governance: Several challenges related to Data Governance were iden-
tified by the participants. However, most of them were only mentioned by one
participant. The challenges that were mentioned by at least two participants
were: accessing data and data restriction.

Access to external data is limited (in best cases) to a few employees. One
reason for this is the needed licence costs. If everyone should have access to all
data it would become expensive for the organizations. There is also limited access
challenges for internal data, e.g. regarding sensitive and confidential data, which
also relates to privacy and GDPR. Therefore, organizations need to adopt to
new regulations, especially - according to several participants - within Europe
where laws are stricter than in other countries. Moreover, accessing external
data - where the organization has no control over the data - is important to take
into consideration for organizations that want to become data-driven. If some
data cannot be accessed, the insights from the collected data may negatively
affect future plans and decisions since the provided insights from incomplete
data might be wrong.

Data restriction was identified as a challenge, especially for financial data.
This, according to some participants, would affect the prediction analysis for
product planning. Other participants mentioned data restriction in relation to
not being able to extract real-time data directly from their products. Therefore,
plans and decisions are restricted to historical data.

Tools: Regarding tool related challenges, there were two main challenges. First,
the need for investments of new tools and technologies for collecting, storing, and
sharing data. One participant explained, due to the collection of more data, there
was a need to invest in a new Network Inventory System with more capabilities.
Moreover, all the large software developing companies in this study (B, C, E, and
I) had challenges related to tools and technologies for sharing data across the
whole organization. There was a need to invest in standard tools and technologies
for data sharing. The second challenge was related to the need to invest in tools
and technologies for data analytics.
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4.2 Benefits of a Data-Driven Organization (RQ2)

We asked the participants what are the potential benefits of a DDO. In total, 23
potential benefits were identified, divided into six categories, Decisions, Under-
standing customer/user, Creativity/Innovation, Productivity, Market position,
and Growth opportunities, as shown in Fig. 3. A description of all benefits is
available online3.The three most mentioned benefits, which were mentioned by
all 15 participants from all nine software developing companies, were: Decisions,
Understanding customer/user, and Productivity (marked with * in Fig. 3).

Increased efficiency in 
decision-making process
Shorter decision lead-
time
More informed decisions
More accurate decisions
More specific decisions
More reliable decisions
Faster decisions

* Decisions

Increased understanding 
of customer/user be-
haviour
Improved understanding 
of customer/user needs
Increased customer/user 
satisfaction

* Understanding
customer/user

Increased creativity
More creative ideas
Better creative ideas
More innovations
Better innovations

Creativity/
Innovation

Improved productivity in 
development
Improved efficiency in 
development
Shorter time-to-market

* Productivity

Better position on the 
market 
Competitive advantage

Market position

Improved new product 
development
Improved product devel-
opment
Improved business devel-
opment

Growth
opportunities

Benefits

Fig. 3. Benefits of a data-driven organisation compared to a non-data-driven organi-
sation.

All participants stated that their decisions have significantly improved. By
combining internal and external data about, e.g. competition and market trends,
organizations can make more accurate decisions. Moreover, decisions that are
based on insights from data showed to be more reliable, specific and precise,
and it made the decision process faster and shorted the decision lead-time, e.g.
when targeting business development. One participant explained, “decisions have
turned out to be more precise and quicker, and now it is possible to react to things
that happens in your surroundings much earlier”.

Another benefit of a DDO was identified by all participants in this study,
namely improved understanding of the customers/users. Gathering insights from
data can help in increasing customer satisfaction since it gives the organiza-
tion an opportunity to provide better products and services offerings, and an
opportunity to obtaining assistance in, “understanding your organizations tar-
get customer/users and how to target them”, as explained by one participant.
Thus, it provides the organizations with an opportunity to understand where
the organization is losing customers/users, and understanding customers/users
behaviour.

Improved productivity was another potential benefit identified by all partici-
pants in this study. Being data-driven enables the organization to increase both
efficiency in the development, as well as shorter time-to-market due to auto-
mated operations, which also made it easier to identify problems. In addition,

3 https://gubox.box.com/s/w6mw06aa1r4rad4ktbd3zq6z6o9rdoct.

https://gubox.box.com/s/w6mw06aa1r4rad4ktbd3zq6z6o9rdoct
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similar to [19], all participants stated that they have improved their productivity
and efficiency by doing more with less people since transforming to a DDO.

Five of the nine software developing companies improved their position on
the market, and seven of them achieved a competitive advantage over their
competitors. Improved growth opportunities, in terms of improved new product
development, product development, and business development, were identified by
several participants as benefits of DDOs. One participant explained, the business
development function has the opportunity to develop strategical plans based on
insights from data to enhance new product development.

One software developing company experienced an increase in creative think-
ing, creativity, and innovations. By using insights from data helps in discover-
ing unexpected factors which were not discovered before, thus it is increasingly
becoming an important part of the organizations creativity and innovation pro-
cesses. By transforming into data-driven, there has been a change of how creativ-
ity is defined since it entails curiosity and the ability of re-thinking how things
are performed.

5 Discussion

Data-driven culture is considered a key aspect for being a DDO in the literature
[1,4,20], therefore it is not surprising that all participants shared that opinion.
The mindset leads the organization to embed data-driven aspects and insights
into the daily activities. However, some participants explained that the employ-
ees had different mindsets because some recognize the value of data while others
do not. The difficulties of changing the mindset and ways of working may be
due to, e.g. reluctant to change from familiar tools and ways of working, which
is supported by the findings in [21]. One possible solution may be to spread
the information across the organization in order to enable employees to become
knowledgeable about data-driven, and to understand the value it brings to the
organization. The presence of human understanding and skills to enhance the
implementation DDOs are in line with what theory suggests [20].

Part of the daily activities, which are the other two out of the three most
important aspects of being a DDO (third is data-driven culture), includes the
fundamental aspect of trusting data insights when moving from subjective and
opinion-based decisions to fact-based decisions. According to [18], the most
important challenges to get right when transforming into a DDO are managerial
and cultural challenges and not related to technologies and data, which supports
the findings in this study. However, it contradicts the findings in [6] where the
top challenges were related to the data itself. One possible explanation for this
difference is that the respondents in [6] had no firsthand experience of challenges
when moving toward a DDO.

Moving from opinion-based to fact-based (data) decisions is a challenge.
Regarding modifications in mindset when moving to fact-based decisions, the
HiPPO concept – the highest-paid person’s opinion makes the decisions, regard-
less of what the data says [19], needs to change. However, the participants in



16 R. Berntsson Svensson and M. Taghavianfar

this study believe that the role played by the HiPPO concept and decisions
solely based on opinions, intuitions and experiences will decrease due to the role
played by evidence from data that will prove, or disprove, a decision makers’
gut-feeling. This corresponds to the absence of “instinct-based veto” as sug-
gested in [4]. However, challenges related to making decisions based on data is
not new, what is new is that there are many different data sources and the data
can be collected faster. Thus, several challenges related to decision-making are
the same challenges that existed before, e.g., behavioral aspects of human judg-
ment and decision making [16]. In addition to these biases, algorithmic decisions
can be subject to biases too [7]. Thus, not only are the same human decision-
making biases present in DDOs, but new ones have been added, which needs to
be addressed in order to fully trust the data when making decisions.

In order to trust the data insights when making decisions, several other chal-
lenges need to be addressed. One concern is the need for data validation and
quality processes for verifying the quality of the data before making decisions
based on data. This is in line with theory stating that, due to skepticism on data
quality, organizations need to increasingly check its quality [1]. In fact, data may
be manipulated, and if an organization does not recognize it, data-driven deci-
sions may be wrong. The lack of trust in data insights that prevents organizations
to become data-driven and/or making decisions based on data, might resemble
in the skepticism caused by quality concerns [1]. This may be one explanation
of why few organizations have successfully transformed into DDOs [3,6,17].

Data quality is a reoccurring challenge. One reason may be related to the
amount of collected data where the volume is constantly increasing. Therefore,
the extraction of relevant data becomes more difficult. This is partly due to the
increased complexity of finding relevant data, and partly because of the focus on
maintaining a high quality of the collected data. Another threat to the quality
of the data may be related to inactive use of data, which makes it difficult to
notice quality concerns.

Several of the identified challenges in this study are in line with challenges
reported in the literature. However, there are difference and when looking at the
most frequently mentioned challenges when implementing a DDO in practice,
the results in this study are not in line with [5,6,13,18]. One possible explana-
tion for this difference may be related to the participants and their roles. For
example, in [13,18], a majority of the participants were Business and IT exec-
utives, managers, and analysts, while the majority of the participants in this
study had more technology-focused roles, e.g. systems engineers and develop-
ers. That is, the difference could be explained by the participants’ roles and
perspectives. Thus, the results in this study complement the results in [13,18].
Moreover, another possible explanation may be that all participants in this study
have been part of the transition from a non-DDO to a DDO and have firsthand
experience of the identified challenges, which is not the case in [6] where most
of the participants had no experience of DDO.

The participants identified several potential benefits of being a DDO com-
pared to a non-data-driven organization. In correspondence with [19,20], all of
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the 15 participants stated that data-driven decisions are better, more accurate,
precis, and informed, and that data-driven decision-making shortens decision
lead-time and the time it takes to make decisions. Moreover, several partici-
pants believe that the likelihood of having enhanced decisions applies to strate-
gic decisions, e.g. business development, as well as operational decisions due
to the automation that increases efficiency. In addition, according to several
participants, data insights can help in discovering new opportunities, increase
understanding of customers and market trends. The possibility of identifying
and discovering unknown paths has been addressed in [12].

5.1 Limitations

Selection bias (construct validity) [24], in terms of selecting participants to inter-
view in relation to faced challenges when becoming a DDO, is a threat to this
study. Selection bias is always a threat when participants are not fully randomly
sampled with the threat that only participants with a negative or positive atti-
tude of a DDO were selected. To reduce this threat, a “gate-keeper” at each
software development company selected the participants based on their experi-
ences of data-driven decision making, knowledge of their respective company’s
transition into a DDO, and their roles. That is, the researchers did not influence
the selection of the participants. However, selection bias is not only a threat when
selecting participants, it is also a threat when selecting the software development
companies. We selected software development companies from various domains,
type of products being developed and size (in terms of number of employees) that
have transformed into a DDO within our industrial network as it would provide
us with the necessary trust. In order to obtain an image of the participants’ opin-
ions (construct validity), anonymity was guaranteed to all information divulged
during the interviews, both within the company and externally. Moreover, the
answers was only to be used by the researcher, i.e., not be shown or used by any
other participants, software development company, or researchers. Incorrect data
(internal validity) [24] is a threat to all studies of empirical nature, including
this study. To reduce this threat, the written extensive notes from the interviews
together with the opportunity to validate the answers and interpretations of the
answers with the participants lessening the risks of misunderstandings. In order
to improve reliability [24], three steps were taken. First, the study was performed
by two researchers, which both increases the reliability as well as reduces the risk
of single researcher bias. Second, to minimize the threat of internal discussions,
the interviews with the participants were conducted at different software devel-
opment companies where each interview was done in one work session. Third, an
interview guideline was created to make sure that all relevant aspects were cov-
ered in all interviews. Qualitative studies focus on describing and understanding
a phenomenon to enable analytical generalization, where the results are general-
ized to cases which have common characteristics [2]. This means, for the findings
in this study to be generalizable, the context and characteristics of the software
developing companies in this study needs to be compared with the context of
interest. In addition, the background and perspectives of the participants need
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to be considered. Moreover, since more than one participant and software devel-
oping company acknowledged several of the identified challenges and benefits,
the results from this study may be generalized to similar contexts when moving
toward becoming a DDO.

6 Conclusion

There is a general trend toward data-driven and DDOs, i.e. creating a data-
driven culture within the organization and making decisions based on and with
data insights. However, there has been a limited focus on how organizations need
to change in order to become data-driven. Instead, most studies have focused on
infrastructure, intelligence, techniques, and technologies. In this study we thus
performed an empirical study and collected data through semi-structured inter-
views with 15 participants from nine software developing companies to inves-
tigate challenges an organization may face when transforming into a DDO in
practice, and its potential benefits.

Our main result is that the practitioners see three challenges as the most crit-
ical ones to address in order to become a DDO, namely moving from opinion to
fact-based (data) decisions, being able to trust the data when making decisions,
and implementing a data-driven culture within the organization. Meaning, an
organization that have implemented the latest tools, intelligence, and technolo-
gies, but have not changed their culture for making decisions, and do not make
decisions on facts and evidence (data), is not a DDO.

There are several benefits of transforming into a DDO. The most mentioned
benefits was improved and faster decisions. Other common benefits include
improved understanding of customers/users, and improved productivity and effi-
ciency in development. Although it is challenging and several decisions and a sig-
nificant investment in time and cost need to be made, the benefits of DDOs are
substantial and may lead to competitive advantages and growth opportunities.
Future research should investigate this in more detail.
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Abstract. As big data becomes an important part of business analytics for gain-
ing insights about business practices, the quality of big data is an essential factor
impacting the outcomes of business analytics. Although this is quite challenging,
conceptual modeling has much potential to solve it since the good quality of data
comes from good quality of models. However, existing data models at a concep-
tual level have limitations to incorporate quality aspects into big data models. In
this paper, we focus on the challenges cause by Variety of big data propose IRIS,
a conceptual modeling framework for big data models which enables us to define
three modeling quality notions – relevance, comprehensiveness, and relative pri-
orities and incorporate such qualities into a big data model in a goal-oriented
approach. Explored big data models based on the qualities are integrated with
existing data grounded on three conventional organizational dimensions creating
a virtual big data model. An empirical study has been conducted using the ship-
ping decision process of a worldwide retail chain, to gain an initial understanding
of the applicability of this approach.

Keywords: Big data conceptual model · Big data modeling quality ·
Goal-oriented big data · Business analytics · Goal-orientation

1 Introduction

Big data has quickly been embraced by all walks of life, including businesses, govern-
ments, and academia. The big data revolution is unprecedented, due to the promises and
hopes built around it. Yet, behind the façade of big data is the simple notion of data – the
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data that is characterized by many Vs (Volume, Velocity, Variety, Veracity, Value, and
possibly more) that require new technologies to unleash its power.

Business analytics (hereafter, BA) is one of the key areas that can benefit greatly
from big data. With new business insights gained by big data from diverse sources and
types, BA helps make better business decisions and improve business processes. Yet,
the quality of BA can only be as good as the quality of the big data it uses. With good
quality big data, BA can accurately identify important business concerns, trends and
opportunities, and useful business insights, which, in turn, can lead to good business
decisions.

There are many challenges to ensuring the good quality of big data for business
analytics. Among them, this paper investigates challenges caused by Variety of big data
because the ability to integrate more diverse sources of data drives successful big data
outcomes [22]. However, it is crucial for organizations to adequately select external data
and incorporate it with internal data fitting for business purposes instead of just blindly
adding more data. According to prior research, since the amount of data is huge, it is
hard to evaluate big data quality within a reasonable time [1]. If there is irrelevant data,
organizations waste more time and money. Additionally, data from diverse sources bring
heterogeneous types of data and complex structures causing integration problems with
existing data [2]. Furthermore, as current big data analytics focuses too much on data
processing itself, it has limitations to support business concerns [3], thus, it is hard for
external data to semantically relate to business concerns not knowing the rationales of
its selection.

A conceptual model that helps decide project scope at a high-level abstraction and
establish a structural organization has great potential to explore many big data entities
and relationships for business analytics without collecting or processing concrete data.
Some researchers [4, 5] recognize the potential of conceptual modeling for big data,
but they are initial stages for business analytics, especially for diversity; there is little
work to prescribe how conceptual modeling for big data pursue good quality of business
analytics in the perspective of Variety. According to [6], since design decisions positively
or negatively affect quality attributes, the process of selection should be rationalized in
terms of quality attributes. However, not only existing conceptual models for big data
[9] but also traditional data models [8] have limitations to express the process of rational
selections on which data entities and relationships are needed for important business
considerations resulting in omissions or commissions of big data. Additionally, there
is little work to suggest how the new entities of big data from external sources can be
incorporated with existing data causing a more complex structure. Moreover, it is hard
to identify the origins of the external big data i.e., where a data entity came from, which
leads to breaking a balanced view on data diversity and negatively affects reliability.

To address these problems, this paper proposes IRIS, a systematic approach for
the quality of Variety of big data in a conceptual level. First, it defines an ontology at
which we adopted a goal-orientation approach for rational selections and incorporate
concepts such as business problems, solutions on top of Extended Entity-Relationship
(EER) model [7]. Second, this approach selects big data modeling quality attributes that
are closely related big data quality to support Variety and defines three quality aspects:
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relevance, comprehensiveness, and relative priorities, and integrates them into a selec-
tion process as selection criteria. These aspects stipulate that the data and relationships
between the data should be relevant to their use, comprehensive enough to support bal-
anced views for business decision-making, and prioritized so that their importance is
clear. Finally, this paper utilizes conventional three organizational dimensions: Classifi-
cation/Instantiation, Generalization/Specialization, and Aggregation/Decomposition to
integrate existing data entities and the new external entities of big data creating a virtual
big data model that helps new or external opportunities.

The key contributions of this paper are as follows: 1) the new ontology including
entities and relationships for big data business analytics in which goal-orientation is
integrated with big data model enables to explore diverse data entities and select rela-
tively optimal ones into a virtual big data model dealing with good quality of Variety,
and eventually, good quality of business analytics; 2) the three attributes to properly
resolve challenges caused by Variety provide selection criteria for the selection process
of data providing decision rationales both for quality of data and data model; 3) the three
organizational dimensions which handle the integration problemwith existing data helps
reduce complexity.

This paper is organized as follows. Section 2 and 3 describe related work and a
running example respectively. Section 4 presents IRIS, a goal-oriented conceptual model
for big data models which consists of ontology, the three qualities and organizational
dimensions of big data models. Then, Sect. 5 shows an application of the approach to
the running example. Section 6 provides a discussion including the limitations of this
approach. In the end, a summary of contributions is given, together with future work.

2 Related Work

Conceptual modeling is a key related area. Conventional data models are ER [8] and
EER [7], which enable conceptual data modeling. As big data technologies are preva-
lent, researches on conceptual modeling for big data are increasing. For example, [9] and
[10] provides a big data modelingmethodology for Apache Cassandra and schema infer-
ence for JSON datasets providing an inference algorithm, respectively, and [11] suggests
domain ontology as a conceptual model for biomedical informatics to support data parti-
tioning and visualization. Although these works contribute conceptual modeling for big
data, they have limitations to build required qualities into big data models. However, our
solution is suitable for addressing the problem since it utilizes a goal-oriented approach,
combines business concepts, and the collaboration of three dimensions of quality and
organization.

In addition, big data quality is another related area. Some researchers have been
investigating to improve the quality of big data. For instance, [12] suggests quality in
use model for big data providing three data quality dimensions, i.e., Contextual Consis-
tency, Operational Consistency, and Temporal Consistency. Additionally, [13] suggests
how to deal with data granularities for data quality evaluation and analyzes data qual-
ity dimensions. [14] addresses the quality of big data at the pre-processing phase to
support data quality profile selection and adaptation. The key distinctions are 1) this
work focus on big data modeling qualities which affect big data quality, and 2) the
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notion of a virtual repository through a federated approach is applied to our work. A vir-
tual repository is intended to offer easy access to (usually geographically) distributed,
and oftentimes independent and heterogeneous, databases, through a single (virtual)
database with a single set of mechanisms for accessing the database [15]. Creating a vir-
tual database involves integrating oftentimes incompatible database schemas of a native
and a number of foreign database schemas. Our notions of “Internal” and “External”
respectively are similar to “native” and “foreign,” at least roughly.We also adopt the three
abstraction principles of Classification/Instantiation, Generalization/Specialization and
Aggregation/Decomposition [16].

Finally, the area of goal-oriented requirements engineering is importantly related
to our research. Some research (e.g., [17, 26]) has proposed a conceptual model for
business analytics, considering business goals and strategies, although they do not use
big data. The former defines three complementarymodeling views that helpfind analytics
algorithms and data preparation activities aligned with enterprise strategies. The work
is similar to ours from the perspective of using goal-concepts and conceptual models,
but our suggestion is more focused on conceptual big data models considering data
modeling qualities and organizations. Additionally, our previous work [18, 19] suggests
a goal-oriented big data business analytics framework to bridge the gap between big
data and business. Although this paper utilizes the basic concepts such as business goals,
problems, and solutions, this work is more focused on big data modeling and its quality,
exploring diverse data models, and evaluating them using trade-off analysis from the
perspective of Variety. Especially, this paper provides guidance on how to quantitatively
calculate relevance using structural relevance and semantic relevance.

3 A Running Example: Shipping Decision

We utilize a shipping decision-making process [21] from Zara, Inc. (hereafter, Zara)
which is a worldwide fashion retailer as a running example throughout the paper for
illustrating the key concepts of IRIS’s goal-oriented approach to modeling big data
in the perspective of Variety, as well as from the perspective of an empirical study,
concerning the applicability of IRIS’s approach. Due to the inability to access data
inside the company, EER diagrams in this example have been reconstructed based on
real case descriptions of [21] and other diagrams are based on our imagination.

For its global distribution, Zara’s headquarters sends a weekly offer to each store,
with a maximum quantity the store can request for each of the items. Using this data,
together with some other data, such as its sales history and local inventory, the manager
of the storemanually decides the weekly shipment quantity and sends a shipment request
to the global warehouse team. This team aggregates all the requests that come from all
over the world and reconciles shipment quantities, if there is not enough inventory to
fulfill all the requests.
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4 IRIS: A Conceptual Modeling Framework for Quality of Big
Data Business Analytics

4.1 IRIS Ontology

The main concepts in IRIS and relationships between them that are needed for the
purpose of communication and modeling about big data are depicted in Fig. 1 in which
thick lines are extended elements from [18].

Fig. 1. IRIS ontology for big data modeling.

In IRIS, every concept is treated as a goal which can be refined more specific sub-
goals with corresponding relationships. To represent these common characteristics, we
define Business Concept as a root element with parent/child relationships. A parent has
many children and vice versa. In the case of a child, it hasmanyRefinementRelationships
toward its parents but, a Refinement Relationship toward a parent is one since a specific
refinement of a child toward a parent is only one. For example, to Increase Global
Revenue of Zara (Business Goal) as a parent, Effective Shipment Decision (Business
Process Goal) or Effective Clearance Pricing (Business Process Goal) can be explored
as children andWeakly Positive of Effective Shipment Decision and Positive of Effective
Clearance Pricing are the relationships towards the parent goal respectively. This notion
is well explained in [19] about how Big Data Query can evolve from abstract business
questions to specific big data analytics query statement using this goal concept. A more
specific example of big data models will be shown in Sect. 7.

Additionally, IRIS enables to model both Problem and Solution which are treated
as insight on whether a Business Concept respectively makes positive and negative
contributions towards achieving a goal. They are validated by the results from Big Data
Queries or KPI (Key Performance Indicator). For example, Low Hit Rate on Shipment
Decision is identified as a Problem since 15% of Estimation Hit Rate on Shipment
Decision (KPI) is lower than 30% of Performance Goal by the result of corresponding
big analytics queries.

Concerning the big data part, in particular, Big Data Model is specialized in the
three comprehensive dimensions, i.e., Internal-External, Offline-Online, and Proper-
Analytical. Any kind of Big Data Model – be it the whole or its parts – can be modeled
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with EER Ontology. Here, the whole big data model would be a virtual big data model
(Sect. 4 will describe details), consisting of both the native and foreign big data models.
Since Big Data Model itself is inherited from Business Concept, it has the ability of
RefinementRelationship towards Insight that includesProblemandSolution. In this case,
Insight is considered as a goal to achieve. This allows modelers to select a relatively best
big data model that helps find insights on business problems and solutions. In IRIS, data
modeling elements and data insight elements co-exist. A Big Data Query is generated
based on Big Data Model and it also helps select Big Data Model. It is specialized in
Big Analytics Query and Big Query, and they are distinguished from whether they need
analytics such as machine learning or statistical results or not respectively. Additionally,
Dependency and Relevance relationships are identified and they play an important role
to see diverse views and find the most relevant data elements.

4.2 Quality Definitions of Big Data Model

In improving the quality of business analytics, it is critical to capture important concepts
in a specific business domain, their relationships, and constraints on both the concepts and
relationships and represent them in a model. Building an ontology as comprehensively
as possible helps improve the quality of the data model by reducing omissions and
commissions in the model. However, it does not mean we can always collect entire data
for the whole of the ontology. Collecting data for some ontology might be too expensive,
too time-consuming, or even impossible in the real world. Due to the issues, improving
the quality of the data model can help enhance the quality of data.

The key emphasis in IRIS lies in, among other Vs, the notion of Variety, hence the
need for accommodating a variety of not only different types of data but also sources of
data. This is important, especially in the emergence of social networking sites, online
marketplaces, web analytics, sensor networks, etc., that are increasingly becoming part
of every walks of life. But then, the growth in the volume of data seems remarkably
large and also in their velocity, making the cost and technical feasibility issues become
more important than ever before. The availability of more data might mean, the more
complete analysis, but at a (possibly prohibitively) increased cost for managing the data.

There are two categories of quality; one for data quality such as accuracy or consis-
tency [20] and the other is datamodel quality such as understandability ormaintainability
[25]. Among them, we propose the following three notions of data modeling quality -
relevance, comprehensiveness, and relative priorities. The rationales behind the selection
are 1) those modeling quality are closely related to data quality, so a given data model
can impact data quality [23], 2) they help explore diverse data entities and select ones
to achieve good quality of Variety, and 3) this work focuses on data qualities that can be
dealt in a conceptual level.

• Comprehensiveness of data, for a variety of different types and sources of data.
• Relevance of data, for including data that deems potentially relevant to validating
problems and solutions and excluding data that does not – this would help avoid
a prohibitive increase in cost for collecting, maintaining, processing, transmitting,
analyzing, visualizing and understanding the potentially tremendous volume of data.
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• Relative priorities of data for determining how to allocate a limited amount of
resources, for example, when the volume of data is huge or the velocity at which
data may arrive needs to be extremely fast.

Comprehensiveness
This aspect is to accommodate a variety of types and sources of data that are increasingly
becoming available and useful into a big data model, for better serving BA. This notion
is useful to help prevent omissions of potentially important data. For example, for Zara’s
shipping decision on ladies’ apparel, external data in the form of a social network rec-
ommendation on popular ladies’ apparel products is likely to be useful, hence relevant
and included in the big data model.

Besides social networking datasets, there are also other sources of potentially relevant
data too, for example, online shopping and advertisement statistics, which could help
avoid missing out-trend opportunities due to the consideration of only the historical data
that pertains to a particular business. The three comprehensive dimensions of big data,
as shown in Fig. 2, are intended to help capture and utilize data from a variety of sources
and in many varying types, in carrying out big data analytics.

Fig. 2. Three big data comprehensiveness dimensions and the resulting eight squares.

Regarding the perspective of data, there are many dimensions such as struc-
tured/unstructured or descriptive/predictive, however, in this paper shows the following
three dimensions as an example.

• Internal/External dimension: to consider not only data that is internal to a business
(e.g., in the business’s local data center) but also data that is external to the business
(e.g., through a national repository or a social networking site);

• Offline/Online dimension: to consider not only the traditional offline data but also
online data that is increasingly becoming prevalent; and

• Proper/Analytical dimension: to consider not only ordinary data (e.g., Sales History or
Local Inventory Level – say, of first-order data) but also data that has been generated,
through analytics, fromsuchordinary regular data (e.g., SalesTrendorLocal Inventory
Level Trend – say, of second-order data and higher).
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These three dimensions, then, would yield eight different sources, as the result of
the cross product: {Internal, External} X {Offline, Online} X {Proper, Analytical}. Big
data entities explored by utilizing this view are selected through the next Relevance and
Prioritization quality attributes.

Relevance
This aspect is about the utility of a data element, which can be used as a criterion in
determining if the data element should be considered in supporting BA. This notion is
useful for helping to prevent commissions. For example, for Zara’s shipping decision
on ladies’ apparel, a social network recommendation on games is unlikely to be useful,
hence irrelevant.

A data model element, e, is said to be relevant if there is a link between e and some
Problem or Solution. More specifically, a data model (element), e, is said to be structural
relevant, if the number of links that lie between e and some nearest Problem or Solution
is d. The smaller the distance, the more relevant e is. A data model (element), e, is
also said to be semantic relevant if e makes a positive or negative contribution towards
validating either a hypothesized Problem or Solution. The more positive the contribution
is, the more relevant e is. These two notions of big data relevance are depicted in Fig. 2
(Fig. 3).

Fig. 3. Structural relevance and semantic relevance.

In Fig. 2, each Ci denotes a class or an entity in EERD (Enhanced Entity Relationship
Diagram). For Structural Relevance (STR), C1’s distance to Problem is smaller than
C3’s, hence more relevant. Now, C1’s distance is the same as C2’s distance, but C1’s
contribution is stronger thanC2’s contribution, hencemore relevant. Regarding Semantic
Relevance (SER), C4’s relevance is the maximum value between R3’s contribution and
R4’s one since C4 is semantically related to Problems2 with R3 and R4. More detailed
examples will be explained in Sect. 5.

Prioritization
This aspect is useful in determining what data to incorporate into the virtual big data,
how much effort should be put on obtaining the data, how much resources to allocate



28 G. Park et al.

to the data, etc. The priorities of data should reflect the priorities of what the data is
intended for. In IRIS, big data is intended for supporting BA, concerning validating
potential Problems and Solutions which are hypothesized, then modeled.

The priorities of data are inherited from the priorities of their respective potential
Problems and Solutions for the data to be intended to validate. For example, in Fig. 2,
there are two Problem1 and 2, and C1 or C4 are the most relevant to validate them
respectively. However, C1 can be selected as Virtual Big Data Model since Problem1
has a higher priority which is denoted as !!. While priorities are propagated downward,
the priorities of lower-level refinements can change in either direction. In particular, a
trade-off analysis can lead to the change in the priorities of those operationalizations that
overall make strongly negative contributions to achieving higher-level goals. Section 5
will show more detailed examples.

4.3 Organizational Dimensions

Now, we introduce the three organizational dimensions, which are intended to help
structure a large variety of big data, possibly in a huge volume arriving at a fast velocity.
All these three dimensions can be used to explore, and relate, data in the same or across
different dimensions of big data comprehensiveness.

• Classification/Instantiation dimension:This is to relate instances to classes. For exam-
ple, suppose that Kate’s skirt becomes a hot keyword in Internet search (e.g., on Most
Read or Trend Now). In this case, Kate’s skirt is likely to be an instance of the class
of order items that Zara has.

• Generalization/Specialization dimension: This is to relate data through superclass-
subclass relationships. For example, online shopping is growing as an overall trend in
theworld,which can be considered to bemore general thanZara’s ownpotential online
shopping trend. Then, the overall trend may be reflected in Zara’s online clothes sales
trend, hence consequently affecting shipping decisions on clothes, concerning both
offline and online (This is a kind of deductive reasoning, hence likely to be sound).
Now let us suppose that the worldwide trend in children’s overalls is growing. This is
a more special case than Zara’s overall sales on all items, and predicting that Zara’s
overall sales on all items will also go up, hence consequently increase in shipping
quantities, will more likely be invalid (This is a kind of abductive reasoning, hence
likely to be unsound).

• Aggregation/Decomposition dimension: This is to associate data of different classes
(in some literature, in the name of attributes or properties). For example, hot key-
words from an external search engine can be combined together with internal online
feedback. This combined entity may be referred to as a hot fashion trend and could
be used in rating Zara’s products.

5 IRIS in Action for Quality of Big Data Conceptual Modeling

IRIS’s goal-oriented process can help develop a virtual big data model to support the
BA for Zara’s shipping decision process of the running example in Sect. 2.
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Initiate
Let us suppose that Zara’s innovation team wants to use big data analytics through a
virtual big data model. So, they understand the business process for making shipment
decisions, and the current operating datamodel, as shown in Fig. 4 and Fig. 5. Afterward,
the team finds and establishes one or more business goals, here, Increase Global
Revenue (the top portion in Fig. 4). There are many ways to increase revenue, including
effectivemarketing and effective shipment decision,which the team considers important,
hence treating Effective [Clearance Pricing] and Effective [Shipment Decision] as
goals to be achieved.

Fig. 4. Diagnostics for shipment decision.

Fig. 5. Internal-offline-proper shipment data with EERD.

Between these two, the team considers Shipment Decision is a more critical factor
to increasing revenue, using BA1: correlation between clearance decision and revenue
and BA2: correlation between shipment and revenue, so wants to first find out if
there is any problem with the current shipment decision making process. So, the team
refines Effective [Shipment Decision] in terms of two business process goals, i.e.,
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!!Match Delivery Requirements [Shipment Decision], and MinimizeMaintenance
Cost [Shipment Decision]. Among these two goals, !!Match Delivery Requirements
[Shipment Decision] has a higher priority by the team’s decision. These two goals are
expressed in measurable terms, here, Performance goals – !!Achieve (Estimation Hit
Rate > 30%) and Achieve (Inventory Turnover Ratio > 8.0) respectively. As the
priority of a child goal is inherited from its parent goal, !!Achieve (Estimation Hit
Rate > 30%) is a higher priority than the other.

As in Fig. 5, Local Inventory, Sales History, and Weekly Offer entities are needed
for determining Local Shipment Quantity. Likewise, Local Shipment Quantity, Sales
History, Global Warehouse Inventory, and Local Inventory are needed for determining
Global ShipmentQuantity. The datamodel is represented using EERD,which essentially
is ERD augmented with generalization/specialization and aggregation/decomposition.
This data model represents only an Internal-Offline-Proper data model from the
perspective of a virtual big data model.

Finding Internal Data Entities to Validate Hypothesized Problems/Solutions
The team now hypothesizes potential problems with the current shipment decision pro-
cess and their sub-problems (root causes) and potential solutions. As Fig. 6 shows, it can
be done from the perspective of the Performance goals, here !!Achieve(EstimationHit
Rate > 30%) and Achieve (Inventory Turnover Ratio > 8.0). Zara’s team considers
two potential problems, High Difference of Demand Estimation [Shipment Decision]
and Long Delivery Time [Shipment Decision], as the most likely and important prob-
lems because of the results from BQ1: Estimation Hit Rate on Shipment Decision
(15%) and BQ2: Inventory Turnover Ratio on Shipment (2.5). As with problems,
potential solutions can also be hypothesized - here, !!Reliable Prediction Model on
Demand [Decide Quantity Request, Aggregate Reconcile] and Reliable Prediction
Model on Delivery [Overseas Delivery]. However, the former solution has more impor-
tance since it inherits the priority from !!Match Delivery Requirements [Shipment
Decision] through !!Achieve(Estimation Hit Rate > 30%).

Fig. 6. Hypothesized problems, solutions, and Big Analytics Queries with priority.
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If only the Internal-Offline-Proper data model is used, then two queries, BA1: Esti-
mation Adding Global + Local Inventory Data and BA2: Estimation Adding Global
Inventory Data, might be considered for the purpose of validation in Fig. 6. The team
considered not only global but also local inventory affects the accuracy of the estimation
model, so the team added BA1 which uses a superset of the query elements for the
estimation model. Then, between the queries, the former would have a stronger contri-
bution (++) than the latter (+) towards validating the potential problem and the solutions
they are relevant to, namely, !! High Difference of Demand Estimation [Shipment
Decision] and !! Reliable Prediction on Shipment Quantity respectively.More details
for finding problems/solutions are in our previous work [18].

To create Big Analytics Query, first of all, they need to include data entities from
Internal-Offline-Proper datamodel. Figure 7 shows an example of which data entities are
the most relevant to validate Reliable Prediction on Shipment Quantity using Structural
Relevance and Semantic Relevance. For Structural Relevance (STR), Shipment Quantity
is the starting point with+3 points and STRwill be reduced by 1whenever a relationship
will be passed except for inheritance relationship. The STR of Local Shipment Quantity
is still +3 since it inherits from Shipment Quantity, and the STR of Sales Order is +1
since it has two relationship between Local Shipment Quantity. For Semantic Relevance
(SER), the relationships of disjoint inheritance, determined Via relationship, and records
contribute +3, +3, and −1 respectively to validate Reliable Prediction on Shipment
Quantity. The SER of an entity is the maximum of SERs of related relationships. The
total Relevance is the sumof STRandSER. Thus, the least related SalesOrder (+1+(−1))
is not included.

Fig. 7. An example of structural relevance and semantic relevance.

Expanding Existing Data Entities
Let us assume that the innovation team thinks it is important to explore new and external
opportunities in validating the potential solutions. By using the Internal-Offline-Proper
Dependency Diagram in Fig. 8, the team identifies a variety of other types and sources
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of entities in the three comprehensiveness dimensions, here External, Online, and Ana-
lytical. The Dependency Diagram in Fig. 8 left box represents the dependent relations
between entities which are easily inferred from input-output relationships in BPMN and
this is utilized as a reference to explore diverse entities.

Fig. 8. An example of candidate entities derived from external dimensions.

For example, the team explores the external Amazon Sales History as being relevant
to the internal Sales History (this is Zara’s own), in Fig. 8 bottom right box. Since these
two can be subclasses of some higher-level class, say Sales History, what is applicable to
one may also be applicable to the other. So, the chains of entities associated with Sales
History, here Local Shipment Quantity and Global Shipment Schedule, are copied and
associated with Amazon Sales History.

Similarly, the team considers the offline Sales History (again Zara’s own) and the
Online Sales History are relevant to each other, since these two can again be subclasses
of some class, say Sales History. So, the chain of entities associated with the offline
Sales History is copied and associated with Online Sales History.

The team thinks the Proper Sales-History (this is Zara’s own) and the analytical
Items Frequently Sold Together are relevant to each other, since Items Frequently Sold
Together (e.g., hats and scarfs are frequently sold together) can influence Zara’s decision
on shipping quantities of items that are frequently sold together. Hence, here again, Local
Shipment Quantity and Global Shipment Schedule are copied and associated with Items
Frequently Sold Together. Also, GlobalWarehouse Trend ismore general concerning the
Global Warehouse Inventory, hence likely to be incorporated into a virtual data model
later.

Build an Initial Virtual Big Data Model
Zara’s team integrates those entities and relationships from every possible dimension,
which were derived in the previous step, into Internal-Offline-Proper to produce a virtual
big data model. Here, the team utilizes the three organizational dimensions to find rela-
tionships between entities-and-relationships of Internal-Offline-Proper and those from
other dimensions that might need to be refined during integration. The virtual big data
model is represented using EERD, as in Fig. 9.
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Fig. 9. Virtual big data model, consisting of entities and relationships from multiple sources, for
shipment decision.

Figure 9 shows the initial virtual big data model, which consists of existing entities
and newly-added entities. In this model, some of the Internal-Offline-Proper entities
are integrated with new entities. For example, Global Shipment Quantity in Fig. 9 is
related to the Global Warehouse Trend as an inheritance relationship. Global Ware-
house Trend is shown as a superclass of Global Warehouse Inventory (Generaliza-
tion/Specialization dimension). Additionally, Weather Data Analysis is identified as an
entity for global shipment quantity (Classification/Instantiation dimension). For another
example, Online Feedback and Hot Keywords have some similar traits, so they can be
combined together. Then, the resulting composite entity can be used to rate the Product
(Aggregation/Decomposition dimension).

The relevance values of entities are able to be evaluated again based on the initial
virtual big data model as Fig. 10 shows. Each entity follows the relevance calculation
rules.

Evaluate Quality Attributes and Select Entities
Zara’s teamnowchecks theComprehensiveness, Relevance, andPriority of the candidate
entities, according to the potential solution that corresponds to the entities, so as to filter
the candidate entities to find the most relevant and high priority entities. The team
collects, for the potential solution, all the relevant entities - each entity is shown in a
row, as in Table 1. Although these tables here are used in validating a potential solution,
similar tables can be used in validating other potential solutions and potential problems.
Then, for each entity, the team checks the comprehensiveness dimensions the entity
or other entities (that it is related to) belong to. For example, Online Feedback has an
Internal, Online, Proper attributes. Then, the entity’s relevance is indicated, in terms of
its STR and SER relevance. In Fig. 8, it has STR:+3 and SER:+3 relevant to the solution
with !! Reliable Prediction on Shipment Quantity.
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Fig. 10. Virtual big data model, consisting of entities and relationships.

The priority of the entity is related to the priority of parent goals, that is, the business
goal, business process goal, and Performance goal. The priority scheme again can be
determined, as needed. Here, High, Medium, and Low are used, where their values are 3,
2, and 1 respectively. Zara’s innovation team can have a diverse combination of options
to be included in the virtual big data model.

Table 1. Selection of entities for shipment prediction their quality characteristics.

Candidate
entities

Quality aspects

Comprehensiveness Relevance Priority

D1 D2 D3

I E Off On P A STR SER

Shipment
quantity

√ √ √
+3 +3 H (3)

Sales
order

√ √ √
+1 −1 L (1)

Online
feedback

√ √ √
0 +2 L (1)

Weather
data
analysis

√ √ √
+2 +3 M (2)

6 Discussion

Zara’s decision-making process for its shipping has been used not only for the purpose
of illustrating the key concepts of IRIS’s goal-oriented approach to modeling for big
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data but also for the basis of an empirical study. This study shows that IRIS supports the
modeling of big data for carrying out business analytics for Zara’s shipment decision
making. Additionally, a prototype tool is implemented [24].

Additionally, IRIS helps the process of modeling big data conceptually to become
mostly traceable, if not all, while helping explore and select among alternatives in prob-
lems, solutions, business analytics, and big data models. This would help justify, and
boost the level of confidence in, the quality of the resulting big data conceptual model,
eventually the quality of business analytics. However, we have not shown that the poten-
tial problems and solutions indeed turn out to be real, key problems and solutions. This
would require running big data on a real platform using real data, and, afterward, moni-
toring the various real phenomena that are related to either problems or solutions – this
seems difficult, if not infeasible in reality.

IRIS’s approach helps hypothesize and validate problems with the business process
and solutions which in turn require the use of a big data model. In particular, the three
organizational dimensions helped structure and explore data not only in the same but also
across different dimensions of comprehensiveness.Additionally, the notion of distance in
relevance helped relate data across different dimensions, hence helping avoid omissions
or commissions of data.

Despite the above benefits of IRIS’s approach, it has some limitations. First, the
empirical study was based on publicly available documents, including articles, white
papers, and information on websites, but without access to any real (proprietary) doc-
uments. Hence, we could not use the real database schema that was being used, which
inevitably might have led to biased results and conclusions. Secondly, our empirical
study, as the phrase suggests, did not involve real software practitioners or big data sci-
entists who are working for the company, although we did seek some external opinion
on our earlier work. Hence, we need to evaluate with regard to the utility of the pro-
posed approach in really complex organization contexts. Thirdly, we investigate only the
quality attributes which conceptual data model can deal with, so later we need to further
research the relationships between them and extend other qualities. Finally, how to make
the automatic measurement of the quality criteria, i.e., relevance, comprehensiveness,
and prioritization, and to provide more guides for three organizational dimensions in
the context of big data remains a challenge. We need further explorations to resolve this
challenge.

7 Conclusion

In this paper, we have proposed a goal-oriented approach for a conceptual model of
big data to support business analytics. This goal-oriented approach of IRIS is intended
to rationally and systematically help model big data at a conceptual level by explor-
ing alternatives and selecting the appropriate ones to validate potential problems and
solutions. Problems and solutions are hypothesized and validated, in consideration of
important business goals, using big data analytics. This goal-oriented approach consid-
ers three aspects of big data model quality, namely, relevance, comprehensiveness, and
prioritization. In particular, three dimensions of comprehensiveness are proposed, for
accommodating a variety of types and sources of data, which are related and organized
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along with the three organizational primitives. More specifically, IRIS’s goal-oriented
approach to modeling big data includes: 1) an ontology (or essential vocabulary), which
explicitly recognizes goals, problems, and solutions, business analytics, big data model;
2) three dimensions of big data model quality; 3) utilization of three organizational
dimensions of a data model. Through an empirical study, we have an initial demonstra-
tion that the goal-oriented approach can help boost the level of confidence in the quality
of the resulting big data model.

There are several lines of future research. One concern offering guidelines and rules
for linking a variety of different types and sources of data in different dimensions, towards
developing a richer, virtual big data model. We also plan to define rules to automatically
measure the three quality attributes, to provide more guidance for three organizational
dimensions, to extend the capabilities of IRIS Assistant, concerning the exploration of,
and selection among, KPIs and translation into big data queries, and to incorporate the
axioms for the comprehensive dimension towards providing some automatic reasoning
capability. More studies are needed, be they empirical or case, in a variety of application
domains, in order to further determine both the strengths and weaknesses of IRIS.
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Abstract. Today, social networks are a valued resource of social data that can be
used to understand the interactions among people and communities. People can
influence or be influenced by interactions, shared opinions and emotions. How-
ever, in the social network analysis, one of the main problems is to find the most
influential people. This work aims to report on the results of literature review
whose goal was to identify and analyse the metrics, algorithms and models used
to measure the user influence on social networks. The search was carried out in
three databases: Scopus, IEEEXplore, and ScienceDirect. We restricted published
articles between the years 2014 until 2020, in English, and we used the follow-
ing keywords: social networks analysis, influence, metrics, measurements, and
algorithms. Backward process was applied to complement the search considering
inclusion and exclusion criteria. As a result of this process, we obtained 25 arti-
cles: 12 in the initial search and 13 in the backward process. The literature review
resulted in the collection of 21 influence metrics, 4 influence algorithms, and 8
models of influence analysis. We start by defining influence and presenting its
properties and applications. We then proceed by describing, analysing and cate-
gorizing all that were found metrics, algorithms, and models to measure influence
in social networks. Finally, we present a discussion on these metrics, algorithms,
and models. This work helps researchers to quickly gain a broad perspective on
metrics, algorithms, and models for influence in social networks and their relative
potentialities and limitations.

Keywords: Influence metrics · Influence analysis · Social networks analysis

1 Introduction

Networks are one of the fundamental structures of our complex systems. In the evolution
of our cultural information systems, networks are a ubiquitous way to represent the
dynamics of economic and social systems [1–4].

TheWeb allowed simultaneously the exponential production and spreading of digital
information.Users are “prosumers”,meaning that they are simultaneous interchangeably
producers and consumers of information [5]. Social networks exponentially increased
the number of social actors that create a wide number of connections forming a vast
structure of links between actors and other entities (e.g. documents, messages, posts,
recommendations) [6].
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The growing use of social networks has attracted many researchers, academics, and
organizations to explore social network research topics, including the influence analysis
[7]. Influence analysis and its spread on social networks have an important application
value [8] by allowing to analyse and explain people’s social behaviors. It also provide
a theoretical basis for decision making [9]. However, there are still some challenges to
work on [8]: there is no mathematical formula of influence; it is difficult to identify the
parameters to measure the influence; and, the large amount of data generated by social
networks, makes it difficult to analyse and, consequently, to determine the influence.

An influence analysis study covers the study of influence properties such as influence
evaluation metrics and algorithms, influence maximization, and social data collection
and big data analysis [10].

This paper falls within the scope of the project 6,849.32 New Scientific Journal
Articles Everyday: Visualize or Perish! [11] and the main objective of this work is to
identify and analyse the most relevant and metrics, algorithms and/or influence models
currently available.

The articles’ search and selection process was based on the recommendations given
by [12] complemented by [13] and was following:

1. Search engines and databases: Scopus, IEEEXplore, and ScienceDirect;
2. Time constraints: January 2014 to January 2020;
3. Keywords: social networks analysis, influence, algorithms, metrics, and measure-

ments;
4. Types of documents: reviews, journals and conference papers;
5. Languages: English;
6. Selection criteria: Iterative process where the titles, abstracts and parts of the articles

were reviewed for inclusion/exclusion.

The search resulted in 12 articles. The backward processwas applied to these articles,
which resulted in an addition of 13 articles, totalling 25 articles.

The main contributions of this work are briefly summarized below:

1. A methodology sufficiently detailed to allow the analysis of this study by other
reliable researchers and use this study as a basis for future research into the influence
on social networks.

2. An overview of the most relevant and up-to-date metrics, algorithms and/or models
in social networks: 21 metrics, 4 algorithms, and 8 models of influence analysis.

The remaining of this article is organized as follows: the section “Methodological
Procedure” presents the methodology applied for the selection of articles; the section
“RelatedWork” presents some the relatedworks that analyse the algorithms,metrics, and
models of influence; the section “A landscape of influence in social networks” aims to
present the overview of the metrics, algorithms, and influence models, the section “Dis-
cussion” presents the discussion of the results obtained, and section “Conclusions and
FutureWork” presents the conclusions, limitations, and some future research directions.
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2 Methodological Procedures

This section reports the methodological procedures applied and that were based on [12].
Figure 1 represents all stages of the process.

Fig. 1. Methodology of literature review.

2.1 Initial Search

The initial search starts with the selection of three databases: Scopus, IEEEXplore, and
ScienceDirect. These databases have wide coverage of articles related to the topic and
allow to filter the results: according to [14], in the social sciences, the coverage of Scopus
is much higher than that of the Web of Science; The percentage of titles covered only
by Scopus is above 60%, to which is added the almost 40% coverage overlap (Scopus
and WoS), with WoS alone covering a very small percentage of titles; Sources indexed
only by WoS are not necessarily disposable, however, it is safe to use only Scopus.
IEEExplore and Science Direct were used because they are widely used databases in the
area of information systems, as a cross-check measure with Scopus results.

The keywords used were “social networks analysis”, “influence”, “algorithms”,
“measurements”, and “metrics”. In the initial search, we applied four search queries
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(SQ) (Fig. 1) with the following results: Scopus 2,552 articles, IEEEXplore 225 articles,
and ScienceDirect 13,079 articles, totalling 15,856 articles.

Considering these values, we used filters to get an acceptable number of results to
analyse articles for all search queries: articles published from January 2014 to January
2020, conferences or journals or reviews, and written in English. However, according
to the results obtained, it was necessary to adapt these filters for some search queries
applied in some digital libraries, namely:

• For search query 1 on Scopus, we applied a different filter concerning the document
type: we selected reviews because the values collected in the initial search were very
high (2,121 articles). The reviews were selected because this type of articles describe,
analyse, and discuss scientific knowledge already published.

• For search queries 3 and 4 applied on IEEEXplore, the values collected were low (6
and 9, respectively), and the application of filters was not necessary.

After applying the filters, all articles collected from Scopus, IEEEXplore, and
ScienceDirect will be analysed in the next section.

2.2 Articles Selection Process and Results

After the articles collected in the previous phase, in this phase, all articleswill be analysed
according to the inclusion and exclusion criteria (Table 1), in parallel with the three
phases described below

1. Title and abstract: Articles were selected if the title and abstract were aligned with
the research objectives;

2. Introduction and conclusion: The introduction and conclusion of the articles accepted
in phase 1 were analysed to proceed to a new selection;

3. Full article: The articles accepted in phase 2 were then fully read and subset was
selected to be included in the review.

This process allowed the selection of 12 articles. We then applied a backward pro-
cess were the references of the twelve previously selected articles were analysed. The
implementation of the backward process resulted in the addition of 13 articles. The
backward process, which allowed the identification of the most used metrics, algorithms
and models to measure the influence on social networks, worked as a complemented the
selection process, by allowing to gain a broader perspective on the topic. In total, 25
articles were collected and analysed.
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Table 1. Inclusion and Exclusion criteria.

Inclusion criteria Exclusion criteria

Articles about algorithms or metrics of social
networks analysis

Articles not using metrics and/or influence
algorithms (mention only metrics used in the
social networks analysis, but not oriented to
the analysis of influence)

Articles about the algorithms or metrics to
computing influence on a social network

Articles focused on the influence that social
networks have on people’s lives, education,
family life and, in general, on society

Articles about the algorithms or metrics to
computing influence maximization on a social
network

Articles about the algorithms or metrics to
computing influence diffusion on a social
network

Articles about the algorithms or metrics to
computing influence applied on a social
network

3 Related Work

In this section, are reviewed the related works that analyse the algorithms, metrics, and
models of influence.

The work reported in [15], presents a research on the latest generation of models,
methods, and aspects of evaluation associated to influence analysis and provides a com-
prehensive analysis, helps to understand social behaviours, provides a theoretical basis
to influence public opinion and reveal future directions of research and possible appli-
cations. The authors distinguish models in two types: microscopic (linear threshold,
independent cascade, etc.) and macroscopic (epidemic models are the most common).
The authors consider that, in the future, the microscopic models should concentrate on
considering human interactions and different mechanisms during the information diffu-
sion, while the macroscopic models consider the same probability of transmission and
identical influential power for all users.

Differently, the authors of [8], present the state of the art on the influence analysis on
social networks, presenting an overview of social networks, an explanation on the influ-
ence analysis at different levels, as a definition, properties, architecture and diffusion
models, discuss the assessment metrics for influence and summarize the models for eval-
uating influence on social networks. In this work, the authors present some of the future
trends in this topic that must be taken into account: the integration of cross-disciplinary
knowledge due to the complexity of the topic; the development of an effectivemechanism
for influence analysis (hybrid approaches to improve the efficiency and effectiveness of
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influence analysis) and an effective model for the efficiency and scalability of influence
analysis.

The study [16] is also a relevant work because it focuses on the problem of predict-
ing influential users on social networks. In this work, the authors present a three-level
hierarchy that classifies the measures of influence: models, types, and algorithms. The
authors also compare, based on empirical analysis, in terms of performance, precision,
and correlation the measures of influence using a data set from two different social net-
works to verify the feasibility of measuring the influence. The results of the study show
that the prediction of influential users does not depend only on themeasures of influence,
but also on the nature of social networks.

In the article [17], the authors study the probability of an individual being an influ-
encer. They grouped the influence measures in some categories: measures derived from
the neighbourhood (that is, number of influencers, personal exposure of the network),
diversity structural, temporal measures, cascade measures, and metadata. Also, they
evaluated how these measures relate to the likelihood that a user will be influenced using
actual data from a microblog. Subsequently, the authors evaluated the performance of
these measures when used as a resource in a machine learning approach and compared
performance in a variety of supervisedmachine learning approaches. Finally, they evalu-
ated how the proportion of positive to negative samples in training and testing affects the
results of predictions - still allowing the practical use of these concepts for applications
of influence.

4 A Landscape of Influence in Social Networks

This section starts by presenting the concept of influence on social networks and, some
influence analysis applications, and their main properties. Also presented are the various
metrics, algorithms and models found in the literature for influence analysis. For each
metric, we present its definition and, in some cases, the calculation formula.

4.1 Understanding Influence in Social Networks

In social sciences, the term influence is widely used: according to [18], influence is “The
power to change or affect someone or something: the power to cause changes without
directly forcing them to happen”; and [19],“social influence occurs when an individual’s
thoughts, feelings or actions are affected by other people” p. 184.

A social network can be represented as a graph G = (V, E), where V corresponds to
the nodes (vertices) in the graph (users), and E corresponds to the edges that indicate the
relationship between users [20, 21]. According to [20] the relationship (edges) connects
the influencer and influenced node, i.e., who influences whom. The edges’ weights
correspond to the influence probabilities among the nodes.

Marketing is one of the areas were influence analysis is most frequent. These spe-
cialists select a set of influential users and try to influence them to adopt a new behavior,
product or service; Later, they expect these users to recommend to others, for example,
by spreading word-of-mouth in the social networks [22]. In sentiment analysis, text min-
ing tools and natural language processing to allow extract subjective information from
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data sets of social networks, for example, users’ opinions and attitudes. This makes, it
possible to analyse the influence of users [23]. Another interesting application is the
influence analysis of academics in their communities. High impact researchers are not
necessarily influential [24, 25].

According to [7], influence has the following properties: A user’s influence can
increase or decrease with new experiences or interactions – dynamic nature. These new
experiences or interactions can bemore important, and the old ones can become irrelevant
over time, i.e., the user can stop being influential at any time; In a social network,
information can be propagated from one user to another, allowing the development
of chains of influence - propagative nature; Influence has no mathematical definition or
measure. Its subjective nature leads to the personalization of the calculation of influence,
where the biases and preferences of influencers have a direct impact on its calculation.

Tomeasure the influence on social networks, several metrics, algorithms, andmodels
are known. These are grouped in the following categories:

• Influence diffusion models – Influence diffusion models measure the influence of
users through their ability to spread information [16].

• Centrality measures – Centrality measures classify users according to their position
on the network. Centrality measures the central position and importance of a user in
a social network [16].

• Influencemeasures based onwalks betweenpair of users –These types ofmeasures
provide relative power or status of user in a network by accounting all length paths
between pair of nodes [26].

• Link topological ranking measures – According to [8], most centrality metrics do
not consider the variation of nodes in their calculation: these metrics consider that
all nodes contribute equally to their calculation. However, different types of nodes
execute an important role in social networks.

• Types of influence maximization algorithm – Maximizing influence is a problem
widely studied by the community. Influence maximization algorithms should perform
fast calculations, high accuracy, and low storage capacity [15].

• Others – This category includes measures used by social networks such as Twitter to
measure the influence of users [27].

4.2 Metrics and Algorithms Overview

In the category of Influence diffusion models we found the following models: Linear
threshold model (LT model), Independent cascade model (IC model), Heat diffusion
model (HD model), and Epidemic models (Table 2).

To apply the LT model and IC model, it is necessary to perform the Monte Carlo
simulation to determine the influence of a node for a given period. However, the Monte
Carlo simulation is time-consuming and inadequate for large-scale social networks [15].
The ICmodel is used to find highly influential users, find themaximum influence, predict
the development of cascades, and understand the diffusion structure in the networks [20,
28]. Similar to the IC model, the LT model is mainly used to maximize the influence of
propagation on the network.
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Epidemic models are used to find the source of the viral disease and to find the
sources of rumours. The epidemic disease in the population is similar to the spread
of rumours on a social network [8, 28]. However, these models ignore the topological
characteristics of social networks [15].

Table 2. Influence diffusion models.

Influence diffusion models Description

LT model In this model, a new idea, or innovation is adopted by a user u,
only when a certain number of users influence that user u [8]
In a social network G = (V, E), the sum of the influence weights
of all neighbouring nodes of node vi corresponds to:∑

vj∈Ngi act
wij ≤ 1,

where wij corresponds to influence weights between node vi and

its neighbour node vj , and Ngiact corresponds to the neighbouring
nodes activated by node vi [15]

IC model The IC model describes the procedure of influence propagation in
a probabilistic way: a user can influence (activate) his neighbour
with a certain probability [8, 16]. The IC model is represented as
follows [20]:
• The initial seed set creates the active sets St for all t ≥ 1 using
the following rule: at each phase t ≥ 1, the first activation step
is considered from the set St para St−1; then, for each inactive
node u, an activation attempt is performed using the Bernoulli
test with a probability of success p(u, v)

HD model There is a similarity between the heat diffusion and the
information spread on social networks: a user selecting
information acts as a source of heat, which diffuses his influence
on the social network [8, 15]

Epidemic models Epidemic models correspond to models capable of studying the
influence of a macroscopic perspective [8]. According to [29],
epidemic models are classified into three categories:
deterministic models, stochastic models, and space-time models
• Deterministic models include the susceptible-infectious model
(SI model), the susceptible-infectious-susceptible model (SIS
model), and the susceptible-infectious-recovery model (SIR
model)

• The stochastic epidemic model includes the discrete-time,
continuous-time Markov model, and the stochastic differential
equation model

• The space-time models introduce automated cell phones to
model the spread of influence

In the category of Centrality measures we found the following metrics: degree cen-
trality, closeness centrality, betweenness centrality and, eigenvector centrality (Table 3).
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Centrality metrics measure a user position in a social network, and the most used tools
are graph theory and network analysis [8]. Thesemetrics are used to find themost central
and influential node in the network. The centrality metrics for finding the centrality of
the node depend on the structural properties of the network and make use of flows to
analyse these characteristics [16, 26, 28].

Table 3. Centrality measures.

Centrality measures Description

Degree centrality In a social network G = (V, E), degree centrality metric correspond to
the number of neighbours of a node, that is, the number of edges that
a node has [30–33]
It is usually calculated by dividing the degree of a node (ki) by N − 1,
restricting the value in the range of [0, 1]. The equation that defines it
is as follows:

CD(i) = ki
N−1

Closeness centrality In a social network G = (V, E), closeness centrality corresponds to the
average length of the shortest path from one node to all other nodes
[30–33]. In the influence analysis, this metric measures the efficiency
of each node to disseminate information on the network [8]
The equation that defines it is as follows:

CC(i) = N−1∑N
j �=i dij

,

Where, N is the number of nodes in the network and dij is the distance
between node i and node j

Betweenness centrality In a social network G = (V, E), betweenness centrality describes the
extent of nodes that need to be crossed to influence other nodes
[31–33]
The equation that defines it is as follows:

CB(i) = ∑

s �=i �=t∈V ,s<t

σst(i)
σst

,

Where σst(i) corresponds to the number of shortest paths between
nodes s and t through the node i, and σst corresponds to the number of
shortest paths between nodes s and t

Eigenvector centrality In a social network G = (V, E), eigenvector centrality provides the
relative scores for all nodes, according to the nodes connected to the
highest scores contribute more to the scores of the nodes than to the
lowest scores [32]. Eigenvector centrality use the adjacency matrix,
given by:

CE(i) = 1
λ

∑
j AijCE(j),

Where, Aij corresponds ith eigenvector of the adjacency matrix in the
network
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In the category of Influence measures based on walks between pair of users we found
the following metrics: Katz centrality, Hubbel measure, and Bonacich Power Measure
(Table 4).

Table 4. Influence measures based on walks between pair of users.

Influence measures based on walks between
pair of users

Description

Katz centrality Katz centrality allows not only direct links
received by a user but also popularity or status
of users sending links to him to be included in
his score. Further, the status of each, who has
link with these users in turn, should also be
used for calculating scores in social network
[26]. The equation that defines it is as follows:

�CKatz =
((

I − αAT
)−1 − I

)
�I ,

Where, I is the identity matrix, �I is a vector of
size n (n is the number of nodes) consisting of

ones. AT denotes the transposed matrix of A

and
(
I − αAT

)−1
denotes matrix inversion of

the term
(
I − αAT

)

Through Katz measure, most influential node
or individual positive tie network can be found
who has connections with most of the other
users and can influence or affect other users
with his decisions or activities [26]. This
measure is similar to PageRank algorithm and
eigenvector centrality

Hubbel measure Hubbel measure corresponds to the flow of
influence through interpersonal links in social
networks as input and output channels. The
Hubbel measure has structural as well as
functional significance. The structural
significance of index is in identifying cliques
and functional significance is in computation of
status [26]
This measure is similar to Katz centrality, the
Katz measure uses an identity matrix (each
node is connected to itself) while the Hubble
measure does not

(continued)
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Table 4. (continued)

Influence measures based on walks between
pair of users

Description

Bonacich power measure In social networks, the most central user is not
always the most powerful one
In order to distinguish between power and
centrality, was proposed a set of measures given
by c(α,β). The parameter β is used to reflect
the degree and direction (positive or negative)
in which individual user status depends upon
status of other users in network [26]
Bonacich power measure is useful in valued
and signed graphs, negative ties and positive
ties networks

The Katz centrality can be used to compute centrality in directed networks (citation
networks, WWW, etc.); it can also be used estimate the relative status or influence of
user in a social network [8, 20, 34]. Hubbel Measure and Bonacich Power Measure are
measures similar to Katz centrality.

In the category of Link topology rankingmeasures,were found the followingmetrics:
Hyperlink-Induced Topic Search (HITS) algorithm and PageRank Algorithm (Table 5).

Except for eigenvector centrality,most centralitymetrics do not consider the variation
of the nodes, which means that they consider that all nodes contribute equally to the
measures [8]. However, the types of nodes execute an important role in social networks.
The HITS algorithm aims to classify web pages based on links, while in PageRank all
hyperlinked pages receive numerical weights, used to measure the importance of web
pages [27].

The HITS algorithm is used to classify publications in citations networks by Citeseer
(search engine). In the context of citation networks, it is natural to identify topical reviews
as hubs, as they contain many references to influential articles in the literature [34].

In category of Influence maximization algorithms were found the following
algorithms: Greedy-based algorithms and Heuristic-based algorithms (Table 6).

According to the literature, the greedy-based algorithms have higher accuracy com-
pared to the heuristic-based algorithms. This is because greedy-based algorithms have
high computational complexity and high execution time, decreasing their efficiency [15].
Concerning the heuristic-based algorithms, these algorithms were proposed to reduce
the execution time of the solution and increase efficiency. Also, they present higher
values of accuracy [8].
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Table 5. Link topology ranking measures.

Link topology ranking measures Description

HITS algorithm The HITS algorithm is a popular classification method
based on eigenvector to classify web pages [34]. In a
network, this algorithm selects two scores to each node:
score h – referred to as node hub-centrality score – is large
for nodes that point to many authoritative nodes, and score
a – referred to as node authority-centrality score – is large
for nodes that are pointed by many hubs [8, 34]
• Authority-centrality score: In the algorithm it is necessary
update each node’s authority score to be equal to the sum
of the hub scores of each node that point to it. A node is
given a high authority score by being linked from pages
that are recognized as Hubs for information

• Hub-centrality score: A hub is a web page serving as a
large directories with no actual authoritative content that
it points to. In the HITS algorithm, a directory points to
many authorities, and an authority is a page with many
incoming links from different hubs. In the algorithm, it is
necessary update each node’s hub score to be equal to the
sum of the authority scores of each node that it points to

The corresponding equations for node a and h are [34]:
a = αAh

h = βAT a,
Where, α and β are parameters of the method

PageRank algorithm In PageRank algorithm, all hyperlinked pages are given
weights, which are used to measure the importance of web
pages [35]. PageRank algorithm can be applied to social
networks analysis since the relationships of nodes in social
networks can be structured like links [36]
The PageRank algorithm is defined by the following
equation:

PR(r) = 1−λ
N + λ

∑k
i=1

PR(ri)
Kout(ri)

,

Where N represents the total number of nodes in the
network, Kout is the out-degree of the node r, ri denotes th
in-degree of node r and λ is the damping factor

In the category of other influence metrics and algorithms were found the follow-
ing metrics and algorithms: Popularity measures on Twitter (FollowerRank, Popularity,
Popularity paradoxical discounted, Network Score, Acquaintance Score, Acquaintance-
affinity score, Acquaintance-Affinity-Identification Score), Traditional measure used on
Twitter (h-index), Measures based on Twitter metrics and PageRank (Retweet Impact,
Mention Impact, Social Networking Potential, ThunkRank, UserRank), Topical influen-
tial users (Information diffusion), and Predicting influences (Activity and Willingness
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Table 6. Influence maximization algorithms.

Influence maximization algorithms Description

Greedy-based algorithms The study of greedy algorithms is based on hill-climbing
greedy algorithm, in which each option can provide the
highest value of the impact of the node used to the local
optimal solution to approximate the global optimal
solution [8]
Some examples of greedy-based algorithms are present
below:
1) Target wise greedy algorithm based on the

potential-based node-selection strategy. This algorithm
does not have good results in an initial phase, but it
can cover more nodes in a later phase of diffusion [37]

2) Community-based greedy algorithm was proposed to
reduce the cost in terms of execution time. It is based
on the IC model [38]

3) Upper bound-based lazy forward algorithm has been
proposed to discover top-k influential nodes. This
algorithm sets new limits to significantly reduce the
number of Monte Carlo simulations, particularly in the
initial phase [39]

Heuristic-based algorithms According to the computational complexity of the
greedy-based algorithms, several heuristic algorithms
have been proposed to reduce the solution time and obtain
more efficiency of the algorithm. These algorithms select
nodes iteratively based on a specific heuristic, instead of
computing the marginal gain of the nodes in each
iteration. In contrast, its accuracy is relatively low [15]
A proposed algorithm was Two-phase Heuristic
Algorithm (TPH). This algorithm is composed of two
phases: each node has its offline probability of a given
product; therefore, the consideration of local-based
maximization cannot focus only on the network topology,
but also on the offline property of each node [40]

of users (AWI) model, Activeness, centrality, quality of post and reputation (ACQR)
Framework, Time Network Influence Model, AuthorRanking) (Table 7).

These metrics were defined to try to combine metrics involving tweets, replies,
tweets, and mentions to obtain information about a social network using a numerical
value [27]. According to [41], the metrics of retweets are the best quantitative indicators
for choosing to read a tweet over the other. Besides this, the most important indicators
are qualitative, for example, the friendship between the reader and the author of the
tweet.
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Table 7. Other influence metrics and algorithms.

Others Description

Popularity measures on
Twitter

1) FollowerRank – Corresponds to the standardized version of the
in-degree measure.

FollowerRank(i) = Number of followers
Number of followers+Number of followees

2) Popularity – This measure was developed to mitigate differences in
followers between users
Popularity(i) = 1 − eλ.Number of followers,

Where, λ it is a constant that, by default, is equal to 1
3) Popularity paradoxical discounted – Corresponds to the number of
reciprocal actors of a user, that is, the number of followers who are also
followed

Pradoxixal discounted(i) =

⎧
⎪⎪⎨

⎪⎪⎩

N
o− of followers

N
o− of followees

if N
o− of followers > N

o− of followees

N
o− of followers−reciprocal(i)

N
o− of followees−reciprocal(i)

otherwise

Measuring the value of reciprocal value (i) considerably increases
computational costs
4) Network Score (NS) – Corresponds to a measure of popularity, based
on the user’s active non-reciprocal followers

NS(i) = log(N
o− topically active followers + 1)

− log(N
o− topically active followees + 1)

5) Acquaintance Score A(i) –Measures how well-know user i is. Let n
be the number of considered user accounts, it is defined as:

A(i) = N
o− of followers+UMA+URA+UPA

n
Where, UMA = number of users mentioning the author, URA = number
of users who have retweeted author’s tweets, and UPA = number of users
who have replied author’s tweets
6) Acquaintance-Affinity Score AA(j) – Measures how dear user j is, by
considering how well know are those who want him

AA(j) = ∑

i∈ERP
A(i). #replies of i to j

#replies of i + ∑

i∈EM
A(i). #mentions of i to j

#mentions of i +
∑

i∈ERT
A(i). #retweets of i to j

#retweets of i

Where ERP, EM, and ERT are the set of users who reply, mention and
retweet the tweets of j, respectively
7) Acquaintance-Affinity-Identification Score AAI(j) - Measures how
identifiable user j is, by considering how dear those who identify him

AAI(j) = ∑
i∈Fr

AA(i)
#followees of i ,

Where, Fr is the set of followers of j. The AAI Score is well correlated
with the number of followers and was used to identify celebrities in the
“real world”, i.e., outside the Twitter network

(continued)
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Table 7. (continued)

Others Description

Traditional measure used on
Twitter

h-index – In the context of Twitter, it can be defined as the maximum
value h such that h tweets of the user have been replied, retweeted, or
liked, at least h times

Measures based on Twitter
metrics and PageRank

1) Retweet Impact (RI) – Estimates the impact of the user tweets, in
terms of the mentions received by other users
RI(i) = RT2 ∗ log(RT3),
Where RT2 = Number of original tweets posted by the author and
retweeted by other users, RT3 = Number of users who have retweeted
author’s tweets
2) Mention Impact (MI) – Estimates the impact of the user tweets, in
terms of the mentions received by other users
MI(i) = M 3 ∗ log(M 4) − M 1 ∗ (M 2),
Where M1 = Number of mentions to other users by the author, M2 =
Number of users mentioned by the author, M3 = Number of mentions to
the author by other users, M4 = Number of users mentioning the author
3) Social Networking Potential (SNP) – Measure considers all kind of
actions on Twitter, except the favorites or likes

SNP(i) = Ir(i)+RMr(i)
2 ,

Where the Interactor Ratio, Ir(i), and the Retweet and Mention Ratio,
RMr(i), are defined as:

Ir(i) = RT3+M 4
F1 and RMr(i) = #tweets of i retweetes+#tweets of i replied

#tweets of i ,

Where RT3 = Number of users who have retweeted author’s tweets, M4
= Number of users mentioning the author, F1 = Number of followers
4) ThunkRank – Direct adaptation of PageRank algorithm into the
context of Twitter

TunkRank(i) = ∑
j∈followers(i)

1+p.TunkRank(j)
#followees of j ,

Where 0 ≤ p≤ 1 is the probability that a tweet is retweeted. This
probability is assumed to be equal for all users. In the literature, normally
use p = 0.5, but in fact this value should vary from case to case
5) UserRank – A variation of ThunkTank, defined to measure the
influence of a user according to the relevance of his tweets

UserRank(i) = ∑
j∈followers(i)

1+ #followers of i
#tweets of i ∗UserRank(j)

#followers of j

Topical influential users Information diffusion – Estimates the possible influence of the users’s
tweets among his followers who are non-followees

ID(i) = log(N
o− of followers tweeting on topic after the author + 1)

− (N
o− of followees tweeting on topic before the author + 1)

The “+1” in the logarithms avoids divisions by zero. This measure only
considers follow-up relashionships, but it is independent of the number of
followers and followees on the network

(continued)
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Table 7. (continued)

Others Description

Predicting influences 1) Activity and Willingness of users (AWI) model – AWI model is a
user interaction model that considers the activity and willingness of users
to retweet through time, in order to measure the influence among pairs of
users. This model also predicts retweet ratios and influential users
2) Activeness, centrality, quality of post and reputation (ACQR)
Framework – This framework uses data mining to detect activity
(original tweets, retweets and replies), centrality, and user reputation
(mechanism to distinguish between real users and spammers). It also
considers the quality of tweets through the number of replies and retweets,
and the reputation of users that reply and retweet. ACQR framework was
used to identify and predict the influential users in a relatively small
network that was restricted to a specific topic
3) Time Network Influence Model – Uses a probabilistic generative
model to make an offline estimation of the influence power between users.
This model considers the time intervals between messages, follow-up
relationships, and the relationships of similarity in the content of the
tweets
4) AuthorRanking – Uses the style of the tweets (words, hastags,
websites, references to other accounts) and user behavior (profile
information, following ratios, number of tweets, and main user activity,
previously determined by a text classification task)

5 Discussion

The growing development of social networks has also allowed the production of large
amounts of information that can tell who the most influential users are. To try to solve
this problem were developed algorithms, metrics, and models to compute the influence
of a user on social networks [8]. For this reason, this work presents an extended set of
several algorithms, metrics, and models and their applicability found in the literature.

One of the main problems of some metrics, algorithms, and models detected in the
literature is the scalability-efficiency capacity [8, 15]. Also, with the continued increase
of social networks, most existing methods find the problem of efficiency in runtime, and
it becomes difficult to implement them in a large-scale context.

The literature argues that the application of the LT model and the IC model is time-
consuming and unsuitable for large-scale networks [20, 28]. Also, greedy-based algo-
rithms present high computational complexity and high execution time, decreasing their
efficiency [15].Other algorithms such as heuristic-based algorithms have been developed
to reduce these execution times and, consequently, increase their efficiency [8].
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The diversity of metrics, algorithms, and models of influence analysis is due to the
need to solve several types of problems: influence maximization [15], the influence
diffusion [16], the distinction of the importance of the various nodes in a social network,
among others. Centrality measures are the best known and most used in the social
networks analysis, but to be used in the analysis of the most influential node, they are
dependent on the properties of the networks [15]. The metrics that fall into the Others
category are very interesting: the investigators used quantitativemeasures such as tweets,
retweets or mentions to obtain a numerical value and thus be able to classify the user as
influential or not [27].

It is important to consider the objectives of the problem and the type of data in hands
in order to be able to apply the most appropriate set of metrics to obtain the greatest
possible precision of the influence.

6 Conclusions and Future Work

As mentioned at the beginning of the article, influence analysis is one of the biggest
problems in social networks analysis. Therefore, the main objective of this literature
review was to identify and analyse the most relevant metrics, algorithms, or models
to measure the influence on social networks. Also, methodological limitations were
recognized and should be refined in future work, namely:

• The article selection process for literature review was performed by only one
researcher. This may affect the results because articles were select according to per-
spective of a single researcher. Recommendation: This phase should be conducted in
parallel with other researchers to reduce error and bias in article selection. The usage
of social networks (Twitter, Facebook, etc.) may also support the research allowing
identify the perspective of other researchers and get new research outputs faster;

• Since Scopus only used reviews, several important studies may have been missed. As
future work, a meta-analysis of the reviews must be made. Thus, it will be possible
to complement the work with a review of what was produced after the last review
analysed.

• Only 3 databases were used – Scopus, IEEEXplore, and ScienceDirect. Recom-
mendation: although these databases have high coverage of scientific articles, other
sources (SpringerLink, Web of Science, scientific journals, and social networks) may
complement the research.

• The keywords used in search queries can be improved, including new keywords,
changing their order and combination to cover more works. For example, “social
network”, “social networks influence analysis”, “models”, “social media”, “social
media platforms”, etc.

In this article, was reported a study of influence and respective the metrics, algo-
rithms, and models used for its analysis their challenges and opportunities. Through this
search and the analysis of the articles, it was possible to collect 21 metrics, 4 types of
algorithms, and 8 models of influence analysis.

The metrics, algorithms, and models of influence found in the literature allowed
us to obtain a broad view of this topic: the LT model and the IC model are the most
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time-consuming and inappropriate models for large-scale networks; the greedy-based
algorithms are considered very complex and time-consuming to implement; and the cen-
trality measures are themost well-knownmeasures and themeasures based on indicators
such as tweets, retweets, and mentions should be deepened to understand how they can
contribute when used in conjunction with other types of metrics. Also, as the metrics
of Twitter were analysed, metrics from other social networks (for example, Facebook)
should be analysed and compare for existing differences; if they can be adapted to other
social networks, since it depends on the organization of the social network and the types
and numbers of resources it has.

However, it is necessary to consider that, in addition to thesemetrics, algorithms, and
models, other measures should be studied due to their potential in the influence analysis.

Several challenges and opportunities may stimulate, in the future, new theoretical
and practical perspectives. This article may serve as a basis for researchers interested in
measuring the influence on social networks as they can gain a broad perspective on the
topic.
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Abstract. This work describes the architecture of the back-end engine
of a real-time traffic data processing and satellite navigation system. The
role of the engine is to process real-time feedback, such as speed and
travel time, provided by in-vehicle devices and derive real-time reports
and traffic predictions through leveraging historical data as well. We
present the main building blocks and the versatile set of data sources
and processing platforms that need to be combined together to form
a working and scalable solution. We also present performance results
focusing on meeting system requirements keeping the need for computing
resources low. The lessons and results presented are of value to additional
real-time applications that rely on both recent and historical data.

1 Introduction

Geographical Information Systems and, more broadly, the development of appli-
cations based on or including geo-spatial data is a mature and hot area with sev-
eral tools, both commercial and open-source, e.g., ArcGIS, PostGIS, GeoSpark
[12] and so on. In general, these tools and frameworks are distinguished accord-
ing to the queries they support [8] and the quality of maps they utilize. For the
latter, popular alternatives include Google Maps and OpenStreetMap1, which
can be considered as data-as-a-service. At the same time, urban trips is a big
source of data. Developing a system that can process real-time traffic data in
order to report and forecast current traffic conditions combines all the elements
mentioned above, e.g., modern GIS applications built on top of detailed world
maps leveraging real-time big data sources, stores and processing platforms.

The aim of this work is to present architectural details regarding a novel back-
end system developed on behalf of Sboing2. Sboing is an SME that implements
innovative mobile technologies for the collection, processing and exploitation of
location and mobility-based data. It offers an app, called UltiNavi, that can be
1 https://www.openstreetmap.org.
2 www.sboing.net.
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installed on in-vehicle consoles and smartphones. Through this app, Internet-
connected users share their location information in real-time and contribute to
the collection of real-time traffic data. More specifically, Sboing collaborates with
academia in order to extend their system with a view to (i) continuously receive
feedback regarding traffic conditions from end users and process it on the fly; and
(ii) provide real-time and accurate travel time forecasts to users without relying
on any other type of sensors to receive data apart from the data reported by the
users. In order to achieve these goals, the back-end system needs to be extended
to fulfill the following requirements:

R1: provide real-time information about traffic conditions. This boils down to
be capable of (i) providing speed and travel time conditions per road segment
for the last few minutes and (ii) being capable to report incidents upon the
receipt (and validation) of such a feedback.

R2: provide estimates for future traffic conditions. This is important in order to
provide accurate estimates regarding predicted travel times, which typically
refer to the next couple of hours and are computed using both current and
historical data.

R3: manage historical information to train the prediction models needed by R2.
This implies the need to store past information at several levels of granularity.

R4: scalability. Traffic forecasting can be inherently parallelised in a geo-
distributed manner, i.e., each region to be served by a separate cluster of
servers. Therefore, the challenge is not that much in the volume of data to be
produced but in the velocity of new update streams to be produced by the
system and the need to store historical data.

R5: fault-tolerance. Any modules to be included in the back-end need to be
capable of tolerating failures.

There are several other tools that provide this type of information; e.g.,
Google Maps, Waze3 and TomTom4. However none of these tools that are being
developed by big companies have published information about their back-end
processing engine. By contrast, we both explain architectural details and employ
publicly available open-source tools, so that third parties can rebuild our solution
with reasonable effort.

Background. Effective forecasting of traffic can lead to accurate travel time pre-
diction. Due to its practical applications, short-term traffic forecasting is a hot
research field with many research works being published. Vlahogianni et al. [11]
reviewed the challenges of such forecasting. These challenges refer to making the
prediction responsive and adaptive to events (such as, weather incidents or acci-
dents), identifying traffic patterns, selecting the best fitting model and method
for predicting traffic and dealing with noisy or missing data. To forecast traf-
fic, data can be collected in two manners, namely either through GPS systems
deployed on vehicles or using vehicle detector sensors. The most common data

3 https://www.waze.com.
4 https://www.tomtom.com/automotive/products-services/real-time-maps/.

https://www.waze.com
https://www.tomtom.com/automotive/products-services/real-time-maps/
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features used in traffic prediction models are speed and travel time of vehicles
along with the vehicle volume per time unit and occupancy of the roads. Djuric
et al. [1] analysed travel speed data from sensors capturing the volume and occu-
pancy every 30 s. and advocated combining multiple predictors. Gao et al. [2]
also used data from sensors but the main unit was vehicles per hour. Traffic may
also be affected from other incidents and conditions that need to be taken into
consideration during prediction. E.g., an accident may lead to traffic congestion
that cannot be predicted in advance. Also, weather conditions play a key role.
Qiao et al. [9] presented a data classification approach, where the data categories
include information like wind speed, visibility, type of day, incident etc., all of
which can affect the traffic. Li et al. [6] conclude that a model that includes
historical travel time data, speed data, the days of the week, 5-min cumulative
rainfall data and time encoded as either AM or PM can lead to an accurate
prediction. Based on the above proposals, we also consider the presence of an
incident, rain or snow, the visibility, the wind speed and the temperature.

It is important to note that forecasting can be more accurate when there are
large amounts of historical traffic data available [6]. The drawback is that this
information can be very expensive to store due to its large size. Thus, suitable
storage technologies must be used. In this work, we resort to a scalable data
warehousing solution.

Contributions and Structure. This work makes the following contributions in
relation to the requirements and the setting already described: (i) It presents
an end-to-end solution for supporting real-time traffic reporting and forecast-
ing as far as the back-end system engine is concerned. The architecture consists
of several modules and integrates different tools and data stores. (ii) It dis-
cusses several alternatives regarding design choices in a manner that lessons can
be transferred to other similar settings. (iii) It includes indicative performance
results that provide strong insights into the performance of each individual mod-
ule in the architecture so that design choices can be evaluated, the efficiency in
which requirements are met can be assessed, and bottlenecks can be identified.

From a system’s point of view, the novelty of our work lies in (i) presenting
a non-intuitive non-monolithic architecture encompassing three different data
store types and two different stream processing platforms with complementary
roles in order to meet the requirements; (ii) to the best of our knowledge, it is the
first work that compares the two specific main alternatives regarding back-end
analytics databases examined; and (iii) the results presented are meaningful for
software architects in different domains with similar requirements.

The remainder of this paper is structured as follows. Section 2 presents the
overall architecture. In the next section, we discuss the pre-processing of source
data. In Sect. 4, we describe the underlying data warehouse and the queries that
run over it. Indicative experiments are in Sect. 5. We conclude in Sect. 6.
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Fig. 1. The diagram of the advocated architecture

2 System Architecture

This section consists of two parts. The first part gives the necessary background
regarding the data incoming to the back-end system and the connection mech-
anisms of the back-end to their sources. The second part provides the overview
of the back-end pipeline that will be explained in detail in Sects. 3 and 4.

The raw data are transmitted from the users through user devices, such as
GPS tracking devices and mobile navigation apps in a continuous stream. Every
device periodically sends its current condition in a specific time interval; if there
is no internet connectivity, the device may optionally send all the gathered data
when connectivity is restored for historic analysis. The data sent through the
messaging system contain information about the latitude and longitude of the
device along with the timestamp that the measurements were taken and the
speed of the user. Additional metadata about the position of the user such as
elevation, course, road/segment id and direction are transmitted as well. That is,
the device has the capability to automatically map co-ordinates to road segments
ids; explaining the details about how clients are developed are out of the scope of
this paper. Finally, tailored techniques for encryption and anonymization along
with customized maps based on OpenStreetMap ones that allow for efficient road
segment matching have been developed; these issues are not further analyzed in
this work. The connection between the user devices and the back-end pipeline
is materialized through the use of the MQTT5 protocol.

The main responsibility of the back-end pipeline is to receive the raw data,
clean and process them, derive statistics for the last 5 min tumbling window,
and finally store the results in persistent storage for querying. This splits the
pipeline into two conceptual parts. The first one handles the data cleaning and
processing. The second part consists of the persistent data storage system and
the querying engine. The main challenge regarding the first part of the solution
is to handle a continuous intense data stream. This implies that the constituent
modules need to share the following main characteristics: to be capable of fast
continuous processing (to support R1 and R2 in Sect. 1) and to be scalable (which
relates to R4) and fault tolerant (which relates to R5).
5 http://mqtt.org/.

http://mqtt.org/
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The streaming component comprises three main pieces of software, namely a
streaming engine, a module to transfer results to persistent storage and a main
memory database to support extremely fast access to intermediate results. The
streaming engine handles the cleaning, transformation and processing of the raw
data. It is implemented using the Apache Flink6 framework. Flink is an open-
source distributed continuous stream processing framework that provides real-
time processing with fault-tolerant mechanisms called checkpoints. As such, R5 is
supported by default. Flink can also easily scale up when the need arises to meet
R4. As shown later, it can support efficiently R1 and R2. The second module
that handles the transfer of the processed data to the persistent storage is built
using Apache Kafka.7. Kafka is the most popular open-source streaming platform
that handles data in real-time and stores them in a fault-tolerant durable way.
Kafka uses topics to which other systems can publish data and/or subscribe
to get access to those data. Kafka inherently meets R5 and does not become
a bottleneck. Finally, the first part of the pipeline contains the main-memory
database Redis.8 This is due to the need for querying the latest time window of
the stream (R1). Flink and Kafka can run on a small cluster serving a region or
a complete country. Redis is a distributed database; in our solution it stores as
many entries as the number of the road segments, which is in the order of millions
that can very easily fit into the main memory of a single machine. Therefore, it
need not be parallelized across all cluster nodes.

The second part of the pipeline is responsible for storing the processed data
in a fault-tolerant way (which relates to R5) while supporting queries about the
saved data at arbitrary levels of granularity regarding time periods, e.g., average
speeds for the last day, for the last month, for all Tuesdays in a year, and so on,
to support R2 and R3. For this reason, an OLAP (online analytical processing)
data warehouse solution is required, which is tailored to supporting aggregate
building and processing through operators such as drill-down and roll-up. To also
meet the scalability requirement (R4), two alternatives have been investigated.
The first is Apache Kylin9 and the second is Apache Druid.10 Both these systems
are distributed warehouses that can ingest continuous streaming data. They also
support high-availability and fault-tolerance. The main difference between the
two systems is that Druid supports continuous ingestion of data, whilst Kylin
needs to re-build the cube based on the new data at time intervals set by the
user. To the best of our knowledge, no comparison of these two options in real
applications, either in academic publications or in unofficial technical reports
exists, and this work, apart from presenting a whole back-end system, fills this
gap. Finally, Apache Spark11 is the engine that is used for query processing
as an alternative to standalone Java programs. Figure 1 presents the complete
back-end architecture.

6 https://flink.apache.org/.
7 https://kafka.apache.org/.
8 https://redis.io/.
9 http://kylin.apache.org/.

10 https://druid.apache.org/.
11 https://spark.apache.org/.

https://flink.apache.org/
https://kafka.apache.org/
https://redis.io/
http://kylin.apache.org/
https://druid.apache.org/
https://spark.apache.org/
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3 The Stream Processing Component

In this section, we present in detail the first part of the pipeline that includes the
stream processing module, materialized by Flink, through which the raw data
pass to be further processed, Kafka, which is the stream controller module that
transfers the processed data to the storage, and Redis, which is a temporary
main-memory database. We also present a fourth module that gathers weather
data to complement the data reported by user devices.

The Stream Processing Module. The data coming from the user devices create
a continuous stream that goes through the MQTT brokers. The size of the data
can quickly grow up in size due to the nature of the sources. For example,
800K of vehicles in a metropolitan area equipped with clients reporting once
every 10 s, still generate 80K new sets of measurements per sec, which amounts
to approximately 7 billion measurements per day. Overall, the pre-processing
module needs to be able to handle an intense continuous stream without delays.
Flink provides low-latency, high-throughput and fault-tolerance via checkpoints.
It incorporates the exactly-once semantics, which means that, even in the case
of node failures, each data point will be processed only once. In addition, scaling
up can easily be completed through adding more worker machines (nodes).

In order to get the data that come from the user devices, Flink needs to
connect with all of the MQTT brokers, which can adapt their number according
to the current workload. Loss of information is not acceptable; this implies that
Flink must dynamically connect to all new brokers without suspending data
processing. Each Flink machine has a list of all available MQTT brokers along
with their IP addresses. Each machine is responsible for one of those brokers in
order to ingest its data. This implies that the solution needs to have at least the
same number of Flink machines as the MQTT brokers. All of the Flink nodes that
do not get matched with a broker remain available and keep checking the pool
of brokers for updates. Note that all of the Flink nodes keep working on the data
processing even if they do not get connected with a MQTT broker. When a new
broker is inserted in the pool, one of the available nodes initiates the connection
in order to start the ingestion. This process does not slow down or stop the job
even if there are no available nodes. Flink can increase or decrease the number
of its worker nodes without shutting down due to its built-in mechanisms.

After Flink starts ingesting the stream, it creates a tumbling (i.e., a non-
overlapping) moving time window to process the data points. The measurements
are aggregated according to the road segment they refer to. The size of the
tumbling window is set to 5 min, since it is considered that the traffic conditions
in the last 5 min are adequate for real-time reporting, and the traffic volume
in each road segment in the last 5 min is high enough to allow for dependable
statistics. The data points that fall into the window’s time range are cleaned and
several statistics, such as median speed, quartiles and travel time are computed.
The results of every window are further sent downstream the pipeline to Kafka.
In parallel, the data from the most recent time window are also saved to Redis
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overwriting the previous window. Continuously reporting real-time changes is
plausible, but it is rather distracting than informative.

Flink can also be used for more complex processing that involves data
streams. One such example is continuous outlier detection on the streaming
data from clients. Detecting an outlier can either indicate an anomaly in a cer-
tain road segment, i.e. an accident, or simply noisy data, i.e. a faulty device or
a stopped vehicle. Especially in traffic forecasting, quickly detecting an accident
can result in a decrease of congestion in the specific road.

Weather Data Acquisition. In order to provide the user with more information
about the road conditions as well as make more precise predictions of the future
traffic and trip times, we gather weather data by using weather APIs. No more
details are provided due to space constraints.

The Stream Controller and Temporary Storage Modules. As depicted in the
overall architecture, the processed data are forwarded to Apache Kafka. Kafka
is one of the most popular distributed streaming platforms and is used in many
commercial pipelines. It can easily handle data on a big scale and it is capable
of scaling out by adding extra brokers; therefore it is suitable for meeting the
R4 requirement. It uses the notion of topics to transfer data between systems
or applications in a fault-tolerant way; thus it also satisfies R5. Topics have a
partitioning and replication parameter. The first one is used in order to partition
the workload of the brokers for the specific topic whilst the second one is used
to provide the fault-tolerant guarantees. An additional useful feature is that
it provides a retention policy for temporarily saving the transferred data for
a chosen time period before permanently deleting them. We will explain later
how we can leverage this feature to avoid system instability. In our work, Kafka
is used as the intermediate between the stream processing framework and the
data warehouse. In our case, apart from receiving the output of Flink, it is also
used for alerts received, such as an accident detection, by passing them through
specific topics.

The final module in this part of the pipeline is Redis. One of the data ware-
house alternatives used in this work is Apache Kylin. Kylin does not have the
capability to ingest a stream continuously and convert it into a cube but it needs
to update the cube periodically (according to a user-defined time interval) with
the new data of the stream. Thus, by relying on a data warehouse, such as Kylin
solely, R1 cannot be satisfied despite the fact that Flink can produce statistics
for the most recent time window very efficiently. Redis solves this problem by
saving the latest processed data from Flink. Druid does not have the limitations
of Kylin, but still, imposes an unnecessary overhead to produce statistics almost
immediately after the finish of each 5-min window. Overall, the statistics aggre-
gated by Flink are passed on both to Kafka for permanent storage and to Redis
for live traffic conditions update. In addition, as explained in the next section,
Redis holds the predicted travel time for each segment id, and, when combined
with Kylin, it may need to store the two last 5-min sets of statistics.
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Redis is a main-memory data structure store that can quickly save and
retrieve data with a key-value format. It is fault-tolerant and can also scale
up by adding more machines; i.e., it is suitable for meeting R1, R4 and R5.
More specifically, each road segment forms a key and the statistics needed for
real-time reporting (typically, mean speed) is stored as a value. Predicted travel
times are stored in a similar manner. The table size is inherently small, in the
order of hundreds of MBs, even if a complete big country such as France is
served. For this reason, the Redis table need not be parallelised.

4 Data Storage and Querying

Here, we describe the OLAP solutions and the type of queries over such solutions
and Redis to support R1, R2, and R3 in a scalable manner.

Scalable OLAP. OLAP techniques form the main data management solution to
aggregate data for analysis and offer statistics across multiple dimensions and
at different levels of granularity. From a physical design point of view, they are
classified as ROLAP (relational OLAP), MOLAP (Multidimensional OLAP) and
HOLAP (hybrid OLAP) [3]. Scalable OLAP solutions are offered by the Apache
Kylin engine. An alternative is to leverage the Druid analytics database. We
have explored both solutions.

Kylin is deployed on top of a Hadoop12 cluster and goes beyond simple
Hive13, which is the main data warehousing solution offered by Apache. Hive
allows for better scalability but does not support fast response time of aggrega-
tion queries efficiently [3]. To mitigate this limitation, Kylin encapsulates the
HBase14 NoSQL solution to materialize the underlying data cube according
to the MOLAP paradigm. The overall result is a HOLAP solution, which can
answer very quickly statistics that have been pre-computed, but relies on more
traditional database technology to answer queries not covered by the material-
ized cube.

The important design steps are the definition of dimensions and measures
(along with the appropriate aggregate functions). For the measures, we consider
all Flink output, which is stored in Kafka, using several aggregation functions.
For the dimensions, we employ two hierarchies, namely the map one consisting
of road segments and roads, and the time one at the following levels of granu-
larity: 5 min window, hour, day, week, month, quarter, year. Note that the time
hierarchy is partially ordered, given that aggregating the values of weeks cannot
produce the statistics per month. Overall, precomputed aggregates grouped by
time or complete roads or individual road segments or combinations of road and
time are available through Kylin. The cube, as defined above, does not consider
external condition metadata (i.e., weather information and accidents). There are
two options in order to include them, namely either to add metadata conditions
12 https://hadoop.apache.org/.
13 http://hive.apache.org/.
14 http://hbase.apache.org/.
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as dimensions or to consider them as another type of measure. Both options suf-
fer from severe drawbacks. Thus, we have opted to employ a third type of storage
apart from Kylin and Redis, namely HBase. HBase is already used internally by
Kylin; here we explain how we employ it directly. More specifically, we store all
external condition metadata in a single column family in a HBase table. The key
is a road and hour pair, i.e., weather conditions for a specific region are mapped
to a set of roads (rather than road segments) and are updated every hour.

An alternative to Kylin is Druid. Druid can connect to Kafka and may be
used to replace even Flink aggregation preprocessing to automatically summarize
data splitting them in 5-min windows. In our solution, we keep using Flink for
preprocessing (since this can also be enhanced with outlier detection) and we
test Druid as an alternative to Kylin only. Contrary to Kylin, Druid has no
HOLAP features and does not explicitly precompute aggregate statistics across
dimensions (which relates to the issue of cuboid materialization selection [4]).
However, it is more tailored to a real-time environment from an engineering point
of view. Druid data store engine is columnar-based coupled with bitmap indices
on the base cuboid, which is physically partitioned across the time dimension.

Query Processing. Supporting the real-time reports according to R1 relies on
accessing the Redis database. R2 and R3 involve forecasts, and in order to fore-
cast traffic an appropriate model needs to be implemented. This model acquires
two main types of data; real-time statistics of the last 5 min and historical ones.
The model analyses data like travel time, mean speed and so on, by assigning a
weight to each of the two types mentioned above. The model can also incorporate
information about weather or any occurred incidents.

Regarding real-time querying, the results include information for the last
5 min for all the road segments and are stored in a Redis database. We can
retrieve them through Spark using Scala and Jedis15, a Java-Redis library. In
order to use this information, that is in JSON string format, there is a need
to transform it to a Spark datatype, for example DataSet. Overall, as will be
shown in the next section, this is a simple process and can be implemented very
efficiently thanks to Redis, whereas solely relying on Kylin or Druid would be
problematic. Historical data can grow very large in space as they can contain
information about traffic from over a year ago and still be useful for forecasting.
Thus, historical querying is submitted to Kylin or Druid. To meet R2 and R3,
we need to train a model and then apply it every 5 min. Developing and dis-
cussing accurate prediction models for traffic is out of the scope of this work. In
general, both sophisticated and simpler models are efficient in several workload
forecasting problems with small differences in their performance, e.g., [5]. But,
as explained in the beginning, the important issue in vehicle traffic forecasting is
to take seasonality and past conditions into account. Without loss of generality,
an example function we try to build adheres to a generic template:

X̃i,t = wi,1 ∗ Xi,t−1 + wi,2 ∗ Xi,t−2 + wi,3 ∗ (Xi,t−1week+1 − Xi,t−1week), (1)

15 https://github.com/xetorthio/jedis.
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Table 1. Cluster information

CPU Cores/Threads RAM Storage

Cluster A

Intel(R) Xeon(R) CPU E5-2620 v2 @ 2.10GHz 6/12 64G SSD

Intel(R) Core(TM) i7-3770K CPU @ 3.50GHz 4/8 32G SSD

AMD FX(tm)-9370 8/8 32G SSD

Intel(R) Xeon(R) CPU E5-2640 v2 @ 2.00GHz 8/16 64G SSD

Cluster B

Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz 6/12 64G 2 SSD & 2 HDD

Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz 6/12 64G 2 SSD & 2 HDD

where X̃i,t is the next 5-min metric, either expected speed or travel time of
the ith segment at time slot t, that we want to predict based on the values
of the last two 5-min windows and the difference in the values exactly 1 week
ago. 1 week corresponds to 7 * 24 * 12 = 2016 5-min windows. Using Spark jobs,
we periodically retrain the model, which boils down to computing the weights
wi,1, wi,2 and wi,3. To provide the training data, we need to retrieve the non-
aggregated base cube contents. We can train coarser models that are shared
between road segments or train a different model for each segment. Obviously,
the latter leads to more accurate predictions. In the next section, we provide
detailed evaluation results regarding the times to retrieve cube contents. Here,
using the same setting as in Sect. 5, we give summary information about model
building times for Eq. (1): a Spark job that retrieves the historical data of a
specific segment from the last month, transforms the data to a set of tuples
with 5 fields: (Xi,t,Xi,t−1,Xi,t−2,Xi,t−1week+1,Xi,t−1week) and applies linear
regression takes approximately 3 min. Different models for multiple segments can
be computed in parallel at no expense on the running time. If the last 6 months
are considered in training, the training takes 17 min. The coefficients are cached;
Redis can be used to this end. Upon the completion of each 5-min window, based
on the precomputed co-efficients, predicted statistics are computed for each road
segment for the next time window.

5 Performance Evaluation

Experimental Setting. All of our experiments, unless explicitly stated, are per-
formed on two clusters, the technical characteristics of which are presented in
Table 1. The first cluster, denoted as Cluster A, is deployed in private premises
and comprises 4 heterogeneous machines both in CPU and RAM resources while
the second one, denoted as Cluster B, has two identical powerful machines, rented
from an established cloud provider. Both clusters are small in size and are meant
to serve a limited geographic region, since it is expected each important munic-
ipality or region to have its own small cluster.

For storage, both clusters run HDFS. In the second cluster that has both SSD
and HDD storage types, the first one is used for persistent storage of the data
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Fig. 2. Flink’s average CPU utilization per YARN node (top left), memory consump-
tion (top right) and stress time (bottom) during stream data processing

warehouses’ cubes while the HDD are used for temporary data with the help
of HDFS’s Heterogeneous Storage. The input stream is artificially generated in
order to be continuous and intense reaching up to 80000 raw data tuples per
second and 10 million total road segments, e.g., serving 800K vehicles reporting
once every 10 s simultaneously in a region larger than half of Greece. This yields
a stream of 288 million MQTT messages per hour.

Stream Processing Experiments. The objective of this experiment is to reveal
the resources Flink consumes for the data processing step while meeting the
real-time requirement R1 and the scalability requirement R4. The processing
job is tested on both clusters using the YARN cluster-mode. For Cluster A, the
YARN configuration comprises 4 nodes with 1 core and 8 GB RAM per node.
The job’s total parallelism level is 4. For Cluster B, YARN uses 2 nodes with 2
cores and 16 GB RAM per node with a total parallelism level of 4. Note that we
aim not to occupy the full cluster resources, so that the components downstream
run efficiently as well.

In the experiments, we keep the total road segments to 10 millions, while
increasing the input rate of the stream starting from 40 tuples per second (so that
each Flink node is allocated on average 10 records in Cluster A) and reaching
up to 80000 tuples (i.e., 20000 per Flink node in Cluster A) per second. The
reason for the constant number of road segments is to show the scalability of
Flink in accordance to the R4 requirement regarding the volume of data produced
per time unit keeping the underlying maps at the appropriate level for real world
applications. For stress test purposes, the number of distinct devices that send



Developing a Real-Time Traffic Reporting and Forecasting Back-End System 69

data is also set to 1000 and kept as a constant. This means that each device sends
multiple raw tuples, and thus the process is more intense due to the computation
of the travel time for each device (i.e., if the same traffic is shared across 100K
devices, then the computation would be less intensive). The process window
is always a 5 min tumbling one. This implies that the Flink job gathers data
during the 5 min of the window while computing temporary meta-data. When
the window’s time-life reaches its end point, Flink completes the computations
and outputs the final processed data that are sent through the pipeline to Kafka
and Redis. The time between the window termination and the output of the
statistics of the last segment is referred to as Flink stress time.

Figure 2 shows the results of the Flink process job on both clusters by varying
the input stream rate. The measurements are the average of 5 runs. The top-left
plot shows the average CPU utilization per YARN node for each cluster during
the whole 5-min tumbling window. Note that the 100% mark means that the
job takes over a whole CPU thread. From this experiment, we can safely assume
that Flink’s CPU consumption scales up in a sublinear manner, but the current
allocation of resources for Cluster B seems to suffer from resource contention for
the highest workload. 120% utilization for Cluster B means that on average, 1.2
cores are fully utilized out of the 2 cores available, but the utilization increase
compared to 40K tuples per second is 2.5X. In Cluster A, increasing the workload
by three orders of magnitude results in a 5-fold increase in Flink demand for CPU
resources. Cluster B exhibits lower utilization if we consider that each machine
allocates two threads to Flink instead of one, up to 10000 records/sec per Flink
node. Overall, the main conclusion is that Flink is lightweight and the example
allocation of resources to Flink (a portion of the complete cluster capacity) is
adequate to manage the workload.

The top-right plot shows the average memory used by each machine during
the 5-min tumbling window. In the first cluster, even though the input tuples
per second are increased 2 thousand-fold, the memory is increased by approx-
imately 2.5 times only. Cluster B consumes up to 9 GB of memory taking into
account each machine has to process twice the amount of data compared to the
physical machines in Cluster A. This further supports the conclusion that the
homogeneous cluster exhibits better resource utilization than the heterogeneous,
but both clusters can handle the workload.

Finally, the bottom plot deals with meeting R1 and shows the average stress
time for the cluster upon the completion of the 5-min window. As mentioned
above, Flink computes meta-data and temporary data during the whole window
in order to start building up to the final aggregations needed for the process.
When the window expires after it has ingested all the data tuples that belong
to the specified time period, the computations are increased in order to combine
temporary meta-data and complete any aggregations needed in order to output
the results. The stress time presented in the figure shows the running time of
this process for each cluster in order to output the complete final results for a
window to Kafka and Redis. As the rate of the input data increases, so does the
stress time due to the increased number of complex computations. In cluster A,
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Fig. 3. Kylin’s average cube build time after ingesting 1 (left), 3 (middle) and 6 (right)
5-min windows

the stress time starts from 3 s for the lowest input rate and reaches up to 155 s
during the maximum rate. On the other hand, the homogeneous cluster exhibits
even better results, and its stress time duration does not exceed 80 s even for the
highest workload. This means that after 80 s, the complete statistics of the last
5-min are available to Redis even for the last segment; since the whole process
is incremental, many thousand segments have updated 5-min statistics even a
few seconds after the window slide. After the results are in Redis, they can be
immediately pushed or queried to update online maps.

The process stage ends when the results are passed to Kafka and Redis. Due
to Kafka’s distributed nature and the fact that each Kafka broker is on the
same machine as each Flink node, the data transfer between the two systems
is negligible. On the other hand, Redis is used on a single machine as a cen-
tralized main-memory store according to the discussion previously. This incurs
some overhead when transferring data from a remote machine, which is already
included in the stress times presented.

Persistent Storage Experiments. Persistent storage is the key component of the
whole architecture. We have experimented with Kylin 2.6.1 and Druid 0.15.1.
We used the output of the previous experiments to test the ingestion rate of both
warehouses that indirectly affects the efficiency regarding R2 and R3. The total
number of distinct road segments is kept at 10 million. Since Druid supports
continuous ingestion while Kylin needs to update the cube at user-defined inter-
vals, the two solutions are not directly comparable and thus their experimental
settings differ. Nevertheless, the results are sufficient to provide strong insights
in the advantages and drawbacks of each solution.

The following experiments present the total time that Kylin needs in order
to update the cube at 3 different time intervals, namely every 5, 15 and 30 min.
The first interval (5-min) means that Kylin rebuilds the cube after every window
output from Flink, while 15 and 30 min intervals imply that the cube is updated
after 3 and 6 window outputs from Flink, respectively. As more windows are
accumulated in Kafka before rebuilding, more data need to be processed by
Kylin’s cube building tool and incorporated into the cube itself. Based on the
previous experiments, different input tuple rates in Flink provide a different
number of processed output rows, which in turn are ingested into Kylin. For
example, at the lowest rate of 40 tuples/sec arriving to Flink, on average 11961,
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Fig. 4. Druid’s average ingestion time in minutes for cluster A (left) and B (right)

35891 and 71793 road segments are updated in 1,3 and 6 windows, respectively.
On the contrary, at the highest rate of 80K tuples/sec, the amount of updated
segments is 5.19M, 21.47M and 48.86M, respectively. 5.19M implies that more
than half of the map is updated every 5 min. Figure 3 shows the results for the
two clusters employed. An initial observation is that the homogeneous cluster
(Cluster B) consistently outperforms the heterogeneous one. This provides evi-
dence that Kylin is sensitive to heterogeneity. The left plot from Fig. 3 shows
the build times when the input tuples vary from approximately 11K to 5M, all
referring to the same 5-min window. The two rightmost pairs of bars are similar
because the number of updated segments does not differ significantly. The main
observation is twofold. First, when the input data increases in size, the build time
increases as well but in a sublinear manner. Second, for more than 5M segment to
be inserted in the cube (corresponding to more than 40K tuples/sec from client
devices), the cube build time is close to 6 min for Cluster B, and even higher for
Cluster A. In other words, in this case, Kylin takes 6 min to update the cube
according to the preprocessed statistics from a 5-min window. This in turn cre-
ates a bottleneck and instability in the system, since Kafka keeps accumulating
statistics from Flink at a higher rate that Kylin can consume them. The middle
and right plot have similar results regarding the scalability. While the input data
increases in size, the time needed to update the cube is also increased but in a
sublinear manner. Regarding the time Kylin takes to consume the results from
3 5-min windows, from the middle plot, we can observe that Cluster A suffers
from instability when the client devices send more than 40K tuples/sec, whereas
Cluster B suffer from instability when the device rate is 80K tuples/sec. In the
right figure, which corresponds to the statistics in the last 30 min split in 5-min
slots, Kylin does not create a bottleneck using either Cluster A or Cluster B.

What is the impact of the above observations regarding the efficiency in
supporting R2? The main answer is that we cannot rely on Kylin to retrieve the
statistics of the penultimate 5-min window. But to support real-time forecasts
based on the already devised prediction models, such as the one in Eq. (1), Redis
should store statistics from the two last 5-min windows rather than the last
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Table 2. Querying times to Redis using Spark

Rows Retrieval (sec) Transformation (sec)

1 0.012 3.3

10 0.013 3.35

100 0.016 3.39

1000 0.052 3.45

20000 0.78 4.27

one only. Otherwise, R2 cannot be met efficiently, or requires more computing
resources than the ones employed in these experiments.

Unlike Kylin, Druid can continuously ingest streams and provides access to
the latest data rows. To assess Druid’s efficiency and compare against Kylin in
a meaningful manner, we proceed to slight changes in the experimental setting.
More specifically, we test Druid with exactly the same input rows that Kylin
has been tested in the left plot of Fig. 3. Also, Druid can have a different num-
ber of ingestion task slots with each one being on a different cluster machine.
We experimented with the task slot number in order to detect the difference
when choosing different levels of parallelism in each cluster. Figure 4 presents
the results of the experiments. As expected the ingestion time increases as the
input data size is increased in both clusters. But even for the bigger inputs, Druid
can perform the ingestion before the statistics of the new 5-min window become
available in Kafka. In any case, Druid still needs Redis for efficiently supporting
R1; otherwise the real-time traffic from the last 5-min would be available only
after 2–3 min rather than a few seconds.

Another important remark is the difference in the ingestion time when the
task slot number changes. In the homogeneous cluster, when the number of
tasks increases, the ingestion time decreases. There are exceptions of this in the
heterogeneous cluster. As the left plot shows, when the input stream is small in
size, the difference between the task slots is negligible, whilst, in some cases, when
the task slots increase, the ingestion time increases as well. This is due to the fact
that each machine is different and the size is small, which incurs communication
and computation overheads that, along with imbalance, outweigh parallelism
benefits. Also, when using 1 slot in Cluster A for high client device data rates,
there is severe resource contention.

Query Experiments. In the following experiments, Spark is used as a standalone
engine on a single machine outside the cluster where the warehouses and Redis
are installed. Testing the scalability of Spark on more machines is out of our
scope. Also, the warehouse contents refer to more than 1 year of data in an area
consisting of 20K segments (overall more than 2 billions of entries).

Table 2 presents the results of the experiments when Spark pulls data from
Redis. Because Redis returns data in Json format, Spark needs to transform
them into a dataframe in order to process them and return its results. The
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second column represents the time that Spark needed to fetch data from the
cluster machine in seconds, whilst the third column displays the time needed
to transform from Json to a dataframe. The results show that fetching data is
very fast and even if Spark is used in the front-end to create new maps ready
to be asked by clients (R1), the whole process is ready a few seconds after
the 5-min window terminates. Also, fetching the results to update the predicted
speed/travel times per segment (R2) every five minutes, takes only a few seconds.

For the data warehouses, two different queries were used. The first one, called
Aggregation Query, asks for the aggregated minimum speed of X road segments
over a time period Y returning X rows of data. The second one, called Stress
Query, asks for the speed of all of the rows of X road segments over a time
period Y and may be used for more elaborate prediction models. The objective
is to show that such queries take up to a few seconds and thus are appropriate to
update segment information every 5 min; this is confirmed by our experiments
even for the most intensive queries.

No exact numbers are provided due to space constraints. In summary, for
the Aggregation Query Druid times seem constant regardless of the number of
groups and the number of values that need to be aggregated. On the other hand,
Kylin takes more time when the query needs to aggregate values over increased
numbers of segments, while the aggregation cost does not seem to be increasing
when the number of rows for each road segment increases due to a larger time
window benefiting from pre-computations. Finally, the Java standalone program
is significant faster for retrieval; however Spark can be easier parallelised and
perform sophisticated computations after the retrieval to fulfill R2 and R3.

Regarding the Stress Query, the results are mixed. In most of the cases, Druid
has the slowest retrieval times whilst the Java program has the fastest. Druid’s
retrieval performance is greatly affected by the number of rows that it returns.
Kylin is also affected but less.

End-to-End Performance. Previously, we investigated the performance of indi-
viduals components in a manner that no end-to-end processing evaluation results
are explicitly presented. However, in fact, the time taken by the streaming pro-
cessing engine, which outputs its temporary results into both Redis and Kafka,
as shown in Fig. 2 (right), is totally hidden by the time taken to build the Kylin
cube (see Fig. 3) or ingest data into Druid (see Fig. 4). The times to query Redis
and the persistent storage for each window update are also fully hidden.

6 Lessons Learned and Conclusions

The main lessons learned can be summarized as follows: (1) To support our
requirements, we need two big-data processing platform instantiations, one for
streaming data and one for batch analytics, that should not interfere with each
other in order not to compromise real-time requirements. In our system, we have
chosen to employ Flink and Spark, respectively, instead of two instances of either
Flink or Spark. (2) We require three types of storage: a main-memory storage for
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quick access to recently produced results, a persistent data warehousing storage
supporting aggregates at arbitrary granularity of grouping (e.g., per road, per
weekday, per week, and so on), and a scalable key-value store. We have chosen
Redis, Kylin or Druid, and HBase, respectively. (3) Kafka can act as an efficient
interface between the stream processing and permanent storage. In addition,
Flink is the main option for the stream processing platform. (4) Redis, used as
a cache with advanced querying capabilities, is a key component to meet real-
time constraints. Solely relying on back-end analytics platforms such as Kylin or
Druid, can compromise real-time requirements. (5) Druid is more effective than
Kylin regarding ingestion. However, this comes at the expense of less aggregates
being pre-computed. (6) Using HBase for metadata not changing frequently and
shared across multiple segments can reduce the cube size significantly; otherwise
cube size may become an issue.

Developing a back-end system for real-time navigation systems involves sev-
eral research issues. In our context, we have focused on three areas: outlier detec-
tion, quality assessment and geo-distributed analytics. No details are presented
due to lack of space, but the relevant publications include [7,10].

Conclusions. Our work is on developing a back-end engine capable of sup-
porting online applications that rely on both real-time sensor measurement and
combinations with historical data. This gives rise to several requirements that
can be addressed by a non-monolithic modular architecture, which encapsulates
several platforms and data store types. We have shown how to efficiently inte-
grate Flink, Spark, Kafka, Kylin (or Druid), Hbase and Redis to yield a working
and scalable solution. The lessons learned are explicitly summarized and are of
value to third parties with similar system requirements for real-time applications.
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Abstract. The Internet of Things (IoT) presents an extensive area for research,
based on its growing importance in a multitude of different domains of everyday
life, business and industry. In this context, different aspects of data analytics,
e.g. algorithms or system architectures, as well as their scientific investigation
play a pivotal role in the advancement of the IoT. Therefore, past research has
presented a multitude of architectural approaches to enable data processing and
analytics in various IoT domains, addressing different architectural challenges.
In this paper, we identify and present an overview of these challenges as well as
existing architectural proposals. Furthermore, we categorize found architectural
proposals along various dimensions in order to highlight the evolution of research
in this field and pinpoint architectural shortcomings. The results of this paper show
that several challenges have been addressed by a large number of IoT system
architectures for data analytics while others are either not relevant for certain
domains or need further investigation. Finally, we offer points of reference for
future research based on the findings of this paper.

Keywords: Internet of Things · IoT analytics · Data analytics · Analytics
architectures

1 Introduction

The growing number of sensors, actuators and tags utilized in various domains of every-
day life, business and industry underlines the importance of the Internet of Things (IoT).
On this subject, business analysts predict that the size of the global IoT market will
increase to 800 billion U.S. dollars in the year 2023 [1]. Smart devices already play a
pivotal role in a multitude of different domains, which are identified by umbrella terms
such as “Industry 4.0”, “Smart City”, “Smart Home”, etc. These describe complex fields
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of application, which try to digitalize and optimize existing business and industrial pro-
cesses using smart devices, but also introduce completely new business and consumer
application scenarios.

In this regard, data analytics of IoT data play an essential role in current IoT domains
andwill become evenmore important in the future [2]. Specifically, IoT analytics include
the generation of insights and context from smart device data in order to enable IoT
applications [2]. IoT analytics are based on the ability to process, analyze and understand
IoT data [3], which originate from huge numbers of heterogeneous smart devices and
are emitted as data streams. Consequently, appropriate analytics algorithms and system
architectures need to be utilized.

In this context, IoT analytics architectures provide the means to capture, process and
integrate these smart device data efficiently. They enable IoT analytics by offering tools
to process data using various data mining or machine learning algorithms. Additionally,
they provide interfaces for the use of the results by external applications and data visual-
ization. Therefore, IoT analytics architectures are usually based on different platforms,
frameworks and computing paradigms.

While past Big Data research already offers a multitude of architectural solutions for
data processing, analytics in IoT domains also expose issues, which are new or different,
therefore requiring new approaches. For example, IoT analytics include scenarios, which
are rapidly changing, in termsof their requirements, data sources anddesired insights, etc.
Furthermore, IoT data are often times directly linked to the behavior or the immediate
surroundings of people and are used to gain insights and make decisions in vitally
important areas of everyday life such as healthcare or transportation. For this reason,
a number of challenges have to be met by processing architectures, some of which are
contradictory.

From a technical standpoint, recent advances in stream data processing as well as
relatively new computing concepts such as fog or edge computing offer interesting new
approaches to address these challenges. Against this background, we investigate the
current state of the art and try to assess existing IoT analytics architectures research.
Specifically, in this paper, we identify challenges for IoT analytics architectures, portray
the current landscape of existing IoT analytics architectures proposals and validate to
what extent these solutions address the found challenges. This leads to the following
research questions:

• RQ1: Which challenges have to be addressed when designing IoT analytics architec-
tures?

• RQ2: What IoT analytics architecture proposals exist in scientific literature?
• RQ3: Towhat extend do the found IoT analytics architecture proposals of RQ2 address

identified challenges of RQ1?

The remainder of this paper is structured as follows: In Sect. 2, we describe the
research methodology we applied in order to answer the research questions. Found
challenges are presented in Sect. 3, therefore offering an answer to RQ1. Section 4
provides an overview of existing IoT analytics architectures and a mapping against the
results of Sect. 3. Following, we discuss our findings and offer reference points for future
research (Sect. 5). Finally, we provide an overview of this paper (Sect. 7).
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2 Research Methodology

The process of comprehensively reviewing literature in order to gain insights into the
state of the art of a research topic is an integral part of any scientific work. A literature
review should be concept-centric and ensure that all relevant publications are included,
thus allowing an overview of major topics and concepts of the field [4]. Various research
methods have been designed in order to ensure a systematic approach for reviewing a
multitude of different research publications. Consequently, the literature review in this
paper was conducted using the framework outlined by vom Brocke et al. in [5] and [6],
which has been the foundation of many similar works in information systems research
before.

2.1 Scope Definition

Asafirst step,wedefined the scopeof the literature searchbasedon the researchquestions
in Sect. 1 and the taxonomy provided by Cooper in [7]. The focus of our research lies
on the challenges for designing IoT analytics architectures and on existing IoT analytics
architecture proposals. The goal of this paper is to integrate these findings to give a
comprehensive overview about the state of the art of IoT analytics architectures and
future research challenges. The coverage was aimed to be exhaustive, but could only be
conducted as a representation of the overall literature corpus as not all publications were
accessible by the authors. All publications included in this paper were found utilizing
a keyword-based search in several scientific search engines and databases as well as a
subsequent forward search using all relevant publications and a backward search starting
with review and overview papers found in the keyword search. The perspective of this
overview is supposed to be neutral although the integration of the results of RQ1 andRQ2
is subjective concerning the authors’ classification. The target audience of this overview
are specialized scholars in the field of IoT analytics research. Finally, the organization
of this work is done conceptually.

2.2 Conceptualization

In order to conceptualize the research topic, we used established classification schemes
from previous scientific literature and adapted these according to the found publications.
For example, if a relevant publication introduced a new characteristic of a category, it
was extended. This conceptualization was done in order to categorize the results of RQ2.
Important categories of this paper are: year, deployment layer and application domain.
Answering RQ3, we additionally used the found challenges of RQ1 to classify the results
of RQ2.

Significant years in this paper range from 2009 to 2019. The different deployment
layers of analytics architectures are based on [8] and include “cloud”, “fog” and “edge”.
We also use the category “hybrid”, which includes approaches that use at least two of
the aforementioned deployment layers.

The application domain categorization of a paper is based on [9]. It includes the
values “Smart Home”, “Smart Healthcare”, “Smart Industry” and “Smart City”. The
term “Smart City” encapsulates the terms “Smart Transportation”, “Smart Grid” and
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“Smart Government” since most of the found publications, which were assigned to the
“Smart City” domain, address at least two of these application areas. In addition, we are
using the category “generic” for analytics architectures, which do not address a particular
application domain.

2.3 Search

The search for relevant literature was conducted in the December of 2019 using the
scientific search engines and databases IEEE Explore, Science Direct, Web of Science,
SpringerLink, ACM, EBSCO Host and Google Scholar. Following [6], we tested differ-
ent search terms and did a title search using the term (“IoT” OR “Internet of Things” OR
“Internet of Everything” OR “IoE”) AND Analytics. The time period was not limited.
After screening and classifying the found papers, we conducted a forward and backward
search in order to identify additional relevant publications to answer the research ques-
tions listed in Sect. 1. The number of papers found, screened and filtered at different
stages of the search are shown in Table 1.

Table 1. Amount of papers found and included per database using the search term (“IoT” OR
“Internet of Things” OR “Internet of Everything” OR “IoE”) AND analytics.

Journal Title Search Accessible
Duplicate 
Removal

Inclusion/ 
Exclusion criteria

Forward/ Backward 
Search

IEEE Explore 168 168 168 28 3
Science Direct 40 9 9 1 0
Web of Science 238 235 115 10 1
Springerlink 8 0 0 0 0
ACM 49 49 40 4 0
EBSCO Host 25 25 3 0 0
Google Scholar 569 389 163 54 8

1097 875 498 97 12

Total 109

Overall, 1,097 papers were found. From these, 875 were accessible to the authors
and 377 were duplicates, leaving 498 papers for screening. After applying inclusion and
exclusion criteria (c.f. Sect. 2.4), 99 relevant papers were left. We also excluded our
own research in this field to reduce bias. The resulting corpus of 97 publications was
the basis for a forward search. In addition, review and overview papers were also used
for a backward search. Combined, both search methods yielded an additional 12 papers,
resulting in 109 relevant publications1.

1 The full list of publications can be found at https://github.com/zsco/IoT-Analytics-Architect
ures-Challenges/blob/master/publications.md.

https://github.com/zsco/IoT-Analytics-Architectures-Challenges/blob/master/publications.md
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2.4 Screen and Classify

The screening process for each paper started with removing publications, which were
not accessible to the authors or duplicates of searches with different search engines.
Afterwards, the authors screened the title, abstract and, if necessary, other parts of the
paper to in- and exclude papers. Inclusion criteria were:

• The paper deals with challenges to be addressed by IoT analytics architectures
• The paper deals with the conceptualization or implementation of IoT analytics
architectures

• The paper is either a peer reviewed full paper, short paper, a book or a book chapter
• The paper is written in English

Exclusion criteria were:

• The paper does not deal with challenges to be addressed by IoT analytics architectures
• The paper does not deal with the conceptualization or implementation of IoT analytics
architectures

The next step was to identify publications, which describe challenges for IoT analytics
architectures and extract them (c.f. Sect. 2.5). Afterwards, all papers, which present
IoT analytics architectures, were classified according to the schema of Sect. 2.2 and
the schema, which was created using the extracted architectural challenges of Sect. 3.
If multiple papers described the same architectural approach, we counted them as a
single publication in Sects. 4.1, 4.2 and 4.3 as long as core concepts of the approach
did not change over time. The screening and classifying process was iterative. If the
classification of a paper was ambiguous, it was marked and discussed among the authors
until a consensus was reached. Each author used the reference management software
Citavi in order to screen and classify all papers.

2.5 Data Extraction

The extraction process of the challenges for IoT analytics architectures was iterative and
followed a bottom-up approach. We conducted a detailed analysis of the found papers,
especially sections which describe concepts and implementations. Found challenges
were highlighted in the reference management software as well as added to a category
by an author and validated by another. If the highlighted text passage was ambiguous, it
was discussed among all authors until a consensus was reached. As a result, its reference
was either added to an existing category, excluded or introduced under a new category.

3 Challenges

During the screening of all 109 publications, 32 papers were found that describe chal-
lenges, which need to be addressed by IoT analytics architectures. As shown in Fig. 1,
we identified 16 different challenges for IoT analytics architectures and determined their
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absolute frequency of occurrence over all 32 publications2. In order to answer RQ1, we
describe each challenge in the following:
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Fig. 1. Absolute frequency of mentioned challenges.

• Big Data (65.6%): IoT analytics architectures need to be able to process and analyze
the inherently huge amounts of data [10–13], which arrive at high velocity [11, 13,
14] and originate from a multitude of different sources [11, 13, 15, 16], thus exposing
heterogeneous data structures [11, 13] and semantics.

• (near) Real-time analytics (50%): The dynamic nature of the IoT and smart devices,
which emit data that include temporal aspects [12], creates the need to handle data
streams in real-time [2, 17–19]. Moreover, as a result of the challenges that arise from
their Big Data character, processing IoT data in an adequate amount of time poses a
challenge for analytics architectures [20]. Additionally, IoT analytics use cases may
be of urgent nature, thus creating the need for prioritization of data processing [21].

• Privacy & Security (40.6%): IoT data and subsequent applications and services
directly derive from the lives of consumers, but also companies [10]. In this regard,
IoT analytics architectures need to be secure and resilient to external penetration
attempts. Still, security has to be bearable and low-cost [22] in light of the huge
numbers of potential smart devices [23]. In addition, the integrity of all data and
consumers’ privacy have to maintained at all times [24].

• Stream handling (34.4%): As most of the IoT data is generated as time series data,
analytics architectures have to be able to process data streams [2, 18, 25]. This includes
discovery, access and the combination of data streams fromdifferent data sources [26].

• Scalable data processing (25%):Based on the huge number of potential data sources,
IoT analytics architectures need to be able “to process an arbitrarily large number

2 The data collection form of the challenges can be found at: https://github.com/zsco/IoT-Analyt
ics-Architectures-Challenges/blob/master/challenges.md.

https://github.com/zsco/IoT-Analytics-Architectures-Challenges/blob/master/challenges.md
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of streams, with only marginal upgrades to the underlying hardware infrastructure”
[18]. Additionally, computational tasks will become more complex, thus requiring
new concepts to ensure the scalability of IoT analytics architectures [27]. With the
emergence of new computing paradigms such as fog and edge computing the scala-
bility of an analytics architecture will also rely on resource discovery, data offloading
and management [19].

• Integrating data from different sources (21.9%): IoT analytics use cases require
the combination of data from different sources, which arrive as streams [26]. The
integration of these streams is still an ongoing research topic [28, 29] and needs to be
supported by an IoT analytics architecture.

• Data storage of all analytics and raw data (18.8%): The volume of the data, which
is generated by smart devices is huge [30]. Appropriate IoT analytics architectures
need to store these unstructured data efficiently [12]. This may be achieved using low
cost commodity storage [31]. In order to enable the usage of different tools to visualize
data and analytics results, all data need to be stored at each phase of the processing
task [32]. Another important aspect of this challenge is that data which are important
for analytics processing have to be stored in-memory for low latency processing [25].

• Flexible extension of data processing (15.6%):The fast-paced and quickly changing
nature of IoT applications, e.g. in terms of data sources, creates the need for IoT
analytics architectures to be able to quickly update the configuration of analytics
functions [18]. In addition, these may have to be flexible extended [10], which is also
needed for the general data processing capabilities of analytics architectures [15].

• Personalization of analytics (12.5%): IoT analytics scenarios, especially in user-
centric domains, such as Smart Home, are usually unique in terms of used data
sources, expected result sets and available resources. In this regard, IoT analytics
architectures have to mirror these preferences and requirements [33]. Furthermore,
“they may analyze, process and transform received observations according to dif-
ferent consumer needs” [34]. Moreover, different “business and service logics, data
warehouse scheme, template of data and service model[s]” [21] have to be supported.

• Fault-tolerant data input (12.5%):Many smart devices are not stationary and there-
fore enter and leave networks dynamically [11]. In addition, connectivity issues may
occur at different network levels [10]. The resulting challenge for IoT analytics archi-
tectures is to be fault-tolerant in terms of their data input and to provide resilient
analytics pipelines.

• High network usage (9.4%): The huge numbers of IoT devices use an equally high
amount of network bandwidth to send sensor data to analytics architectures to be pro-
cessed. This causes increased latency and degraded service availability [17]. There-
fore, IoT analytics architectures need to provide solutions in order to decrease network
pressure [21, 23].

• Share analytics capabilities/data (9.4%): Using different interfaces, IoT analytics
architectures have to offer raw and processed data as well as their processing and
analytics capabilities to IoT applications [15, 31, 35]. These may be external third-
party tools, but also the different layers of an integrated IoT platform.

• Integration of historic and real-time data (9.4%): IoT analytics scenarios are man-
ifold and range from real-time analysis to the training of machine learning models
and the historical evaluation of error patterns. Moreover, IoT applications may even
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need a mixture of outputs with different requirements regarding temporal granularity
[25]. For this reason, analytics architecture in the IoT have to address the integration
of historic and real-time data [15].

• Data visualization (9.4%): The visualization of analytics results, but also of raw data
is important, as it allows for insights into and interaction with IoT applications [32].
Consequently, IoT analytics architectures need to provide data visualization tools for
users or interfaces, which allow to access raw and processed data for visualization.

• Energy efficiency (6.3%): Energy efficiency is a challenge, which is linked to the
Big Data characteristics of IoT data [27], but also to the high network usage of
smart devices and their communication with each other and analytics architectures
[23]. Therefore, analytics architectures need to support deployments, which offer
processing in a “network/power/energy aware manner” [23].

• Limited compute resources (6.3%): Taking into account the aforementioned chal-
lenges, many IoT analytics architectures aim to move compute tasks closer to the
edge of the network and closer to the point of origin of the data [25]. This may lead
to problems since smart devices, which generate these data, are constrained regard-
ing the availability of processing resources [11]. As a result, analytics architectures
have to manage individual analytics scenarios resource requirements against available
resources at computing nodes [25].

4 Analytics Architectures

In this section, we present the results of our literature search concerning found IoT ana-
lytics architecture proposals. Figure 2 shows the evolution of the amount of publications
regarding IoT analytics architectures from 2009 until 2019. Overall, we found 87 papers,
which describe architectural approaches for IoT analytics, with only a few (5.1%) pub-
lished before 2015. The majority (94.9%) of papers were published after 2014. The most
papers were published in the years 2016 (23.1%) and 2018 (25.6%). Since some of the
papers describe the same architectural approach, we only counted the latest publication
to calculate the results presented in the following sections as explained in Sect. 2.4.
Answering RQ2, this reduced the total amount of distinct architectural approaches to
783.

4.1 Deployment Layer

The analyzed papers describe IoT analytics architectures, which are designed to be
deployed at the cloud (37.2%) or at the fog (2.6%) layer. Hybrid approaches were
identified in 38.5% of all publications and 21.8% of the found solutions could not be
assigned or did not mention a particular deployment layer (Fig. 2).

The number of cloud-based IoT analytics architectures grew from one in 2013 to ten
in 2016. In 2017 this number decreased to four, only to increase again in 2018 to seven.
In 2019, only one paper describing a cloud-based approach was found. Over time, the

3 The data collection form of the classification can be found at: https://github.com/zsco/IoT-Ana
lytics-Architectures-Challenges/blob/master/classification.md.

https://github.com/zsco/IoT-Analytics-Architectures-Challenges/blob/master/classification.md
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Fig. 2. Total amount of found publications, which describe an IoT analytics architecture, grouped
by year and deployment layer.

number of papers describing hybrid approaches increased from one in 2014 to nine in
2017, which was higher as the number of cloud-based architectures (four publications)
in the same year. In the following two years, this number was at eight in 2018 and
six in 2019 making up the majority of papers of the respective years. Two fog-based
approaches were published in 2017.

4.2 Application Domains

The total amount of found publications grouped by their deployment layer (y-axis)
and application domain (x-axis) is shown in Fig. 3, with the size of a bubble repre-
senting the relative usage of a specific deployment layer in a domain. The distribution
between cloud deployments and hybrid deployments was even or almost even for all
domains with eight Smart City publications presenting cloud-based and nine hybrid
deployment approaches. Furthermore, we found four cloud-based Smart Home deploy-
ments and five hybrid approaches. Smart Industry analytics architectures are mostly
cloud-based (five) and hybrid (three) deployments. Smart Healthcare analytics architec-
tures are cloud-based (two) and utilize hybrid approaches (two). One of the proposed
Smart Healthcare solutions is fog-based. Generic IoT analytics architectures use cloud
(ten) and hybrid deployments (eleven) with one approach being fog-based. The rest of
the screened publications does not offer sufficient indications to categorize them in this
regard.

The total percentage of analytics architectures for Smart City applications is 25.6%.
Furthermore, 12.8%of the analyzed literature presented architectural solutions for Smart
Home, 12.8% for Smart Healthcare, 11.6% for Smart Industry applications. A total of
37,2% could not be categorized.
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Fig. 3. Found publications, which describe an IoT analytics architecture, grouped by deployment
layer and application domain.

4.3 Architectures vs. Challenges

With respect to RQ3, we mapped the found architectural publications of RQ2 against the
presented challenges of Sect. 3, which are the result of RQ1. We therefore conducted a
more detailed analysis of the 78 relevant architectural proposals. This included studying
sections describing architectural concepts and figures. Figure 4 shows the mapping of
all architectural papers, grouped by their application domain (x-axis), with respect to
the challenges found in Sect. 3 (y-axis)4.

Overall, the majority of analyzed publications address the challenge of Big Data
(69.2%) with the highest coverage in Smart City (85%) and the lowest in generic pro-
posals (58.6%).Real-time analytics are covered by 56.4% of all found papers. The Smart
Home domain has the highest architectural consideration for the topic with 70%, Smart
City the least (50%). Privacy and security are dealt with in 12.8% of the papers. We
found the highest coverage in the Smart Home domain (30%) and the lowest in generic
proposals (6.9%). Stream handling is considered in 56.4% of the analyzed literature.
Again, the highest coverage is in the Smart Home domain with 70% and the lowest in
Smart City papers with 50%. Scalable data processing as a challenge is addressed by
70.5% of all publications. Most Smart Industry (88.9%) research works tackle this issue.
In contrast, only 40% of Smart Healthcare analytics architectural proposals do.

The integration of data from different sources is considered in 74.4% of all papers.
We found the highest coverage in generic (82.8%) and the least in Smart Healthcare
(60%) architectures. The storage of data and all analytics and raw data is an issue,
which is tackled by 69.2% of all publications. The highest coverage of this challenge is
found in Smart Industry (88.9%) and the lowest in Smart Healthcare proposals (60%).
The flexible extension of data processing is considered in 9% of the found literature.
Generic solutions (17.2%) address this issue most often, Smart Home and Smart City

4 The data collection form of the mapping of architectures versus challenges can be
found at: https://github.com/zsco/IoT-Analytics-Architectures-Challenges/blob/master/archit
ecturesVsChallenges.md.

https://github.com/zsco/IoT-Analytics-Architectures-Challenges/blob/master/architecturesVsChallenges.md
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Fig. 4. IoT analytics architecture challenges vs. application domains. Bubble sizes represent the
relative amount of publications of a domain dealing with a particular challenge. The number in a
bubble is the total amount.

not at all. Only two architectural proposals address personalization of analytics (2.3%),
one being generic the other one from the Smart Industry domain. The capabilities to
offer fault-tolerant data input are described in 9% of the overall corpus, including 30%
of the relevant Smart Home papers, but none in Smart Healthcare and industry.

The challenge of high network usage is addressed by 18% of the publications. Most
coverage of this issue is present in Smart Home (30%), but none in Smart Industry
papers. Sharing analytics capabilities and data across IoT applications is a challenge,
which is addressed by 29.5% of all papers. The highest percentage of solutions tackling
this issue is in the Smart City domain (45%). The Smart Healthcare domain does not
cover it. Regarding the integration of historic and real-time data, 35.9% of the analyzed
research works present an approach to handle this issue. The highest coverage was found
in works in the Smart City domain (50%), the lowest in the Smart Healthcare domain
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(10%). The relative coverage of the challenge of data visualization is very close in every
domain and overall, at 21.8%. We found that 24.1% of generic architecture papers deal
with this issue. Energy efficiency is addressed by only 3.9% of all publications with
no coverage in Smart City, healthcare and industry settings. Finally, the challenge of
limited compute resources is approached by 9% of architectural proposals almost evenly
distributed among all domains with the exception of smart health with no publications
addressing this issue.

5 Discussion and Future Research Areas

5.1 Findings

Most papers dealing with IoT analytics architectures were published beginning in 2015,
use a cloud-based or hybrid deployment approach, but cannot be assigned to a specific
application domain, followed by the Smart City, home, healthcare and industry domains.
The amount of relevant published papers was almost identical in the years 2016–2018
and dropped in 2019. Although speculation, the lack of accessibility of the authors, but
also missing indexation of relevant papers at the time of the literature search might be
reasons for this. Based on the results of our analysis, we conclude that hybrid deployment
approaches have become more popular over time, replacing pure cloud-based deploy-
ments as the most utilized deployment strategy. In addition, our overview indicates that
Smart Home analytics architectures have gained heightened research interest in the year
2019, shifting from the Smart City domain in 2018. The focus on Smart Healthcare
and analytics architectures in industry has remained at a steady level since 2015. Fur-
thermore, the number of solutions, which do not have a particular application domain,
has decreased since 2016. Most of the concerned papers are rather technical as opposed
to those, which we affiliated with a particular IoT domain. This development suggests
a shift in the focus of researchers. Application-centric research in real-world settings
seems to become more important than purely technical solutions.

In terms of addressed challenges, a majority of publications of all domains focus
on Big Data and related challenges such as scalable data processing, the integration
of data from different sources and data storage. Another major aspect of past research
in all application domains is stream handling of IoT data and their (near) real-time
processing. Additionally, the integration of historic and real-time data as well as the
ability to share analytics capabilities and data across IoT applications and infrastructures
are challenges, which have been addressed by multitude of analytics architectures of
different IoT domains. Less prominent are solutions that tackle the challenges regarding
data visualization along with privacy and security. Challenges, which are unique to the
IoT or play a superordinate role, namely limited compute resources, energy efficiency as
well as high network usage, have only been researched by a small number of scientific
publications. The same applies to the personalization and flexible extension of analytics.

Looking at the distribution of the number of proposals, which address particular
challenges, it becomes evident that some of them aremore relevant to individual domains
than others. For example, a majority of the analyzed Smart Healthcare papers focus on
real-time data processing (60%) which is crucial for up-to-date health monitoring and
timely alerting (e.g. [36–38]). In contrast, this aspect is less prominent (50%) in Smart
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City analytics architectures as these solutions are also used for planning decisions, thus
requiring the integration of historic and current data [39]. Moreover, Smart City domain
papers (50%) firmly address this issue, as opposed to smart health analytics architectures
(10%). Furthermore, analytics architectures in controlled environments, e.g. factories
or hospitals, address challenges such as fault-tolerant data input, high network usage,
energy efficiency and limited compute resources almost not or not at all. On the other
side, a user-centric IoT domain such as Smart Home has yielded several publications
dealing with these topics. Therefore, when designing analytics architectures for the IoT,
the supposed application domain of the aspired solution plays a crucial role concerning
architectural challenges to be solved.

5.2 Future Research Areas

Comparing the numbers of mentions of challenges in scientific literature and publica-
tions, which actually address them, privacy and security as well as personalization of
analytics and energy efficiency of data processing, are research areas for future work in
all domains of the IoT. In this regard, privacy and security are topics, which are not new
in information systems research, but need to be adapted to IoT environments on the basis
of the volume, variation and dynamicity of IoT data [29]. Furthermore, a major concern
is the transmission and processing of data without interference [13]. This results in the
need for security policies [22] as well as new security and privacy mechanisms [29], but
also secure system design with focus on the special characteristics of the IoT [28].

The challenge of energy efficiency in IoT analytics architectures is linked to huge
number of smart devices, which are potentially sources for data analytics and processing.
Leveraging already available computing resources at the edge of the network may lead
to reduced cloud computing resource needs synonymous with reduced energy usage
[40]. Therefore, future IoT analytics architectures research in all application domains
needs to integrate the concepts of fog and edge computing and offer concrete solutions
concerning this issue.

In terms of personalization of analytics, current IoT analytics architectures do not
provide sufficient solutions. The two publications, which address this challenge use
predefined and custom analytics operators in order to build configurable, flow-based
analytics pipelines [41, 42]. Considering the rising number of IoT devices and the result-
ing complexity and dynamics of analytics scenario requirements, future research needs
to investigate how to conceptualize and implement technical solutions to address this
challenge, especially in user-centric application domains, such as Smart Home.

6 Threats to Validity

We have detailly described the applied research methods for this review to be repeatable.
A threat to validity may be the utilization of the wrong search term. Therefore, we tested
different search terms before the actual review as described in Sect. 2.3. Although we
did not limit the time span of the search, previous research in this field, using a different
terminology may not be in the scope of this review. We increased the representative
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quality of this overview by utilizing multiple search providers and scientific databases.
Additionally, we deployed established research methods.

Regarding the objectivity of this work, it should be noted that the selection and
classification of the publications as well as the extraction and validation of challenges
is influenced by the bias of the researchers. Therefore, every extracted challenge and
classified paper was validated by another author. Extracted challenges and papers with
an ambiguous classification were marked by the reviewer and discussed by all authors.

The internal validity of this overview was addressed by using a top-down approach
to develop the categorization dimensions. In order to increase the external validity of
this review, we tried to broaden the sample size as described in Sect. 2.3.

7 Conclusion

In this paper, we provide an overview on the current state of the art of IoT analytics
architectures in different application domains. In this regard, we utilized a structured
approach to search, filter and categorize relevant literature. Based on the results of this
review, we identified and described challenges, which IoT analytics architectures have
to address. Furthermore, we identified IoT analytics architectural proposals, which were
developed in past research.We categorized these solution proposals using the dimensions
year, deployment layer and application. Relevant publicationswere published beginning
in 2009, use cloud-, fog-based and hybrid deployment approaches and are affiliated with
Smart City, home, healthcare or industry applications. A number of publications could
not be assigned to any category in any of the latter dimensions. Additionally, we mapped
the found architectures, grouped by their respective application domains, against the
challenges we identified before. The results show that several challenges have been
addressed by a large number of IoT analytics architectures while others are either not
relevant for certain domains or need further investigation. Based on this, we provide
insights into open challenges and future research directions in this field.
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Abstract. The concept of structural coupling, which comes from the biologi-
cal cybernetics, has been found useful for organizational decision making on the
higher level, such as management of organizational identity and strategy develop-
ment. However, currently, there is no systematic procedure for finding all elements
(other organizations, markets, etc.) of the environment to which a given organi-
zation is structurally coupled, or will be coupled after redesign. The paper tries
to fill the gap by employing enterprise modeling to identify structural couplings.
More specifically, an extended Fractal Enterprise Model (FEM) is used for this
end. FEM connects enterprise processes with assets that are used in and are man-
aged by these processes. The extended FEM adds concepts to represent external
elements and their connections to the enterprise. The paper drafts rules for identi-
fying structural couplings in the model by analyzing FEMs that represent different
phases of the development of a company which the author co-founded and worked
for over 20 years.

Keywords: Strategy · Organizational identity · Enterprise modeling · Structural
coupling · Socio-technical · Fractal Enterprise Model · FEM · Enterprise
engineering

1 Introduction

The concept of structural coupling comes from biological cybernetics, more specifically,
from the works ofMaturana and Varela, see, for example, [1]. The idea of structural cou-
pling is relatively simple; it suggests that a complex system adjusts its structure to the
structure of the environment in which it operates. The adjustment comes from the con-
stant interaction between the system and its environment. Moreover, during the system
evolution in the given environment, some elements of the environment and interaction
with them becomemore important than others. The latter leads to the system choosing to
adjust to a limited number of environmental elements with which it becomes structurally
coupled. According to Luhmann [2], a system deliberately chooses to limit its couplings
to few elements, as a strategy of dealing with the complexity. These elements, in turn,
function as information channels to other parts of the environment.

An element of the environment to which a system becomes coupled, being a system
on its own, may, in turn, adjust its structures to the given system, which creates interde-
pendency between the two structurally coupled systems. The process of emergence of the
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structural coupling during the co-evolution of two interacting systems is represented in
Fig. 1. As the result of mutual interdependency, the structurally coupled systems change
together, one changing itself as a reaction on changes in the other. The coupling might
not be symmetrical, i.e. one system may dominate the other, making it more likely that
the latter would change as a reaction on changes in the former, than vice versa.

A B A B

Fig. 1. Emergence of structural coupling. Adapted from [3].

The concept of structural coupling along with other concepts developed byMaturana
and Varela, such as autopoiesis, was adopted by other fields that use system theoretical
concepts. A typical example is Social Science, to which this term was brought by N.
Luchmann, see, for example, [2]. However, in the domain of organizational systems,
which are socio-technical systems, the usage of the concept of structural coupling is
not widely spread. Actually, we have found only two works that apply the concept of
structural coupling to the organizational/business world [4, 5].

The first work [4] suggests using the concept of structural coupling for the purpose
of defining the notions of organizational identity and identity management. According
to Hoverstadt [4], the identity is defined as a set of structural couplings an organiza-
tion/enterprise has to other systems/agents in the organizational/business world, such as
markets, customers, partners, vendors, regulators. The identity management is defined
as activities aimed at maintaining the structural couplings in the dynamic environment,
i.e. reacting on changes in the structurally coupled systems, or inducing changes in them
when making changes in their own structures.

The second work [5] defines the strategy as a goal of reaching a certain position
in relation to the structurally coupled elements of the environment, such as customers,
partners, competitors, supplies etc. As an example, consider a segment of market where
there is a “herd” of similar companies. Then a position in relation to the herd can
be defined as a “leader”, “in the middle”, “independent”, etc. [5] presents around 80
patterns of strategy to choose from, alongside with the requirements on what is needed
to implement each pattern.

As far as applying the concept of structural coupling to identity management, we
have followed up this idea in own research [6]. Here, we have achieved some success by
explaining a number of changes completed in our department under a couple of decennia
as reactions on the changes in the structurally coupled elements of the environment. As
far as using structural coupling in strategic decisionmaking, thoughwehave not followed
it up in any finished research, the idea seems promising.

In connection to the application of the concept of structural coupling to the organiza-
tional/business world, a question arises on how to find all structural couplings of a given
organization/enterprise. This is important for both identity management and strategic
decision-making, including situations when a change in the structural couplings of the
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organization is planned. As the idea of using the concept of structural coupling is not
spread in the Management, IT or Information Systems research fields, we could not find
any answer on the question above in the research literature.

Hoversadt and Loh [5] suggest a practically-oriented way of looking for structural
couplings that is based on the structure of the business/organizationalworld.More specif-
ically, dependent on the desired strategy, they suggest looking for main competitors,
regulators, key partners, key customers, and key market segments. Our work [6] sug-
gests another approach for finding structural couplings, which is based on finding who
is producing inputs for the organizational activities, and who is consuming outputs of
the organizational activities. In addition to the input/output approach, a position of the
organization in a larger system is determined in accordance to the Viable SystemModel
[7]. The latter gives a hint to find out structural couplings that are connected to the man-
agement level of the larger system. Also, a geographical position of the organization is
considered to see whether there is a structural coupling to the location.

Both approaches - from [5] and from [6] - can be used in practice, but both have their
drawbacks. The approach presented in [5] is pragmatic, but it requires good understand-
ing of organizational/business world. While it can be successfully used by experienced
people, e.g. expert management consultants, it might be not as good for less experience
people, for example, new entrepreneurs. There is a risk that some important structural
couplingswould remain outside the considerationwhen discussing the strategy. The app-
roach from [6] is more formal, i.e. defined on a more abstract level. It does not employ
such notions as supplier, partner, market, etc., but rely on formal notions of input, output,
position in the larger system, and geographical location. However, using this approach
alone, though it worked well in a case of an institution of higher education, may result in
missing some important structural connections, like partners. It also does not guarantee
that all important inputs and outputs will be taken into the consideration.

The question arises whether it is possible to develop a more systematic and compre-
hensive method for identifying if not all, than the major part of structural couplings of
an organization. A possible way of designing such a method is via using an enterprise
model of some sort that depicts not only internal components of the organization, but
also components of the environment. Having such a model, it might be possible to add
a set of rules that determine which components of the environment constitute structural
couplings. The goal of this paper is to investigate whether a particular enterprise model-
ing technique could be useful for this end. The technique in question is called extended
Fractal Enterprise Model (FEM) [8].

FEM has a form of a directed graph with two types of nodes processes and assets,
where the arrows (edges) from assets to processes show which assets are used in which
processes and arrows fromprocesses to assets showwhich processes help to have specific
assets in “healthy” and working order. The arrows are labeled with meta-tags that show
in what way a given asset is used, e.g. as workforce, reputation, infrastructure, etc., or in
what way a given process helps to have the given assets “in order”, i.e. acquire,maintain
or retire.

Choosing the FEM technique as the first one to try has two reasons. Firstly, the author
belongs to the team that has developed and is continue developing FEM. Thus, there
is a personal interest to start the trial with FEM. Secondly, recently, we tried to apply
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FEM to explain autopoiesis [1] and homeostasis [9] in socio-technical (organizational)
systems [10]. This research has resulted in an extension of FEM that allows to represent
in the model, at least, some part of the organizational context. This is done with the help
of two new notions added to FEM – an external pool and an external actor. With this
extension, FEM seems enough equipped to be tested as a means for finding structural
couplings of an organization.

Our approach to conducting a trial is pragmatic, we take a real case, build relevant
fragments of FEM for this case and see whether we can identify structural couplings
in the model. Then, the findings are generalized as a set of rules on how to determine
structural couplings more formally.

The rest of the paper is structured in the followingway. In Sect. 2,we give an overview
of FEMwith the extension suggested in [11]. In Sect. 3, we discuss our research approach
and business case to be used. In Sect. 4, we build a FEM model for our business case
and analyze structural couplings of the company in the center of the business case. In
Sect. 5, we draft rules of identifying structural couplings through generalizing what has
been discovered in the previous section. In Sect. 6, we summarize our contribution and
draft plans for the future.

2 Extended Fractal Enterprise Model - An Overview

2.1 Basic Fractal Enterprise Model

The original version of Fractal Enterprise Model (FEM) from [8] includes three types
of elements: business processes (more exactly, business process types), assets, and rela-
tionships between them, see Fig. 2 in which a fragment of a model is presented. The
fragment is related to the business case analyzed in this paper, and it represents the
model of initial business design of a Swedish consulting company called IbisSoft [12].
Graphically, a process is represented by an oval, an asset is represented by a rectangle
(box), while a relationship between a process and an asset is represented by an arrow.
We differentiate two types of relationships in the fractal model. One type represents a
relationship of a process “using” an asset; in this case, the arrow points from the asset
to the process and has a solid line. The other type represents a relationship of a process
changing the asset; in this case, the arrow points from the process to the asset and has
a dashed line. These two types of relationships allow tying up processes and assets in a
directed graph.

In FEM, a label inside an oval names the given process, and a label inside a rectangle
names the given asset. Arrows are also labeled to show the type of relationships between
the processes and assets. A label on an arrow pointing from an asset to a process identifies
the role the given asset plays in the process, for example, workforce, and infrastructure.
A label on an arrow pointing from a process to an asset identifies the way in which
the process affects (i.e. changes) the asset. In FEM, an asset is considered as a pool of
entities capable of playing a given role in a given process. Labels leading into assets from
processes reflect the way the pool is affected, for example, the label acquire identifies
that the process can/should increase the pool size.

Note that the same asset can be used in two different processes playing the same or
different roles in them, which is reflected by labels on the corresponding arrows. It is
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Fig. 2. A fragment of a FEM for IbisSoft

also possible that the same asset can be used for more than one role in the same process.
In this case, there can be more than one arrow between the asset and the process, but
with different labels. Similarly, the same process could affect different assets, each in
the same or in different ways, which is represented by the corresponding labels on the
arrows. Moreover, it is possible that the same process affects the same asset in different
ways, which is represented by having two or more arrows from the process to the asset,
each with its own label. When there are too many arrows leading to the same process or
asset, several copies can be created for this process or asset in the diagram. In this case,
the shapes for copies have a bleaker color than the original, see asset Reputation as a
good system vendor in Fig. 2 that appears in two places.

In FEM, different styles can be used for shapes to group together different kinds of
processes, assets, and/or relationships between them. Such styles can include dashed or
double lines, or lines of different thickness, or colored lines and/or shapes. For example,
a diamond start of an arrow from an asset to a processmeans that the asset is a stakeholder
of the process (see the arrows Workforce in Fig. 2).

Labels inside ovals (which represent processes) and rectangles (which represent
assets) are not standardized. They can be set according to the terminology accepted
in the given domain, or be specific for a given organization. Labels on arrows (which
represent the relationships between processes and assets) are standardized. This is done
by using a relatively abstract set of relationships, such as, workforce or acquire, which
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are clarified by the domain- and context-specific labels inside ovals and rectangles.
Standardization improves the understandability of the models.

While there are a number of types of relationships that show how an asset is used in
a process (see example in Fig. 2), there are only three types of relationships that show
how an asset is managed by a process – Acquire, Maintain and Retire.

To make the work of building a fractal model more systematic, FEM uses archetypes
(or patterns) for fragments from which a particular model can be built. An archetype
is a template defined as a fragment of a model where labels inside ovals (processes)
and rectangles (assets) are omitted, but arrows are labelled. Instantiating an archetype
means putting the fragment inside the model and labelling ovals and rectangles; it is also
possible to add elements absent in the archetype, or omit some elements that are present
in the archetype.

FEM has two types of archetypes, process-assets archetypes and an asset-processes
archetype. A process-assets archetype represents the kinds of assets that can be used in a
given category of processes. The asset-processes archetype shows the kinds of processes
that are aimed at changing the given category of assets. The whole FEM graph is built
by alternative application of the two types of archetypes in a recursive manner. Actually,
the term fractal in the name of our modeling technique points to the recursive nature of
the model, for more detailed explanation, see [8].

Note that in FEM, each process node represents a socio-technical system, while the
assets connected to itwith solid arrows represent different sides of this system, e.g. people
(workforce), technology (technical and informational infrastructure). However, there is
no explicit graphical representation of these assets being aligned between themselves.
Implicitly, such alignment is presumed, however, as it is necessary for a process being
able to function properly.Moreover, changes in any of the assets connected to a particular
process node, e.g. people or technology, require readjustment of other assets connected
to the node. This issue is covered in more details in [13].

Hereby, we finish a short overview of the standard FEM. The reader who wants to
know more about the model and why it is called fractal are referred to [8] (which is in
Open Access), and the later works related to FEM.

2.2 Extensions to FEM for Representing the Context

Two new concepts were introduced to FEM in order to represent the business context of
the organization and connect it to specific processes [11]. These are as follows:

• External pool, which is represented by a cloud shape, see Fig. 2. An external pool
is a set of things or agents of a certain type. As an example, in Fig. 2, there are two
such pools: (1) pool of organizations that needs an information system, (2) pool of
software developers looking for a job. The label inside the external pool describes its
content.

• External actor, which is represented by a rectangle with rounded corners. An external
actor is an agent, like a company or person, acting outside the boundary of the orga-
nization. The label inside the external actor describes its nature. If a label starts with
indefinite article “a” or “any”, the box represents a set of agents of the given type, see
Fig. 2, which have three external actors of this kind.
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External pools and external actors may be related to each other and to other elements
of the FEM diagram. Such a relation is shown by a dashed arrow that has a round dot
start. More exactly:

• A business process may be connected to an external pool with an arrow directed from
the pool to the process. In this case, the process needs to be an acquire process to
one or more assets. The arrow shows that the process uses the external pool to create
new elements in the asset for which this process serves as an acquire process, see two
examples of such relations in Fig. 2.

• An external actor may be connected to an external pool with an arrow directed from
the pool to the external actor. In this case, the arrow shows that the external actor uses
the external pool as bases for one of its own acquire processes, see two examples of
such relations in Fig. 2.

• A business process may be connected to an external pool with an arrow directed from
the process to the pool. In this case the arrow shows that the process provides entities
to the external pool (there are no examples of such relations in Fig. 2, but an example
of this type will be introduced later).

• An external actor may be connected to an external pool with an arrow directed from
the actor to the pool. In this case the arrow shows that one of the actor’s processes
provides entities to the external pool (there are no examples of such relations in Fig. 2,
but an example of this type will be introduced later).

External pools and actors represent the context in which an organization operates.
External pools can be roughly associated with markets, e.g. a labor market, etc. External
actors represent other organizations that are connected to the external pools. Dependent
on the nature of the external pool, an external actor connected to it can be a competitor,
provider, or collaborator. Note that an external organization can be an asset, e.g. partner
or customer, or an external actor. The difference reveal itself in how the organization is
connected to the internal processes; an external actor is always connected via an external
pool.

3 Research Approach

The research presented in this paper belongs to the Design Science (DS) paradigm
[14, 15], which focuses on looking for generic solutions for problems, known, as well
as unknown. The result of a DS research project can be a solution of a problem in
terminology of [15], or artifact in terminology of [14]; alternatively, the result can be
in form of “negative knowledge” stating that a certain approach is not appropriate for
solving certain kind of problems [15].

This research is part of a broader undertaking connected to FEM. Initially, FEM has
been developed as a means for finding all or majority of the processes that exist in an
organization. The result of this research produced more than a solution to the original
problem, as FEM includes not only relations between the processes, but produces a map
of assets usage andmanagement in the organization. Therefore, we continue our work on
FEM looking for other problems/challenges that can be solved using FEMand enhancing
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FEM when necessary. One example of a specific application of FEM, beyond already
mentioned work on autopoiesis [11], is using FEM for business model innovation, see,
for example, [16]. From the point of view of classification ofDS opportunities introduced
in [17] and adopted in [15], we use exaptation (in terminology of [17]) or transfer (in
terminology of [15]), which amounts to extending the known solutions to new problems,
including adapting solutions from the other fields/domains. According to both [15] and
[17], exaptation provides a research opportunity.

From the pragmatic point of view, our research is directed from a specific case to a
generic solution through the generalization of the specific case. More exactly, we take a
real business case, build relevant fragments of FEM for it, and then review them in order
to mark FEM components that represent structural couplings of the organization. After
that, we specify properties of these components that can serve as generic indicators
for a component being a structural coupling. To be able to fulfill the plan, we need
a case for which we can gather enough information to be able to determine structural
couplings. Identification of structural couplings requires observation of the system in the
environment for some period of time, as only in this case, we can see whether the system
adjusts its structures to some elements of the environment and/or affects (indirectly) the
structure of these elements.

To satisfy the requirements on the case, we have chosen a case from own practice.
More specifically, the case used in this research is a small Swedish IT consultancy called
IbisSoft [12], which was cofounded by the author of this paper and for which he worked
for more than 20 years in the period from 1989 to 2011, as a technical leader, as well as a
business and IT consultant and software developer. Due to my position in the company, I
have intimate knowledge on the strategic and tactical decisions made during this period,
and was partly responsible for successes and failures that resulted from these decisions.
The eight years have passed after my leaving IbisSoft, which creates enough distance
for analysis and reflection to be independent from the feelings of the days of personal
engagement in the everyday business activities of the company.

Note that as the business case has been taken from the practical experience of the
author, we can regard, at least partly, our research approach as reflective theory building
[18]. The latter does not change the fact of our research belonging to the DS paradigm.

4 Building and Analyzing IbisSoft’s FEMs

4.1 Initial Strategy Design

Ibissoft [12] was started as small consultancy with four partners in April 1989. The
primary process was envision as developing a new kind of business information systems.
The latter was reflected in the company’s name IbisSoft, where Ibis, besides being a bird
with connotation to the Egyptian god of wisdom Thoth that had an Ibis head, served
as an abbreviation to Integrated Business Information Systems. The primary business
design in FEM terms is represented in Fig. 2. IbisSoft was to develop a new kind of
business information systems to the customers. Getting the first relatively small order,
IbiSoft started system development of a new kind.

As the company had very small staff - two full time employees and some partners
that could be engaged, the company needed a high-level system development tool (of the
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4th GL kind) to achieve the necessary productivity level. After thorough investigation
of the tools market, a particular tool from an US company JYACC (Just Your Average
Consulting Company), called JAM (JYCC’s Application Development) was chosen.
Later, the company, as well as the tool were renamed to Prolifics [19], which is reflected
in Fig. 2. After some more time, the product was once more renamed to Panther [20],
which will not be used in any figures in this paper.

4.2 Strategy for Growth

While the first system was under development, the IfbiSoft’s board needed to design a
strategy for continuing and expanding the company’s operations. As the tool acquired
for own system development showed to be quite good, the following strategy had been
decided on and implemented. IbisSoft becomes a reseller of JYACC’s tools in Sweden.
Thiswould require setting a business of selling JAM licenses, and at the same time setting
a consulting business to help the customers that have bought JAM licenses to start using
JAM and successfully complete their system development projects. The idea was (a) to
get cash flowing in the company from reselling, and, in a higher degree, from consulting,
and (b) get in touch with organizations, some of which could become customers for the
main business activity depicted in Fig. 2.

The strategy was fully implemented as shown in Fig. 3, which depicts two inter-
connected primary processes. One is related to selling licenses, the other is technical
consultancy for the companies that already have the JAM/Prolifics licenses. Actually,
the first process could be split into two, the second concerns providing support on the
subscription bases, but we will not go into this level of details here.

As we see from Fig. 3, the two processes are synergetic. Selling JAM/Prolifics adds
new actors to the pool of companies/organizations who use the tools in their system
development processes. This pool is used to recruit new customers for the consulting
services. For our Swedish market, the major part of this pool was created by our own
sales, however, sometimes we got a request from a potential customer that had acquire
a license in a different way. Another synergy consists in our efforts to demonstrate the
consulting customers how to use JAM/Prolifics in the best possible way, thus helping
to create a reputation of it being an excellent tool. This, in turn, helped to conduct the
license sales, as there were enough happy customers to whom we could refer.

The design in Fig. 3workedwell enough for arranging a cash flow and ensuring some
basis for expansion. As far as the second purpose was concerned, i.e. getting customers
to the business depicted in Fig. 2, it does not work well. In retrospective, the design
error is quite clear, as depicted in Fig. 4. Namely, the pools from which JAM/Prolifics
consulting sales and system development sales acquired customers did not have much
intersection. Therefore, most of the customers acquired for JAM/Prolifics consulting
were not interested in purchasing development of a new system. The only synergy
between the consulting and system development processes that really worked was the
JAM/Prolifics consulting served as a maintaining process for the software developers,
as it increased their expertise in the use of the tool, which was also used in own system
development.
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Fig. 3. Strategy for cash flow and getting in touch with potential customers

4.3 Back to System Development

Implementing the strategy described in the previous strategy resulted in IbiSoft being
stuck with the business activities depicted in Fig. 3 for many years. Actually, they were
expanded by recruiting additional staff to deal with JAM/Prolifics consulting projects,
but they took all resources that were at IbiSoft’s disposal at the time. As the original
business activity in Fig. 2 had no synergy with the expanded business, the sporadic
ad-hock attempts to get orders for the system development activity were unsuccessful.

The business situation changed by the end of 1990ths in two aspects, one external
and one internal:

1. The market for high-level system development tools (4th GL and similar) crashed
due to appearing WEB, Java and Java script, i.e. system development went back
to using low-level programming. Measures taken by Prolifics to adjust to the new
deployment platform (WEB), i.e. creating a module for the WEB deployment, did
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Fig. 4. Comparison between two sales processes

not help much against aggressive marketing for JAVA development. This affected
the size of the pool “Swedish companies/organizations looking for high-level system
development tools, e.g. 4GL” in Fig. 3, which, in turn, led to substantial decrease in
sales of the tools licenses. However, support and consulting continue to give revenues
due to the existent customer base. The crash of the market for the old school high-
level development tools was substantial all over the world. In the end, this resulted
in Prolifics ceasing to exist as a tool vendor and transforming itself into a consulting
company, see [16].

2. The principles of the new kind of information systems to be produced by the business
activity in Fig. 2 were re-conceptualized as principles of building a new kind of
business process support systems. Based on the reconceptualization, a new way of
looking at, modeling and supporting business processes was developed, which was
later dubbed as a state-oriented view on business processes (see [21] for a historic
overview). The state-oriented modeling of business processes has been tested in
practice and got positive feedback from the customers, see [22].

New business situation required changes in the strategy. Reselling JAM/Prolifics was
put on hold. No active marketing and selling was done, though we continued providing
technical support to the existing customers. Tool consulting was continued for the exist-
ing customer base for quite some time. New activity was designed to deliver process
models for the customers’ processes. The thinking behind it was that some of the cus-
tomer could decide to purchase a system from IbisSoft to support their process(es). The
new strategy, which has been successfully implemented, is presented as a FEM diagram
in Fig. 5.

The FEM fragment at the bottom of Fig. 5 represents a revised version of the diagram
in Fig. 2. The upper part represents a new business activity - providing the customers
with models of their business processes. The difference between the new design and the
original one, as in Fig. 2, is as follows.
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Fig. 5. New strategy

• The system development activity is supported by process modeling activity. Organi-
zations that have completed their process modeling and redesign projects might be
more willing to take the next step and introduce a computerize support for their pro-
cesses. This is represented by a pool of companies that want/are ready to introduce
computerized support for their process, and two arrows that connect it to the IbisSoft’s
activities. The first arrow goes from the process modeling activity to the pool; it shows
that this activity adds new organizations to the pool. The second arrow shows that the
sales process for system development uses the pool to fill the customer asset for the
system development activity. Note that other companies, e.g. management consultants
that design process models, can also add to this pool.

• The pool from which the system development sales acquires new customer is much
more strictly defined than it is in Fig. 2. Namely, it consists of organizations that want
to acquire support for their business processes. As the concept of business process
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management had been already established by the time the new strategy was put to
implementation, it was much easier to conduct the sales activities.

4.4 Identifying IbisSoft’s Structural Couplings

Analyzing FEMs for different phases of IbisSoft’s evolution, we can identify the
following three main components that represent the company’s structural couplings:

1. Asset JYACC/Prolifics. This asset is present in all FEM fragments depicted in Fig. 2,
3 and 5, but the nature and the strength of the coupling differ from fragment till
fragment. In Fig. 2 and 5, the coupling is due to JAM/Prolifics is used as an internal
tool for system development. JYACC/Proifics was the partner who ensured that the
tool worked by producing bug fixes and new releases that allowed to move our
own applications to new platforms, e.g. Windows. As the tool was chosen based on
specifics of the systems being developed and we invested much time in learning to
use it, the tool was an essential part of the business, and it was not easy to substitute
it by any other tool. In the beginning, JYACC/Prolfics was the only agent that could
maintain the tool, due to it being a proprietary software. At the end of our usage of
the tool, the dependence on JYACC/Prolifics had been substantially lowered, due
to the source code was published at some point of time, and we were able to fix or
enhance the tool ourselves.
For the first business process in Fig. 3 – selling licenses – JYACC/Prolifics was
a partner without which it could not function. We could not substitute this partner
without stopping selling the JAM/Prolifics licenses. For the second process, we were
as dependent on JYACC/Prolifics as in the activities depicted in Fig. 2 and 5.

2. Asset Swedish companies/organizations looking for high-level system development
tools, e.g. 4GL. This external pool from Fig. 3 represents the market for the process
of selling tools licenses. The structural coupling to this market caused the process
removal when the market crashed. The second business activity in Fig. 3 – con-
sulting – continued after the crash, as the pool of companies/organizations that had
JAM/Prolifics in their development processes continued to exist for quite a time.
Indirectly, through the pool/market of tool seekers, IbisSoft was also connected to
all external actors whose efforts were directed to fill the pool. Here belong all our
competitors that advertised and promote their tools, thus inspiring customers to look
wider and compare different tools before buying a license.

3. Asset Companies/organizations that want/need to have process models. This exter-
nal pool from Fig. 5 represents the process modeling market. The whole strategy
presented in Fig. 5 was dependent on the existence of this market. Indirectly, IbisSoft
was also coupled to all actors that were “boosting” this market, e.g. management
consultants establishing the needs to have processes modeled.

5 Rules for Identifying Structural Couplings

Suppose we have built a FEM for an essential part of the business activities of an
organization that includes the important external elements – pools and actors. Then, we
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can use the model to identify structural couplings based on the rules presented in the
sub-sections that follows. These rules are obtained through generalization of findings
from Sect. 4.4, while taking into consideration suggestions from [5] and [6].

5.1 A Partner Asset as a Structural Coupling

This rule is based on generalization of the first structural coupling from Sect. 4.4 and
ideas on looking for key partners, vendors, customers from [5]. The rule is formulated
as follows. If in a FEM of an organization:

1. there is an essential asset, which is impossible or difficult to substitute for some other
(e.g. similar) asset, and

2. one or several processes that are used to manage this asset, i.e. Acquire,Maintain or
Retire, have a Partner asset that is difficult or impossible to remove or substitute,

then the organization is structurally coupled to the Partner asset.
Apartner that constitutes a structural coupling can be a vendor of essential infrastruc-

ture component, as in case of JYACC/Prolifics in Fig. 2 and 5. It can, also, be a vendor
that delivers important spare parts, formally, it will be a partner in an Acquire process
that manages the stock of spare parts. It can also be a key customer, if the company relies
on a small number of existing customers. In this case, the customer will be a partner of
an Acquire process for the stock of orders for products or services. IbisSoft had some
such customers, but for simplicity, we have not placed them in Fig. 3 and 5.

5.2 An External Pool as a Structural Coupling

This rule is based on generalization of the second and third structural couplings from
Sect. 4.4 and ideas on looking to key markets from [5]. The rule is formulated as follows.
If in a FEM of an organization:

1. there is an essential process, which is not easy to remove, and
2. this process has an essential asset with high rate of depletion, which needs to be

constantly filled, and which is not possible or not easy to remove or substitute, and
3. an Acquire process for this asset is connected to an external pool from which it is

getting new elements to fill the asset

then the organization is structurally coupled to the pool.
As an example, a pool of seekers of the high-level tools in Fig. 3 satisfies this rule.

As most licenses were sold to new customers, the sales process needed to get both a
new customer and a new order at the same time to fill the stock of orders and get new
customers to provide support to. Note that the essential asset in the rule needs not to be
of the stock type; for example, it can be a pool of work seekers, in case the turnover of
workforce for an essential process is high.

Besides being coupled to an external pool as an input, an organization can be struc-
turally coupled to a pool where one of its outputs, e.g. waste, goes, as discussed in [4].
A typical example of such coupling is an institution of higher education that provides
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new entities to a work seekers pool, see Fig. 2, as an overflow of this pool (not enough
job for the graduates) will substantially affect the business. Due to the space limitation,
we do not express this rule formally here.

5.3 External Actors as Structural Couplings

The external actor rule is based on formalization of the input/output approach presented
in [6], and we do not have examples of this rule in the business case of Sect. 4. The
coupling is indirect – through an external pool. This rule is formulated as follows:

If an organization is structurally coupled to an external pool, it may also be
structurally coupled to the actors that fill this pool, or draw from the pool (e.g.
competitors).

Note that the coupling can be quite strong if there are only few actors filling or
drawing from the pool. For example, only few educational institution preparing people
for a certain profession (filling the pool), only few companies dealing with the waste
produced (drawing from the pool) or only few companies that employs the graduates
from the educational institution (drawing from the pool).

6 Concluding Remarks and Plans for the Future

We started the paper with identifying the gap of absence of a systematic procedure that
helps to identify structural couplings of an organization. This gap, though not much
important for experienced management consultants, might be a barrier to use the con-
cept of structural coupling in strategy development by less experience people, e.g. new
entrepreneurs. To fill the gap, we suggested to use enterprise modeling for the purpose
of creating a systematic procedure. As a starting point, we used FEM for this end. We
drafted a set of formalized rules for identifying structural couplings based on the analysis
of a business case that depicts the strategy evolution of a small company. In addition to
analysis of the business case, ideas from [5] and [6] have been used.

Our work on the set of rules for identifying structural couplings is in progress, and
our current results have a number of limitations. Firstly, while it covers most of the
pragmatic rules from [5], it does not cover the one that concerns regulators. The same
is true in connection to [6], our rules cover structural couplings based on input/output
relationships, but they do not cover couplings related to the position in a bigger system,
and geographical location. The question whether the excluded couplings can be detected
via FEM remains open, and may have a negative answer. Getting a clearer answer on
this question is included in our plans for the future research.

Secondly, the rules we created require more thorough validation, as the business
case that we have used for their design can be considered only as a limited valida-
tion/demonstration of their practical usefulness. The existence of this case is an impor-
tant factor for showing that the rules are not arbitrary, but are rooted in practice. However,
this might not be enough to convince other practitioners on the solidness of the approach
and its usefulness for practice.

From the point of view of Design Science Research (DSR), we can interpret this
work using an approach suggested in [15] that describes a DS project as movement
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inside and between two worlds: (a) the real world of specific problems and solutions in
local practices, and (b) the abstract world of generic problems and solutions. Each of
the two worlds can be represented by a state space with three coordinates: (1) situation,
(2) problem, and (3) solution.

In the state space of the abstract world, we have reached a point, called a hypothesis,
with coordinates: (1) generic situation: an organization, (2) generic problem: need to
find structural couplings of the organization, (3) generic solution: build FEM for this
organization and apply rules from Sect. 5. For this hypothesis, we determined one point
in the state space of the real world, called a test case, that instantiates the hypothesis.
This point has the flowing coordinates: (1) concrete situation: IbisSoft, (2) concrete
problem: finding structural coupling of IbiSoft (3) concrete solution: build FEM for
IbiSSoft and get structural couplings according to rules from Sect. 5. This test case, can
be assigned weight +1 (the instantiation supports the hypothesis), as the application of
the instantiated solution results in a right set of structural couplings for IbisSoft.

From the two worlds point of view, it does not matter whether we (a) first created
a generic solution based on previous works in the area and some logical analysis, and
then applied it to IbisSoft, or (b) first worked on the level of a concrete company ibiSoft,
and then generalized it to obtain a set of generic rules. In this paper, we have chosen
to show the actual way of how the research has been conducted; however, the direction
does not matter for the end result. Note also that the result achieved has an additional
validation that consists of the rules suggested in this work, at least partially, covering
empirical/pragmatic rules from [5] and [6].

Two direction are planned for farther validation. Firstly, conduct case studies that (a)
start with building FEMs and (b) end with the stakeholders agreeing on the identified
structural couplings really being important elements of their business context. Secondly,
we plan to present the approach to the experienced management consultants and ask
their opinion on the suggested procedure.

Besides helping to create a set of rules for identifying structural couplings, our
business case has shown other ways of using FEM in strategy development. Namely,
FEM could be used for identifying the presence or absence of the synergy between
different organizational activities. We plan exploring this new opportunity to extend the
area of FEM application in practice.

Acknowledgements. The author expresses his gratitude to the anonymous reviewers whose
comments helped to improve the text.
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Abstract. Many competing, complementary, generic, or specific
methodologies for design and analysis co-exist in the field of Informa-
tion System Engineering. The idea of reconciling these methodologies
and their underlying theories has crossed the minds of researchers many
times. In this paper, we inquire into the nature of such reconciliation
using the interpretivist research paradigm. This paradigm acknowledges
the existence of diverse points of view as ways of seeing and experi-
encing the world through different contexts. We examine why it might
be impossible to reconcile these methodologies that each represents a
point of view. Instead of searching for the one (overarching, universal,
global, ultimate) methodology that reconciles all others, we explain why
we should think about reconciliation as an ongoing practice. We propose
to the community a set of heuristics for this practice. The heuristics are
a result of our experience in reconciling a number of methods that we
created as part of our research during the past 20 years. We illustrate
the use of the heuristics with an example of use cases and user stories.
We believe these heuristics to be of interest to the Information Systems
Engineering community.

Keywords: Heuristics · Methodology · Reconciliation · System
thinking

1 Introduction

Research in Information Systems (IS) Engineering has resulted in so many
methods, ontologies, theories, models, or languages, that much effort has been
expended in trying to reconcile them. The trend is somewhat to try to reach
a single true correct ultimate view over a socio-technical system. Inescapably,
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though, every attempt at reconciliation creates yet another artifact (e.g.,
method, ontology, language). IS engineering researchers are schooled mostly in
the predominant positivist tradition where a method’s ontology must represent
reality as closely as possible. This is similar to the way the law of gravity is a
true representation of reality on earth, and to the way its value must be defined
as closely as possible to match observations that are the same regardless of
the observers’ culture and context. This objective observation of reality applies
poorly to the socio-technical organizations where IS research is or should be
conducted [6]. In a field where an objective reality is not shared among the
researchers, the quest for a common ontology is futile. As engineers, we perceive
complexity as a phenomenon that has to be broken down into smaller pieces
that then have to be weaved back together, or as Jackson points out; “Hav-
ing divided to conquer, we must then reunite to rule” [27]. This engineering
tradition has made its way into IS research, for example, through design with
viewpoints [32,44], hierarchies of ontologies with domain, upper, core, and foun-
dational ontologies [5,18], model-driven system design (with UML, for instance),
and business and IT alignment with the help of Enterprise Architecture meth-
ods [65]. These efforts point in the same direction: that we should analyze a
system from many points of view but then synthesize a single one that rep-
resents the single true comprehensive view of the system under consideration.
Some researchers trace these tendencies to the days when the models of computer
systems ultimately had to be represented in machine code as a single source of
truth [27].

We challenge the assumption that in the context of IS Engineering for socio-
technical systems it is necessary, or even possible, to reach a single representa-
tional format (methodology) that can unite all perspectives. Agreeing to disagree
seems to be a better path. The basic assumption of the interpretivists is that
all ontologies, methods, and theories are valid and useful in their given context
because they are the product of a point of view of an individual or a group of
people. From an interpretivist perspective, it is impossible to introduce a point
of view that will invalidate, disprove, generalize, replace, or subjugate the oth-
ers, as it will be yet another point of view that has no more (and no less) value
than any other, except for the individual or the interpretation context from which
it originates. Instead of describing how to map, merge, and reconcile to a sin-
gle point of view, we analyze these efforts through the interpretivist research
paradigm to show a different perspective as to why we, as method designers and
method users, do so.

We define reconciliation as an agreement and a shared understanding that
might only exist momentarily then disappears as the people’s world views,
uniquely shaped by their experiences, begin to diverge again. Once an agree-
ment is achieved, it is likely to dissolve as time goes by unless it is maintained,
just like any system subject to external and internal change. This maintenance
is important because in organizations (i.e., socio-technical systems) a lack of
any agreement will lead to chaos and to the eventual demise of the organiza-
tion as a single entity maintaining its identity. Therefore, organizations strive to
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prevent major disagreements from happening, by repeated and frequent exercises
of reconciliation, explicit or implicit.

We propose a set of heuristics inspired by our experience in reconciling the
modeling and design methodologies created by our own research group and other
methods [54]. These heuristics are based on systems-thinking principles and are
independent of our methods. The main take-away is that to reconcile different
points of view, it is useful to go beyond the immediate ontology and to under-
stand the differences in all epistemology, axiology, and ontology, thus forming a
trilogy that together forms a world view.

The structure of the paper is the following. In Sect. 2, we review existing
literature to understand better the reconciliation domain. Then, we present the
set of heuristics in Sect. 3. We illustrate the use of the heuristics in Sect. 4 with
an example. In Sect. 5, we discuss our findings; and in Sect. 6, we reflect on the
limitations of our research findings. We conclude in Sect. 7.

2 Problem Statement

We inquire into different fields of study that propose their points of view about
what is to be conceptualized, hence, modeled conceptually within the process
of analysis and design of IS. The term point of view refers to different concepts
(e.g., ontology, methodology, framework, model, language) in the different fields.
We use the term point of view to avoid terminology confusion due to overloading
constructs that are already in use in the literature. As a result, we reconcile our
point of view with others by introducing yet one more point of view.

First, we look into the early work on ontology from the field of artificial
intelligence for knowledge representation and sharing that defines ontology as
“a specification of a “conceptualization”” [15,16]. Later Guarino and Giaretta
clarified the definition of ontology for it to also be a “synonym of conceptual-
ization” [17]. Most attempts to reconcile ontologies, however, assume the former
definition by Gruber because of the implicit assumption that there is just one
possible conceptualization [24]. The single-conceptualization assumption leads
to the goal of explicitly reaching a single specification/ontology.

There are two main approaches to reconciliation: (1) refinement and abstrac-
tion and (2) alignment (sometimes called matching [12]). With the help of refine-
ment and abstraction, models of different levels of detail can be (de)composed
into more or less detailed ones, with the help of formally defined semantics [1].
Refinement has been used in multiple studies and is one of the main princi-
ples in computer science: for example, going between high-level specifications
and formally verifiable specifications [28], value models to business process mod-
els [26], and user stories and backlog items [40]. The refinement relationship
is a semantic one and can rarely be fully automated. Alignment is used, for
example, in ontology mapping for web services and semantic web data represen-
tations [11,43]. Alignment deals with semantic heterogeneity and with seman-
tically related entities in ontologies [12], recently extended towards the term
semantic interoperability [19].
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For an illustrative example of reconciliation in ontology-based IS research
(without it being called reconciliation), we take the work by Nardi et al. [42]
who propose an ontological solution for the service domain. The ontology they
propose, UFO-S, is a reference ontology for services [42]. UFO-S is based on
the Unified Foundational Ontology (UFO) [18,20–22]. UFO has three modules:
(1) UFO-A that covers endurants (objects) [18], (2) UFO-B that covers events
(perdurants) [20,21], and (3) UFO-C that covers social entities [20,22]. UFO-S,
on its own, is built in multiple parts for the different phases of a service life-
cycle: service offer, service negotiation, and service delivery. UFO-S is a reference
ontology. It is not as general as a foundational ontology and not as specific
as a domain ontology. Hence, even using UFO-S means that for a domain of
application (or an interpretation context), a modeler would have to introduce
another conceptualization for their particular case.

Ontological work is not the only example where the phenomenon of reconcilia-
tion between methodologies, theories, ontologies, conceptualizations on different
abstraction levels exists. Zachman and later Sowa and Zachman proposed an
overarching framework (in essence, a matrix model) that describes an IS archi-
tecture in terms of the fundamental questions (what, how, where, who, when,
and why) and discipline-dependent views [49,65]. The Zachman framework was
initially thought of as representing everything there is to represent about an
organization and its IS. In the subsequent 30 years, we saw the development of
numerous enterprise methods and frameworks (e.g., TOGAF [25]) that led to a
“jungle of enterprise architecture frameworks” [48]. The creators of these later
methods and frameworks introduce points of view that, in their intended con-
text, are as valid and useful as Zachman’s. This shows that whatever framework
that is supposed to describe everything will be superseded by others.

We believe that the assumed problem that research communities might be
trying to solve is the lack of a single methodology. There is an implicit belief
among researchers that there must exist such a single point of view and that it
is the ultimate one. Here, we put forward the idea that having all these points of
view is not a problem to be solved per se. On the contrary, it shows that there
is no established status quo rather mostly disparate schools of thought. These
different opinions are valid and valuable for us to be able to express the nearly
unlimited points of view that exist when we design an IS. In his seminal work
on the nature of scientific revolutions, Kuhn observed that in the preface of a
“scientific status quo” before everyone in a domain agrees on something (shared
understanding), everyone has to define their own universe and to start from the
beginning because there is no common ground to be building upon [34]. We
strongly believe that method designers and method users will always strive to
reach an agreement. Hence, we propose some heuristics for guiding the inevitable
reconciliation efforts that will continue to occur in the academic and the industry
domains of IS Engineering.
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3 Systems-Thinking Heuristics for Reconciliation

The point of departure for our heuristics is interpretivism. Interpretivism is a
philosophical paradigm that regards meaning as an emergent property of the
relationship between an observer and their reality [6,39]. The use of interpre-
tivist methods in the IS research domain has been usually used and discussed
in juxtaposition to the positivism paradigm with its core belief in an objec-
tive, observer-independent reality [6,50]. The relationship of the observer with
a reality out there helps interpretivists avoid the trap of solipsism, where every
observer has their own reality with no connection with other observers [39]. The
shared reality between observers helps them to create a shared meaning, which
is a social construction. According to Weick, in a socially constructed world,
the conceptualizations we hold (“the map”) creates the reality we see (“the ter-
ritory”) [59]. Hence, co-constructing their conceptualizations makes sense to a
group of people who share a similar experience.

In our conceptualization (which is simply another point of view), ontology is
the most visible part of the observer’s worldview that is called systems philos-
ophy in [46,54]. The other parts are epistemology and axiology. Epistemology
roots the knowledge held by the observer about their reality, the hidden part of
the conceptualization. Axiology is the choices the observer makes (explicitly or
implicitly) about which entities to observe in their reality and those that will be
included in their ontology. To attempt to reconcile ontologies at the ontological
level is like trying to mix sugar and tea at room temperature. They do not merge
well. One needs to heat the tea first. To reconcile ontologies, we need to under-
stand the epistemology and axiology of the people who define the ontologies and
try to understand their similarities and differences: what they agree and what
they disagree on. This is usually called social construction.

Heuristic 1. Reconciliation as a Process of Accepting Change. To recon-
cile points of view is to change their creators’ minds at the epistemological and
axiological levels. We believe that one of the most difficult endeavors is to change
people’s minds about deeply held beliefs. If it is possible at all, it usually takes
time. For example, according to Haldane, there are four stages of acceptance (of
a scientific theory): “(1) this is worthless nonsense, (2) this is an interesting, but
perverse, point of view, (3) this is true, but quite unimportant, (4) I always said
so” [23].

Heuristic 2. Just Enough Change. A corollary of the previous heuristic is
that change must come in at just the right amount, not too little and not too
much. If there is too little change, nobody will notice that a reconciliation has
taken place. If there is too much change, the identity of the reconciled points of
view will be lost for the observers. In some cases, the best course of action is to
take a moderate approach to change. Or it can be best to take the most conser-
vative option with an absolute resistance to change. And in some other cases for
a system it can be best to reach out to high entropy states that disintegrates the
identity. The latter option should not be neglected in consideration. In practice
it happens as frequently as the former two.
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Heuristic 3. Requisite Variety. Requisite variety is a heuristic for studying
the responses of a system to existing or future threats [2,41,47,62]. Weick [60]
shows that, for effective action in a situation with high ambiguity, it is necessary
to maintain as many different points of view as necessary in order to “to grasp the
variations in an ongoing flow of events.” All of them are valid for a context and
all of them are necessary to maintain a requisite variety. For reconciliation, this
means that researchers need to suspend their willingness to reduce the variety
in the points of view they seek to reconcile, until they have made sure that this
variety is not needed in the domain they describe.

Heuristic 4. Understanding the Philosophy of Each Ontology Creator.
As ontology is only the visible part of the world view of its creator, it is useful
to instantiate a process of social construction in order to explore each creator’s
epistemology and axiology. Going to the philosophical foundations, epistemology
and axiology, enables us to see the source of our differences and to potentially
reach a consensus. Staying on the level of only ontology lacks semantics and
prevents us from understanding what it actually means to agree or disagree.
Staying on the level of only epistemology lacks syntax and a concrete form that
we can act upon.

Let us take an example and ask ourselves, “Is a tomato a fruit or a vegetable?”
The tomato, as a sign, can be related to either depending on the classification
we use. A way to understand which classification to use, with the use of epis-
temology, a representation can be connected to the contexts → “I’m at home,
mom told me tomatoes are a vegetable”, “I’m at school, the teacher told us that
tomatoes are a fruit.” With the use of axiology, the observer can chose the “right
or good” context, once this context is identified → “For dinner, we don’t put
tomatoes in the fruit salad.”, “On the test, I should mark tomatoes as a fruit.”

Hence, in our work, ontology is used in the broad sense to signify the multiple
ways with which we can represent the given concepts (tomato and pomodoro1

are two ways of naming a round red plant). Epistemology enables us to relate the
conceptualization to contexts. And axiology enables us to reason about ethical
choices (e.g., about good and bad, beautiful and ugly) as well as about moral
values. These definitions are inline with the systemic paradigm as proposed by [4]
and used in our own work [46,54].

Heuristic 5. Practicality. In practice, there are reconciliation techniques
(alignment, refinement) that have their trade-offs, we can understand each and
apply whichever makes sense. Both refinement and alignment are well-recognized
ways to reconcile ontologies and models. We can achieve alignment through intro-
ducing a new entity (fruit) that a “reconciled” point of view includes because
it has some basic properties (attributes) that two or more other entities from
different models (e.g., apple, tomato) have in common. With the help of general-
ization, this alignment will give us one more point of view that departs from the

1 We could interpret pomodoro as pomo d’oro, meaning a golden apple. Thus, the
tomato becomes a golden apple, if we only look at the representation (ontology) of
methods. We anecdotally call this heuristic the “Golden Tomato” heuristic.
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specific context of the other points of view. The resulting models will not con-
tradict in the cases where they do not share interpretation contexts. In the cases
where these models share interpretation contexts, conflicts of interpretations are
possible. In case of conflicts, generalizations of this sort will resolve the conflicts
on a more generic level of interpretation, but on the specific levels the conflicts
will remain. For example, if we use an algorithm to use an instance of a type
Fruit in our fruit salad, yet a tomato is treated as a fruit at home, there might
be a conflict as the generalization abstracted away the context of interpretation
(tomato is a fruit in class but not a fruit at home.).

Heuristic 6. Duration of an Agreement. Nothing lasts forever, but some
things last longer than others. We need to make sure to know what is being
institutionalized/cemented in our systems through automation. Some reconcil-
iations persist longer than others. For example, an agreement to map the ID
field from Database 1 to the field PersonalID from Database 2 could be done
on a white board and could be stable only for a few hours while the discussion
continues. Or it could be a longer-lasting reconciliation that has been institu-
tionalized by scripting the mapping between these fields. In both cases, there
is a reconciliation, yet the level of automation is different. For implementing an
IT system, we need to be able to come up with long-lasting agreements that
we could codify in a specification, and then in code, thus, we could express in
a formal verifiable form what is to be built (verification). Still, to ensure the
validation of the system, we should not forget that the agreement is not final,
and that the process is continuous.

4 Illustrative Example

To develop a specification of what an information system (in a typical project,
for example) would do, we can investigate the settings in which the system will
operate and can reach an agreement from various stakeholders about the opera-
tions that the system should support [66]. The views of people and what the as-is
situation in the initial steps of the requirements process are usually a subject
of analysis and design, with methods that apply to motivation, goals, sociology,
psychology, etc. To express the IT specification, these views are taken as input
in a requirements process that, at the end, yields a more precise description
of the functionality of the IT system. The format of this specification is var-
ied and of varying degrees of formalism: informal, semi-formal (UML diagrams,
semi-structured specifications, user stories), formal e.g., (design-by-contract, for-
mally verifiable specifications). To conduct a (socio-technical) system analysis
and design, IS practitioners use different methods and tools.

We use, for an example, a conference submission information system. We
scope the example to only highlight certain specificities of the methods in use.
We illustrate the use of our heuristics for relating a UML use case diagram (UCD)
and user stories. The choice of these two methods is dictated by their widespread
use, hence, by the fact our readers are likely to be familiar with the methods.
The two models can be used in many methodologies to communicate between
different stakeholders hence are versatile and applicable in many contexts.
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We also select these two because of the nature of their differences to also empha-
size the variety of mediums in IS methods: a UCD is pictorial and a user story
is text-based.

A UML UCD models the functionalities of a system and the actors who use
these functionalities [13]. We use the basic version of a UCD. We explore how
to relate a UCD with a user story. A user story is a semi-structured way of
expressing system requirements that originated in the practice of agile methods.
A user story usually follows the following format: “As a <<type of user>>, I
<<action>> so that <<reason>>” [9]. User stories employ the vocabulary of the
system’s users/customers and have to be further refined into concrete technical
specifications (known as Backlog Items).

Figure 1 depicts a UCD that includes three actors: (1) reviewers, (2) authors,
and (3) PC chairs. These three actors have a common ancestor actor: a user.
The conference system has three functionalities (download a paper, assign papers
to reviewers, upload a paper) that the actors use and two functionalities that
the user has (register, login). The PC chairs and the reviewers share the ‘paper
assignment’ functionality, whereas the authors use only the ‘upload a paper’
functionality. To construct a user story that is aligned or based on the UCD, we
can relate only the ontology elements and create a user story such as: “As an
author, I can upload a paper in the conference system.”

However, without any interpretation and context, the first two discrepancies
become apparent. (1) The author is related to a user. Does this mean that a user
can upload a paper as well? It is not possible to show inheritance of an object in
user stories. (2) In the UCD, there is no mention of why the author, or any other
actor, would like to use any functionality. It is not possible to show the intentions
of actors in use cases. If we are to meaningfully relate the two or to use them
as complementary to each other, then the need for Heuristic 4 to use the episte-
mology, axiology, ontology of methods is in place. Some authors have proposed
ways to map the two models with the use of alignment and refinement Heuristic
5 [51] or annotated and extended one of the two [8,52]. To illustrate Heuristic 6,
the duration of the reconciliation proposed by our basic example is short-lived,
whereas the rules coded in a computer-aided tool could last longer [51]. These
works do not invalidate the original models, they give one more point of view
(Heuristic 3 ) that can be used when we deem it to be more appropriate for the
context of interpretation (for example, Dalpiaz and Sturm found user stories to

PC chair

reviewer

author

upload a paper

download a paper

assign papers to
reviewers

register

userlogin

Fig. 1. Use case diagram of a conference management information system
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be better fit for deriving conceptual models than use cases [10]). Moreover, this
continuous generation of knowledge around UCDs and user stories is the process
of reconciliation, which continues to occur (Heuristic 1 ).

To illustrate our heuristics, we also reflect on a meta-level about our choice
of points of view. The heuristic that we can highlight here is heuristic 3 on
requisite variety that there are many points of view, many methods and models,
that we could have used in our analysis. For example, only under the name UML
are there various diagrams such as use case, sequence, class, responsibility, state
diagrams [13]. All of them have their use and can complement others, or can be
used by themselves. This can also be said for the other methods that we could
have selected to “reconcile” the UML UCD with, for example a value-based
method [14]. The other heuristic we would like to exemplify here is heuristic 1
on reconciliation being a process. In the initial iterations of our work, we (the
authors) selected to relate methods that we created in our research. Yet, we
decided to use better-known methods for the design and analysis of IS in order
to introduce less changes (heuristic 2 on just enough change) and to focus mainly
on the change that our heuristics could represent as a new point of view that
the reader could potentially find easier to reconcile with.

5 Discussion

Why these Heuristics? The heuristics we describe here are tightly coupled
with our experience of reconciling the methods we, as a research group, have cre-
ated for the past 20 years and with our quests to relate to others [31,36,55,56]
and to connect different perspectives within our own methods [30,46,57]. How-
ever, throughout the literature search and given our understanding of the field
of IS Engineering, we have seen the efforts of connecting different points of view
being repeated as patterns. The reformulation of the problem of reconciliation as
an ongoing practice is a new idea we put forward. Yet, much academic work has
already mentioned their different methods being valid only in particular cases.
Moreover, true to intepretivism, we believe we are also offering a point of view
with our set of heuristics and not simply the set. We have seen other such heuris-
tics, or principles (cf. [29,64]). A future avenue for exploration is to consider the
different sets of heuristics that exist in other contexts in the domain of IS and to
reconcile the reconciliation heuristics. And even though no one set is exhaustive
or all of its constituent principles are valid in every context, we subscribe to the
view expressed by Klein and Myers that the “systematic consideration [of the set
of principles] is likely to improve the quality of future interpretive field research
in IS (especially that of a hermeneutic nature)” [29].

“Technology is Neither Good nor Bad, nor is it Neutral” [33]. One more
method, with its corresponding ontology, epistemology, and axiology, is neither
good nor bad, nor is it neutral. It is created for a context: as an academic
endeavor, with an objective to communicate or to share one’s experience with
the others (i.e., researchers, students), or as a more pragmatic attempt to create
a common ground with a group of people (experts from various domains) for
discussion and analysis of a situation, or to find an agreement on a particular
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problem/solution. Ontology reconciliation will continue to take place. The ques-
tion is, Are we, as researchers, cognizant that, by introducing more conceptual
work, we are reconciling our point of view with the points of view of others thus
creating a new point of view by interpreting through our own philosophy and
our context of interpretation?

Are All Points of View Valid, Yet Some Just a Bit More2? Any method-
ology, with its corresponding methods, models, theories, and artifacts may (but,
being subjected to fallacies, not necessarily has to) be valid and useful within a
particular context where it is defined and used. Outside of that context every-
thing is possible: its validity and usefulness can theoretically be anywhere within
the range “absolute–limited–nil”. Let us use Boltzmann’s entropy as an analogy:
S = k · ln(W ), where W is statistical weight, and k is the number of possible
state configurations within a statistically described thermodynamic system. If
we now apply this analogy to methodologies, then we can say that within a social
system we can find a set of these. Any of the methods defines a set of concep-
tual configurations that rely on valid conceptual states within the social system.
Hence, any one from the set contributes to the statistical weight. A conceptually
rich method will define a rich set of states and a conceptually poor method will
define a poor set of states. Every state contributes to the system’s statistical
weight. However, the contributions of each to the overall social system’s entropy
might be unequal. The contributions are probabilistic.

Applying the analogy of Boltzmann’s entropy, we might say that a partic-
ular methodology, or a point of view, regardless of how conceptually rich/poor
and probabilistically frequent/rare it is, contributes to the statistical weight of
conceptualizations of the social system where it belongs. A contribution of a par-
ticular methodology to the social system’s entropy depends on the probability
of reaching the states of its conceptualizations within interpretation contexts of
this social system. The more frequent the states are, the lesser the contribution
to the system’s entropy is.

A Word on the Context of Interpretation. A particular interpretation con-
text defines its corresponding particular state of the system’s conceptual config-
uration. Any methodology that describes or models the system can be evaluated
with regard to how useful/useless it is for a description of this particular concep-
tual configuration. A richer ontology (with a higher language expressiveness [27])
has a larger probability of being useful. An ideal ontology would cover all concep-
tual states of the system, even the high-entropy states. All ontologies are equally
valid, as there is no one point of view which is superior or inferior to the other
(for this there needs to be an objective observer of observers, or the so-called
super observer, who does not exist [61]). If “all ontologies” is an unlimited set,
then it is logically impossible to define a context where all of them will have
the same degree of validity and usefulness. Hence, reconciliation or any effort
to make an overarching ontology within a methodology is yet another point of

2 “All animals are equal, but some animals are more equal than others.” from Animal
Farm: A Fairy Story, 1945 by George Orwell.
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view. Although it tends to reduce disorder (conflicts, variety, inconsistencies)
by enabling actors to express their current beliefs regarding the state of the
observed system, it cannot cancel, improve, or rule on the rest.

An ontology can be perceived as independent of context. In this case, an
ontology has (1) no dependency on a context to which it could be potentially
applied in an attempt to describe the context, and (2) no dependency on an
observer who could try to apply the ontology in order to describe some con-
text. An interpretation context is a conceptualizable state perceived as existing
or designed to exist within a system that is being modeled by someone (by an
observer, by a modeler, by a group of people, etc.). Multiple contexts can exist for
a given system. Interpretation contexts are (1) dependent on observers/modelers,
and (2) contain conceptualizable representations of some entities within the sys-
tem, these representations can be attempted to be described by one or several
ontologies. Different ontologies can be either more or less useful in their attempts
to describe some representations within a particular interpretation context. The
potential for a success or a failure of a methodology within a given interpretation
context does not depend on a modeler who applies it rather on only the concep-
tual richness or poorness of this methodology, with regard to the representation
needs required by the context. If we seek to represent the state of a system, a
data-flow diagram might not be the most informative [27].

Knowledge Representation for AI/ML: The Wave of Automation.
There is a trend to connect data that have been generated independently by
different sources to enable interoperability and uniformization of formats to ease
data sharing [63]. Our set of heuristics could be classified towards the wave of
semantic interoperability efforts [19]. Here we pause to pose the question, Should
we aim for interoperability and all this uniformization of data formats? Enabling
more analytics to be done on the data that we can connect, given that we have
shown that irreversibly some of the context of generation of these data is lost in
the (model-to-model) translation, might lead to unpredictable consequences. The
advancement in semantic interoperability enables data from different sources to
be cross-referenced hence to build representations of individuals and groups that
could be seemingly labeled as context-rich, even though the context in which the
data were generated is decoupled from any information system.

There is an implicit assumption that it is better to allow these uses and
to enable more automation through the use of AI/ML-powered systems that
use these rich data sets, because humans are perceived to be the weak link
in any system [3]. Yet, before we understand the technologies labeled as AI
and ML, we should “tread softly because we tread on”3 uncharted territory of
technology than can be employed for the automation of decision making that
optimizes predominantly profitability of enterprises [35]. And even if we succeed
with automating the human out of the process of translating between models
and methods in the context of IS Engineering, the next question is, How and
who will handle the mistakes that such automation would eventually lead to?
3 “Tread softly because you tread on my dreams.” from Aedh Wishes for the Cloths
of Heaven, 1899 by William Butler Yeats.



Systems-Thinking Heuristics for the Reconciliation of Methodologies 123

According to Bainbridge, the human who would have to take control over the
failure would have to be specialized and highly trained even more than the people
whose tasks are being automated [3].

6 Limitations

Reusability of our Findings. Positivist research aims to create objective,
generalizable knowledge (e.g., laws of physics) that is absolute and can be reused
independently from the context. In this work, we propose a set of heuristics that
stem from the interpretivistic research paradigm. In other words, they are a
product of our interpretation of our own experience in reconciling methodologies
for design and analysis of IS. We reflect on the limitations of the interpretivistic
research paradigm and pose the question, Is the validity of our findings in general
an oxymoron [45].

We argue that the whole idea of IS research results as being general (or
context-independent) should be taken with caution. Once the results are pre-
sented as general, the researchers, who rely on the results or implement them
in the context of their particular socio-technical system, can be absolved of any
responsibility. Interpretivism, in contrast, makes the researchers and their view
an integrated part of the research and its findings. Thus, it is the responsibility
of a researcher to choose and reuse all or part of our heuristics in their context.
Therefore, our findings are reusable, but not absolutely or objectively, they are
subjectively reusable.

Generalizability and Reliability of our Findings. One could argue that, if
responsibility is in researcher’s hands, then what about the reliability or general-
izability of the results they produce? They would be inevitably biased. Accord-
ing to the positivist research paradigm, the researcher is independent from the
research; they provide objective observations/measures that guarantee the objec-
tiveness of results. Any researcher, by reproducing the same experiment, should
obtain the same results. This implies reliability. According to the interpretivistic
methods, the researcher is a social actor, a part of a socio-technical system they
study, and it is through their observations that the system to be studied emerges
and its identity is created. Although, the observations are obviously biased. We
argue that the socio-technical system is a product of the biases of its actors.
They are not a threat rather a part of the system’s identity and hence have to
be explicitly taken into consideration [53].

A possible contradiction that could be found is between our interpretivistic
approach and the very nature of Systems Thinking. Interpretivism shies away
from generalizability, whereas Systems Thinking is an inter-discipline that con-
nects other disciplines through general principles [61]. However, any general Sys-
tems Thinking principle (or, in our vocabulary, heuristic) is a subject of inter-
pretation and contextualization. Hence, we see the interplay between generally
applicable principles and their context of application as being integral to con-
structing a Systems Thinking body of knowledge, and that it can be applied
throughout.
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Validity of Our Findings. In positivism, the created knowledge is absolute and
can be validated (or invalidated) analytically (by deduction) or through exper-
iments with the use of falsifiable hypothesis. For example, the laws of physics
are absolute. In qualitative interpretivistic research, the validity of knowledge
can be demonstrated only within a given frame of reference [7]. This frame of
reference labeled by some transactional validity defines “research as an interac-
tive process between the researcher, the researched, and the collected data that
is aimed at achieving a relatively higher level of accuracy and the consensus by
means of revisiting facts, feelings, experiences, and values or beliefs collected
and interpreted” [7]. Once the frame of reference changes, the knowledge can
be invalidated. In the positivist paradigm, such a frame of reference is taken
for granted by researchers as “something everyone agrees upon” hence is often
omitted (implicit). This creates an illusion of an absolute or objective validity. In
interpretivism, the frame of reference, the context or the socio-technical system,
is a part of the research, a variable of the equation. It cannot be omitted, as
we cannot claim that “everyone shares it”. Interpretivism leaves a researcher no
choice but to explicitly mention their frame of reference (and to identify a com-
munity that shares this frame of reference). Only within this frame of reference
and for this community will the produced knowledge be valid.

Bottom line: For some researchers, our findings could potentially be valid, but
not “absolutely”; they are valid only within a given frame of reference. In the
grand scheme of research pursuits, studies such as ours are natural precursors to a
potentially better understanding of the field, that then through the accumulation
of a critical mass of knowledge in the domain of systems design, these studies
can be re-used in practice [37,58]. Any academic pursuit that investigates a new
or understudied phenomenon goes through stages of understanding: from chaos
to heuristics to algorithms [38].

7 Conclusion and Future Work

In this paper, we have presented a set of heuristics for the reconciliation of
methodologies for design and analysis in the domain of IS Engineering. We have
presented some current literature on conceptual and ontological work as well as
Enterprise Architecture to illustrate how different domains already accommodate
various methods and models. We have put forward the idea of reconciliation as
a recurrent practice in the context of IS scholarly and industry works in order to
find place for the knowledge we generate. Our heuristics build on the notions of
interpretivism, entropy, and well-known principles of computer systems design
such as abstraction, refinement and alignment. We have explored the futility of
reconciliation solely on the level of ontology and have proposed a way to look
at differences on a philosophical level that includes epistemology, axiology, and
ontology; but never only one. We have illustrated the use of our heuristics with
the help of an example modeled with a use case diagram and user stories. We
plan to explore and categorize further the epistemological principles that help
us understand differences and points of intersection better, as well as to extend
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the reconciliation towards research artifacts. For the future, we will inquire into
the reconciliation process and heuristics on the level of method users, as opposed
to the level of method designers, whose perspective we explored in the current
paper.
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Abstract. From a design science perspective, information systems and their com-
ponents are viewed as artefacts. However, not much has been written yet on the
ontological status of artefacts or their structure. After March & Smith’s (1995)
initial classification of artefacts in terms of models, constructs, procedures and
instantiations, there have been only a few attempts to come up with a more sys-
tematic approach.After reviewing previouswork, this conceptual paper introduces
an ontology of IS artefacts. It startswith an ontological characterization of artefacts
and technical objects in general and proceeds to introduce a systematic classifica-
tion of IS artefacts and compare it with existing work. We end with some practical
implications for design research.

Keywords: Design science · IT artefact · Ontology

1 Introduction

Design Science Research [16] has grown in popularity in the Information Systems field.
Whereas empirical sciences acquire knowledge about the natural world (physics) or
human behavior (social sciences), Design Science Research (DSR) is interested in IT
artefacts, such as algorithms, methods and modeling languages, and the effectiveness of
their use. Because of its focus on artificial objects, DSR has similarities with traditional
engineering sciences andmedicine. Building artefacts and evaluating artefacts in context
is often seen as the core of DSR. But what is an artefact. Is artefact the same as “artificial
object” [30]? Can we call any solution an artefact?What exactly do we say when we call
something an IT artefact? Although by now there is quite a substantial literature about
design science, in the form of research articles and textbooks, a systematic investigation
of the design artefact concept is still missing. Building on our general ontology of
artefacts (in progress), the goal of this conceptual paper is to introduce an ontology of
IS artefacts and analyze the practical implications for Design Science Research.

The structure of this paper is as follows. In Sect. 2, we recapitulate what has been
written on the artefact concept in the (broad) DSR literature. Section 3 is a short overview
of our general artefact ontology. On this basis of this ontology, we analyze the main IS
artefacts and their interrelationships in Sect. 4, compare the results with the existing
literature and discuss practical implications for DSR researchers.
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2 Background

A general understanding of artefact in Design Science is that is an object made by
humans with the intention that it is used to address a practical problem [3, 18]. Design
Science arose in the 1990’s within the field of Information Systems and although its idea
of artefacts included physical artefacts like hammers or medical drugs, its interest went
mainly in the direction of symbolic artefacts such as encountered in the Information
System domain. Simon’s The Sciences of the Artificial [30] focused on computers and
artificial intelligence software viewed as artificial objects. Although Simon is not very
explicit, he seems to regard a design object as more specific than an artificial object,
witness the fact that he views markets being the result of a social evolution process
as artificial objects but without a designer. An also very broad but different definition
is expressed by Gregor and Hevner [14:4]: ‘We argue toward a more expansive view
of the IT artefact to include any designed solution that solves a problem in context’.
Wieringa’s [37:29] definition is similar (‘an artefact is something created by people for
some practical purpose’. He prefers to talk about treatments. What the design researcher
designs is a treatment, that is, ‘a desired interaction between the artefact and the problem
context’ and he defines design as ‘a decision about what to do’. There is a risk that the
artefact concept loses its meaning if it includes any decision or any solution. To keep
the connection with both common sense and the technical sciences and to able to give
substance to the design aspect, an artefact must have something of “an object made
by humans”. At the same time, we think a proper definition should do justice to the
intuitions of Gregor and Wieringa and this is one of the challenges for an ontology of
artefacts.

2.1 Design Research Outcome: Artefacts vs Theory

According to Purao [28], characteristic for design research is the situated implemen-
tation of an invention (artefact) as software or system. Apart from that, he argues that
design research should produce knowledge and understanding, which sometimes he also
calls artefacts. Pursuing this second suggestion, Winter [38] proposes “theory” to be a
relevant artefact type. What we see as problematic here is that the artefact is identified
with (design) research outcome. Although the authors are right in stressing that design
research should not just produce an instantiated artefact but contribute to theory [13], it
is confusing to take this scientific theory to be the design artefact. That would make all
sciences design sciences.

Goldkuhl and Lind [11] make a distinction between artefacts as objects of empirical
design practices and abstract design knowledge (see also more recently [9]). This is a
useful distinction to start with, as long as we do not conflate again the “meta-artefacts”
(their terminology) on the abstract design level with design knowledge about these
artefacts. This knowledge requires an identification of the meta-artefact but goes beyond
the identification by developing, for instance, mathematical models of the artefact or by
accumulating experimental results about its performance.

As science in general abstracts from the concrete, so design knowledge abstracts from
specific application contexts. This holds in particular for design knowledge as pursued
in Design Science Research. However, the level of abstraction is usually not as high as
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e.g. in physics. Wieringa [37:10] uses the term “middle-range generalization”. In the
opposition concrete vs. abstract it is often overlooked that there is also an aggregation
dimension [31]. For instance, in the IT field, there are infinitely many possible programs,
with all kinds of variations. These are not all interestingDSR artefacts. IT researchers are
typically more focused on developing components, e.g. in the form of a method library,
than end products. The components are not necessarily more abstract than integrated
systems, but more elementary. It makes sense to see these components as tangible DSR
outcomes, and the knowledge thereof as designknowledge. In contrast, evaluation studies
in the domain of InformationManagement typically look at the end product (as blackbox)
in someuse context. The intendedoutcomeof this type of research does not consist of new
artefacts, but of knowledge on the use properties and the effectiveness of some artefact
type (e.g. the type ERP system). In our view, the IT and IM perspective complement
each other. Sometimes, it is the case that the IT research provides knowledge about the
technical feasibility and performance of the artefact and the IM research extends the
design knowledge by studying its effects in context. In other cases, the two work on
different aggregation levels: the IT research studying the effects of some component in
the use context of the integrated IT system, and the IM research looking at the effects of
the integrated system in the use context of an enterprise.

2.2 Socio-Technical Systems

We consider IS artefacts to be research objects or units of analysis – what the design
knowledge is about. From a Computer Science perspective, the Information System is
the information technology that does data processing. The management view on Infor-
mation Systems sees the object as much broader, including the business processes that
use the IT, the humans involved and the organizational structure around it. The Infor-
mation System, defined in this way, can be called a socio-technical system as it includes
a technical component but also people. Sometimes the IT is called a socio-technical
system. According to Silver and Markus [29:82-83] IT artefacts ‘have both technical
and social design features and are therefore better regarded as SocioTechnical (ST)
artefacts’….‘We define the IT artefact as a sociotechnical assemblage.’ As pointed out,
among others, by Alter [2], we should be cautious with terms like socio-technical arte-
facts or ensemble artefacts, as if there are also other artefacts that do not have social
design features. Arguably, (cf. [36]) a software application, as any design artefacts, exist
in the historical reality in which technical aspects and social aspects (in a broad sense)
are intertwined in many ways. The application has been designed by humans, driven
consciously or unconsciously by social values. Once implemented it fall under legal
rules, has an economic value, has an effect on social relationships etc. However, that
does not make these applications socio-technical in the original sense [34].

Alter [2] provocatively suggests avoiding the vague term IT artefact completely,
especially when it is applied just to something containing IT, like an airplane, or related
to IT, like user training. In the following, we will keep using the terms IT and IS artefact.
A precise characterization of the artefact concept and the exploration of all meaningful
artefacts in the IS domain is the subject of this paper. We do not need a special category
of socio-technical artefacts. A socio-technical system is a system that includes people.
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2.3 Artefact vs System

Both in Simon [30] and in more recent publications [22] the words artefact and system
are sometimes used as synonyms. However, this is problematic. A system is defined
as a composite of elements with attributes and relationships between them that makes
a meaningful whole. ‘The idea of holism which assumes that particular parts can be
described only by the knowledge of their meaning and position in the whole, is the basis
of the conception of the perception of reality as complex systems’ [12]. From its early
beginnings, system theory embraces both natural and artificial (man-made) systems.
System theory is not so much about a particular class of objects, but is a particular view:
the holistic view, in contrast to a reductionist view. The market can be seen as a complex
system, or a family. So clearly not every system is an artefact or even an artificial object.
One could say that an artefact is a system, as indeed the elements of a composite artefact
have a function in the whole, so cannot be characterized exhaustively on their own. A
system view on the artefact deemphasizes the role of the designer intention and focuses
on understanding how the overall behavior derives or emerges from its parts. In our
view, it makes sense to include somehow the system view to the Design Science artefact
definition. However, if the Information System is conceived as including humans, then
the system is not the output of intentional design. Many elements of the system, not
only the IT but also e.g. an authorization scheme or a business process structure, can be
designed, and may be viewed as artefacts (or part of the IT artefact).

That we must be cautious to equate system and artefact is supported, be it in other
wordings, by management researchers. Pandza and Thorpe [27] expressed skepticism
about the work of Van Aken [1] and others who advocate a design research approach to
management. If design is taken in the traditional engineering sense, then it only has a
limited applicability in management. They describe organizations as social artefacts that
evolve over time in unpredictable ways. This evolution could be called path-creation
design. In our wordings, what is meant here is that the evolution of the organization is
not determined by physical laws mobilized by intentional design but includes human
creative intervention. We agree. We support a worldview that acknowledges human
creativity [36]. The question is whether the word (path-creation) design is appropriate
and inwhat sense the organization is a social artefact (cf. [19] for a discussion of different
interpretations of the term “design thinking”).

2.4 Typology of IS Artefacts

Some work has been done on a typology of IS artefacts, but surprisingly little. [16, 23]
describe artefacts as the outcome of design research, distinguishing four typical types:
constructs, models, methods and instantiations. The motivation is brief, but it seems
that for March and Smith, models are at the core. Constructs provide the language to
build models. Methods are described as ways to implement models, and instantiations
as the integrated result. The March and Smith proposal has been broadly accepted.
Alternatively, based on a literature review of actual design research projects, Offermann
et al. [26] identified eight relevant artefact types: notation, requirement, metric, system
design, method, algorithm, guideline and pattern. The paper does not try to analyze
ontologically how these types are related. It should also be noted that the scope of the
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literature review was mainly on design research conferences, and not the IS literature as
a whole.

Adifferentwayof classifying IS artefacts is bymeans of their function. Iivari [17] dis-
tinguished seven functions: to automate, to augment, to mediate, to inform, to entertain,
to create art, to accompany. Each function characterizes an archetypical IT application.
In contrast to March & Smith’s general design science approach, Iivari’s classification
is more specific to the IS domain, but it also lacks ontological analysis. It can be used to
classify IT artefacts on the basis of their use.

2.5 Ontology of IT Artefacts

Wang, et al. [35] provided a detailed ontological analysis of software. They follow
Osterweil in describing software as something non-physical and intangible. They do
not agree with proposals that identify the program with the code. The reason given for
the distinction is that software can be updated, so can have different codes at different
times, while a code becomes different by each change (the paper talks about a change
in the syntactic structure that includes variable renaming and inclusion of a comment,
so apparently any change apart from layout). This latter claim is disputable. As in the
famous Ship of Theseus example, it is possible to change a part (replace a plank) while
the ship keeps its identity.

According to [35] ‘when a code is in the circumstance that somebody, with a kind of
act of baptism, intends to produce certain effects on a computer, a new entity emerges
… a computer program’. Again, we have some remarks. First, it feels odd that the code
is presented to be there before the program emerges. Usually, there is a program design
first. Secondly, the paper continues to write that the program is not a physical object as it
lacks a location in space – but why is code inside space and the baptized code suddenly
outside space? In our view, the issues are caused by a lack of attention to the design
itself. We have a problem with calling a program instance non-physical and at the same
time saying that it is constituted by (physical) code. However, we do agree that code
and program must be distinguished, and also that a program can be distinguished from a
software system (where the former has an effect in the computer internally and the latter
externally, in the interface).

Coming from outside the IS domain, the Information Artefact Ontology (IAO, [7])
provides an ontological account of information content entities (ICE) such as document,
databases and digital images. An ICE is defined as an entity that is ‘generically dependent
on some material entity and which stands in a relation of aboutness to some [other]
entity’. The material entity can be the paper, the other entity can be the person depicted
in the digital image ICE. An ICE can be concretized in an information carrier (e.g.
a copy of the image). In [8], a distinction is made between the information artefact
(a material entity) and the information carrier, now called information quality entity.
The information artefact is the disk or paper itself – viewed purely physically, that is
used to bear information. Although our ontology will be structured differently, with
more emphasis on the design, we concur with IAO with respect to the material basis of
information artefacts. [8] is a detailed analysis of the “aboutness” relation, and how to
deal with cases where the entity that the information content entity is about does not
exist. In our view, this analysis is useful when we are talking about language and mental



134 H. Weigand et al.

states. However, we regard that as belonging to language ontology, which is different
from–although presupposed in–an information object/text ontology.

3 Ontology of Artefacts

Although the focus of this paper is on IS artefacts, we start with a short summary of
our general ontology of artefacts (in progress) which builds on and extends the work of
Borgo [5] as well as Lawson [21] and Kroes [20]. Our aim is to integrate their work with
the Design Science Research perspective, such as described in Sect. 2, and ground it
in the foundational ontology UFO [15]. In this Section, we first summarize the artefact
ontology and illustrate it with some small examples. In 3.4, we focus on text artefacts,
and in 3.5 we define DSR artefacts.

3.1 Basic Definitions

An artificial object is a physical object intentionally or unintentionally created,modified
or adopted by humans. A natural object is a physical object that is not an artificial object.
For the definition of physical object we follow the UFO definition of a substance individ-
ual, that is ‘an endurant that consists of matter (i.e., is “tangible” or concrete), possesses
spatio-temporal properties, and can exist by itself; that is, it does not existentially depend
on other endurants, except possibly on some of its parts)’ [15]. The distinction artificial
object/natural object does not necessarily exhaust the complete set of endurants. For
instance, mathematical objects and social entities are endurants but not physical objects.
UFO does not split up the world of substantials into artificial and natural, but into agents
and objects; and distinguishes social objects from physical objects.

Instrument is a role of an object in an event or activity. The instrument is used in
the event. This corresponds partially to the UFO definition of resource as ‘an object
participating in an action’. However, some resources are consumed in the use (e.g. a
medicine), and cease to exist, while others are not. We use the role instrument for the
latter persisting participating objects only. Note that instruments are not necessarily
artificial objects: a shell can be used for drinking water, stars can be used to navigate on
sea.

A technical object is anartificial object (individual) that ismadebyhumans for some
purpose (intentionally) whose capacities are (in principle) exhaustively described by the
physical laws and the intentional design. A technical object has attributed capacities1

that are realized in the use.
An artefact like “the Diesel engine” is a universal (1stOT inMLT [6] – with artefact

a 2ndOT category) that has a design specification consisting of a (at least one) make
plan, a (at least one) use plan and a capacity specification. An individual object is said
to conform to the artefact if it its composition is according to the make plan, it shows the
specified capacities, and its use intention corresponds to the use plan (for convenience,
we also talk about artefact instances for these conforming individuals). We talk about
technical artefacts when the objects conforming to the artefact are technical objects,

1 “capability”, “potential” may be better terms but the literature uses the word “capacity”.
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and non-technical artefacts when there are objects conforming to the artefact but not
technical. The make plan basically expresses the composition of the object in terms of
components and allows reproducing individuals conforming to the artefact. The use
plan specifies at least in which events and under which use conditions the object can be
used to achieve which intended effect. To delimit the scope of artefacts to those products
that have “a practical purpose”, we require the use plan to refer to a use practice (this
can be an end user practice but also a production system like a plant). The make plan
makes it possible that (sooner or later) there is more than one instance (so if an inventor
construes a technical object but there is no make plan and it cannot be reproduced, it is
not an artefact instance).

3.2 Examples

Examples of artificial objects are not only hammers, cars and software, but also a footprint
in the sand, or production waste. However, the latter two are not technical objects, as they
are not intentionally made, and have no use plan. A pebble at the beach is a natural object
but when cleaned and moved by a human to serve as doorstep, it becomes a technical
object.

Seedless bananas [33] are not technical objects, but there is a design for them, so
“the seedless banana” is a non-technical artefact. A software program like MS-Word
is a technical artefact. An organizational system that includes humans (for instance, a
defense system) is not a technical object. Whether it can be seen as conforming to a
(non-technical) artefact “defense system type Y” requires in the first place that there is a
design specification. So some systems are artefact instances, while others, for instance,
a family, are not.

3.3 Conceptual Model of the Artefact and Artefact Network

We posit a form event behind any artefact instance, alternatively called making, pro-
ducing, assembling, reproducing. The form event has a physical input and output, and
an intentional input and output. The physical input consists of the components of the
artefact, whereas the intentional input corresponds to the make plan (as part of the arte-
fact design). The intentional output corresponds to the attributed capacity, the physical
output is the thing made.

Themain elements of the (technical) artefact are rendered in the conceptual model of
Fig. 1 (grounding in UFO is not in this paper). Design specifies an artefact and consists
of three parts (specifications). The design takes place in a conversation between user and
designer – as such, it can be requested, proposed, accepted etc. It is also the designer
and user who jointly and sometimes after a process of negotiation attribute capacities to
the technical object. Note that user is a role. Not all individual users participate in the
conversation. The conversation can be organized in different ways.

The make plan is not a complete manufacturing plan. At the minimum, it specifies
the critical components and their relationships (the artefact composition – system view).
The make plan can take different forms, for instance, as a blueprint or a recipe. There
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Fig. 1. Artefact ontology (technical artefact; conceptual overview).

is no absolute measure for the level of detail required. It should be sufficient for distin-
guishing the artefact from siblings (for instance, to distinguish the Diesel engine from
the combustion engine).

The use plan consists of several parts. One important element is the intended effect.
This effect can be specified more precisely if we consider a subset of technical artefacts
that transform some input to some output – for instance, a coffee machine, a 3D printer,
but also an application that transforms input data into output data. In that case, the
intended effect can be described in the form of the required input and the intended
output. We call these the use input and use output of the artefact, to avoid confusion with
the make input and make output in the make plan.

In some sense, the artefact is a bridge between the make context and the use context.
It is therefore not inappropriate to characterize an artefact as an interface [30].

An artefact network is a network of imbricating artefacts. The imbrication is a result
of the make plan of one artefact being part of the use plan of another artefact. For
instance, we can start with a mathematical Python library used in developing a Python
program. The library is part of the make plan of the program, while at the same time
should comply with the use plan of the library. The software program can be part of an IS
application that is used in a work system – the use plan of the program refers to the work
practice, including resources and norms. The goal of the work system may be to build a
robot. The use condition of the IS application may be that there is a running computer
network that builds on Internet; etc. The implication for artefact design is that it always
involves integrating a new artefact into the existing network, and this integration is an
ongoing process as the network evolves continuously.

3.4 Text Objects

A text object such as the blue book on my desk is a technical object where the attributed
capacity (the written content) can be recaptured in the use (the reading). Text is to be
understood in a wide sense, i.e. a variety of information encoding modes. Any text
object has a physical basis (e.g. paper, disk block), a content (the attributed capacity)
and an intended use. The intended effect of using the text object (in the case of human
reading) is typically a change in the mental state of the human agent corresponding to
the attributed capacity (the text meaning). A software program at binary level is to be
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read by a processor, and the intended effect is a change in the internal memory of the
computer.

We need to say something about the relationship between text and language.
Although human language is not a technical object, text is. More in general, we can
talk about writing technology that started with clay tablets and papyrus and nowadays
is evolving into digital technology. Writing is a form event by which a technical (phys-
ical) object is created (the individual piece of paper, blank before the writing, and filled
with signs after the writing). As for any technical object [32], the intended use must be
grasped by the user. In line with the pragmatist slogan “meaning is use”, we consider
the intended use (behavior) as the meaning of the text/sign. The intended behavior can
be, for instance, to run away (in the case of a danger sign). The reading of the text for
changing the mental state of the listeners is a special but of course very important use
(Fig. 2). Its effectiveness depends (use condition) on the shared language and shared
education in reading/writing. The meaning of the sign DOG in English is the evocation
of the concept of dog shared by English-speaking people. This concept is about a certain
kind of animals [8] but this is a property of natural language, not of the signs as such.
When we go from the level of signs to the level of texts, then some texts are again closely
related to behavior. For example, an IKEA manual that helps the customer to assemble
a cabinet (the manual instantiates a make plan).

Fig. 2. Text for human reading (conceptual model)

Examples of text objects are Mary’s book, and Paul’s computer chess game. Text
objects may also be called symbolic objects. If the text object is not unique but con-
forming to an artefact, then the latter is a symbolic artefact. This artefact may survive
when individual copies have been destroyed. The traditional distinction between data
and information can be interpreted as a distinction between a technical object (the data
item, as it may be written on multiple locations), and the artefact to which these data
items conform and that specifies the attributed capacity and use plan of the data.

3.5 DSR Artefact

A (domain) Design Science Research (DSR) artefact is an artefact with a well-
described design specification (formal rigor) that is not only directly or indirectly used
in a (domain – e.g. information system) practice for practical purposes but also in the
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research practice (the scientific community) for the purpose of building up knowledge.
As science aims at abstract knowledge, not knowledge of the particular, the DSR artefact
should generalize over multiple use contexts. So not every artefact is a DSR artefact.
Not every software program is a IS design artefact. Not all design is design research (cf.
[24]). DSR artefacts must have at least a certain level of rigor and generalizability, as
well as practical and scientific relevance. Moreover, it must have instantiations so that
evaluation knowledge can be acquired.

When rigor is required for the design, the specification must be explicit in the form
of a text object. Ontologically, the relationship between artefact and design specification
is one of inherence (the former cannot exist independently from the latter). The specifi-
cation is usually a composite object, consisting of several text objects. For instance, in
the case of software design, one text object could be an object model.

4 An Overview of IT/IS Artefacts

Whereas some proposals have identified a shortlist of IT/IS artefacts and others have
refrained from any characterization, our proposal is to identify a few core IT/IS artefacts
and a generative mechanism by which secondary artefacts can be derived. It is possible,
for instance, to focus on the design conversation and turn it into an (text) artefact; or to
design a tool to support the conversation; or to make the use plan the focus of design
research, in the form of a use method. March & Smith [23] mention constructs, models,
methods and instantiations as IS design research artefacts, where “method” includes
algorithms. Starting with this shortlist, in this section we identify IT/IS core artefacts.

4.1 Algorithms, Programs and IS Applications

According to Offerman et al. [26] an algorithm, like a method, describes a sequence of
activities that are executed by a computer. They define, it as ‘an executable description
of a system behavior’. Examples given are sorting algorithm, data mining algorithm, and
protocol. From the ontological perspective, the sorting algorithm, in one of its variants,
e.g. quicksort (Fig. 3), is an artefact that is instantiated in all its executable representations
(text objects conforming to the algorithm artefact).

Fig. 3. The quicksort algorithm as an artefact.

In the pre-computer age, these executable representations had to be executed (on
paper) by humans. The sorted list is created so it is a textual technical object. It has an
attributed capacity (that the elements in the list are ordered) related to the use output.
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In the computer age, the algorithm, in the form of software program, is executed by
a computer processor. The use plan of this IT application requires there to be a processor
and a database/storage. When the program is executed according to the use plan, a new
database state is created. Just like using a manual means that the manual is executed
step by step, so the use of the algorithm means that the make plan/algorithm code is
executed.

We regard the algorithm as an artefact (possibly a DSR artefact) and a software
program as a kind of algorithm. Apart from the difference in use plan (and related formal
rigor required in the make plan), the structure of a software program is more complex
than a sequence of computational steps. Nowadays, its composition is described in terms
of objects or services. The way that the components are assembled by the make plan,
has become a design object itself. Concrete approaches such as SOA are a DSR artefact.

A software program is used to change the internal state of the computer [35]. To
make the bridge to the organizational context, we need I/O devices that are able to create
text objects outside the machine. How the I/O device, software program and processor
interact exactly is not in the scope of our analysis, but one way of viewing it is that the
three are assembled into a new artefact, the IS application. This IS application is what
is used by the human agent according to its use plan (the prescribed user interaction)
to generate and transform data objects in the organization. This typically takes place as
part of a work system or business process practice. When an IS application is assembled
together with a machine or robot into a cyberphysical system, a new category of artefacts
arises.

One ontological question is whether the code that is the make plan of the software
artefact is an artefact itself. In principle, we prefermake plan and use plan of an artefact to
be characterized as artefact parts – so that they are not evaluated in isolation. However,
the form event governed by the make plan is an activity that is open to optimization
and tool support, as any activity. Consider first a non-textual artefact like the Diesel
engine. The make plan of the metal object is a textual artefact, e.g. a blueprint. This text
object can become the subject of design (of a text writer, addressing the construction
workers),meeting user requirements of being easy to read, complete etc., and so becomes
an artefact itself. For symbolic artefacts like a software program, the make plan (the
blueprint) and made object (the code) can be one and the same. However, this is not
necessary, and, as we know, it is possible to describe software programs on various levels
of abstraction, e.g. in terms of design models, like an UML object model. “The UML
object model” is a DSR artefact (see below for more discussion about models).

4.2 Supporting Artefacts – Formal Languages, Constructs and Patterns

Supporting all text objects and in particular the software specification dimensions are
formal language artefacts, like programming languages. A programming language pro-
vides the constructs (basic components) from which the source code can be assembled
according to certain rules (use plan), that is, the syntax. [26] also mention the “pattern”
as artefact, but the pattern has multiple levels. It often represents design knowledge
about some artefact (and so not a design science artefact itself), but it can also be a
semi-component design object and then it is indeed (on the type level) a genuine DSR
artefact.
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4.3 Models

In traditional system sciences, models are made of social, material, or socio-material
situations, conceptualized as systems (cf. 2.1). Examples are models of the economic
market, of a missile launch, or of (a part or aspect of) a business organization. The
model can be analyzed mathematically or by simulation [30]. Based on the analysis, the
manager of the organization can make decisions that influence the system, for instance,
by introducing an IT system. In this case, we call the models analysis/design models.
Whether the intervention will have the foreseen effect is not guaranteed: what is built
is not the system as a whole, but certain elements of it. In the field of Information
Systems, the manager can introduce new IT, and new methods (structuring the business
processes), and in that way enhance the Information System in the broader sense. In
terms of the ontology of artefacts, these systems are non-technical artefacts, if there is
a design specification, with a make plan and use plan, and these plans may take the
form of a “design model” or “use model”. In the near future, we expect these kind of
analysis/design models to play a role in autonomous intelligent systems (robots). Not
only for building these systems, but also for these systems themselves to reason about
their environment.

In many situations, such as a meteorological system, there is no design specification,
but we can have a model for analysis and prediction purposes.

Let us consider the example of an Entity Relationship diagram. It has a dual nature.
On the one hand, it can be used as an analysis model of a non-technical system, for
instance, a household. In most cases, it is an analysis/design model of a non-technical
artefact, for instance, a university domain consisting of students, enrollments etc., that
wants to build an IS. On the other hand, it is used to build a database system, a technical
artefact. This design takes place in the conversation between system designer and user
(that is why the graphical representation is useful) and the ER model is the make plan
of the IT application. So: database systems are artefacts. “The ER model” as introduced
by Chen is an artefact. The use plan of the ER model imbricates with the make plan of
the database, while the use plan of the IT application (with database) is imbricates with
the make plan of the IS (the analysis/design model of the IS).

We can go one step further and consider the purpose of the model. According to
Boon and Knuuttila [4:693], ‘the models developed in the engineering sciences should
be distinguished from the models produced in engineering [in technological practice].
Whereas the latter usually represent the design of a device or its mechanical workings,
models in the engineering sciences aim for scientific understanding of the behavior of
different devices or the properties of diverse materials’ (cf. [10, 25]).

The intended use of the model for scientific understanding resonates with the design
science perspective, although the distinction between practical and scientific can be
diffuse. It is fair to say that the scientific rigor of the current DSR models is often lower
than in the exact sciences with their long mathematical tradition. However, this does not
invalidate the DSR ambition. In Transformational Design Research, the conversation
for design between designer and user is distinguished from the conversation between
the designer-researcher and the scientific community. Once a model is part of the latter
conversation, it may be called a techno-scientific object. At the type level we talk about
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DSR artefacts: the model in the form of a design text conforms to a DSR artefact at type
level, with make plan, use plan and attributed capacities of the model.

Summarizing, we have to distinguish different kinds ofmodels. They are all technical
objects, but they have different relationships to artefacts.

• Analysis models of (socio-technical or other) system. Some of these are IS artefacts.
Examples are domain models that aim to analyze the behavior, for instance, system-
dynamics simulations. The model instantiates “the system-dynamics” artefact.

• Analysis/design models of non-technical artefacts. Examples are BPMN business
process models used in IS design (part of use plan). Another example can be an
environment model that intelligent agents use for internal reasoning.

• Design models of technical artefacts. For instance, ER model. The model is both a
make-plan for the technical artefact database, and instantiates “the ERmodel” artefact.

• Scientific models as DSR artefacts. Example is the use of Petri Net models for analyz-
ing processes within technical or non-technical systems; or Codd’s relational database
model grounded in set theory.

4.4 Summary

Our claim is that software program and IS application are the core domain artefact
types in Computer Science and Information Systems. The specification of these artefacts
can include models and formal languages/constructs. Instantiated systems [23] are not
artefacts in our ontology, but evaluation studies of these technical objects (or systems)
contribute to the design knowledge accumulated in the artefact to which the individual
conforms. From a Design Science perspective, techno-scientific models of the domain
artefacts and the related systems are artefacts on a second level that typically focus on
some aspect of the domain artefact. Our ontological analysis confirms the centrality of
most artefact types mentioned by March & Smith, but with several nuances. We have
made a key distinction between software program and IS application. We also claim
that always some element of a design can be isolated and give rise to new artefact types.
Furthermore, we have argued for a holistic view, that is, to see artefacts always in context
of the artefact network.

4.5 Practical Implications

Based on our ontological analysis, we can give some practical implications for the
designer and design researcher in the form of a preliminary set of guidelines.

• Keep the difference between technical objects and non-technical objects.
• Focus not on building an artefact, but on designing an artefact (where designing
includes the evolution of the design). Evaluate the artefact on the basis of its built
instances in their use context to accumulate design knowledge.

• Include in the artefact design some make plan that specifies the composition.
• Include in the artefact design one or more use plans that specify use conditions,
intended effect and relate to a use practice.
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• Perform the design always in conversation with actual or potential users. Identify
attributed capacities together and analyze the relationship between inherent and
attributed capacities.

• Integrate the designed artefact in the artefact network (aggregation dimension) and in
the artefact classification (identify type and distinguish it from siblings)

• (for the design researcher) Aim at developing techno-scientific models of domain
artefacts.

5 Conclusion

Artefacts are said to be the object of Design Science Research, but their ontological
status is often taken for granted. This has led to discussions and confusion about the
artefact status of information systems. In this paper, we have proposed some important
distinctions, in particular the distinction between a technical object (individual) and
the artefact (universal) and the distinction between technical artefacts and non-technical
artefacts.Whereas the literature often isolates either the designer intention or the artefact
use, our ontology keeps the two in balance. We have founded IS artefacts on writing
technology.

A new element in our ontology is to let the design specification inhere in a conver-
sation between designers and users, a conversation that has several phases, in fact, an
ongoing conversation as long as the artefact persists. Another aspect that we emphasize
is the imbrication structure of the artefact network. A general conclusion of our analy-
sis is that design research should broaden its narrow scope from building/evaluating an
isolated technical object in some delineated time span, at some place towards a holistic
view on technology development.

We are currently working on a formal presentation of our artefact ontology grounded
in UFO. We are also working on how to represent social artefacts such as laws in the
ontology.
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Abstract. Intelligent systems and services are the strategic targets ofmany current
digitalization efforts and part of massive digital transformations based on digital
technologies with artificial intelligence. Digital platform architectures and ecosys-
tems provide an essential base for intelligent digital systems. The paper raises an
important question: Which development paths are induced by current innovations
in the field of artificial intelligence and digitalization for enterprise architectures?
Digitalization disrupts existing enterprises, technologies, and economies and pro-
motes the architecture of cognitive and open intelligent environments. This has
a strong impact on new opportunities for value creation and the development
of intelligent digital systems and services. Digital technologies such as artifi-
cial intelligence, the Internet of Things, service computing, cloud computing,
blockchains, big data with analysis, mobile systems, and social business network
systems are essential drivers of digitalization. We investigate the development of
intelligent digital systems supported by a suitable digital enterprise architecture.
We present methodological advances and an evolutionary path for architectures
with an integral service and value perspective to enable intelligent systems and
services that effectively combine digital strategies and digital architectures with
artificial intelligence.

Keywords: Digitalization and digital transformation · Intelligent digital
systems · Digital enterprise architecture · Architecture and systems evolution

1 Introduction

Influenced by the transition to digitalization, many companies are in the process of con-
verting their strategy, culture, processes and information systems to digitalization and
artificial intelligence. Today, the digital transformation [1] profoundly disrupts existing
companies and economies. The potential of the Internet and related digital technologies
such as the Internet of Things, cognition and artificial intelligence, data analysis, ser-
vice computing, cloud computing, blockchain, mobile systems, collaboration networks,
cyber-physical systems, and Industry 4.0 are strategic drivers and enable digital plat-
forms with rapidly evolving ecosystems of intelligent systems and services based on
service-dominant logic [2].
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Digitalization [3] promotes the development of IT systemswithmany, globally avail-
able and diverse, rather small and distributed structures, such as the Internet of Things or
mobile systems, which have a strong influence on the architecture of intelligent digital
systems and services. Data, information, and knowledge are fundamental concepts of
daily activities and drive the digital transformation [4] of today’s global society. New
services and intelligent, connected digital systems extend physical components by pro-
viding additional information and connectivity services using the Internet. Intelligent
digital systems are information systems that use artificial intelligence (AI) [5, 6] to sup-
port and relieve people, and that interact with people. Advances in artificial intelligence
have led to a growing number of intelligent systems and services.

The current work in progress paper focuses on the main research question:What are
key drivers and conceptual models of an advanced digital enterprise architecture that
supports intelligent digital systems and services?

Wewill proceed as follows. First, we establish the architectural context for digitaliza-
tion and digital transformation to intelligent digital systems. Thenwewill introduce basic
mechanisms of artificial intelligence and provide insights into our current work on a plat-
form for intelligent digital systems. We present our view of a suitable multi-perspective
digital enterprise architecture. We outline fundamental aspects of an architectural evo-
lution path for intelligent digital systems. Finally, in the last section, we conclude our
research results and mention our future work.

2 Digitalization and Digital Transformation

In the beginning, digitization was considered a primarily technical term [1]. Therefore,
a number of technologies are often associated with digitalization [3]: cloud computing,
big data combined with advanced analytics, social software, and the Intranet of Things.
New technologies, such as deep learning, are strategic enablers and strongly linked
to the progress of digitalization. They enable the use of computers for activities that
were previously considered exclusively for humans. Therefore, the current emphasis
on intelligent digitalization is becoming an essential research area. Digital services and
related products are software-intensive and, therefore, malleable and usually service-
oriented [7]. Digital products are able to enhance their capabilities by accessing cloud
services and to change their current behavior.

We are at a turning point in the development and application of intelligent digital
systems. We see great prospects for digital systems with artificial intelligence (AI) [5,
6], with the potential to contribute to improvements in many areas of work and society
through digital technologies.We understand digitization based on newmethods and tech-
nologies of artificial intelligence as a complex integration of digital services, products,
and related systems. For years we have been experiencing a hype about digitalization,
in which the terms digitization, digitalization, and digital transformation are often used
in a confusing way. The origin of the term digitalization is the concept of digitization.
According to [8], Fig. 1, we distinguish levels of digitalization.

When we use the term digitalization, we mean more than just digital technologies.
Digitalization [1, 8] bundles the more mature phase of a digital transformation from
analog over digital to fully digital. Through digital substitution (digitization), initially,
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only analog media are replaced by digital media, taking into account the same existing
business values, while augmentation enriches related transformed analog media func-
tionally. In a further step of the digital transformation, new activity patterns or processes
are made possible by a digitally supported modification of the basic concepts.

Digitalization Level Description Transformation Type Example

1. Substitution Tool substitute, 
no functional change

Digital Enhancement (1) Scientific paper as pdf file

2. Augmentation Tool substitute, 
functional improvements

Digital Enhancement (2) Enhanced pdf file with direct 
connectors to processes / tools

3. Modification Significant operation redesign Digital Transformation (1) Paper submission automatically
triggers the subsequent review 
process

4. Redefinition Creation of new operations, 
previously inconceivable

Digital Transformation (2) Digital platform and ecosystem 
of living scientific conferences, 
journals, and other assets with 
co-creating people and 
intelligent services

Fig. 1. Digitalization and digital transformation.

Finally, the digital redefinition (digitalization) of processes, services, and systems
results in completely new forms of value propositions [1, 2] for changing businesses,
services, products, processes, and systems. Digitalization is thus more about shifting
processes to attractive, highly automated digital business processes and not just about
communication via the Internet. The digital redefinition usually leads to disruptive effects
on business. Beyond the value-oriented perspective of digitalization, intelligent digital
business requires a careful adoption of human, ethical, and social principles.

3 Intelligent Digital Systems

The combination of hardware and software product components with intelligent services
from the cloud enables newways of intelligent interactionwith customers, as described in
[9]. The life cycle of digitized products is extendedby intelligent services.One example is
Amazon Alexa, which combines a physical device with a microphone and loudspeaker
with services, the so-called Alexa skills. Users can extend the capabilities of Alexa
with capabilities similar to apps. The set of Alexa capabilities is dynamic and can be
adapted to the customer’s requirements during runtime. Alexa enables voice interaction,
music playback, to-do lists, setting alarms, streaming podcasts, playing audio books, and
providing weather, traffic, sports, and other real-time information such as news. Alexa
can also connect and control intelligent products and devices.

From today’s perspective, probably no digital technology is more exciting than arti-
ficial intelligence, which offers massive automation possibilities for intelligent digital
systems and services. Most companies expect to gain a competitive advantage from AI.
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Artificial intelligence (AI) [5, 6] is often used in conjunction with other digital technolo-
gies [10] such as cloud computing, analytics, ubiquitous data, the Internet of Things,
and unlimited connectivity. Basic capabilities of AI concern automatically generated
solutions from previous useful cases and solution elements derived by causal infer-
ence structures such as rules and ontologies, as well as learned solutions based on data
analytics with machine learning and deep learning with neural networks.

Artificial intelligence receives a high degree of attention due to recent progress [11]
in several areas, such as image detection, translation, and decision support. It enables
interesting new business applications such as predictivemaintenance, logistics optimiza-
tion, and automatically added customer service management. Artificial intelligence sup-
ports decision-making in many business areas. Today’s advances in the field of artificial
intelligence [10–12] have led to a rapidly growing number of intelligent services and
applications. The development of competencies via intelligent digital systems promises
great value for science, economy, and society. It is driven by data, calculations, advances
in algorithms formachine learning, perception and cognition, planning, decision support,
and natural language processing.

The symbolic AI [5], which predominated until the 1990s, uses a deductive, ex-
pert-based approach. By interviewing one or more experts, knowledge is collected in
the form of rules and other explicit representations of knowledge, such as horn clauses.
These rules are applied to facts that describe the problem to be solved. The solution of
a problem is found by successively applying one or more rules using the mechanisms
of an inference engine [5]. An inference path can usually be followed backwards and
offers transparency and rationality over instantiated inference processes by “how” and
“why” explanations. The symbolic AI proved to be very effective for highly formalized
problem spaces like dedicated expert systems. After the last wave of enthusiasm in the
late 1980s, the focus of research shifted to other areas [10–12]. Ontologies [5] represent
the second wave of semantic technologies to support knowledge representations.

Unlike symbolic AI, machine learning [10] uses an inductive approach based on
a large amount of analyzed data. We distinguish three basic approaches to machine
learning: supervised, unsupervised, and reinforcement learning [12]. In supervised
approaches to machine learning, the target value is part of the training data and is
based on sample inputs. Typically, unsupervised learning is used to discover new hidden
patterns within the analyzed data. Reinforcement Learning (RL) is an area of machine
learning where software agents work to cooperatively maximize cumulative rewards.
The exploration environment is specified in terms of a Markov decision process, as
many reinforcement learning algorithms use dynamic programming techniques. Rein-
forcement learning does not require marked input/output pairs, and suboptimal actions
do not need to be explicitly corrected.

Digital technologies are changing the way we communicate and collaborate with
customers and other stakeholders, even competitors, to create value [1, 2]. Digital tech-
nologies have changed the waywe look at how to analyze and understand awide range of
real-time data from different perspectives. The digital transformation has also changed
our understanding of how to innovate in global processes, to archive and develop intel-
ligent digital products and services faster than ever before, to achieve the best available
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digital technology and quality. We are currently researching a cognitive co-creation plat-
form that enhances key intelligent digital systems. We consider the evolutionary dynam-
ics of an integrated architecture lifecycle management for intelligent artifacts, such as
digital strategy, digital operating model, intelligent models for service composition,
digital enterprise architecture, and intelligent services and products.

4 Digital Enterprise Architecture

A targeted digital business architecture [1, 3], should be part of an enterprise architec-
ture [13] that provides a comprehensive view of integrated business and IT elements.
More specifically, we integrate configurations of stakeholders (roles, responsibilities,
structures, knowledge, skills), business and technical processes (workflows, procedures,
programs), and technology (infrastructure, platforms, applications) to implement digital
strategies and compose value-producing digital products and services. The digital busi-
ness design does not only include simple business restructuring or just a focus on IT
architecture. Above all, digital business is an aspect that is currently in use and constantly
changing. Therefore, the digital business design is not an end state.

We start by revisiting and modeling the digital strategy [14], as shown in Fig. 2,
which sets the digital modeling direction and establishes the basis and value framework
for the business definition models, with the business model canvas [15] and the value
proposition canvas [16]. With the basic models for a value-based business [2], we assign
these basic digital business models [15, 16] to a business operating model [1]. The value
perspective of the business model canvas [15] leads to appropriate mappings to the value
models of the enterprise architecture supported by ArchiMate [17, 18]. Finally, we set
the framework for the systematic definition of digital services and associated products
by modelling digital services and product compositions.

Fig. 2. Integral value and service perspective.

We have extended our service-oriented enterprise architecture reference model [19]
for the evolving context of digital transformation by microgranular structures and the
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consideration of related multi-perspective architectural decision models, supported by
viewpoints and functions of an architecture management cockpit. DEA - Digital Enter-
prise Architecture Reference Cube provides a holistic architectural reference model for
the bottom-up integration of dynamically composedmicrogranular architectural services
[7, 20], and their models (Fig. 3).

EnterpriseArchitectureManagement [13], as defined todaybyvarious standards such
as [18], uses a fairly large number of different views and perspectives to manage current
IT. An effective and agile architecture management approach for digital enterprises
should also support the intelligent digitalization of products and services and be both
holistic and easily adaptable [19]. A successful digital architecture should use a service
platform [3] that supports a network of actors-to-actors and hosts a set of loosely coupled
services as part of a rapidly growing digital ecosystem [2, 3]. A service platform is a
modular structure that connects and integrates resources and actors sharing institutional
logics [19] and promotes the value co-creation [1] through the exchange of services
according to the service-dominant logic [2].

Fig. 3. Digital enterprise architecture reference cube.

The traditional operational backbone of core IT services [1] does not provide the
transition speed and flexibility required for continuous, rapid, and agile digital innova-
tion because it is designed for stability, reliability, and efficiency. As a result, digital
enterprises are designing a second backbone for the use and hosting of digital services.
The digital services backbone [14] brings together business and technology competen-
cies that enable rapid development and deployment of digital innovation. The backbone
of digital services includes: digital components as a set of business and technical ser-
vices; platform as service: a technology environment that hosts large amounts of loosely
coupled software as a service, such as microservices; repositories for the continuous col-
lection of large amounts of human and sensor data; analytics to transform data insights
into meaningful recommendations and links to data, systems, and processes from the
operational backbone.
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The ability of a platform to grow rapidly is based on the principle of network effects
[1] and smooth entry points for a large number of new participants. Mature platforms
often evolve towards greater openness. The value of platforms is derived from the com-
munity they serve. The design of a platform shouldfirst support its core interaction,which
is easily accessible and inevitable. Therefore, a digital platform [2] should provide three
core functions: Pull, facilitation, and matching. As the participants and resource base
of the platform grows, participants will find new ways to interact to expand the core
interaction. Digital platforms are superior to traditional fixed value chains because of
the value generated by network effects, which often enable essential disruptive changes
in business operations.

5 Evolution Path

Intelligent or smart service systems [21] bring together people, technology, organization,
and information. Intelligent or cognitive digital systems [10] are instrumented by sensors
and actors [20], store data in the cloud and are accessible from multiple devices. These
systems are able to learn, adapt dynamically, and make decisions. Therefore, the design
of intelligent service systems requires a clear understanding of human interaction with
technology and a human-centric design [21].

Decision analytics offers increasingly complex support, especially in the develop-
ment and evolution of sustainable digital architectures [19]. We can identify two far-
reaching perspectives of software evolution: First, software can be designed to anticipate
changes by the original software developer to facilitate evolution by predicting possible
change perspectives of new software. The main mechanism of proactive change is based
on the modularity of service structures. Secondly, software evolution can be managed
during the maintenance phase by using specific tools and methods.

An important prerequisite for building and analyzing solid digital service systems
and enterprise architectures [13, 19] is a formal understanding of the nature of services [7]
and their model-based relationships.We currently have to consider amajor shift from the
traditional software engineering approaches of the closed world to open service systems
with autonomous parts [20].

The main challenges of service computing for the next ten years lead to a redefi-
nition of service computing, as postulated by [22]. The Service Computing Manifesto
sets out a strategy that positions new concepts and technologies to support the service
paradigm. The Service Computing Manifesto shows the development path of four main
artifacts: Data, Information,Knowledge, and Service. The ServiceComputingManifesto
recommends focusing on four main research directions by specifying both challenges
and a research roadmap: Service Design, Service Composition, Crowdsourcing Based
Reputation, and the Internet of Things.

6 Conclusion and Future Research

Starting from our basic research question, we first set the context from digitalization and
digital transformation to a systematic value-based digital service design according to
the service-dominant logic. We identified suitable AI mechanisms to enable intelligent
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digital systems and services. To support the dynamics of digital transformation with
intelligent digital systems, we have developed an adaptive architecture approach for
digital enterprise architecture and a deeper understanding of an evolutionary path for
both intelligent digital systems and their architecture. The strengths of our research
result from our integral approach of an essential model mapping of digital strategies
to value-based digital operating models for intelligent digital systems and services on
a closely related digital platform, supported by a unified digital architecture reference
model. The limitations of our work result from an ongoing validation of our research
and open questions in the investigation of extended AI approaches and the management
of inconsistencies and semantic dependencies. We are working on a platform to extend
human-controlled dashboard-based architectural decision making with AI support.
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Abstract. Technology-assisted behaviour awareness and change is on the rise.
Examples include apps and sites for fitness, healthy eating, mental health and
smoking cessation. These information systems recreated principles of influence
and persuasion in a digital form allowing real-time observation, interactivity and
intervention. Peer support groups are one of the behavioural influence techniques
which showed various benefits, including hope installation and relapse preven-
tion. However, unmoderated groups may become a vehicle for comparisons and
unmanaged interactions leading to digression, normalising the negative behaviour
and lowering self-esteem. A typical requirement of such groups is to be of a social
and supportive nature whereas moderation, through humans or artificial agents,
may face a risk of being seen as centralised and overly managed governance app-
roach. In this paper, we explore the requirements and different preferences about
moderators as seen by members. We follow a mixed-method approach consisting
of a qualitative phase that included two focus groups and 16 interviews, followed
by a quantitative phase, including a survey with 215 participants who declared
having well-being issues. We report on the qualitative phase findings achieved
through thematic analysis. We also report and discuss the survey results studying
the role of gender, self-control, personality traits, culture, the perception of useful-
ness and willingness to join the group as predictors of the members’ expectations
from moderators, resulted from the qualitative phase.

Keywords: Human factors in information systems · Peer support groups ·
Behaviour change system

1 Introduction

There is a growing number of studies on the use of technology to combat problem-
atic behaviour and enhance wellbeing. Examples include the use of mobile apps for
smoking cessation, improving mental health, fitness, diet and physical activities [21].
The advances in sensing technology and handheld devices combined with the ubiq-
uitous connectivity to internet created opportunities for utilising technology to assist
behavioural change and self-regulation systems in a more intelligent, contextualised and
situation-aware style. Such solutions have been applied both in work environments, e.g.
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gamifying task performance [29], and in a personal context such as enhancing wellbeing
and combatting problematic behaviour [19, 20].

Most technology-assisted behaviour awareness applications available in the market
and discussed in the literature are meant for a single user where the communication is
between the software and the user and where exploitation of social techniques, such
as peer learning and support, is limited. The main challenge of these information sys-
tems was typically to engage users with such solutions and increase their retention
[33]. For example, Ciocarlan et al. [28] studied and designed an application around
happiness where user engagement was maximised by sending different persuasive mes-
sages for activities to do. Feedback messages about individual performance are the main
techniques utilised in health applications to motivate users and keep them engaged [24].

The strategies and techniques used to motivate, and influence behaviour can differ
according to the personal and environmental context. Factors such as age, personality
traits, gender and culture have been studied, and such differenceswere identified.Orji and
Mandryk [25] studied the effect of culture on the persuasive intervention in the context of
healthy eating behaviour change applications, aswell as the role of gender and age groups
as moderating factors. Also, Orji et al. [26] studied the effect of gender and age on the
six principles of influence proposed by Cialdini [30] and showed significant differences.
Mainly, it showed that females are more responsive to most of the influence strategies
thanmales.Alkis andTemizel [27] studied the relationship between personality traits and
the effectiveness of Cialdini strategies and showed significant differences. For example,
people with high agreeableness (as one of the Big Five personality traits model [31]) are
more likely to be affected by the opinions of others whether peer, i.e. social proof, or
authority (two of Cialdini strategies [30]).

Online peer groups are a type of technology-assisted behaviour awareness software
that is meant to provide peer support, counselling, motivational and learning environ-
ment, and ambivalence reduction through sharing and hope installation. Online peer
groups are a synthesis of various influence strategies, including peer pressure, commit-
ment and goal setting, surveillance, and authority through moderator or caregiver. This
means that online peer groups, in their governance, design, acceptance and rejection can
similarly be affected by variables like gender, personality traits, culture and self-control.
Peer groups are typically moderated to prevent unintended harmful interactions within
them. They may become a forum for learning or boosting negative behaviours and nor-
malising the problematic behaviour and reducing the sense of culpability of committing
it due to excessive peer emotional support [22]. However, the moderator role is delicate
as the spirit of groups is social and authority can be seen as overly restrictive and deter
members from joining, entice reactance, conformity and dishonesty.

In this paper, we explore the peer groups members perception of the moderator role
and how their personal and cultural characteristics can affect that perception. This is
to help the engineering of online peer groups platforms so that moderators are assisted
by tools and access needed to play their role and also to help the governance strategies
and configuration of such online platforms. As a method, we adopted a mixed-method
approach exploring in its qualitative phase the members’ perception of the role of the
moderator and in its quantitative face, the effect of gender, self-control, personality
traits, culture and the perception of usefulness and willingness to join the group on
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that perception. Such users’ studies yield important knowledge for health and social
information systems design and increasing users’ acceptance [34, 35].

2 Research Method

We adopted a mixed-methods approach which consisted of an initial qualitative phase
followed by a quantitative phase. The participants in both phases self-declared to have
problematic behaviour, mainly online behaviour, that has been affecting their wellbeing
issues.

2.1 Qualitative Phase: Exploring Participants Perception of the Moderator Role

We first conducted a focus group study consisting of two sessions. The first session
aimed at getting insights into how online peer groups are perceived by people who self-
declared to have problematic online behaviour and what they needed to see in it. The
second focus group aimed at identifying the design of online peer groups platformswhere
mock interfaces were made available to the participants. The interfaces were based on
the results of the first focus group, and the participants were able to amend and comment
on them. The two focus group sessions were conducted with the same six university
students; three male and three females, aged between 20 and 26. The participants were
a social group in real life, and this was beneficial as it removed concerns regarding trust
and privacy during the discussion process. We performed a thematic analysis [23] on the
data collected through the sessions and analysed the annotations on the interfaces. The
analysis revealed main factors concerning the (i) acceptance and (ii) rejection factors of
this approach as well as (iii) governance styles and (iv) moderator profile and role.

Then we performed in-depth interviews to delve into the details of these themes.
For example, we explored the role of feedback and monitoring, membership and exit
protocol within the governance theme and the skills expected, allocation strategy and
authority within the moderator role. We conducted 16 interviews with students who
self-declared to have a wellbeing issue around their digital behaviour, e.g., obsessive or
compulsive use. The sample consisted of 8 males and 8 females, aged between 18 and
35. Each interview lasted between 30 and 40 min. The interviews were transcribed and
analysed via thematic analysis [23].

2.2 Quantitative Stage: Members’ Profile Effect on Perception of Moderator

We designed a survey around the interview findings, which included the perception of
moderator and their role. The survey was disseminated both online and in person. A £5
incentive was offered to respondents given the lengthy nature of the survey.We collected
215 completed responses; 105 (49%) male and 109 (50%) Female and one participant
preferred not to answer on the gender question. The participants were 17 to 55 years
old. The survey started with a validation question of whether a participant has wellbeing
issues as a precondition to take part.

To study the effect of personal and environmental factors on the perception ofmoder-
ator, the survey included questions around six factors which were gender (male/female);
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country; perceived usefulness of peer support groups; willingness to join a peer support
group; the five personality traits [31] (extraversion, agreeableness, conscientiousness,
neuroticism and openness); and self-control [32]. The survey included 29 questions
around the six themes of moderator roles which were the findings from the qualitative
study, summarised in Table 1 and Table 2. The moderator roles Likert scale questions are
based on “agreeing” or “disagreeing” with five rating scale. We disseminated the survey
mainly in the UK, the Kingdom of Saudi Arabia (KSA) and Syria. We collected 104
completed surveys from KSA and Syria (55 male/49 female, mean age = 26.7, SD =
6.39), and 85 from the UK (35 male/50 female, mean age= 24.07, SD= 6.39) while the
rest were from other countries, mainly in Europe. This allowed us to study statistically
whether there was a difference between Middle Eastern culture (KSA and Syria) and
Western culture (UK). As such, the total sample size used within the analysis reported
here was 189.

3 Moderation Requirements: Members Perspective

The qualitative phase analysis revealed six main themes are summarised in Fig. 1 and
Fig. 2. Table 1 and Table 2 include the phrasing in survey questions which was used to
reflect the qualitative findings. In the survey, we aggregated codes further to reduce the
number of survey options.

3.1 Moderator Nature

The analysis indicated various requirements of the group moderator’s traits, especially
of the sentient nature of the moderator. Participants have three viewpoints regarding the

Fig. 1. Moderator profile and role as seen by members: thematic map
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Table 1. Moderator profile and role as seen by members: a table view

Theme Sub-theme

[A1] Moderator nature [A1.1] Software, e.g. automatic target calculation and
advice-giving
[A1.2] Human
[A1.3] Blended, i.e. human and software together

[A2] Moderator allocation strategy [A2.1] Voting by members
[A2.2] Experience-based, e.g. experience in group
management, counselling, previous success, etc.
[A2.3] Rota-based, i.e. each member becomes a
moderator for sometime
[A2.4] Performance, e.g. those who prove to be a helper
to others, enhancing personal wellbeing score, etc.

[A3] Moderator skills [A3.1] Had the well-being issue in the past and recovered
from it
[A3.2] High communication skills
[A3.3] Management and leadership skills

[A4] Moderator authority [A4.1] To manage membership, e.g. adding new members
and banning members who violate the rules
[A4.2] To ban members from doing certain activities, e.g.
banning video games and social media at night hours
[A4.3] To set up the online environment, e.g. the colours,
the forum topics, the sounds, the reminders

[A5] Moderator reinforcement role [A5.1] Reward members based on the improvement of
their performance
[A5.2] Issue penalty based on the poor performance
[A5.3] Reward members based on interactions, e.g. help
others and adherence to chat rules
[A5.4] Issue penalty based on interactions within the
online group

moderator’s nature. The first viewpoint [A1.1] was that the platform should be managed
by intelligent softwarewhichwould provide “24-h help, and advice and members will get
a response immediately from the moderator”. The second viewpoint [A1.2] was that the
moderator should be human and that “would help to understand members feelings and
provide support based on a human experience”. The last viewpoint [A1.3] recommended
that the platform is designed to have blended management which has both human and
software management. The participants argued that the platform should be assisted by
intelligent software and administered and configured by a humanmoderator for tailoring,
scheduling and sending notifications and feedback messages. Participants emphasised
that humanmoderator is more credible for providing emotional support and personalised
dialogue.
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Fig. 2. Moderator tasks as seen by members: thematic map

3.2 Moderator Allocation Strategy

There has not been a consensus on the strategy to allocate moderator and different
viewpointswere expressed.Thefirst opinion [A2.1]was thatmoderator allocation is done
based on voting technique and “group members should vote for the group moderator,
the moderator could be a group member, or persons offer themselves to be moderator”.
The second opinion [A2.2] is that moderator allocation should be based on personal
experiences such as having the same problem as the members in the past or skills in
group management and counselling. The third opinion [A2.3] is that the moderator
allocation should be a rota-based and everyone is given a chance to play it as this “would
help members to learn how to be moderator” and also increase their belongingness and
relatedness to others. The last opinion [A2.4] is that group moderators should be one of
the group members and allocated based on the past performance and goals achieved. A
participant commented that “the member who has achieved most of the group goals or
collected more points could become the moderator of the group” and act as a role model.

3.3 Moderator Skills

The facet of moderator knowledge and experience was highlighted as one of the most
important factors which would motivate members to join a group and engage in its inter-
actions. Different requirements were expressed. The first [A3.1] was domain experience,
such as having had the same issue in the pasting and overcoming it so that their advice
and support are more influential. The second [A3.2] related to having communication
skills including verbal, non-verbal, written, visualizations and diplomatic skills. The
participants justified the need for diplomatic skills believing that this would help mem-
bers epically when they set collective goals requiring all of them to work together and
also help to manage the members’ interactions and potential tensions. The third [A3.3]
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Table 2. Moderator tasks as seen by members: a table view

Theme [A6] Moderator tasks

[A6.x] Sub-theme [A6.x.y] Sub-Sub-theme

[A6.1] Monitor group members [A6.1.1] Access the data about members’ performance,
e.g. achievement of goals and progress made towards them
[A6.1.2] Access data around the style of communication
of members, e.g. reports indicating members to be helpful,
distractor, digression, etc.

[A6.2] Manage performance goals [A6.2.1] Specify performance goals for members
[A6.2.2] Modify goals for members, e.g. grant an
extension
[A6.2.3] Review goal achievement with members
frequently
[A6.2.4] Discuss barriers to goals achievement with
members, e.g. resolving conflicting goals
[A6.2.5] Send personalised best practices and advice on
how to achieve goals to members

[A6.3] Provide feedback [A6.3.1] Send feedback about how the group is
performing as a whole, i.e. collectively
[A6.3.2] Send feedback about self-progress to members,
e.g. their self-improvement
[A6.3.3] Send feedback to members about their
interaction, e.g. being seen as a helper or distractor
[A6.3.4] Choose the communication channel to use with
members, e.g. text, audio, non-verbal such as emoji, chat,
etc.
[A6.3.5] Choose the framing and the tone of the feedback,
e.g. guidance, assertive, strict, friendly, etc.

related to leadership and management skills. The participants felt that the moderator
who has leadership skills would be able “to explain in clear steps how to achieve the
goals” and what is expected for them to do so and be able to follow up.

3.4 Moderator Authority

It was generally agreed that moderators should have the power to manage group mem-
bership, restrict some interactions and actions and change the platform interface. The
first authority aspect [A4.1] related to managing membership, such as adding members
and keeping groups live so that “if a member leaves the group the group moderator
should have the ability to replace them with a new member”. The second [A4.2] related
to the ability to ban members based on progress or unhealthy and negative interactions
with others. A participant commented that “any member who doesn’t interact with other
group members could be banned for a period of time by the moderator” as this is against
the spirit of being in a group. Others suggested that “any member who distracts other
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members could be banned”. The third moderator authority aspect [A4.3] related to the
manager ability to change the online platform settings such as the colours, available
emoji and notification sounds. Participants mentioned that this could be for cosmetics
purposes but also to reflect progress, e.g. the use of colours to indicate group member
performance and collective performance.

3.5 Reinforcement and Encouragement Functions

Participants felt that the online peer groups should provide tools for the moderator to
apply reinforcement and encouragement functions around both the performance towards
achieving goals and the interactions with other members. The moderator shall be able
to reward [A5.1] and issue penalty [A5.2] based on tracking and comparing member
performance in relation to achieving goals. Similarly, the moderator shall be able to give
rewards [A5.3] and issue penalty [A5.4] based on the characteristics of the interactions
of a member within the group, e.g. being helpful, adhering to the chat rules, and avoiding
distraction and private messaging outside the group. A user who becomes a helper, for
example, by helping other group members with advice and moral support should “get
points and a member who has high points could become group admin as a reward”.
Penalty, such as reducing points or banning members, temporarily or completely should
be related to when “violating the group norms and disturbing others”. The participants
appreciated that the group moderator should be able to monitor the group members’
progress and performance toward their goals and interactions. Also, the participants
thought members performance and interaction shall not be measured in a uniform style
as members roles and stage of behaviour change can be different.

3.6 Moderator Tasks

The group moderator is considered central to running and managing the online peer
groups. The participants suggested various preferences and opinions around the set of
activities and tasks for moderators which are [A6.1] Monitor group members, [A6.2]
Manage performance goals and [A6.3] Provide feedback.

Monitor Group Members. The participants recommended that two requirements
should be considered when designing the group monitoring system administered by
the moderator. The first design requirement is that the moderator is able to monitor
group members’ performances [A6.1.1] and require the moderator should be able to
“monitor group member’s progress and achievement and compare it with other group
members”. The second requirement is that themoderator should have the ability tomoni-
tor the group’s communication style and interactions, such as being a distraction or helper
[A6.1.2]. Monitoring members’ interactions such as “monitor messages and feedback
send between members”, the interaction could be positive or annoying messages.

Manage Performance Goals. The participants highlighted the importance of setting
goals and considered it as one of the moderator’s tasks and they suggested various opin-
ions to themoderatorwhenmanagingperformancegoals. Thefirst opinion recommended
moderator should specify performance goals for members [A6.2.1] and the participants
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suggested the online peer group platforms should be designed to “allow moderators to
set goals specifically for new members”. Some of the participants mentioned that some
of the group members had difficulty controlling their behaviour and they required “more
help and support from moderators, specifically in setting their own goals”.

The second viewpoint was that the moderator should be able to modify goals for
members [A6.2.2]. The participants suggested two various ways of modifying the goals.
The first viewpoint is that the moderator should be able to stop the tracking system
for specific users for a period. For example, a participant said that “I am a student
and sometimes I use digital media for study purposes, so it is useful if the moderator
enables me to stop the tracking system, after contacting the moderator and clarifying a
reasonable reason”. The second viewpoint is the platform should be designed to enable
the moderator to change the time-plan for a specific user. For example, a participant
mentioned that “sometimes I am doing something important or I am travelling so I need
extra time on specific days’ the moderator should be able to change the time plan”.

The third requirement is that the moderator should be able to review individual and
collective goals [A6.2.3] and have the ability to modify the goals to become achievable
goals that would motivate users to commit to the group goals. The fourth opinion is that
the moderator should have the ability to discuss with members the “barriers to goal
attainment” [A6.2.4]. The last opinion is moderator should be able to send personalised
best practices and advice on how to achieve goals to members [A6.2.5].

Provide Feedback. The participants suggested various design requirements of themod-
erator feedback; also, they recommended several features to moderator feedback which
included reason and subject of the feedback, communication channel and feedback fram-
ing. The interview analysis indicated that participants required various requirements
about the feedback’s reasons and subject, the first requirement is to send feedback about
how the group is performing [A6.3.1]. The moderator feedback should be based on
“compare peer progress with a specific peer” that has a similar profile or demography.
Participants argue that peer-to-peer progress feedback would help them to know their
progress level and identify if their progress is good, or if they or need to work more to
achieve the group goals.

The second requirements suggested moderator provide feedback about self-progress
tomembers [A6.3.2]. The participants recommended that themoderator feedback should
be based on “compare current performance and past-performance which would help to
know the progress and would encourage achieving the usage goals”. Moreover, partici-
pants felt that the moderator feedback is not only about user performance and progress;
they recommended that the feedback should involve member’s interaction within the
group [A6.3.3].

The fourth requirement is that the moderator should choose the communication
channel to use with members [A6.3.4]. Participants suggested different communication
preferences and moderator feedback, such as receiving feedback as writing, non-verbal
cues such as emoji’s, pop-up text messages or in chatrooms, whether audio or text. The
last requirement is that the moderator should choose the framing and the tone of the
feedback [A6.3.5]. Participants mentioned two types of framing in which is a positive
frame or frame the feedback to have “an order and gaudiness”. Also, the participants
mentioned the importance of feedback tone; they suggested that the feedback tone should
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be “strict and more formal”. In their opinion, strict feedback should be more effective
and forced to follow the moderator guide and advice.

4 Moderation Requirements: Personal and Cultural Effects

A series of linear multiple regressions using the enter method were conducted on
the survey results. In each model the predictors were gender (male/female); country
(UK/Middle East); perceived usefulness of peer support groups; willingness to join a
peer support group; the five personality trait scores of extraversion, agreeableness, con-
scientiousness, neuroticism and openness; and finally, the self -control score. For each
model, the outcome measure was the individual questions used to measure attitudes
relating to the moderator role and tasks, as identified within the description of each
model result in the section below. Multicollinearity diagnostic was conducted prior to
the analysis to determine the suitability of conducting multiple regressions.

4.1 Moderator Nature [A1]

In term of the nature of the moderator models, we found that none of the models was sig-
nificant for the three outcomemeasures relating to this topicwere significant, whichwere
[A1.1] Software, e.g. automatic target calculation and advice-giving; [A1.2] Human; or
[A1.3] Blended, i.e. human and software together.

4.2 The Strategy for Allocating Human Moderators [A2]

The strategy for allocating group moderator has four models; the regression analysis
indicated that one of the models tested within this section was significant. The findings
showed that [A2.1] voting by group members is a significant model for allocating the
group moderator. Voting by members significantly predicted 12% of the variance (R2

= .12, F (10,160) = 2.12, p < .05), with the significant predictors being perceived
usefulness of online peer support groups (β = −.21), willingness to join online peer
support groups (β = .25), openness (β = −.09) and self-control (β = −.03). As such as
perceived usefulness of online peer support groups increased if the agreement with the
strategy of voting by members increased; however conversely willingness to join online
peer support groups decreased as an agreement with this strategy increased. As both
openness and self-control increase is a decrease as acceptance of the strategy decreases.
The models for the three remaining strategies ([A2.2], [A2.3] and [A2.4]) within this
section were non-significant.

4.3 Moderator Skills [A3]

In term of the moderator skills models, we found that none of the models was significant
for the three outcome measures relating to this topic, which were [A3.1] Had the well-
being issue themselves in the past and recovered from it; [A3.2] High communication
skills (verbal and non-verbal, diplomacy, motivating language, etc.); [A3.3] Knowledge,
e.g. behavioural change, management and leadership skills.
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4.4 Moderator Authority [A4]

In term of the moderator authority in the peer group, the analysis found that one of the
models within the section was significant. The model for [A4.1] Manage membership,
e.g. adding new members and banning members who violate the rules, etc. (R2 = .15,
F(10,160)= 2.74, p< .01) accounted for 15% of the variancewas significantly predicted
by the single predictor of conscientiousness (β= .19). As such acceptance of this strategy
increased as conscientiousness increased.Theother twomodels ([A4.2] and [A4.3])were
not significant.

4.5 Ability and Responsibility to Apply Reinforcement Functions [A5]

The responsibility of the moderator to issue rewards and penalties has four models. The
regression analysis finding showed that two of the models in this section were signifi-
cant. The outcome of [A5.1] Rewards to members based on the improvement of their
performance model (R2 = .15, F (10,160) = 2.19, p < .05) accounted for 15% of the
variance and was significantly predicted by agreeableness (β = .09), conscientiousness
(β= .12) and self-control (β−.03). As such acceptance of this strategy increases as does
agreeableness and conscientiousness; however, as self-control increases acceptance of
the strategy decreases. The outcome of [A5.3] Rewards based on the member’s interac-
tions within the online group, e.g. helping others, etc. model (R2 = .11, F (10,160) =
1.98, p< .05) accounted for 11% of the variance and was significantly predicted equally
by agreeableness (β= .10) and conscientiousness (β= .10). The other twomodels within
this section ([A5.2] and [A5.4]) were not significant.

4.6 Moderator Tasks [A6]

[A6.1] Moderator Ability and Responsibility to Monitor the Group Members.
One of the moderator tasks is to monitor the group members, which was analysed with
two models. The regression analysis findings show that one model in this section was
significant. The finding showed that [A6.1.2] Access data around the style of communi-
cation of members, e.g. reports indicating members to be helpful, distractor, digression,
etc. model (R2 = .12, (F (10.160) = 2.222, p < .05) accounted for 12% of the vari-
ance, with two predictors significantly contributing to the model: conscientiousness (β
= .13), and self-control (β=−.03). As such acceptance of this strategy increased as con-
scientiousness increased; however, as self-control increases acceptance of the strategy
decreases. The other model in this section [A6.1.1] was not significant.

[A6.2] Moderator Ability and Responsibility to Manage Performance Goals.
The responsibility of the moderator to manage performance goals has five models. The
regression analysis showed that three models in this section were significant. The model
[A6.2.1] specify performance goals for members (R2 = .12, F (10,160)= 2.317, p< .05)
accounted for 12% of the variance and was significantly predicted by conscientiousness
(β = .08), and self-control (β = −.02). As such acceptance of strategy increased as
conscientiousness increased, however, as self-control increases acceptance of the strat-
egy decreases. The outcome of [A6.2.3] The strategy of Review goal achievement with
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members frequently (R2 = .12, F (2.233), p < .01) accounted for 12% of the variance
and was significantly predicted by the willingness to join online peer support groups (β
= .19), conscientiousness (β= .09) and neuroticism (β= .07). As such as acceptance of
strategy increased as the willingness to join online peer support groups and neuroticism
increased; however, respondents from the Middle East were significantly less likely to
demonstrate acceptance of this strategy. The other three models within this section were
not significant, which had the outcomes of [A6.2.2], [A6.2.4] and [A6.2.5].

[A6.3] Moderator Responsibility and Permission to Provide Feedback to Members.
In term of the moderator provide feedback, the analysis found that two models within
section were significant. The model for [A6.3.2] Send feedback about self -progress to
members, e.g. their self -improvement (R2 = .12, F (10, 160), p < .05) accounted for
12% of the variance was significantly predicted by the single predictor of self-control (β
=−0.025). As such acceptance of this strategy increased as does self-control decreased.
The model for [A6.3.4] Choose the communication channel to use with members, e.g.
text, audio, non-verbal such as emoji, chat, etc. was significant (R2 = .15, F (10,160)
= 2.712), p < 0.05), accounting for 15% of the variance, significantly predicted by the
three predictors. These were culture, extraversion and openness (β = −.49), (β = −
.13), (β = −.11). As such, both extraversion and openness increased, acceptance of the
strategy decreases. There was significantly greater acceptance of this strategy in the UK
than in the Middle East.

The model for [A6.3.5] Choose the framing and the tone of the feedback, e.g. guid-
ance, assertive, strict, friendly, etc. was significant (R2 = .14, F (10,160), p < .01),
accounting for 14% of the variance of the model. This was predicted by culture and
self-control (β=−.29) and (β=−.31). As such acceptance of this strategy increased as
self-control decreased, and the strategy was significantly more likely to be accepted in
theUK than theMiddle East. Bothmodels for [A6.3.1] and [A6.3.3] were not significant.

5 Discussion

The regressions that were found to be significant accounted for approximately 12 – 15%
of the variance in each outcome measure. As such, they in part, explain the reported
attitudes and opinions, albeit it to a relatively small degree. The two personality traits of
agreeableness and conscientiousness, alongwith self-control, were consistently amongst
the significant predictors. This is perhaps as would be expected, as each of these pre-
dictors can feasibly relate to how accepting an individual is to be part of a group and to
have their actions shaped and monitored by members in that group.

It is interesting to note which predictors were not found to be significant. The model
for a preference towards the moderator being human, software or a combination of both
was not significant. This is in contrast to various models of technology acceptance,
from which it could be expected that individuals may not respond to technology-based
agents in the same way as human group members [1]. In addition, it has been found
consistently throughout social psychological research that individuals exhibit biases
when comparing their own knowledge and skills against those of their peers (for example
[2]). In relation to the results of the current study, this may suggest that people do
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not distinguish between a moderator who is human and one who is software-based.
Research into the leader-member exchange theory in a range of domains, including
health information management [3], has demonstrated that the relationship between a
leader and a group is complex, with expectations on the part of the group members on
how the group should be managed. Despite this, the regression models for moderators’
skills (knowledge, leadership communication) were also not significant. Given this, it
is of interest that none of the predictors appeared to differentiate between human and
software-based group moderators.

The model for moderator allocation occurring through a voting system was signif-
icant, although it is notable that whilst the perception of the usefulness of this strategy
was a positive predictor, the willingness to join such a group was a negative predictor.
This may suggest that individuals recognise the benefits of the democratic process of
choosing the moderator through an election, without necessarily wishing to be subject to
the consequences of this voting process. This could relate to the need to assert unique-
ness, which refers to the drive individuals have to demonstrate that they are not bound
by social rules [4]. This could reflect an awareness of the part of the respondents of the
phenomena of groupthink, in which groups are observed to make more risky, extreme
and often objectively worse decision than individuals do alone [5]. Avoiding unintended
consequences such as these are of course one of the underlying reasons why the group
would have a moderator in the first instance; however, given the relative novelty of mod-
erator facilitated online peer support groups it is possible that when asked about this
respondents struggled to conceptualised what was meant.

Social facilitation occurswhen the presence of an audience improves performance, as
explained bydrive theory [6]. Thismay result in part account for the significant regression
model which found that the personality traits of agreeableness and conscientiousness
positively predicted the acceptance of rewards within the group, although it was also
noted that increased self-control appeared to reduce the acceptance of this strategy. This
suggests that there is a trade-off between the willingness to engage in this strategy and
the desire to maintain personal independence and control. Related to this is evaluation
apprehension, in which performance is negatively impacted by the presence of others
[7]. This may account for the non-significant regressions models relating to applying
penalties to members for poor performance, i.e. individuals may be receptive of the
concept of group monitoring provided that this is not associated with evaluation or
punishment. This is in keeping with previous research, which suggests that whilst group
membership typically decreases evaluation apprehension, this only occurs when the
individual knows they will not be scrutinised individually [8]. In the case of online peer
support groups individuals may perceive that their actions are highly quantifiable and
traceable, leading to an increase in evaluation apprehension.

There is limited research on the relationship between personality and preferred group
moderation characteristics in either online or offline settings. There is though some
research on personality and management styles within organisation that are of relevance
to this study, such as for example [9], which found that openness and conscientiousness
contributed towards group performance, when managed appropriately. Both personality
traits were significant predictors in several of the regression models conducted within
this study. However, several other personality traits were not significant predictors in
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any of the models. This includes neuroticism, which refers to the tendency to experi-
ence emotions such as anxiety, fear, frustration and loneliness. Given the nature of the
proposed online peer support groups, and the aforementioned possibility of phenomena
such as apprehension evaluation occurring, it is odd that this personality trait was not a
significant predictor.

The overall pattern of results was reflected in relation to the tasks, responsibilities
and powers of the group moderator, with the significant predictors with the significant
models typically including self-control and the personality trait of conscientiousness.
These results can be considered in relation to research into power and group dynamics
in groups. It has been noted, for example, that group members expect those with a
leadership role within a group to adhere to the social norms of that group [10]. This
reflects the comments made by participants that they would accept rules and permissions
determined by the moderator, provided that these are transparent and fair. It was found
that participants from the UK were more likely to wish to have control over how these
tasks and permissions were controlled. This is consistent with research from Hofstede
Insights, which suggests that the UK scores are higher on individualism and power
distance as compared to the KSA and Syria [11]. This relationship between culture and
power within-group leadership roles has, however, been found to be a complex one,
with for example, leaders who violate norms in individualistic cultures being viewed as
more powerful. Similarly, identification with the group has been found to be associated
with a greater sense of responsibility for the wellbeing of the group [12]. This highlights
the importance of those individuals who have the power within the group having an
investment in that group. Finally, it was noted that some participants stated a preference
for direct and authoritarian styles of communication from the moderator provided that,
as noted previously, this did not violate the expectations and social norms of the group.
It has been observed within sports psychology research that whilst prescriptive and
authoritarian approaches to behaviour change are increasingly seen as outdated they can
in some contexts nevertheless still be effective, particularly in relation to deviation from
desired behaviour [13].

Previous research into gender would suggest the males and females make different
use of social support networks to manage behaviour change [14]; including within inter-
net support groups [15]. This was not found to be the case in this study, as gender was
not a significant predictor in any of the significant regression models. Similarly, culture
was not a significant predictor in the majority of models. These are both factors which
could be expected to impact on attitudes towards peer group hierarchies and purposes,
and so it is of interest that they appeared to be of relatively little importance with regards
to online behaviour change peer support groups in this study. Again there is a lack of
research on this particular topic, with little understanding of how group dynamics are
influenced by cultural factors [16]. This may reflect a criticism that has been made of
psychological research, which it relies too heavily upon samples fromWestern countries
[17]. The research reported in this study contributes to reducing this gap.

Overall several predictors within the regression models reported in this study should,
as based on previous psychological research, be reasonably expected to significantly pre-
dict attitudes towards the moderation of online peer groups. The fact that they did not
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is important, both for our theoretical understanding and for the practical implementa-
tion of such systems. As identified by [18] with reference to the online disinhibition
effect, there is a question over whether the internet enhances or transforms; that is
whether it causes people to behave in fundamentally different ways when online, or if
it enhances pre-existing traits and processes. This is not a question that has been defini-
tively addressed within the research literature and, as this study illustrates, is something
we must investigate further if effective and appropriate behaviour change systems are to
be developed.

6 Conclusion

In this paper,we extendedourwork in [36],wherewe studied the acceptance and rejection
factors of online peer support groups and investigated the role and tasks of the moderator
of such groups. Such groups are purpose-driven social networks which are meant to
encourage and boost positive behaviour and prevent relapse. We did the investigation
qualitatively and quantitatively with people who self-declared to have wellbeing issues.
The understanding of their views is meant to help the design of the online platforms that
host peer support groups in Human-Centered Design (HCD) approach. For example,
it helps in the decision of the tools to make available to moderators to manage the
groups in facets like memberships and rewards. It also helps governance processes and
common grounds formation, e.g. in the allocation of moderators and their management
style. Tailoring the group moderation settings correctly can help to prevent negative
side effects such as members’ reactance and lowering their self-esteem and to increase
commitment to groups and their mission. Finally, this study contributes to the literature
by helping the elicitation and customisation of the requirements and design of social
behaviour change tools, mainly on what moderation aspects to be studied and analysed
and fitted to the application domain. In the wider context, this study is meant towards
an interdisciplinary systems analysis and design where social sciences and psychology
support software engineering processes, especially wheremistakes in the design can lead
to negative behaviour and cause harm to users. Most commercial apps around behaviour
change seem to lack theory-informed design. They are mainly focused on usability and
attractiveness and seem to apply engagement elements, such as gamification, in ad-hoc
style instead of robust evidence and established theories.
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Abstract. Business Intelligence (BI) intends to provide business man-
agers with timely information about their company. Considerable
research effort has been devoted to the modeling and specification of BI
systems, with the objective to improve the quality of resulting BI output
and decrease the risk of BI projects failure. In this paper, we focus on
the specification and modeling of one component of the BI architecture:
the dashboards. These are the interface between the whole BI system
and end-users, and received smaller attention from the scientific com-
munity. We report preliminary results from an Action-Research project
conducted since February 2019 with three Belgian companies. Our con-
tribution is threefold: (i) we introduce BIXM, an extension of the existing
Business Intelligence Model (BIM) that accounts for BI user-experience
aspects, (ii) we propose a quality framework for BI dashboards and (iii)
we review existing BI modeling notations and map them to our quality
framework as a way to identify existing gaps in the literature.
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Engineering · Non-functional requirements · Business Intelligence
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1 Introduction

Business Intelligence (BI) refers to the architecture in a company consisting
of tools and softwares used to extract valuable information from operational
data. The goal is to provide managers with a timely and consistent view on the
performance of their business, i.e., how well the business is doing in terms of
operations and value-adding activities. The ultimate objective of any BI system
is to use and control past performance of the company as a way to better inform
managers about the state of the company, and help them drive business planning
[6]. Implementing an effective BI system is an increasingly common yet critical
requirement for companies.
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Researchers addressed this problem in various ways, by defining methodolo-
gies and models to specify the different components inside the BI architecture
such as the Extract-Transform-Load (ETL) process, the data warehouse or even
the OLAP applications. Surprisingly however, we find little research focusing
specifically on the specification of dashboards. This is particularly surprising
considering that dashboards are the interface between the entire BI architec-
ture and end-users; a poorly specified dashboard may be a threat to the success
of the entire BI system if it leads end-users to turn away and use alternative
sources of information. The few scientific contributions we found on the topic
(e.g. [20,27,30]) all seem to focus on the same question: how to detect as much as
possible of the information that is relevant to decision makers? In other words,
how to ensure dashboard completeness.

Focusing on completeness only, however, is not always desirable. Imagine
a manager who has access to a large quantity of highly relevant information.
The manager has a complete view on his business and can use the dashboard to
make decisions. But what if that information is not presented properly and is hard
to interpret? What if the information is relevant given the corporate strategy,
but does not bring anything new in terms of perspective on the problems the
business is confronted to? What if there is too much information, so that the
manager is simply overwhelmed and cannot treat the information correctly? The
previous intends to illustrate the existence of a trade-off when designing a BI
dashboard between (i) the necessity to provide complete and relevant information
to support decision-makers and (ii) the necessity to provide information in a way
that actually supports the decision maker. To the best of our knowledge, most
scientific approaches focus on the first part of the trade-off and tend to overlook
the second one. This may result in very rich BI outputs, with which managers
may however be struggling, because too complex to leverage.

Our claim in this paper is therefore that supportiveness matters, as much as
completeness. This brings us to the following research questions:

1. What are the different qualities a dashboard should satisfy to be supportive?
2. How to ensure these qualities actually operationalize in the dashboards?
3. Which of the existing BI models supports which qualities of our framework?

To the best of our knowledge, these questions have received little atten-
tion from information management research community in general. The prob-
lem has been addressed by some practitioners (e.g.,[12]) but without any real
scientific insight. In [1,4], methods for the automated generation of engaging
dashboards are reported. While our conclusions are partly aligned, the central
place that human designers occupy in our research project stresses out some spe-
cific dashboard qualities that are not/can hardly be handled in such automated
approaches (Efficiency or Relevance for instance). Other pieces of work focus on
the definition of KPIs included in a dashboard [8,9]. While our questions could
also be treated on such thinner granularity level, this is outside the scope of
this paper. Starting from this gap, this paper reports the result of the first ten
months of Action-Research we conducted to answer those questions. When writ-
ing this paper, we are still collaborating with one company and expect additional
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improvements and results. The length of the action-research process, combined
with the necessity to somehow formalize our results and obtain an intermediate
validation/discussion of those results with the research community motivates the
present paper, despite the data collection process not being totally completed.

2 Methodology - Action Research

Studying qualities related to supportiveness of dashboard is challenging, because
the topic is rather subjective and tacit. We therefore opted for Action Research
(AR), as a way to actually experience the problems of dashboard design, rather
than simply questioning practitioners about it. AR can be defined as “a system-
atic form of inquiry undertaken by practitioners into their attempts to improve
the quality of they own practice” [40]. It is a qualitative approach that is consid-
ered as “systematic and orientated around analysis of questions whose answers
require the gathering and analysis of data and the generation of interpretations
directly tested in the field of action” [16]. According to Coghlan and Brannick
[5], it is “appropriate when the research topic is an unfolding series of actions
over time in a given group, community or organization, and the members wish to
study their own action in order to change or improve the working of some aspects
of the system, and study the process in order to learn from it”. AR specifics fit
well with the engineering approach adopted in this paper, in which we focus on
the maximization of a hard-to-measure concept, i.e., supportiveness. We see in
AR a great opportunity to bring changes to an existing – but theoretical – model
(i.e., BIM) based on practically informed experience and opinions collected from
practitioners. Those improvements could not be made based solely on interviews
or focus groups, isolated from a clear application area.

Companies: We worked with companies that are all located in Belgium and
are in the process of implementing BI solutions. There are 3 of them, active in
the airspace, health and banking industry. In each company, the authors were
invited to participate to meetings, calls, etc. Involvement was moderate to keep a
distance between the research project and the BI project. The disclosure of prac-
tical information about the projects is constrained by non-disclosure agreements;
the only content to be disclosed in this paper is related to the methodology and
the models used to produce specifications of the dashboards.

Procedures: In order to collect data, we applied the same procedure in all
three projects, following the AR iterative process as prescribed by Susman and
Evered [36]:

1. Diagnosing : identifying or defining a problem;
2. Action planning : find alternative courses of action for solving the problem;
3. Action taking : applying a course of action;
4. Evaluating : studying the consequences of the action;
5. Specifying learning : identifying general findings.
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All companies entered the process at the same time. Up to now, we con-
ducted a total of 4 such iterations, and are currently working on a fifth one. We
group those iterations in 3 rounds, as described in Table 1 (a round is a set of
iterations focusing on a same dashboard quality, see below). Not all companies
were involved in all iterations; company A and C for instance joined the project
later and did not participate in iteration 1.

Validity: The question of validity is a central question, especially in AR. Each
iteration relied on the combination of standard qualitative data collection meth-
ods like focus groups, interviews, fields notes and observations. We applied those
methods under an ethnographic perspective as a way to uncover people prac-
tices and issues in real-world setting [10]; especially, we made use of the data
triangulation technique by combining interviews, workshops and participatory
observation to ensure validity of our conclusions [29]. Most interviews were con-
versational [31], taking place as new issues were discovered or specific actions
were taken and tested. Using structured interviews was not feasible, given the
practical constraints in projects and the necessity to interfere as least as possible
with people practices. Interviews were useful to capture ideas or identify possi-
ble action planning. This approach made the audio recording of the interviews
impossible, leading instead the author to produce systematic summary notes
after each exchange with members of the project. Finally, we also organized a
series of conclusion workshops/focus groups, necessary to the “evaluation” step.
We ran those sessions as Delphi sessions [33], a type of focus group were stake-
holders are invited to provide feedback anonymously and iteratively, in order
to reach a consensus within the group. This technique was useful to uncover
strengths and weaknesses of our solutions, and to define new potential action
planning.

3 Results

We completed four iterations grouped in three rounds which are summarized in
Table 1. For each round, we discuss (i) the diagnosing step and related dashboard
quality, (ii) the literature related to that quality, (iii) the change proposed in the
dashboard design process and (iv) the evaluation and formalization of learning.

3.1 Round 1 - Dashboard Relevance in BIXM

Diagnosis - Relevance of Information. Discussions with stakeholders from
company A quickly lead to a first diagnosis: dashboards presented to users do not
always include the necessary information, and some aspects that are key for the
evaluation of business operations are in fact not monitored in the dashboard. Sev-
eral stakeholders pointed out that they “could indeed produce dashboards aligned
with their strategy, but that it would require several iterations before achieving
a satisfying content”. This was negatively perceived by stakeholders, because
costly and very time consuming. We call this a need for relevance.
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Table 1. Summary of research action iterations

Round 1 Round 2 Round 3

1 iteration 2 iterations 1 iteration

Companies

A A, B, C A, B, C

Duration

1,5 month 3,5 months 3 months

Diagnosing

Dashboards are not in line
with user’s perception of
business strategy; indicators
are missing or unnecessary and
do not clearly relate to actual
business goals

Dashboards are hard to read,
and users experience
difficulties when trying to
retrieve the information from
the dashboard

Dashboards are large, difficult
to grasp fully for end users
because too rich, too detailed,
too heavy

Action planning

A. Use BIM to identify
relevant indicators. (adopted)

A. Let users create their
dashboards themselves with
self-service software (rejected).
B. Model indicators with their
respective visualization and
balance between
expressiveness and efficiency.
(adopted)

A. Establish a system of
weights for each elements in
the dashboard

Action taking for selected planning

1. Model business goal model
2. Brainstorm indicators for
each elements of the model 3.
Prioritize (rank) indicators 4.
Implement most important
indicators, as long as budget is
available

1. Elicit visual requirements of
stakeholders 2. Find a balance
between expressiveness and
efficiency 3. Model resulting
dashboard specification in
BIXM

1. Assign weights to each type
of visuals 2. Compute weights
of each dashboard 3. Detect
outliers in terms of weight 4.
Split or merge dashboard to
balance the load across the
dashboards

Evaluating

Stakeholders recognize
information included in the
dashboard was necessary and
sufficient. They acclaim the
rapidity at which we obtained
a validated dashboard, without
several iterations between the
business and the IT

Action plan A was strongly
rejected by stakeholders,
because too time-consuming.
Action plan B was positively
received. The Delphi
validation session did not
emphasize any problem in the
resulting dashboards, and
stakeholders of the different
projects gave credits to the
proposed solutions of plan B

The definition of a clear
procedure to compute the
actual load of a dashboard was
the central issue in this round,
and took a large portion of the
time dedicated to this
iteration. During validation,
two of the Delphi sessions
requested to re-evaluate the
initial load associated with
each visual, switching from an
initial 1/1/1 to the current
1/3/6 key

Research learnings

1. application of BIM for the
specification of BI solution 2.
application of BIM for BI
Dashboards specification

1. definition of an
expressiveness/efficiency
matrix 2. BIXM notation to
model type of visuals of
indicators

1. BIXM notation for
dashboards 2. Definition of
weights for indicators 3.
Procedure of dashboard load
computation

Suggested Dashboard Qualities

Relevance Efficiency Balanced load
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Planning and Theory - Relevance in the Literature. Sperber & Wilson
define relevance as follows: “An input is relevant to an individual when it con-
nects with available contextual assumptions to yield positive cognitive effects: for
example, true contextual implications, or warranted strengthening or revisions
of existing assumptions” [34]. Applied to a BI context, a piece of information in
a given context will be relevant if it helps the decision maker to confirm some
intuition she has in that context, or if it helps her getting more (or less) confident
about an assumption she made in that same context. Theory therefore suggests
the following criteria to discuss the concept of relevance:

– Dashboard is sufficiently context-related
– Dashboard generates cognitive effects (cause-effect links, comparisons, ...)

Action Taking - Modeling Indicators Using BIM (1 Iteration). We
suggested to company A that the problem could be anticipated for future
dashboards by using an indicators modeling notation such as BIM. We there-
fore decided to model a segment of the business strategy under the form of
a goal model using the concepts of goals, soft-goals and decomposition links.
This process was intuitive to most business stakeholders. We then used the
resulting model to brainstorm with the different stakeholders about all can-
didate indicators. The resulting list was then prioritized to select most relevant
ones using a simple Must-Should-Could-Would priority scale [19]. Indicators
were finally implemented in dashboards by people in charge of the dashboard
implementation.

Evaluation of Relevance and Learnings. It took two weeks to document
the goal model of the dashboard and validating it. The brainstorming and prior-
itizing sessions were conducted directly after, and it took two additional weeks
to implement the identified KPIs. The result was presented during a conclusion
session to members of the project in charge of the performance management.
As expected, stakeholders agreed on the fact that the information included in
the dashboard was necessary and sufficient. They also acclaimed the rapidity at
which we obtained a validated dashboard, without several iterations between the
business and the IT. Scientific learning in this first round are minor; we simply
obtained additional evidences that BIM actually helps implementing strategy-
aligned BI solutions, and that it can also be used to inform the specification of
BI Dashboards. Improvements for the company were significant, decreasing to a
large extent the time-to-release of new dashboards.

3.2 Round 2 - Dashboard Efficiency in BIXM

Diagnosis - Efficiency of Information. Additional interviews in company A
lead to the identification of a new problem: the dashboard produced in round 1 was
relevant, but turned out to be relatively hard to read. Stakeholders in company
A claimed that “the information is there but it’s presented strangely and I can’t
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extract what I need to decide about [...]”. Similarly, a stakeholder from company
B commented about another dashboard of their own that “everything is there,
but it is all numbers and commas and I had a hard time reading it”. Clearly,
the problem is not related to the relevance of the information proposed in the
dashboard, but rather to the way that information is displayed and to the way
it can be “extracted” from the dashboard. The problem here was that managers
needed to obtain the relevant information quickly, and did not wish to spend time
interpreting and capturing the information. We call this a need for efficiency.

Planning and Theory - Efficiency in the Literature. Efficiency of a dash-
board deals with the acquisition of information, not its interpretation. We find
a similar idea in the Information Context (IC) framework of Lurie et al. [22]. In
this framework, the concept of Vividness is used to refer to how salient a piece
of information is simply by displaying data “in a form that uses preattentive
graphic features, such as line orientation, width, length, and color, which are
readily processed with little effort” [22]. Research on Visual Analytics also con-
firms the importance of dashboard efficiency [38]; information must be present,
and easy to read and extract from the dashboard. To identify underlying factors
of dashboard efficiency, we use the operationalization of information accessibility
as proposed by Teo et al. [37] and the factors for the accessibility of information
source by O’Reilly [25]. The following criteria have been used during round 2 to
discuss the concept of efficiency:

– Dashboard must ensure vividness of information [22]
– Dashboard facilitates interactions with data [37]
– Dashboard has a clearly delimited scope [25,37]
– Dashboard simplifies access the information [25]
– Dashboard reduces costs of information access [25]
– Dashboard displays information in a well organized and structured way [37]

Action Taking - Types of Indicators in BIXM (2 Iterations). Firstly,
we investigated the adoption of self-service BI as a way to solve the problem of
efficiency. The goal was to let managers define the presentation of data by them-
selves instead of relying on IT, because they are the ones who know best how
they want to visualize their data. This idea was rejected by managers, who found
it too technical and too time consuming. As an alternative, we initiated a second
iteration in this round in which we opted for a notation specifying the visualiza-
tion to be used for each indicator. Our intuition was that indicators represented
in different forms (graphs, tables, etc.) would differ in terms of efficiency, e.g.,
a table with volume of sales per month will make the information harder to
extract than a line chart with the evolution of sales per months. This brought
us to the definition of three different types of visualization following Tory and
Möller’s high-level taxonomy of visualization [39]. This also corresponds to what
is available in most existing BI softwares. The BIXM notation for visualization
is depicted in Fig. 1, together with a fictive illustration adapted from [18]:
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Fig. 1. Visualisation notation in BIXM Fig. 2. Expressiveness vs. efficiency

– Tables: report discrete variables, showing any item details, supporting filter-
ing, drill-down and item exclusion;

– Graphs: report continuous variables, showing trends over time, geographical
distribution. They support filtering but drill-down is not always possible;

– Gauges: report an aggregated indicator together with target and limit values.

After additional discussion with stakeholders, it turned out quickly that effi-
ciency alone was a poor criteria to design dashboards. Some stakeholders pointed
out that “it doesn’t make sense [to use only efficiency]; we would only include
Gauges to have efficient dashboards then, and would never resort to Tables or
Graphs, which is clearly not the case in our habits”. Another one pointed out that
“graphs are nice, but they do not hold sufficient information, or when they do
they become quickly messy”. This led to the identification of a trade-off between
efficiency and expressiveness, understood as the property of a visualization that
effectively conveys meaning or feeling [24]. A visual can be highly efficient (infor-
mation can be extracted quickly, at small cost) but poorly expressive (it con-
veys little information). We see those two qualities as orthogonal. We consider
Gauges are highly efficient but poorly expressive (they show only one number
with some targets and thresholds), tables are on the contrary poorly effective
but highly expressive. Graphs finally can be poorly, reasonably or highly efficient
and expressive, depending on how they are designed and aligned with report-
ing objectives (see Fig. 2). Ultimately, the objective for the dashboard designer is
therefore to select one or more visualization to deal with the trade-off, depending
on the importance of the indicator and how it relates to the business strategy.

Evaluation of Efficiency and Learnings. Two weeks were dedicated to inves-
tigating self-service BI approach. The proposition of BIXM notation and matrix
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took three weeks, under the form of interviews and discussion with stakehold-
ers. We then applied the notation in all three companies. The discussion was
focused on the identification of most relevant visuals for each indicator, and on
the necessity or not to duplicate visuals. The Delphi validation session did not
emphasize any problem in the resulting dashboards, and stakeholders of the dif-
ferent projects gave credits to the proposed solutions. Learnings for the compa-
nies are in the management of visuals and their relative efficiency/expressiveness,
decreasing the risk of unsupportiveness. Stakeholders also recognized that dis-
cussing the alignment between visuals and the strategic goal they enable to
control is a good way to anticipate multiple iterations with the IT; although rel-
atively trivial, this type of discussion was not systematic before the introduction
of BIXM. Scientific learnings are in the definition of BIXM visuals notation and
in the proposition of the efficiency vs. expressiveness matrix.

3.3 Round 3 - Dashboard Load in BIXM

Diagnosis - Load of Information. After round 2, companies began to pro-
duce dashboards including various representations of a same indicator as a way to
balance efficiency and expressiveness. This brought up a new problem; the dupli-
cation of indicators led companies to the definition of heavier dashboards, which
in turn generated several negative feedback from end-users. Despite stakeholders’
enthusiasm to include several visuals for one single indicator (for multiple per-
spectives on a same data), authors’ field notes report that “stakeholders observe
the apparition of heavier dashboards, which are too loaded and hence harder to
leverage for decision making”. We call this new quality balanced load.

Planning and Theory - Load in the Literature. Balanced load means
that dashboards should not contain a quantity of information that cannot be
correctly treated by managers in reasonable delays. This echoes research in psy-
chology about information overloads during decision making. Information over-
load occurs when information received becomes a hindrance rather than a help,
even though the information is potentially useful [2]. Shields [32] observes a link
between supplied information and the accuracy of judgment in the form of an
inverted U-shaped curve; too little or too much information decreases decision
accuracy. A sweet spot seems to exist where the quantity of information max-
imizes the accuracy of judgments, but we find no agreement on the optimal
quantity of information, usually quantified in terms of the number of alterna-
tive offered to the decision maker. Prudential studies report optimal number
of alternatives around 4 [17], some suggest to not exceed 6 alternatives [41],
others still report decreases in performance above 10 alternatives [23]. Shields’
U-shaped curve, on the other hand, positions the optimal quantity of information
– expressed in terms of performance parameters, and not alternatives – around
45 information items [32]. The following criteria have been used during round 3
to discuss the concept of balanced load:
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Fig. 3. BIXM with dashboard and load notation

– Dashboard displays reasonable number of alternatives, i.e., the number of
indicators on one page, regardless of the visuals (from 4 to 10 alternatives)

– Dashboard displays reasonable number of parameters, i.e., the total number
of dimensions (not distinct) reported in the dashboard (up to 45 parameters)

Action Taking - Weights of Visuals in BIXM. After discussion with stake-
holders, we agreed on two important assumptions related to the load of a dash-
board: (1) different loads can be assigned to the different indicators in a dash-
board and (2) loads can be used to compute a general score for the dashboard.
If applied properly, those two ideas make it possible to detect dashboards which
are not balanced. The previous ideas raised two practical issues.

First, BIM does not include any modeling mechanism to associate explic-
itly an indicator to a dashboard, making it practically unfeasible to compute
the weight of that dashboard. We solved this with the introduction of a “dash-
board” concept in the BIXM notation, together with a “contains” relationship
to relate indicators to dashboard. A dashboard is understood as “an interaction
board containing a set of consistent information about one specific aspect of the
business, i.e., a scope”. This new notation is illustrated in Fig. 3 and enables
to define and visualize more formally the content of a dashboard in relation to
business strategy. For instance, we observe that all the indicators used to control
the goal model could be gathered in a single “Dashboard 1” as in Scenario 1 or
split in two different dashboards as depicted in Scenario 2. Alternative visuals
for the very same indicators could also be used, as depicted in scenario 3.
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The second problem was methodological; how to proceed in order to compute
the measure of load for a dashboard? After several attempts, we converged to
the procedure depicted in Fig. 4. The process makes use of the two load metrics
discussed in our review of the literature; number of alternatives and the number
of parameters. The number of alternatives in a dashboard is easy to compute,
e.g., in Fig. 3, there are 7 different indicators (one per indicator title). This metric
reflects the width of a dashboard; how many different business indicators does it
include. Number of parameters on the other hand is used to reflect the depth of
a dashboard; how detailed is the dashboard? It directly gives an indication of the
size of the dashboard. Note that the values assigned to compute the number of
parameters (1, 3 and 6) were defined based on discussions with stakeholders. We
did not conduct any empirical evaluation of these numbers beside the one on the
three projects. The number of parameters reflects the number of dimensions used
in a visual. As Gauges are non-dimensional by nature, we assigned 1 parameter
to it. Graphs usually have a X and Y axis on which a measure is reported, leading
to a number of 3 parameters. Tables (and especially Pivot Tables) can include
a number of nested levels and drill-down options, leading stakeholders to assign
6 parameters. We acknowledge the necessity to investigate this in more details,
but keep it as future work. Using this procedure, we observe that Dashboard 1
in Fig. 3 has a 7/40 weight score in Scenario 1, that we consider as balanced. In
Scenario 2 however, Dashboard 2 contains too few alternatives to cover effectively
the scope (3/20, below the 4 alternative threshold). Dashboard 4 on the contrary
has an acceptable number of alternatives, but has too many parameters (70,
way above the 45 limit). Remember that the limits we used (max 10 alternatives
and max 45 parameters) follows from our review of the literature in Round 3,
but could evolve as our AR project advances. Note also how the concept of
load complements the solution proposed in round 2; users could be tempted
to include all three kinds of visualization for all indicators in order to solve
the efficiency/expressiveness tension (Scenario 3). But doing so would generate
high loading score and would imply to split the indicators in several dashboards
focusing on very specific elements of the goal model, which is not desirable
for decision makers, i.e., efficiency is somehow counter-balanced by load issues.
Similarly, they could be tempted to specify one dashboard per element in the
goal model, then resulting in too poor dashboards which will not be balanced
either (Scenario 2).

Evaluation of Balanced Load and Learnings. It took three months to
conclude round 3. The definition of a clear procedure to compute the actual load
of a dashboard was the central issue in this round, and took a large portion of
the time dedicated to this iteration. During validation, two of the Delphi sessions
requested to re-evaluate the initial load associated with each visual, switching
from an initial 1/1/1 to the current 1/3/6 key. Learnings for the companies
were threefold; (i) more in a dashboard is not always better, and managers and
dashboard designers gain in balancing the quantity of information to be shown
in a dashboard, (ii) the distribution of various indicators to dashboards based on
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Fig. 4. Dashboard load measurement procedure

underlying Goal Model elements is essential; related elements should be grouped,
when feasible, in a same dashboard and not allocated to dashboards randomly
or based on intuition and (iii) dashboards should focus on two or three business
goal elements at most. Research Learnings are twofold: (i) additional notation
elements for BIXM, namely the dashboard concept and the “contains” link and
(ii) the definition of a standard procedure to measure the load of a dashboard.

4 Dashboard Quality Framework and BI Models

We summarize in Fig. 5 the essential qualities of dashboard identified throughout
our AR project. The figure takes the form of a checklist, that we believe should
be accounted for when implementing new dashboards. As a reminder, the AR
process is still ongoing, and additional qualities may enrich this framework in the
future. As a last step in this paper, we review some existing BI modeling nota-
tions and try to explain which of the qualities of our framework they support.
The problem at hand in this paper is a Requirements Engineering (RE) one, and
various models have been proposed in RE to support the design of BI systems.
GRAnD [14] for instance is a goal-oriented approach building on Tropos which
permits to relate BI measures and dimensions to strategic business intentions.
Although the focus is on the data warehouse, it offers a perspective on the rele-
vance of information to include in BI dashboards. Similarly, models in [13,15,26]
focus on data warehouse content and could help determine which information is
relevant or not in a dashboard, although they were not designed for this specific
purpose. Pourshahid et al. [28] extends the so-called Goal-oriented Requirement
Language (GRL) with decision-making concepts such as indicators. Both BIM
[18] (on which we build BIXM) and extended GRL enable to define relevant
indicators and to reason on them. Beside, soft-goal concepts used in GRL and
BIM could also be used to ensure Balanced dashboard, despite the absence of
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Fig. 5. BIXM essential dashboards quality construct

formal mechanisms to handle the load of a dashboard. Stefanov et al. [35] pro-
pose an alternative formalism where BI concepts (e.g. indicators, reports, ...) are
included in UML activity diagrams to facilitate the identification of pertinent
indicators in a process-oriented mood. Information is also related to goals, pro-
cesses and role concepts, further ensuring its relevance in case of inclusion in a
dashboard. We note that the model is expected to “provide BI objects on differ-
ent aggregation levels and thus permits to the modeler to choose the right level of
detail for different purposes or target audiences” [35], which may help designers
to produce efficient dashboards, and maybe to help ensuring the quantity of
information displayed in a dashboard is Balanced.

Other models have been proposed outside RE. While not all specifically
designed for BI purposes, most of them offer a perspective on the information
to include in dashboards. The Balanced Scorecard (BSC) identifies four business
dimensions for monitoring a company [21]. The BSC can also be linked to the
business strategy via a Strategy Map [21], thereby contributing to the definition
of relevant indicators. GRAI grid [3,11] models organizations and complex sys-
tems; it identifies where important decisions are made in the business, and most
importantly the information relationships that exist among these decisions, so
that the model can also be used to identify relevant information for a BI dash-
board. ARIS [7] is another framework to model all the dimensions of a business
repository, from the business processes, the softwares and the technical aspects
of a company to the data and information used in that company. We see in
ARIS another possible approach to prove the relevance of information used in a
dashboard, e.g., an indicator is relevant if it relates to a business process.

Both in RE and in Performance Management literature, it seems clear that
existing models and methods are numerous, but tend to focus on the relevance
of information only. It is striking however that most of these models simply over-
look other essential qualities of dashboards identified in our Dashboard Quality
Framework. We did not manage to find a formal support to specify dashboards
that are, at the same time, relevant, efficient and balanced. Table 2 summarizes
our observations.
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Table 2. Mapping of existing approaches in our BI dashboard qualities construct

BI approach Dashboard
relevance

Dashboard
efficiency

Dashboard
balance

Balanced scorecard [21] X

GRAI grid [3,11] X

ARIS [7] X

BI: activity diagram [35] X ? ?

GRAnD [14] X

DWH notations [13,15,26] ?

BIM [18] X ?

GRL [28] X ?

5 Limitations

The contribution in this paper builds on Action Research, and therefore starts
from practice to suggest a theory in an inductive way. The work presented in this
paper is the result of extensive data collection and observation over a long period
of time, following the guidelines for rigorous Action Research [5]. It is grounded
in practice and reflects actual people thoughts and perceptions of issues related
to the design of BI dashboards. Nevertheless, it builds on a limited sample of
three cases with a limited number of person involved. The suggested problems
and solutions inevitably reflect part of the corporate cultures and values, and
adapts to the processes of the selected companies. BIXM, as is, therefore presents
a risk of not being neutral. It was critical for the authors to remain detached
from those values and stay critic in any case; several times on the projects, there
were opportunities to discuss with members of the project on whether or not the
solution would be different in another company, or in another context. Doing so,
we tried to isolate the problem from the specifics of the organization. The author
also paid attention to ground all solutions on scientific literature; improvements
on BIM are therefore not simply informed by action research, but also build on
well established theories in psychology, management and data sciences as well as
requirements engineering. Previous limitations make it difficult to generalize our
conclusions to other projects and other fields without further investigation of
the model. Still, we believe those limitations do not hold us back from drawing
relevant conclusions about the design of dashboard, and we wish to pursue in
the future with more applications of the present framework to other industries
and other projects.

6 Conclusions

This paper presents preliminary results of an Action-Research project that took
place between February and October 2019 in three Belgian companies, active in
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the Airspace, Healthcare and Banking industries. The paper investigates vari-
ous qualities of Business Intelligence dashboards that stakeholders perceive as
essential in order for the dashboard to be supportive. BIXM, a new notation
for the specification of BI dashboard, is proposed. It extends the BIM model
and adds a number of BI-related concepts such as visualization, dashboards and
loads. Each addition to BIM was carefully discussed and evaluated with practi-
tioners. To the best of our knowledge, no existing BI modeling framework exist
that supports the engineering of dashboard as BIXM does. At the moment of
writing this paper, we are still involved in two companies and keep identifying
new qualities.
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Abstract. Service enterprises typically motivate their employees by
providing incentives in addition to their basic salary. Generally speaking,
an incentive scheme should reflect the enterprise wide objectives, e.g.,
maximize productivity, ensure fairness etc. Often times, after an incen-
tive scheme is rolled out, non-intuitive outcomes (e.g., low performers
getting high incentives) may become visible, which are undesired for an
organization. A poorly designed incentive mechanism can hurt the opera-
tions of a service business in many ways including: (a) de-motivating the
top performers from delivering high volume and high quality of work,
(b) allowing the mid-performers not to push themselves to the limit
that they can deliver, and (c) potentially increasing the number of low
performers and thereby, reducing the profit of the organization. This
paper describes FINESSE, a systematic framework to evaluate the fair-
ness of a given incentive scheme. Such fairness is quantified in terms
of the employee ordering with respect to a notion of employee utility, as
captured through disparate key performance indicators (KPIs, e.g., work
duration, work quality). Our approach uses a multi-objective formulation
via Pareto optimal front generation followed by front refinement with
domain specific constraints. We evaluate FINESSE by comparing two
candidate incentive schemes: (a) an operational scheme that is known for
non-intuitive disbursements, and (b) a contender scheme that is aimed at
filling the gaps of the operational scheme. Using real anonymized dataset
from a BPO services business, we show that FINESSE is effectively able
to distinguish between the fairness (or lack thereof) of the two schemes
across a set of metrics. Finally, we build and demonstrate a prototype
dashboard that implements FINESSE and can be used by the business
leaders in practice.
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1 Introduction

Incentive schemes are critical to any service enterprise (e.g., BPO) to motivate
its employees for delivering high performance, and to ensure that organizational
processes and objectives are met. A well-designed incentive scheme is a crit-
ical instrument for a service enterprise to remain competitive in the market.
Employees in the enterprise are evaluated based on the efforts they put in. Such
efforts are quantified in terms of some observable parameters known as Key Per-
formance Indicators (KPI)s. Examples of such KPIs are work duration, quality
of work, complexity of projects handled etc. Employees are ranked based on
their KPI values and rewarded with suitable incentives for social and economic
wellness of the organization.
The problem of incentive scheme design [15,29] is replete with an arsenal
of challenges, and the area of research [13] has deep roots in the science of
socio-economic theory [13], computational finance and in the theory of social
choice [21]. On one hand, an ill-designed incentive scheme can often de-motivate
the high performers of an enterprise and thereby, affect the organizational well
being and performance. On the other hand, a well designed incentive policy can
not only motivate the high performers to strive to deliver more, but also boost
the performances of the middle and low performers, to motivate them to perform
better. There exists a number of research articles [8,9,14,22,28,29] in literature
that address the problem of effective incentive scheme design.

While most of the existing literature describe the design of effective incen-
tive schemes, this paper takes a different perspective. We propose FINESSE,
a framework that evaluates the fairness of a given incentive scheme. As defined
later in this paper, such fairness is quantified with respect to a notion of employee
utility. Specifically, we present a data driven approach to analyze a given incen-
tive disbursement record of an organization. FINESSE quantifies the deviation
demonstrated by a given scheme with respect to a fair incentive scheme that
honors the relative ranking of the employees based on their KPI values.

Do Operational Incentive Schemes Exhibit Non-intuitive Disburse-
ment? Figure 1 presents an instance of an operational incentive scheme where
we collect real incentive data over a period of one month from a large services
business. Here, the incentive is a function of two KPIs, namely work duration
(measured in minutes) and quality of the work (measured in a scale of 0 to 100).
Quality of the work is a measure of accuracy and is computed by the fraction
of error-free work items with respect to the total number of work items. Every
employee has an incentive target. In Fig. 1, we show the percentage of incentive
(with respect to a target incentive) received by an employee compared to her
work duration and work quality. Nature of the incentive scheme allows employ-
ees to receive incentive more than 100% of their targets. Such dataset reveals
several interesting facets, as marked in Fig. 1 as well: (1) top performer in the
organization (in terms of number of work duration and work quality) may not
receive the highest incentive percentage, (2) employees may get incentive even
without any significant work duration, (3) small difference in work duration may
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Fig. 1. Incentive in a services business. Bars represent the KPI values (work duration
and quality) while the line represents the incentive received.

lead to large difference in the incentive received even when the quality of the
work is not compromised.
Motivated by these non-intuitive outcomes of an operational incentive scheme,
this paper scientifically addresses two key questions: (1) how do we evaluate the
fairness of an incentive scheme? and (2) when there are different KPIs affecting
the incentive decision, what would be the desired ranking of the employees if
they are eligible for receiving incentives? We argue that proposing an alternate
incentive scheme does not necessarily solve the core problems unless the above
two questions are addressed. Specifically, our contributions are:

– We describe FINESSE, a systematic framework that takes a data driven app-
roach to evaluate the fairness of an incentive scheme. Fairness is quantified in
terms of the employee ordering with respect to a notion of employee utility,
as captured through disparate KPIs.

– Unlike similar evaluation approaches, which, to the best of our knowledge,
mostly use empirical techniques [26,28], we use a multi-objective formulation
via Pareto optimal front generation [17] to capture the impact of one or more
KPIs that control an existing incentive scheme. Based on business domain
constraints, we propose a Pareto front refinement process that generates an
employee ranking in terms of their incentive eligibility.

– We evaluate FINESSE by comparing two candidate incentive schemes: (a)
an operational scheme that is known for non-intuitive disbursements, and (b)
a contender scheme proposed by us aimed at filling the gaps of the oper-
ational scheme. Using real dataset from a BPO services business, we show
that FINESSE is effectively able to distinguish the fairness (or lack thereof)
of the two schemes across a set of metrics. Finally, we build and demonstrate
a prototype dashboard that implements FINESSE and can be used by the
business leaders in practice.
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2 Background and Notion of Fairness

In this section, we present a few formalisms that are needed to describe the
FINESSE framework. A KPI for which a higher value is desirable for getting
more incentives is termed as a positive KPI, while a KPI for which a lower
value is desirable is called a negative KPI. As an example, the work duration
of an employee is a positive KPI, whereas the number of errors committed is a
negative KPI. The value of a KPI k for an employee e1 is considered better than
the corresponding one for another employee e2, in either of the following cases:
(a) if k is a positive KPI, the value of k for e1 is more than that of e2, or (b) the
value of k for e1 is less than that of e2 where k is a negative KPI. We assume
that the actual value achieved by an employee for a KPI is always non-negative.

KPIs and Incentives. Every employee has a target incentive that depends
on the gross salary of the employee. Due to gross salary variation across all
employees, the target incentive amount varies across employees. The incentive
function takes as input a vector of KPI values for an employee and her target
incentive to produce an incentive value that the employee is eligible for. Therefore
if the employees are compared based on their absolute eligible incentive amount,
it is not a fair comparison. Hence, for comparison purpose, the incentive amount
for each employee is normalized. The normalized incentive value (NIV) of an
employee is the ratio of the incentive amount received by the employee with
respect to her target incentive amount.

Fairness in Incentives. We now introduce the notion of utility using which
we define fairness in the context of incentive disbursement. A KPI vector of an
employee is mapped to a scalar quantity, called utility. The notion of utility helps
us define the notion of fairness in the context of an incentive scheme. Given a set
of employees, we can define a total order of the employees based on their utility
values, with ties being resolved randomly.

Definition 1. An incentive scheme is fair if it orders the employees in agree-
ment with the utility order. �

Let R(e) denote the rank of an employee e. An employee with better KPI values
should have a lower rank in the rank ordering. Additionally, employees to be
rewarded more are the ones who hold lower ranks in the incentive ordering.

The specification of the utility function is domain specific. We now present
some properties of the utility function. We begin by defining two important
notions, that of strict dominance and majority dominance. Consider u1 and u2

are the utilities of two employees with KPI vectors P1 = (v11, v12, . . ., v1k) and
P2 = (v21, v22, . . ., v2k) corresponding to two employees e1 and e2.
The properties of the utility function are:

– If v1i is better than v2i for all pi ∈ P, u1 has an utility value more than u2.
This is known as strict dominance and we say, u1 dominates u2 in a strict
sense.
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– If v1i is better than v2i for majority (more than 50%) of pi ∈ P, u1 has an
utility value more than u2. This is known as majority dominance and we say,
u1 dominates u2 in a majority sense.

Challenges in Fairness Evaluation. An employee e1 with a better KPI vec-
tor compared to another employee e2 is expected to receive higher incentive
than that of e2. However, in an enterprise, disparate KPIs are used to measure
employee performance. Some of these KPIs are combinable and some are not.
For example, the work duration of an employee and the quality of her work are
two disparate KPIs that are non-combinable. On the other hand, the employee
may be involved in different types of work. The work duration for each type of
work are combinable in an additive sense, and the total work duration of the
employee is the addition of these individual work durations. In cases where the
importance of each type of work is not equal, the combination may not be a sim-
ple sum, rather it can be a weighted sum. On the other side, the non-combinable
parameters can be completely independent or they may have some relationship
between them with respect to the incentive function. For example, the work
duration of an employee has an indirect impact with the quality of her work
with respect to the incentive function, since an employee having a significantly
long work duration but very low quality of work should not be eligible for high
incentives. Such KPIs cannot be combined to create a single objective based on
which the incentive ordering can be decided.

3 Detailed Description of FINESSE

To generalize our approach, we assume that all KPIs are non-combinable. Even
if there are some combinable KPIs, we assume that they are combined to a sin-
gle parameter in P. Figure 2 summarizes the major building blocks of FINESSE.
The inputs to FINESSE are a set of KPIs and their importance. The objective
of FINESSE is to come up with a fair ranking. As the KPIs are non-combinable,
this gives rise to a multi-criteria optimization problem [25] involving more than
one objective (work duration/quality/complexity etc.) to be optimized simulta-
neously. We begin by defining a non-dominated vector.

Employee Records

KPI

KPI
Importance

Rank of the employeesRank
Generator

Pareto Front
Generator

Pareto Front
Refinement

Fig. 2. Internals of the FINESSE framework.
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Definition 2. [Non dominated vector]: A vector t1 = (vi1, vi2, . . . , vik) is
called non-dominated, iff there does not exist any other vector t2, such that at
least one element of t2 has more value than it has in t1without degrading the
values for the rest of the elements. �

Example 1. Consider 3 employees e1, e2 and e3 with two KPIs: work dura-
tion and work quality. The KPI values for e1, e2 and e3 are (17650 min,
99%), (16892 min, 98%) and (13621 min, 100%) respectively. Clearly the vectors
(17650 min, 99%) and (13621 min, 100%) are non-dominated, since the former
has the largest value of the first element of the vector (work duration) and the
latter has the largest value on the second element (work quality). On the other
hand, (16892 min, 98%) is strictly dominated by (17650 min, 99%) on both the
elements. �

3.1 Pareto Front Generator

The set of non-dominated vectors constitute the Pareto optimal front [25]. We
first construct such a front for incentive rank ordering as a first cut solution
to the problem. Successive levels of the Pareto optimal front give us sets of
non-dominated vectors at that level.

ALGORITHM 1: RankGeneration
Input: A set of employees E with KPI values
Output: The desired ranking RD

Initialize i to 1;
repeat

Find the Pareto optimal front using the KPI values;
E1 ←− Set of employees in the Pareto optimal front;
Include employees in RD with rank i;
E ←− E \ E1;
Increase the value of i by 1;

until E is not empty;

Algorithm 1 presents an iterative algorithm for successive level construction of
the Pareto front for rank generation. The front construction in each step is done
by comparing the KPI vectors pair wise. In each iteration, we construct a front
containing a set of non-dominated vectors, in other words, the employees who
hold the non-dominated KPI values. We begin with the set of non-dominated
vectors in the entire set of employees and report them as the first tier of can-
didates eligible for the highest rank order in the organization, and in turn, the
highest proportion of the incentive. We remove these elements from the set and
construct the next Pareto front with the remaining set of employees. This gives
us the next rank order. The algorithm proceeds likewise and terminates when
all employees are done with. Employees in the same level of the Pareto optimal
front have the same rank in the overall rank ordering. We illustrate the working
of our algorithm on the example below.
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Example 2. Consider 5 employees e1, e2, ..., e5 with work duration and quality
values (12647 min, 100%), (16771 min, 100%), (12685 min, 99%), (11559 min,
100%), and (11600 min, 50%) respectively. In the first iteration, the front con-
sists of e2. In the second iteration, the front consists of e1, e3 and in the third
iteration, the front produces e4, e5. The ranking generated by the algorithm
is <e2, 1>,<(e1, e3), 2>,<(e4, e5), 3>, wherein <e, r>, represents the employee
and its corresponding rank in RD. �

3.2 Pareto Front Refinement

In the above discussion, we consider the KPIs of an employee as completely inde-
pendent. This may not always be the case. Though the KPIs are non-combinable,
they cannot be considered in isolation while creating the incentive ordering. Con-
sider an employee who has the highest value of work duration and a very low
value of work quality. A classical Pareto front analysis will place her in the top
tier of the solution frontier due to the dominance analysis step. However, this is
completely undesirable considering the fact that she has not delivered quality.

Example 3. In Example 2, work quality of e4 is much greater than the work
quality of e5 but the work durations of e5 and e4 are comparable. Therefore, it
is not desirable that e4 and e5 have the same rank. �

A classical Pareto front analysis, therefore, needs to be refined to incorporate
such domain specific constraints. To perform such Pareto front refinement, we
use a thresholded dominance analysis, whereby we do not allow any solution
vector to enter the dominating frontier if it has a very low value on any element
of the vector. In such a condition, we still resort to a Pareto front generation
step, wherein, all vectors in the Pareto optimal front are not accepted for the
current rank and adjusted to a suitably later rank. If the Pareto optimal front in
an iteration consists of only one vector, no refinement is required. A Pareto opti-
mal front with multiple vectors may consist of vectors which are not desired as
discussed above. The challenge is to find and reposition such vectors. Algorithm
2 describes the steps for choosing the most promising vector from the Pareto
optimal front in any iteration. The main motivation is driven by the fact that
we do not wish to compromise on the value of any of the elements in a vector
in the Pareto optimal front beyond a threshold. As the values of the KPIs may
come from different contexts and domains, we normalize the KPIs as:

N V(vij) =
(vij − Minpj)

(Maxpj − Minpj)

where N V (vij) is the normalized value of vij . The terms Minpj , Maxpj are
the minimum and maximum values of the KPI pj across all employees respec-
tively. We then multiply N V (vij) by a constant, this is done to avoid precision
problems. The constant depends on the size of the data set.
Once we have the most promising vector, we choose the other vectors from the
Pareto optimal front based on threshold values (t1, t2, . . . , tk), where ti is the
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ALGORITHM 2: ChooseMostPromisingV ector
Input: KPI values {(vi1, vi2, . . . , vik)} for i = 1 to n
Output: The most promising vector Py

Normalize KPI Values;
(vy1, vy2, . . . , vyk) = (v11, v12, . . . , v1k);

MinD = MAXj{(MAXi{N V (vij)} −N V (v1j))};
for x = 2 to n do

d = MAXj{(MAXi{N V (vij)} −N V (vxj))};
if d < MinD then

MinD = d;
(vy1, vy2, . . . , vyk) = (vx1, vx2, . . . , vxk);

end

end
return Py = (vy1, vy2, . . . , vyk);

threshold for the ith KPI. Algorithm 3 shows how we calculate the threshold
limit for each KPI. The values of the threshold change in every iteration. We do
not accept any vector for the current rank position which has a value lower than
the threshold. Employees in the original Pareto optimal front but not considered
for the current rank position, are stored in a set X . In the subsequent iterations,
these vectors are examined and the ones which satisfy the threshold criterion
are included in the rank list and removed from X .

ALGORITHM 3: GetThresholdLimit
Input: The value set Vi for each KPI pi

Output: Threshold limit (Ti) of pi

Ni ← Normalized value of v ∈ Pi;
Sort Ni in descending order;
Ti ← average of the difference between two consecutive elements in Ni;
return Ti;

Is choosing the Most Promising Vector Sufficient for Complete Rank Generation?
Consider the following example.

Example 4. Consider the records of 3 employees, e1 : (12560 min, 99.8%), e2 :
(11648 min, 100%), e3 : (11648 min, 99.9%). e2 dominates e3 and hence, e3 does
not appear in the same Pareto optimal front. Assume, e1 and e2 are chosen for
a rank position r. Why should we not choose e3 for the rank r as e3 and e1 are
mutually non-dominated? �

Algorithm 4 shows the formal steps to address this issue. Although this algorithm
chooses the most promising element for the current rank position, the element
actually belongs to the Pareto optimal front of the data set. We pass the entire
employee data set as input. While choosing the most promising solution, if there
exists multiple vectors with the same representative value, we choose the one
which dominates others. If there are multiple non-dominated vectors, we choose
all in the considered set and randomly designate one as the most promising
solution.
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It may be noted that all the algorithms proposed above are polynomial both in
the size of the employee and KPI sets.

4 Evaluation and Discussions

In this section, we use FINESSE to evaluate two candidate incentive schemes
across a set of comparison metrics. Both schemes are designed in the context of a
real service enterprise. First, we describe the dataset that contains the employee
and KPI details of this business. Subsequently, we define the comparison met-
rics, discuss the results and present the dashboard view of the prototype that
implements FINESSE.

ALGORITHM 4: FinalRankGenerationAlgorithm
Input: A set of employees E
Output: The desired ranking RD

Ti ← GetThresholdLimit() for pi, ∀pi ∈ P ;
Normalize KPI Values; Initialize r by 1;
repeat

Py ← ChooseMostPromisingV ector() from E; E1 ←− ey corresponding to Py ;
∀i = 1, 2, . . . , k; ti ← vpi − Ti;
for ei ∈ E do

if the value of at least one KPI of ei is above that of ey and rest of the values
are above threshold then

Add ei in E1;
end

end
Include employees in RD with rank r;
E ←− E \ E1; r = r + 1;

until E is not empty;
return RD;

4.1 Dataset Description

We collect data from a specific department of a BPO service business. Four
KPIs are used within this department to measure employee performance: (1)
Duration of work type 1 (WT1) which measures the time to process a business
transaction (e.g., manual processing of payment), (2) Duration of work type 2
(WT2) which measures the time to audit a processed transaction (e.g., check the
quality of work), (3) Duration of work type 3 (WT3) which measures the time
spent in special tasks (e.g., on-boarding a new client) and (4) work quality (QW)
which measures the percentage of transactions that are processed correctly. All
durations are measured in minutes. The dataset contains 214 employee records
in terms of their target incentive and the values of these four KPIs.

4.2 Scheme 1: An Operational Incentive Scheme

This scheme, adopted in the concerned department of the BPO business, addi-
tively combines the 3 work types. The total work duration WDi of an employee
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ei is the sum total of individual work types. Productivity score (Pri) of an
employee is defined as: Pri = WDi/C, where C is the total work duration in
the business over a period of time. A monotonically increasing function g(.) takes
a continuous range of productivity score values and then maps it to a discrete
fraction between [0, 1]. For each employee ei, this discrete fraction is called pro-
ductivity multiplier (PMi). Similarly, another monotonically increasing function
h(.) takes a continuous range of QW values and then maps it to a discrete frac-
tion between [0, 1]. For each employee ei, the latter discrete fraction is called
quality multiplier (QMi). The incentive received by an employee ei, with target
incentive Bi, is then given by: I(1)(ei) = Bi ∗ PMi ∗ QMi.

Incentive for High Performers. In Scheme 1, a set (E ′
) of employees is called high

performers, if for each ei ∈ E ′
, PMi = 1 and QMi = 1. These high performers

are eligible for additional incentives. Scheme 1 computes a score θi for each
employee ei ∈ E ′

as: θi = (WT1i + WT2i)/(
∑

i∈E′ (WT1i + WT2i)), where
WT1i and WT2i are the values for WT1 and WT2 for employee ei. If B′

is
the additional incentive budget, additional incentive for ei in E ′

is given by:
I(2)(ei) = B′ ∗ θi. The final incentive amount I(ei) for employee ei is the sum
of I(1)(ei) and I(2)(ei).

Notice the key characteristics of Scheme 1: (a) it constructs a naive single
objective function based on disparate set of measures (i.e., PMi, QMi), (b) it
unnecessarily transforms a continuous quantity (i.e., Pri) into a discrete value,
and (c) high performers are selected based on the discrete multipliers but their
additional incentives are determined only by considering WT1 and WT2. Moti-
vated by these observations, we design another incentive scheme that considers
the same dataset but removes the mentioned features of Scheme 1.

4.3 Scheme 2: A Contender Incentive Scheme

Our proposed scheme categorizes KPIs into two broad classes: regular KPIs and
special KPIs. Further, regular KPIs are divided into two types: combinable KPIs
and outcome influencing KPIs. If K = {k1, k2, . . . , kr} is a set of combinable
KPIs, each ki ∈ K has the same dimension and the organization is interested in
the combined value. Hence, for each K, scheme 1 defines a K′

=
∑r

i=1 αi ∗ ki,
where αi ∈ (α1, α2, . . . , αr) is the priority of ki ∈ K. Incentive of an employee
depends on the value of K′

. Once the combinable KPIs are transformed into a
single KPI, scheme 2 introduces the notion of outcome influencing KPIs. For a
given outcome influencing set of KPIs, it is not really possible to increase the
incentive amount significantly by compromising one KPI value and improving
the other KPI values. Hence, the impact of all the outcome influencing KPIs
are considered together. Let, K1 = {k1, k2, . . . , kd} be a set of outcome influ-
encing KPIs. For employees belonging to a specific role (e.g., manager, senior
manager), for each KPI, an upper limit and lower limit is calculated. The key
motivation behind setting such limits is to identify the employees that are high
(low) performers, i.e., KPI values are above (below) the upper (lower) limit.
The normalized value NoV (vij) for an employee ei within a role and a KPI
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kj ∈ K1 is computed as: NoV (vij) = (vij − Lj)/(Uj − Lj). where vij is value of
kj of employee ei and Lj is an acceptable lower limit for kj and Uj is the desir-
able upper limit for kj as specified by the organization. Notice that, Scheme 1 is
agnostic about the roles of the employees as different measures (e.g, productivity
score) do not take into account employee roles.

(a) (b) (c)

Fig. 3. Rank-wise sorted employees (as per FINESSE) vs normalized KPIs (a) Role1,
(b) Role2, (c) Role3

To limit NoV (vij) between [0, 1], another parameter φij for an employee ei and
a KPI kj is defined. The value of φij is: (a) 1 when NoV (vij) ≥ 1, (b) 0 when
NoV (vij) ≤ 0, and (c) NoV (vij) otherwise. Though the outcome influencing
KPIs may not be semantically comparable, we can always compare their nor-
malized values. Assume that, in the set of outcome influencing KPIs K1, the
priority (between [0,1]) of the KPIs are β1, β2, . . . , βd. Then, for an employee ei,
two quantities are defined - (i) the average KPI value: μi =

∑d
j=1(φij ∗ βj) and

(ii) the average deviation: σi =
∑d

j=1(σij ∗ βj), where, σij = 0, if μi ≤ φij and
σij = μi −φij , otherwise. For an employee, a parameter λi is defined for the out-
come influencing set of KPIs as: λi = μi − σi. The performance of an employee
in terms of the KPI values and their overall spread are both aptly captured by
λ. Let, Bi be the target incentive of an employee ei. The amount of incentive
received by an employee considering only combinable and outcome influencing
KPIs is λi∗Bi. If B is the sum total target (i.e., incentive budget) for all employ-
ees, the left-over budget (B1) is given by: B1 = B −λi∗Bi. A fraction (fs ∈ (0, 1))
of this left-over budget is distributed to the employees based on their performance
in special KPIs. Such distribution is done in a proportional fair manner within
a given employee role. Let DT be the total duration spent by the employees in a
given role for special KPIs and DSi be the time spent by employee ei. Then, the
incentive received due to special KPI is: fs∗(DSi/DT )∗B1. Finally, an employee
receives the incentive amount I(1)(ei) = λi ∗ Bi + fs ∗ (DSi/DT ) ∗ B1. At this
point, the remaining budget (B2) is given by: B2 = B1 − fs ∗ (DSi/DT ) ∗B1. In
the context of the dataset, regular KPIs are WT1, WT2 and QW and the special
KPI is WT3. The KPIs WT1 and WT2 are combinable and lead to a new KPI
denoted by WD. Further, QW and WD are classified as outcome influencing
KPIs.

Incentive for the High Performers. An employee is called high performer within
her role, if her performance is above the upper limit for at least one regular
KPI and not below the lower limits for no regular KPIs. Let E ′

denote the set
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Fig. 4. Rank wise sorted employees versus normalized KPIs; Rank obtained by (a)
Role1 :, Scheme 1, (b) Role1 :, Scheme 2, (c) Role2 :, Scheme 1 (d) Role2 :, Scheme 2,
(e) Role3 :, Scheme 1 (f) Role3 :, Scheme 2

of high performers within a role. For a high performer ei, φij = NoV (vij) and
hence, μi or λi can now be higher than one. Scheme 2 computes a score ηi for
each employee ei ∈ E ′

within a role as: ηi = λi/
∑

i λi. The high performance
incentive budget (Bh) is a fraction (fh ∈ (0, 1)) of remaining budget B2, i.e.,
Bh = fh ∗ B2. Thus, the high performance bonus received by an employee ei is:
I(2)(ei) = ηi ∗Bh. Then the final incentive amount I(ei) for an employee is sum
of I(1)(ei) and I(2)(ei).

4.4 Comparison Metrics

In this subsection, we define a few metrics for comparing the two candidate
incentive schemes. We begin by defining the distance function.

Distance Based Metrics

Using the distance functions, we compare the rank orderings obtained by
FINESSE with the ranks obtained by Scheme 1 and 2. We infer a scheme is
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better than another, if the distance between the ordering obtained by the for-
mer with the ordering obtained by FINESSE is less than the same for the latter
for the same employee record set. We now define two different distance functions.

Definition 3 [Kendall Tau Distance (KTD)]: Kendall Tau distance [6] δk
between two rank orderings RE ,RD is mathematically defined as follows:
δk = |{(t1, t2) : (RE(t1) > RE(t2) and RD(t1) ≤ RD(t2)) or (RE(t1) < RE(t2)
and RD(t1) ≥ RD(t2)) or (RE(t1) = RE(t2) and RD(t1) �= RD(t2))}|,
t1, t2 ∈ RE ,RD. �

Definition 4 [Spearman FootRule Distance (SFRD)]: Footrule distance
[12] δs between two rank orderings RE ,RD is mathematically defined as follows:

�

δs =
∑

t∈RE

|RE(t) − RD(t)|

The Kendall Tau distance basically counts the number of pairwise inversions
between two ranks, whereas the Spearman footrule distance measures the dis-
placement of each element. The classical Kendall Tau distance does not consider
the equality in ranking. Therefore we redefine these functions for the sake of our
purpose.

Property Based Metrics

Here we define two comparison metrics derived from the fairness property of an
incentive scheme I, namely the strict dominance and the majority dominance. If
the utility u1 of an employee e1 dominates the utility u2 of another employee e2,
the incentive of e1 should be greater than the incentive of e2. Using this concept,
we now define two metrics.

Definition 5 [Strict Dominance Metric (SDM)]: The strict dominance
metric is defined as the ratio of the total number of employee pairs ei, ej for
which ui dominates uj in the strict sense and I(ei) ≥ I(ej), to the total number
of employee pairs ek, el for which uk dominates ul in strict sense. �

Definition 6 [Majority Dominance metric (MDM)]: The majority domi-
nance metric is defined as the ratio of the total number of employee pairs ei, ej
for which ui dominates uj in majority sense and I(ei) ≥ I(ej), to the total
number of employee pairs ek, el for which uk majority dominates ul. �

Rank Wise Sorted Employee Versus Normalized KPI Values

Finally, we plot the normalized KPI values for rank wise sorted employees and
show the fairness of an incentive scheme. Instead of plotting WT1 and WT2
separately, we plot their combined normalized value denoted by NWD. Simi-
larly, the normalized values of WT3 and QW are denoted by NWT3 and NQW
respectively.
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4.5 Results

FINESSE is implemented in JAVA. We start with the data set, interact with the
business leaders in the organization who developed Scheme 1, and generate the
ranking of the employees using the Pareto optimal front refinement approach.
The employees of the organization are divided into three different roles based on
their designation and we have shown our results on these three sets of employees.
For each set, we compare the employee rankings generated by Scheme 1 and
Scheme 2 with the ranking obtained by FINESSE. Since Scheme 1 is agnostic
of employee roles, for all three sets, the employee ranking remains same for
Scheme 1.

Table 1. Comparison among the ranks
using MDM

Methods MDM

Role 1 Role 2 Role 3

Scheme 1 76.10% 91.63% 77.50%

Scheme 2 61.02% 99.03% 65.20%

FINESSE 62.80% 92.93% 76.87%

Table 2. Comparison among three
ranks using SDM

Methods SDM

Role 1 Role 2 Role 3

Scheme 1 97.92% 93.30% 94.97%

Scheme 2 100% 100% 100 %

FINESS 100% 100% 100 %

Table 3. Distance measures for the two schemes

Distance function KTD SFRD

Role 1 Role 2 Role 3 Role 1 Role 2 Role 3

Scheme 1 2197 237 2292 2793 299 3888

Scheme 2 2039 187 2263 3007 226 3031

Figures. 3(a), (b) and (c) show the normalized KPI values of the rank wise
sorted employees using FINESSE for Role1, Role2, and Role3 respectively. From
Fig. 3(a), we observe a decreasing trend of the lower bound of the KPI values for
the rank wise sorted Role1 employees using the Pareto optimal front refinement.
This demonstrates that the ranking generated by FINESSE honors the aggre-
gated KPI ordering. Similar trend is visible for the employees in Role2 and Role3

as shown in Figs. 3(b) and (c) respectively. Notice that, FINESSE also reflects
the negative correlations among the KPIs while determining the employee rank.
This is quite evident from Fig. 3(b), i.e., for the employees in Role2. Observe the
employee ranks from 23 and upwards. For this set of employees, NQW is quite
high and NWD is quite low. Hence, the ordering is predominantly due to the
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value of NWT3. Similar trends can be observed in Fig. 3(a) and (c), where high
performance in one KPI tries to compensate the low performance in another
KPI to determine an employee rank.

These trends are hard to perceive in Figs. 4(a) to (e) that show the normal-
ized KPI values of the rank wise sorted employees for Role1, Role2, and Role3

respectively using both Scheme 1 and Scheme 2. While both schemes demon-
strate imperfections in terms of fairness behavior, the aspect of negatively corre-
lated KPIs and their impact on the rank ordering is better visible for Scheme 2.
For example, Fig. 4(f), shows such negative correlations among the rank order-
ing of the Role3 employees. For employees, ranked between 1 to 68, the higher
value of NWD is compensated by the lower value of NWT3 which is reversed for
the employees ranked between 68 to 86. Such visualization reveals the fact that
Scheme 2 is more closer to a fair ranking compared to Scheme 1. To quantify
this visual aspect, we resort to distance based and property based metrics.

Table 1 shows the value of MDM in FINESSE, Scheme 1, and Scheme 2.
Notice that, MDM can not decisively tell whether one scheme is more fair than
the other. This is primarily due to the fact that, MDM is reliant on the majority
KPIs (in this case two out of three KPIs) and does not take into account how
the KPIs are combined to generate the final incentive amount. This concludes
that MDM is perhaps not the best metric to evaluate the fairness of incentive
schemes in a comparative manner. We then resort to SDM which, by virtue of
strict dominance, looks at all the KPIs at once. Table 2 shows the value of SDM
in FINESSE, Scheme 1, and Scheme 2. Observe, both FINESSE and Scheme 2,
achieves the maximum value of SDM (i.e., 100%) across all the employee roles.
However, this is not true for Scheme 1. For Role1, Role2, and Role3, the values of
SDM are 97.92%, 93.30%, and 94.97% respectively. Hence, we can quantitatively
conclude that, w.r.t. SDM, Scheme 2 is more fair than the Scheme 1. Still,
neither MDM nor SDM reveals the individual employee level granularity while
quantifying the fairness. To address this issue, we use the distance based metrics,
i.e., KTD and SFRD. Table 3 shows the KTD and SFRD distance of the ranks
generated by Scheme 1 and Scheme 2 w.r.t. the rank generated by FINESSE.
Across all roles, the value of KTD for Scheme 2 is less than that of Scheme
1 when compared against FINESSE. This shows that Scheme 2 is more close
to FINESSE compared to Scheme 1, and hence, more fair w.r.t. KTD metric.
Using SFRD as the metric, we notice that, Scheme 2 is closer to FINESSE for
Role2 and Role3, while Scheme 1 is closer to FINESSE w.r.t. Role1. The lack of
fairness w.r.t. Role1 could be due to improper selection of upper and lower limits
in Scheme 2. Thus, by jointly considering SDM and distance metrics, we can
quantitatively conclude that Scheme 2 is more fair than Scheme 1, although the
proposed approach and metrics also reveal some of the fairness gaps in Scheme
2 which can be further optimized. In fact, after sharing these results with the
internal business groups, we receive positive feedback about our conclusions.
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Fig. 5. Dashboard screenshot of the prototype that implements.

4.6 Prototype Dashboard

Figure 5 shows the screenshot of the prototype that implements FINESSE in the
back-end. We use a model view controller (MVC) architecture [4] to build such
a prototype. There are three major components: (a) database server (model),
(b) application server (controller), and (c) user interface (views). The database
server is implemented via a MySQL database for data persistence. The appli-
cation layer includes the implementation of the algorithms, incentive scheme
and defines the RESTful interface for the presentation layer to consume. This is
written in JAVA and it uses Hibernate object-relational mapping [3] and Spring
framework [5]. The UI is the presentation layer. UI includes the html pages and
the supporting scripts which call the REST APIs of the application layer to get
the data for visualization. The UI is developed using HTML, CSS, Javascript
making use of external visualization libraries, such as D3 [1] and DataTables
[2]. There are three key navigation tabs as shown on the top: (a) Analysis, (b)
Configuration, and (c) Comparison. Analysis page lets the user understand the
details of a candidate incentive scheme after it is analyzed via FINESSE. Config-
uration page allows the user to modify the inputs (e.g., KPIs, their importance)
to FINESSE. Comparison page demonstrates a head-on comparison between
two incentive schemes. We show only the partial screenshot of the Comparison
page due to space limitation. On the Comparison page, after taking in the data
derived from the two incentive schemes, an overview is shown in terms of: (i)
total disbursement, (ii) total incentive budget, (iii) number of high perform-
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ers etc. The other components include the distance based metrics, histogram of
normalized incentive w.r.t. target and top k employees sorted w.r.t. one of the
schemes.

We run a pilot study with a set of enterprise employees to evaluate the efficacy
of such dashboard. As part of the study, the dashboard takes in employees’
performance data and runs both Scheme-1 and Scheme-2 to get a comparative
insights on employee incentives.

Fig. 6. Comparison of (a) peer managers, (b) employees w.r.t. their performance and
incentive

One of the purposes of such pilot study is to understand the difference in
incentive recommendations for the two competing schemes. The dashboard is
primarily used by first level or second level managers to understand the employee
performance and incentives. Figure 6(a) shows the comparison of selected peer
first level managers w.r.t. their employee performance and incentive. Note that,
for a given manager, it is possible to have employees of three different roles. Thus,
for a comparison, we normalize the record of every employee w.r.t. their role and
then compute the average values of the KPIs. As shown in Fig. 6(a), Scheme-2
consistently recommends a higher payout when compared with Scheme-1. This
can be easily explained by carefully analyzing Scheme-1. Within Scheme-1, while
computing the incentive amount, few steps involved discretization of employee
performance via measures like productivity multipliers or quality multipliers.
We observe that, due to such discretization, small difference in employee per-
formance, leads to large difference in employee incentive. Unlike Scheme-1, such
discretization is absent in Scheme-2 and hence, normalized incentive in Scheme-2
is more aligned with the normalized employee performance.

Although, Fig. 6(a) shows first-level manager wise information, it does not
provide the granularity at the level of individual employees. Figure 6(b) shows the
comparison among a set of sample employees. Let us first compare the employ-
ees E1 and E5. Even though, these two employees have comparable values of
KPIs, E1 receives a significantly higher normalized incentive compared to E2
via Scheme-1. Such imperfections of Scheme-1 are corrected in Scheme-2. In fact,
such unfair behavior is quite prominent, when we compare employees E2 and
E3. Even with a comparable performance w.r.t. E2, Scheme-1 provides a neg-
ligible (close to zero) incentive to E3. The fairness of Scheme-2 becomes quite
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evident as it offers a significantly higher incentive to E3 compared to Scheme-1.
Finally, the employee E4 stands out as a high performer in Scheme-2 because of
a very high value of NWD and NQW. Hence, she is recognized and receives an
incentive amount that is beyond her target incentive. Scheme-1 fails to recog-
nize such high performers and falls short of driving an organizational objective
of rewarding high performers.

4.7 Discussions

In light of the evaluation, results, and our experience from a pilot study we
discuss few aspects of FINESSE that may clarify the positioning of this research.

(1) Can the proposed approach be used as a benchmark? We never claim
that the proposed approach of evaluating the fairness of an incentive scheme
should be treated as a benchmark. This is primarily because of the fact that
the notion of fairness may vary from one enterprise to another. However, when
a total ordering of employees needs to be established, non-dominance coupled
with enterprise specific refinement can serve as a good measure of fairness. In
that context, based on the evaluation results, we believe that FINESSE can be
used as a good yardstick for fairness quantification.

(2) Dealing with outliers. The notion of outliers may creep in when an
employee has too high or too low values of a KPI. Notice that, few employ-
ees in Role1 in our dataset exhibit such features. We argue that such outliers
should not be discarded from the data set as they represent the segment of
employees who perform substantially different (i.e., extreme high or low per-
formers) from rest of the population. However, the organization needs to pay
attention for understanding such behavior. If several data driven approaches tag
the employees as outliers, it may indicate that the employees may no longer fit
within the designated role, leading to promotion or severance.

(3) Relationship with Taylor’s scientific management. Taylor’s principles
of scientific management include determining the most efficient way to perform
specific tasks and performing employee allocations such that it maximizes effi-
ciency. Although, productivity can be used as a KPI in our approach, we do not
focus on task allocation. The key problem addressed in this paper is the fairness
evaluation of a given incentive scheme and to provide some actionable insights.
How such actions might be implemented to increase the efficiency, is beyond the
scope of this paper.

5 Related Research

Within an enterprise, there are different approaches to provide incentives
to employees. One such approach is known as tournament style incentive
scheme [16,18]. The main idea of a tournament style incentive scheme is to
conduct a contest among the employees belonging to an enterprise. Following
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such a contest, the employees with expected values of KPIs are declared as win-
ners. The winners receive a prize (e.g., promotion for executives, bonus for sales
persons) that is typically pre-determined. A tournament based incentive scheme
is appropriate when monitoring and measuring the KPI values are costly for
an employer. There are few important shortcomings for an incentive motivated
from a tournament style. First, such a scheme can potentially increase the level
of risk that an employee would take to perform certain tasks. Second, tourna-
ment based approaches are suitable for employees who perform same kinds of
tasks and they are skilled in a homogeneous manner [19]. The problem of dis-
parate KPIs, as discussed in our paper, is thus not addressable by a tournament
based strategy. Another alternate approach for designing incentive scheme is
via piece-rate or variable pay mechanism [20]. An incentive scheme motivated
via piece-rate approach typically rewards an employee with an amount that is
proportional to the corresponding value of KPI. Evidently, such a scheme is
more appropriate when employees are inherently heterogeneous is terms of their
skills [20]. Piece-rate incentive schemes also suffer from certain disadvantages as
it lacks the relative comparison of employee KPIs. Clearly, in an ideal scenario,
an incentive scheme should maintain a balance between tournament-style and
piece-rate based approaches. This is to ensure that the employees do not stay
idle and at the same time, reduce the level risk required to perform the daily
tasks [7]. All of these incentive schemes are around the idea of principal-agent
model, where a principal computes the salary for agents. Observe, none of the
prior research addresses the problem of quantifying fairness within an incentive
scheme, which is the focus of our work.

There are several other areas where efficient incentive scheme have been
designed in the past. Examples include market manipulation [9], business pro-
cess outsourcing [22], health-care operation [11], participatory sensing [15,27],
organizational work [8] etc. However, our formal setting is different from the
existing approaches and to the best of our knowledge, no incentive evaluation
technique exists that scientifically evaluates an existing incentive scheme based
on quantified distance measures with respect to a fair ranking. The issue of fair-
ness in incentive scheme design has been addressed in other domains [23,24],
but not in the context of services organization incentives, to the best of our
knowledge. For addressing the fairness issue, we leverage on the power of multi
objective optimization [10] by systematically characterizing the KPIs and con-
verting the KPI values to employee incentive.

6 Conclusions and Future Work

In this paper, we describe an approach to quantitatively evaluate the fairness of
an enterprise incentive scheme. While we never claim that the approach should be
used as a benchmark, we believe that it promotes a systematic mindset for incen-
tive scheme evaluation and design. During the course of evaluation, to reflect the
enterprise specific objectives, we propose a novel Pareto front refinement pro-
cess that creates the ordering of employees and quantifies the fairness gap. We
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evaluate our approach with an incentive data set collected from a large business.
In future, we plan on extending the proposed research from regular enterprise
tasks to special projects, which lack well-defined KPIs.
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Abstract. With the increase in data volume, velocity and types, intelli-
gent human-agent systems have become popular and adopted in different
application domains, including critical and sensitive areas such as health
and security. Humans’ trust, their consent and receptiveness to recom-
mendations are the main requirement for the success of such services.
Recently, the demand on explaining the recommendations to humans
has increased both from humans interacting with these systems so that
they make an informed decision and, also, owners and systems managers
to increase transparency and consequently trust and users’ retention.
Existing systematic reviews in the area of explainable recommendations
focused on the goal of providing explanations, their presentation and
informational content. In this paper, we review the literature with a
focus on two user experience facets of explanations; delivery methods
and modalities. We then focus on the risks of explanation both on user
experience and their decision making. Our review revealed that expla-
nations delivery to end-users is mostly designed to be along with the
recommendation in a push and pull styles while archiving explanations
for later accountability and traceability is still limited. We also found
that the emphasis was mainly on the benefits of recommendations while
risks and potential concerns, such as over-reliance on machines, is still a
new area to explore.

Keywords: Explainable recommendations · Human factors in
information systems · User-centred design · Explainable artificial
intelligence

1 Introduction

The fast development in the fields of artificial intelligence and machine learning
introduced more complexity in human-agent systems where humans and the
algorithms interact with each other [31] (e.g. recommender systems, social robots
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and decision support systems). It is becoming increasingly important to offer
explanations on how algorithms decisions and recommendations are made so
that humans stay informed and make better decisions whether or not to follow
them and to which extent. The need for explanations is reinforced by the demand
on openness culture around artificial intelligence applications and the adoption
of good practices around accountability [44,53], ethics [65] and compliance with
the new regulations such as the General Data Protection Regulation in Europe
(GDPR) [28].

An explanation is an information that communicates the underlying reasons
for an event [58]. Explanation in artificial intelligence is a multi-faceted concept
embracing elements from transparency, causality, bias, fairness and safety [31].
End-users need explanations for various reasons such as the verification of the
output, learning from the system and improving its future operation [71]. Recent
studies and surveys in this field explored the user experience facets of expla-
nations such as the explanation goals, content and the different forms of pre-
senting and communicating these explanations including natural language and
charts [1,64,69]. However, an understanding of the existing research on the deliv-
ery methods and modalities is becoming also needed. Recent studies showed
that the development of explaining the intelligent human-agent recommenda-
tions often faces problems and raises questions that must be addressed [79] (e.g.
users ask for more functionalities in the explainable interface to satisfy their
needs [23]). Failing in accommodating these facets and coping with the increas-
ing complexity in the explanation interface and content leads to failure in meeting
user needs and goals [11,23]. Moreover, explanations could lead to undesirable
effects on end-users and introduce new errors such as over-trust [20], when the
end-users fail to recognise the absence of the correct recommendations.

Given the above research challenges and the increasing number of papers
in the field of explaining intelligent human-agent recommendations is evidence
that user experience facets had been an open research challenge recently. Hence,
we conduct a systematic review around two design facets of explanations in
intelligent human-agent systems: delivery methods and modalities types. These
facets have not been explored in previous surveys and this, together with the
increasing demand for usable explanations, motivated us to do this work. Also,
we identify and present several risks of explanation both on user experience and
their decision making with the purpose of informing the design process and help
to detect explanation risks and to mitigate them proactively. The main goals
of this study are to (i) identify classes of current explanation delivery methods
and explainable interface modalities and their design considerations; (ii) identify
potential risks while users are interacting with the explainable interface along
with the potential design solutions; (iii) assist researchers in positioning the
research challenges and problems to be resolved in this domain appropriately.

The remainder of this paper is structured as follows. Section 2 summarises
the methodology and defines research questions. Section 3 outlines the results
of the review organised according to each research question defined in Sect. 2.
Section 4 discusses the results and future research challenges.
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2 Research Method

We carry out a systematic review to classify, describe, and analyse existing lit-
erature around explainability in intelligent human-agent systems. A systematic
review is a valuable tool to provide a holistic picture of the research in a particu-
lar area. It can also help in providing facets to consider when designing software
systems and its results can be seen as a reference model. For example, Hosseini
et al. performed a systematic review of crowdsourcing [34] to inform engineers
on what to consider in their analysis and design processes in crowdsourcing
projects. We follow PRISMA [59] rationale and method and conduct a system-
atic study for explanations with a focus on two design facets: delivery methods
and modalities types. Also, and through the analysis of the literature, we extract
several design challenges considering the explanation risks and present them as
a road-map of future research for researchers and practitioners in the field. This
systematic study will focus on addressing the following questions to get a clear
depiction of the concept and the distribution of the research about it:

1. Delivery - What are the methods proposed to deliver the explanations to
end-users and their design implications?

2. Modalities - What are the proposed modalities to be used by end-users to
provide input to the explanation interface?

3. Reported risks with explanations - What are the main risks while users are
interacting with the explanation interface?

Search String and Relevant Data Sources. In our search for literature, we
relied on four popular search engines that contain a large number of Journals
and conferences of information systems which are: Google Scholar, IEEEXplore,
ACM Digital Library, and Science Direct. We started the formation of the search
string intending to cover the literature that combines intelligent systems, explain-
ability and HCI. We select (“explanation” OR “Justification” OR “explainable”
OR “Explainability”) AND (“Intelligent” OR “Smart”) AND (“System” OR
“Agent”) AND (“HCI” OR “User experience” OR “Human-Centred” OR “User-
centred”) as the search string. In order to address our research questions in the
initial filtering phase, we choose to filter the papers through their title, abstract,
and keywords. If there were some doubts about the relation between a paper and
our scope, an additional reading through the introduction and the key parts of
the paper was required to decide on the relevance. Based on the initial filtering
search, we came up with 460 papers. We present our search results in Table 1.

Content Scanning. For each of the papers which we retrieved based on the
initial filtering, we conducted a full-text content scanning to assess the relevance
of the papers to our research questions ensuring that the paper was within
the scope of this systematic study. The number reduced to 66 papers after the
content scanning phase. The full set of Inclusion Criteria (IC) and Exclusion
Criteria (EC) used in this reduction included:

– Recency (IC-1): Since the aim of the study is to identify the emerging research
trends, challenges and gaps, we chose to focus on papers published in the last
decade (2009- December 2019).
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Table 1. Data sources and results from literature search.

Data source Total results Initial filtering Content scanning

IEEEXplore 35 20 7

Google Scholar 443 218 29

ACM Digital Library 552 152 18

ScienceDirect 322 90 12

– Relevance (IC-2): The paper has to relate to one or more of our research
questions. The reviewed papers should define explicitly one or more of our
user experience facets (delivery methods, modalities and reported risks with
the explanations).

– Full Access(IC-3): To include the paper, the content of the paper should be
accessible in full-text.

– Duplicated papers (EC-1): We excluded repeated papers which have been
published in an extended or complete version and considered the more inclu-
sive version.

– Language and peer review (EC-2): We restricted our selected papers on papers
that are written in English and published in recognised peer-reviewed journals
and conferences.

– Domain-related (EC-3): The paper must be centred around the intelligent
human-agent systems domain. For example, our search results introduced
us with papers addressing the explanations from psychology, social science
and theoretical computing perspective without direct relation to the user-
experience aspect; these papers were excluded.

Data Extraction and Synthesis Process. Considering the aforementioned
criteria, 66 papers were selected for the data extraction and synthesis phase.
After the content scanning phase, we formed data extraction forms to record
the extracted data needed to answer our research question. The data extraction
process was performed by the first author. However, an inter-rater reliability test
was performed in which the other authors confirmed the first author results by a
randomly selected set of papers. Then, we used an iterative process between the
research team to formulate, combine and conceptualise the emerged concepts.

3 Results

This section summarises the results of our analysis of the reviewed papers and
answers our three research questions. Later in Sect. 4, we comment on the over-
all picture of the research in this area and the challenges to address in future
work. Also, Table 2 lists our reviewed papers with their corresponding aspects
of explanations.
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3.1 Delivery Methods

In this section, we answer RQ1 around the different delivery methods of expla-
nations with a particular focus on how the delivery methods inter-relate with
other design considerations. Delivery methods are not mutually exclusive, and
multiple delivery options can be used in the same interface based on the context,
the recipient of the explanation and the nature of the application. Our results
revealed four delivery methods which have been studied in our reviewed papers
and comment on their motivations and goals in the next sub-sections.

Persistent-Specific: Explanations are delivered to the users for along with
the recommendation in a straightforward and accessible way and without wait-
ing for the user to request the explanation. The lifetime of the explanation in
this method is specific to the user interaction time with the recommendation.
In other words, the user is unable to consume the explanation after finishing
the task. The main goal is to inform the user decides whether to accept the
recommendation. This method used in the literature to foster trust [27], trans-
parency [27], persuasiveness [72], user acceptance [39] and prevent errors and
bias [73]. The cost-benefit analysis is challenging design consideration [11,47], as
users may perceive the cost of reading explanations to exceed their benefits [11].

Ad-Hoc: The explanation in this category is designed to be delivered to the
end-users when it is necessary and needed. This method is used in the literature
in two ways:

On-demand: This method enables the users to request the explanation where
the explanation is embedded in a separate view, and the users can ask for it.
This is meant to reduce information overload in the interface [5,57] when expla-
nations are not always beneficial or crucial for the performing task [11,84]. Also,
this delivery method could blend well with the persistent-specific method, e.g.
when users ask for further details in order to reveal the full set of explanation
features [60]. On-demand method is useful where explanations contain a high
level of information so users may get distracted and need more time to consume
it [27,76]. Also, it is argued to be more effective to reduce users cognitive effort
and avoid overwhelming end-users with unnecessary information [67]. On the
other hand, embedding explanations in a separate view argued in the literature
that it might not fulfill the goal of presenting the explanation and become an
additional burden on user-experience. Eslami et al. [25] and Leon et al. [52] found
that users might not benefit from this method as end-users may hardly notice
the on-demand button due to factors like their main focus and flow state.

Exploration: The users in this method are able to explore the nature of the
explanation and the agent process and increasing the understanding of the rea-
soning behind the recommendation [9,83]. This exploration could be: (a) feature-
based exploration, where user can investigate how individual feature contributes
to the recommendation and explanation output [49], (b) subset-based where
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input features specified by users are leveraged [46,77] and (c) global exploration
where the nature of the data and its distribution are exploited [74]. Exploration
techniques help users to build useful mental models and provide the user with
the ability to discover more knowledge and about the agent in an interactive and
engaging way [45]. Examples of such tools help the users in some problems like
detecting bias in data [43], combat the filter-bubble effect in social media [38].

Persistent-Generic: Explanations are stored as a report for later investi-
gation, and the explanation is persistent without time limit. The report may
include more information compared to persistent-specific and ad-hoc methods.
For instance, information about the underlying processes of the algorithm deci-
sion making on each step of the process and the reasons for selecting each deci-
sion point [50]. This is essential in some application domains, such as clinical
decision support systems where the explanation is a crucial factor for account-
ability, traceability and ethics [6,17]. Most of our reviewed studies did not focus
on developing approaches with the ability to access the explanation after finish-
ing the task. Main approaches provided in the literature to apply this method
include i) embedding the explanation in the “help page” [22] and ii) providing
a dialogue interface to navigate the archive interactively [87].

Autonomous: This method appeared twice in our reviewed studies. The sys-
tem in this method is responsible for deriving users’ needs for an explanation
based on the context. In other words, it is about the autonomy of the system to
choose the time and the context to deliver the explanation. In contrary to the
ad-hoc approach, which is a user-based delivery method, autonomous approaches
are a systems-based method. Lim et al. [55] argued that this method could be
used to provide privacy-sensitive information when the recommendation could
provoke privacy violation so that it acts as a precautionary measure. Understand-
ing the nature of the application and the different users’ personas is essential
to lunch this approach in human-agent systems. The papers that studied this
method appeared in the domains of ubiquitous computing [55] and robots [36].
For instance, Huang et al. [36] develop an approach to explain the intelligent
agent behaviour only in the critical situations, e.g. there is no need to explain
why the autonomous vehicles slow down when the road is empty. This method
was helpful to calibrate user trust and avoid over-trust and under-trust states.

3.2 Modalities Types

Explanations in common applications are presented either as text or graphical
representations in a static way [64]. However, explanations can be designed as
interactive systems where the initial explanation represents a starting point for
further user interactions, e.g. asking the user for correct parts of the explanation.
Designers use such modalities to streamline user functionalities to explore more
details about the underlying algorithm and put the user into control the out-
put. Providing such interactive explainable interfaces can fulfil both persuasion



218 M. Naiseh et al.

and over-trust reduction requirements by demonstrating the algorithmic reason-
ing in a thoroughness and experimental way to the end-users [73]. Research in
this area is still limited, and it is unclear how to design interactive explanation
interfaces in a way that is tailored and fit to users in standardised or person-
alised ways. Kulesza et al. [46] mentioned that supporting users with interactive
explanation could lead to more complexity, as it needs a level of knowledge in
software engineering and machine learning and also burden on the user experi-
ence. In this section, we focus on discovering common input modalities in the
literature that typical explanation not only conveys information but also might
trigger an interactive approach. We highlight these types and their potential
usage scenarios.

Control: Users are enabled to play, change, regenerate or elicit some prefer-
ences about the agent in order to enhance their understanding of the underlying
system [51]. The main principles behind this interaction style include boosting
transparency and interpretability of the system processes and giving users con-
trol on their output [49,56]. Studies found that the control functionalities can
enhance the user experience as well as enriching mental models. The research in
this area focused on providing dynamic explanations more than static approaches
when users need to observe the inter-relation between different factors that influ-
ence the output - e.g. Tsai et al. [81] presented an approach based on a user-
controlled function that include different explanation components, which allows
tuning recommendation parameters for exploring social contacts at academic
conferences.

Configure: This modality gives end-users the ability to choose what informa-
tion, presentation, colours, order and size are suitable to reflect the importance,
relevance and focus of certain parts of the explanation. This method is rarely
studied in the literature as it appeared twice in our selected studies and without
elaborating on the design considerations [16].

Dialogue: It indicates the explanations provided to the end-users in an inter-
active bi-directional style. The user can ask for specific information about the
recommendations [87]. This approach is argued to be beneficial for the design of
explanation interfaces and balance between the amount of information presented
to the end-users and their cognitive efforts to process that information [68]. Our
findings show that users have specific information requirements before they are
willing to use recommendation such as system capability, the algorithmic reason-
ing and detailed information about the recommended item. For instance, Eiband
et al. [23] revealed that users called for more accurate information about the
recommended item rather than relying on the item-based and user-based expla-
nations. These requirements could be fulfilled by using a dialogue interaction, as
the user will be assured asking specific questions about the recommendation.
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Debug: In this approach, the system presents its explanation to the end-users,
where, on the other hand, users are enabled to provide corrections and feedback
about the explanation to the systems in order to improve output in the future
recommendations [37,45,47]. User debugging can occur by different types of
inputs, such as providing ratings to the explanation [24] and correcting parts
of the explanations explicitly [45]. Providing the debug modality is argued to
increase the algorithm accuracy by putting the Human-In-The-Loop.

3.3 Reported Risks

In this section, we present the main risks and side effects while users are receiving
the explanations from the human-agent systems. In the following, we compile
a list of potential risks and side-effects of explanations which are likely to arise
when the design process overlooks the user experience aspect.

Over-Trust. In the situations where the cost of adopting the recommenda-
tions is high such as diagnosis and medical recommendations, it is risky to fol-
low a recommendation rashly i.e. over-reliance. This effect could be enhanced
through explanations [12,20]. Research on how to reduce over-trust effect sug-
gested different solutions, but it needs more investigation to measure and adjust
the relationship between different variable including trust, certainty level, cog-
nitive styles, personality and liability. Existing proposals revolve around com-
parative explanations [13], argumentation [20], personalised explanation based
on user personality [75], uncertainty and error presentation [76]. Research is still
needed to investigate how to embed these solutions in the interfaces consider-
ing other usability and user experience factors such as the timing, the level of
details, the feedback to collect from end-users and the evolution of explanation
to reflect it. It is worth noting that over-trust can be seen as a merging property
which requires observing throughout the life-cycle of the intelligent human-agent
systems. For example, users may over-trust a system due to cognitive anchoring
and overconfidence biased, when it proves to be correct in a number of previous
occasions.

Under-Trust. As explanations could promote over-trust, it also could lead
to under-trust issues [73], when the explanation is perceived to have a limited
quality or fitness to the user intentions and context. Research of explanation
quality discussed that improving the quality of the explanation is not about
increasing transparency and recommendation rationale only. Springer et al. [76]
showed that increasing the level of explanation details in an intelligent system
may not necessarily lead to trust and it can lead to confusing users and harming
their experience with the system. Another study showed that users could have
an algorithm disillusionment when the algorithm use information derived about
users as part of the explanation [25]. Explanations should be designed to simulate
natural human interaction patterns so trust can be taken in a way similar to what
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a user would do in real life [73]. Another research linked under-trust with end-
user personality. Millecamp et al. [57] found that explainable recommendations
have under-trust issues to users with a high need for cognition e.g. the need to
interpret and understand how the situation is composed. On the other hand, the
explanations increased the trust to the users with a low need for cognition.

Suspicious Motivations. The motivation behind the explanation could be
perceived as an attempt to manipulate the users. For example, marketing com-
panies may try to explain with the purpose of enhancing the chance of purchasing
the item recommended rather than informing the decision of the customer. This
case is discussed by Chromik et al. [14] as a dark pattern of explainability. They
discuss the problem in terms of explanation style, which is the phrasing of expla-
nations and the modality type. The correction of the perception of a motivation
to be suspicious could be conveyed to the user through the explanation itself.
Eiband et al. [21] found that placebic explanations which do not supply the user
with enough information about the algorithm decision-making process invoke a
perception of a suspicious motivation behind the explanation.

Information Overload. Explanations could cause information overload and
overwhelm the end-users. They can become confusing and complicated [47]. Bunt
et al. [11] argued that robust system design should help the users to derive
its underling reasoning without much need for explanations and must avoid
overwhelming users with unnecessary information. More transparency in the
explanation affects users ability to detect the errors in the recommendations
themselves [67] and increase users response time [62] and this may lead to losing
timeliness, e.g. in taking an offer available for a limited time. Hence, approaches
for balancing between the soundness and completeness of the explanations need
to be developed [45].

Perceived Loss of Control. Users may perceive a loss of control when the
system presents static explanations rather than dynamic and interactive explana-
tions allowing them to query and investigate further. Holliday et al. [33] studied
this effect when they examined the perceived control as a factor in two condi-
tions (with and without explanations). They concluded that users in the absence
of explanations showed more control-exerting behaviour of intelligent systems.
Andreou et al. [2] and Eiband et al. [23] also found that static explanations are
going to be seen incomplete for some users and sometimes misleading. This calls
for personalised and more dynamic interfaces for explanations.

Refusal. Refusing the explanations may happen when users feel that putting
cognitive efforts to read the explanations does not lead to better recommen-
dations or better understanding. Moreover, users cab be typically focused on
completing their tasks more than reading the explanations and improving their
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mental models [11]. The conflict between the explanations and prior beliefs, cul-
tural backgrounds, the nature of the application, level of knowledge and interests
could be other reasons for refusing the explanations. For example, Eiband et
al. [23] found that some users were more interested to know information about
the specific recommendation rather than the recommendation process itself in
the everyday intelligent systems (e.g. social media), whereas, this kind of expla-
nations could be critical for other users in other application domains. This calls
again for user-centred approaches to meet users’ explainability needs that take
users personality and contextual variables into account.

Table 2. The categorisation of the reviewed papers.

Delivery methods Persistent-specific [4,6–8,15,17,18,21,35,37,49,50,60,70,85,86]

Ad-hoc [43,49,66,74,80] [4,5,30,40,52,60,68,83]

Persistent-geniric [8,22,50]

Autonomous [36,55]

Modalities types Control [9,38,43,66,74,80] [29,51,56,57,81,82,82]

Configure [16,78]

Dialogue [3,63,68,87]

Debug [10,24,46,49,54,78] [37,45]

Reported risks Over-trust [12,13,20,48,75] [76]

Under-trust [13,25,42,57,73,76]

Refusal [11,23,25,32]

Perceived loss of control [2,23,33,82]

Information overload [41,47,55,62,67,76]

Suspicious motivations [14,21]

4 Discussion and Research Challenges

Our systematic review study investigated two design facets of explainable rec-
ommendations and we reported on the results and synthesised main dimensions
and facets and focus areas in each of these facets in the previous section. In this
section, we reflect on the status of the research in them and present a set of
research challenges as open issues for future research.

Delivery Methods. The popular methods in the literature focused on deliver-
ing the explanations to end-user while performing the task and while looking for
recommendations. We still lack studies and the long term retrieval of such expla-
nations, e.g. through a digital archive, and the effect of that on the accountability
and traceability of these systems and users trust and adoption of them. Such
approaches are important with the increasing adoption of intelligent human-
agent systems in sensitive areas such as security and health. Also, it remains a
challenge to design autonomous delivery which is able to consider the context
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and the situation when and where the users need explanations from the system.
A cost-benefit analysis would then need to integrate explanations well with the
good practice of user experience. Personal factors are various and they can affect
that autonomous-based delivery method (e.g. users with a low level of curios-
ity need less frequent and simple explanations). Techniques such as UI adap-
tation [26] can be used to adapt the delivery method based on users’ personal
factors. The perceived cost of the decision is another factor (e.g. recommending
changing password v.s buying security device). Privacy can also determine how
recommendations and their explanation are derived and delivered. For example,
some recommendations can be based on simple demographic information about
the user while others utilise usage and real-time data of the user.

Modalities. Explanations can be required to provide functionalities to allow
users to navigate through them and query them in an interactive style rather
than being only passive recipients of static information content. For instance,
Bostandjiev et al. [9] studied whether adding additional interaction functional-
ities (e.g. supporting a “what-if” scenario) affects the user experience and they
concluded that it increases the recommendation accuracy and enhances user
experience. The integration of specific modalities could lead to different expe-
riences during the interaction [46] i.e. some modalities cannot be utilised by
end users without a high-level of understanding of the agent algorithm. Hence,
modalities should be used with the consideration of the automatic usability eval-
uation (AUE). Also, user-friendliness and intelligent modalities would need to
learn the explanation that best fit users goals and needs. For instance, simple
feedback such as “explain more”, “redundant explanation” or “different explana-
tion” can support users who wish to involve with the explanations and improve
the explanations in future interactions. In a previous paper [61], we reported on
the results related to input modalities meant for tailoring the explanations for a
specific user or group of users i.e. personalisation.

Reported Risks. The researchers in our systematic review reported several
challenges for HCI researchers and practitioners to develop explainability solu-
tions and avoid the potential risks. Explaining recommendations can offer ben-
efits for users trust and acceptance. Additionally, the emphasis on the benefits
and overlooking the side effects can lead to less critical consequences in low-
cost recommendation services, e.g., movies. In high-cost recommendations, e.g.
prescription recommendations, users may over-trust, or under-trust the advice
provided by the system and this may lead to critical consequences. Hence, the
design of the explanations needs to consider the potential risks of presenting
the explanations as a first-class issue. Also, the research needs to design expla-
nations to evolve during the time considering what has been explained before
to work for long-term interaction with the end-users and consider techniques
from learning (e.g. constructive feedback [19]) that could mitigate these risks.
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We would need to develop evaluation metrics and questionnaires that cover the
user-centred aspects of explanations and evaluate error-proneness and potential
risks.

5 Conclusion and Future Work

Driven by a growing need for, and interest in, intelligent human-agent systems,
this paper presented a systematic review to clarify, map and analyse the relevant
literature in the last ten years. The findings present the results regarding two
main explanation design facets which are the delivery methods and the modali-
ties. Also, we reflected on our systematic review and presented several challenges
considering the risks while users are receiving the explanations. We elaborated
on the status of the field and where research is lacking to aid future research in
the area. We made the argument that explanations should be engineered using
user-centred approaches and be evolved and adapted iteratively as their accep-
tance and trust are not only reliant on the information content and correctness
but rather require consideration of a wider set of factors around users and their
usage context and experience.
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Abstract. Hackathons are problem-focused programming events that
allow conceiving, implementing, and presenting digital innovations. The
number of participants is one of the key success factors of hackathons.
In order to maximize that number, it is essential to understand what
motivates people to participate. Previous work on the matter focused on
quantitative studies and addressed neither the topic of demotivators nor
the relationship between participation in hackathons and citizen partici-
pation, although hackathons constitute a promising participation method
where citizens can build their own project, amongst other methods such
as meetings or online platforms. Therefore, in this study, we examined
a specific hackathon organized in Belgium and collected data about the
motivators and demotivators of the participants through a questionnaire
and in-depth interviews, thereby following a multi-methods approach.
This study contributes to the scarce theoretical discussion on the topic
by defining precisely the motivators and demotivators and provides rec-
ommendations for hackathon organizers to help them bring in more par-
ticipants. Furthermore, from our exploration of the relationship between
participation in hackathons and citizen participation, we suggest a cit-
izen participation ecosystem embedding hackathons to provide benefits
for the society.

Keywords: Hackathon · Motivator · Citizen participation ·
Multi-methods

1 Introduction

A hackathon can be defined as a “problem-focused computer programming event,
as well as a contest to pitch, program, and present instances of prototype digital
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innovations [...]. It brings together programmers and others [...] to collaborate
intensively over a short period of time on software projects [...]” [3]. There are
different types of hackathons [3], which can serve different purposes. As men-
tioned in [5], hackathons can be used by organizations looking for a way to inno-
vate within their line of business (company-internal hackathons). Hackathons are
also more and more organized in the academic world and in the public domain
(civic hackathons) as a solution to develop new ideas and improve the skills
of the participants. In the latter case, hackathons are considered as a way for
citizens to participate and to contribute to the improvement of services deliv-
ered by governments, for example by exploring public data repositories [4,7]. For
focus-specific hackathons to which anyone can participate (e.g. hackathons about
climate, finance, etc.), one critical success factor is the number of participants.
Therefore, it is key to understand the factors impacting people’s motivation to
participate.

While research on the hackathon phenomenon is still scarce, several stud-
ies have been conducted on the factors impacting the willingness of people to
participate to such events [3,6,7,10,13]. However, most of the motivators are
presented in a vague way and without detailed information. As a result, it is
difficult for organizers to leverage these motivators to take concrete actions aim-
ing to increase people’s willingness to participate in hackathons. Also, the fac-
tors demotivating participation are left aside by the related studies. Finally, the
relationship between the participation in a hackathon and citizen participation
remains unexplored. A wide variety of citizen participation methods exist (e.g.
workshops, participation in town hall meetings, etc.) and hackathons represent
one of them where citizens can build their own projects and have a concrete
impact on society if the project is implemented [17].

In order to bridge these gaps, this paper presents a study conducted during
a focus-specific hackathon organized by a junior enterprise of computer science
students in Belgium. We followed a multi-methods approach combining a ques-
tionnaire and in-depth interviews to collect insights on motivators, demotivators
and on the relationship between hackathons and citizen participation. Then,
we compared our findings to previous studies and provided recommendations
for hackathon organizers based on the gathered insights. Finally, our findings
allowed us to propose a citizen participation ecosystem aiming at generating
benefits for society through hackathons.

The remaining of this paper is structured as follows. First, Sect. 2 presents
related studies and the theoretical model used as a basis for the research. Then,
the methodology applied to collect and analyze the data is detailed in Sect. 3.
Section 4 presents the findings on motivators, demotivators, and the relation-
ship between participation in hackathons and participation as a citizen. The
implications of these findings for research and practice are discussed in Sect. 5.
Section 6 discusses the limitations of the study and provides leads for further
research. Finally, Sect. 7 closes the paper with a summary of its contributions.
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2 Previous Studies and Theoretical Model

Previous work has studied the motivators to participate in hackathons. We must
here note that we restricted this background evaluation to papers explicitly
studying the motivations to participate in hackathons. Indeed, other studies
related to motivation to engage in crowdsourcing (e.g. [15,18]) and in Open
Source Communities (e.g. [1]) were not considered as their focus is different.
Table 1 summarizes the previous studies within the scope of the present research
and presents the most important elements they identified.

Table 1. Overview of previous work studying motivators to participate in hackathons

Code Reference Methodology Studied motivators

P1 [3] Questionnaire Learning, Networking, Social
change, Prizes

P2 [7] Questionnaire Learning, Networking, Solving civic
issues, Performing teamwork

P3 [10] Questionnaire, interviews
(not for motivators)

Fun, Intellectual challenge,
Reputation, User need, Career

P4 [13] Documents,
questionnaire, interviews,
observations

Professional networking, Fun,
Intellectual challenge

P5 [6] Questionnaire Recognition, Fun, Financial
rewards, Learning

Building up on these sources, we designed a theoretical model represented
in Fig. 1. First, the model includes the motivators identified in previous work.
In order to extract these factors, we listed several individual motivators from
the studies and grouped them into overarching categories that can be found
in the model. Three additional factors, namely logistics, coaching, and influence
from others, have been added following preliminary discussions with 8 hackathon
participants. These discussions were open-ended in nature where we first asked
the participants about what motivates them to participate to have more fine-
grained information about their motivation. We then showed them the theoret-
ical model and asked them if it was complete in their opinion. We also added
a general “demotivating factors” element impacting the willingness to partici-
pate. Finally, we added the relationship between the willingness to participate in
hackathons and the willingness to participate as a citizen, in the broader sense.
For each element of the theoretical model, Fig. 1 specifies the past studies in
which the element was found (see Table 1). The elements that were not found in
past studies are indicated as “NEW”.

This model constitutes the basis to develop the questionnaire as well as the
interview guide we used to collect data for this research. These are also based
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on previously developed instruments such as [6], authors of which called for the
use in other regions of the world than Brazil to compare the significance of the
motivators they identified.

3 Methodology

3.1 Context of the Study

In order to collect data for this study, we examined the “Hope For Climate”
hackathon that took place in Namur (Belgium) from the 18th to the 20th of
October 2019. It is a focus-specific hackathon that did not have requirements
in terms of participants profiles, data, or technology to use. This event drew 65
participants. As Namur is a city with one university and several colleges, partic-
ipants were, to a large extent, students coming from different institutions. They
had to form groups of 4–5 to build their solutions. The goal of this hackathon
was to envision and implement innovative solutions to address the phenomenon
of climate change, with different sub-themes such as agriculture, waste manage-
ment and green mobility. The ideas and their implementation were, on the last
day, evaluated by a jury of professors and domain experts. After that, a number
of non-financial rewards were given to the winning teams.

Fig. 1. Theoretical model based on previous studies

3.2 Data Collection and Analysis

In the present study, both quantitative (through a questionnaire) and qualita-
tive (through in-depth interviews) data were collected. According to Jonhnson et
al. [9], a combination of both quantitative and qualitative methods contributes to
the identification of informative, complete, balanced, and useful research results.
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Furthermore, this multi-methods approach combining a questionnaire and inter-
views was also followed in a study on eliciting participants’ motivation to par-
ticipate in Google’s Summer of Code [15] and it allowed the authors to provide
a rich view of the motivators.

The quantitative insights helped us understand the importance of particular
motivators for the participants and compare the results with related studies.
These insights also helped us rework the interview guide to emphasize elements
that seemed particularly important as well as elements identified as important in
other studies, that however received less interest from the people in our sample.
Through the interviews, we were able to gain a detailed understanding of the
motivators and demotivators, which was lacking in most related studies.

Quantitative Data. The questionnaire is made of four parts. First, general
questions are asked about previous experience with hackathons. In the second
part, we refined the nine motivating factors in Fig. 1 into 26 individual motiva-
tors, each relating to only one higher-level factor. We did this in order to gather
information at a more granular level, which is key to have a better understand-
ing of the higher-level motivators. Respondents were invited to indicate to which
extent they were motivated by each motivator on a 5-point Likert scale going
from “Totally disagree” to “Totally agree”. To develop this part of the question-
naire, inspiration was drawn from the one used in [6]. An open-ended question
was then asked about what could demotivate participation in a hackathon. Since
no previous work details demotivators, an open-ended question appeared as the
best option to leave room for creativity in respondents’ answers [2]. The third
part is dedicated to the relationship between participation in hackathons and
citizen participation. Respondents were asked to what extent they participate
in hackathons because they feel engaged with the theme and whether partici-
pating in hackathons increases their willingness to give their opinion on public
matters as citizens. Respondents were also asked on the effect of participating
in hackathons on their willingness to exercise citizen participation through the
participation methods listed in [17] or through a civic hackathon. All the ques-
tions in this part are presented on a 5-point Likert scale. The last part of the
questionnaire contains demographic questions and allowed collecting data on
respondents’ gender, age, education, and background. The full questionnaire is
available as supplementary material1.

A pre-test of the questionnaire was conducted with 8 people, including 4 with
experience in organizing and participating in hackathons. These 8 people were
the ones interviewed for the preliminary discussions. Feedback was collected on
the completeness of the motivators list, on the clarity of the questions, and on
the layout of the questionnaire. No issues were raised about the completeness of
the questionnaire, and no unclear statement or question was mentioned in the
feedback. However, some aspects related to the layout/structure were criticized
and the questionnaire was adapted accordingly.
1 https://www.researchgate.net/publication/338885008 Participation in Hackathons

External Report Questionnaire and Interview Guide.

https://www.researchgate.net/publication/338885008_Participation_in_Hackathons_External_Report_Questionnaire_and_Interview_Guide
https://www.researchgate.net/publication/338885008_Participation_in_Hackathons_External_Report_Questionnaire_and_Interview_Guide
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Qualitative Data. In order to complement the results obtained in the quantita-
tive analysis, we conducted in-depth interviews with hackathon participants. We
relied on the results of the qualitative study to select people to interview accord-
ing to a diversity criterion. We focused on the participants that had opinions
differing from was is typically observed in related studies, as well as participants
conforming well to what was observed in these studies.

To define the themes to cover during the interviews, we established an inter-
view guide. It includes questions related to the motivators and demotivators
of our theoretical model as well as citizen participation. The interview guide
has been refined several times thanks to the feedback received from an expert
in qualitative studies and the pre-test conducted with 8 people not being part
of the study. We are aware that presenting a list of motivators to respondents
might drive their choice. However, the preliminary discussions and the choice to
answer open-ended questions about overall motivations mitigate that risk. The
interview guide is available in the supplementary material.

To analyze the data gathered through interviews, we used a coding approach
as described in [14]. First, we summarized the interviews by keeping only the
interesting parts of the transcripts and we recorded the summaries in a data
memo, interview per interview. Afterwards, the coding of the summarized inter-
views was split between the researchers involved in the present paper. Each
researcher coded the data about the factors assigned to him, through all the
interviews. To do so, the first step consisted in skimming through all the inter-
views to get an overall view on participant’s answers. After that, important sen-
tences were highlighted and coded using short sentences. The codes were then
inserted in a table, allowing to perform analysis for a given theme across all the
interviews. As the analysis was progressing, the researchers could write memos
to record insights and thoughts. The whole coding phase was conducted in a
cloud-based document shared among the researchers who could therefore follow
the coding process as applied by the others. This was useful to reach agreement
on the codes that were used and to make adjustments as needed.

4 Results

4.1 Sample Description

In total, 50 of the hackathon participants (40 males and 10 females) completed
the questionnaire. They are aged between 18 and 25, with an average age of
21. The young age of the participants is a result of the fact that the hackathon
attracted mostly students. Whereas the examined hackathon was a first experi-
ence for most of the respondents, 14 (all males) reported having participated in
hackathons in the past. 9 of them participated in one previous hackathon, the 5
remaining having participated in two or more. Table 2 describes the respondents
sample by education level (i.e. highest degree obtained) and background. The
larger part of the sample consists of males enrolled in computer science studies.
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Table 2. Respondents sample description by education level and background.

Education/Background Computer science E-business Other Total

Secondary 25 1 3 29

Bachelor 11 4 – 15

Master 4 – 1 5

Other 1 – – 1

Total 41 5 4 50

In total, we were able to interview 11 of the 50 respondents. Due to space restric-
tions, a summarized view of the sample’s distribution is provided. The detailed
information is available in the supplementary material of this paper.

4.2 Quantitative Analysis

Motivators. Figure 2 shows, for each of the 26 individual motivators, the num-
ber of respondents who considered it as such. These are the ones who answered
“agree” or “totally agree” when asked if their participation in a hackathon was
motivated by the motivator at hand. The motivators colored in dark blue moti-
vate at least 75% of the respondents. They mainly cover aspects related to fun,
learning, and influence from other people. The motivators colored in light blue
motivate at least half of the respondents but less than 75%. They mainly concern
the benefits of the hackathon for the society, the logistics, and the opportunity to
learn about a domain. Finally, the motivators colored in red motivate a minority
of the respondents. They cover recognition and rewards for the main part.

Fig. 2. Number of respondents who are motivated by each motivator. Individual moti-
vators are colored from dark red to dark blue accordingly. (Color figure online)
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Table 3. Demotivators for participation listed in the questionnaire.

Demotivating factor Occurrences

Financial aspects (participation fee, no free food) 11

Theme (not interesting, not inspiring) 11

Personal schedule (not enough free time to
participate, inconvenient date, already something
else planned, laziness)

9

Location (accessibility) 7

Organization (lack of commitment from staff, bad
organization)

5

Too high requirements (expectations for the
output to produce, level of skill required, fear of
lacking skills)

5

Setting (general setting, sleeping conditions, not
enough food, not enough activities during breaks)

5

Social aspects (no friends attending, not enough
participants)

5

Constraints (not enough freedom, mandatory
attendance to talks, mandatory technology)

4

Too much competition 3

No reward 2

Business (no sponsor, too strong emphasis on
business)

2

Demotivators. Concerning the demotivators, the question was asked in an
open-ended way. Although it was not mandatory to answer, 44 of the 50 respon-
dents did provide an answer. In total, 27 distinct demotivators were extracted
from the answers. They were aggregated into 12 categories listed in Table 3 and
ordered by number of respondents having mentioned them.

Link with Citizen Participation. As for the questions related to citizen par-
ticipation, 25 respondents reported that they participate in hackathons because
they feel engaged in the theme addressed during the event. Also, 22 respondents
indicated that participating in a hackathon increases their willingness to give
their opinion as citizens. Pearson’s correlation coefficient between the answers
to these two questions reaches 0.54. This suggests that participants whose par-
ticipation is motivated by the theme could be good candidates for citizen par-
ticipation initiatives on the same subject. Regarding the questions on whether
participating in a hackathon increases respondents’ willingness to exercise citizen
participation through various methods, no striking finding could be extracted.
For each method, approximately half of the respondents gave a neutral answer.
Nonetheless, a slight preference toward offline methods can be observed. Figure 3
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Fig. 3. Answers distribution for the questions on whether participating in a hackathon
increases respondents’ willingness to exercise citizen participation through various
methods, going from “Totally disagree” in dark red (left) to “Totally agree” in dark
blue (right). (Color figure online)

shows the answers distribution, going from “Totally disagree” in dark red to
“Totally agree” in dark blue. It can be observed that the workshop and the civic
hackathon received more positive answers than the others. Another interesting
observation is the high correlation between the answers for the “learn about
the domain” motivator and those for the questions on participation methods
(ranging from 0.38 to 0.48 for most methods). This suggests that participants
attending talks on the domain at the hackathon may be interested to extend
their engagement on the theme through citizen participation.

4.3 Qualitative Analysis

Overall Motivators. As introductory question, interviewees were asked about
their motivators to attend hackathons in general. The most important moti-
vator is fun, mentioned by 9 out of 11 informants. The motivators that came
next are the opportunity to learn (8), the influence from others (7), the theme
(4), the proximity of the hackathon location (3), the opportunity to test one’s
development skills (3), the conviviality (2), the rewards (2), the opportunity to
work on new projects (1), the prestige (1), the convincing communication by
the organizers (1), the opportunity to meet sponsors (1), and the professional
recognition (1). The two interviewees who had participated in hackathons in the
past indicated that their motivations evolved since their first hackathon.

Rewards. The rewards were not considered as a major motivation by the inter-
viewees. This finding is consistent with the quantitative insights. Depending on
the interest of the interviewees, the preference was set on non-financial rewards
(for the pleasure of receiving a “gift” and part of the fun experience) or on finan-
cial ones. This latter interest on financial reward was revealed by an interviewee
with a high number of participation in hackathons. He now makes a balance
between the efforts necessary to win the hackathon and the amount of money
to be won. One interviewee mentioned he would like hackathons to offer a more
diverse set of prizes to soften competition during the event.

Recognition. Most of the interviewees do not participate in hackathons hoping
to get some recognition. Rather, they view recognition as a nice side-effect. Those
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who are looking for recognition want to be recognized for their technical skills,
but not only. They also want to be recognized for their way of thinking, their
determination, their engagement in societal issues, etc. For other interviewees,
participating in hackathons is a way of feeling proud of themselves and building
up self-confidence, thus as a form of self-recognition.

Future Opportunities. This motivator was elicited as heavily linked with
recognition. Indeed, recognition is sought either from peers (e.g. other partici-
pants, fellow students) or from companies. Some participants have a prior inter-
est in specific companies. In this case, the presence of these during the event can
be a motivator as the hackathon represents an opportunity to be recognized by
these companies. Those participants would seek recognition by getting in touch
with the companies, demonstrating their abilities during the event, or promoting
their participation in a hackathon on their resume.

Fun. One of the elements that was mentioned multiple times is the general atmo-
sphere of the hackathon and the fun associated with it. There are a number of
elements contributing to the creation of the atmosphere, making the fun a com-
plex yet essential motivator to define. A first element is the freedom left to the
participants. Besides the final deadline, participants of the examined hackathon
had no obligations and had complete freedom around what they were doing and
how to manage their time. A number of training sessions and conferences where
organized but attendance was not mandatory. Participants seemed to like this
ability to walk freely and “do whatever they want”. Another element contribut-
ing to the atmosphere is the fact that participants were barely sleeping and had
the possibility to sleep on premises, which was fun for some of the interviewees.

Besides this, a number of elements related to the social context created in
the hackathon were identified as contributors to the fun. These include the fact
that people are programming with friends, interacting and meeting with other
people with similar interests, being among “geeks” to code for fun and finally,
engaging in distracting activities such as playing cards during breaks.

Another recurrent element is the competition spirit of the participants. The
examined hackathon was centered around conviviality rather than competition.
While it was mentioned as a positive aspect by some, others would have liked
more competition.

In addition to these elements, the ability to learn and to challenge oneself
to create something concrete in a short time frame to solve issues faced in a
problem domain was also mentioned as part of the fun. The social dimension of
the hackathon came to reinforce the fun that participants found in these aspects.

Learning. Learning was one of the motivating factors identified by past studies
which applied also in our case. Through the interviews, we gained insights about
the elements participants expected to learn. They can be grouped into three
categories. First, there are technical skills such as programming languages and
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libraries. Second, there are skills related to project management and particular
soft skills such as time management, the ability to work under pressure, the
efficient coordination and collaboration with freshly met people, and commu-
nication about a project idea and about a product. Finally, there is knowledge
about the theme of the hackathon (e.g. climate change). Based on the interviews,
it appears that hackathons could be a good way to raise awareness on particu-
lar problems. Most of the interviewees were interested in more than one of the
learning categories previously mentioned, to a different extent. Some expected
learning more about technical elements while others had more interest for soft
skills.

Interestingly, one interviewee mentioned he was participating in hackathons
to put his prior knowledge into practice rather then learn new skills. For him,
the hackathon contributed to the learning of previously acquired skills, thereby
building up experience rather than acquiring new knowledge.

Coaching. In the examined hackathon there were coaches with limited techni-
cal knowledge but able to help participants with soft skills, project management,
idea development, and communication. Overall, the presence of coaches was well
received by the interviewees and considered useful. We found that coaches should
help participants mostly regarding soft skills and idea development. Technical
assistance is nice to have but less important and it should not be the main
aspect of coaching. Coaches should be present without disturbing the partici-
pants. According to the interviewees, coaches should provide short trainings on
specific soft skills and come to check on them 1–2 times a day.

The quantitative findings show that coaching is not a motivator. However,
some interviewees mentioned that the presence of coaches to support them and
to challenge their ideas was a source of motivation and stimulation. We believe
that the discrepancy between the quantitative and the qualitative findings is due
to the fact that we discussed coaching in detail during the interviews and defined
with the interviewees what would be an appropriate coaching. The questionnaire
did not provide any detail about how the coaching would be done.

Benefits for Society. The quantitative analysis showed that improving the
society and developing a product that can help others are important motivators.
However, the findings from the qualitative analysis temper this result as most
interviewees do not think hackathons can have a concrete impact on society.
They believe that the ideas are not innovative enough as they have probably
been tested elsewhere already. Another criticism linked to the theme is that the
problem to address is complex and will not be impacted by simple solutions.
One interviewee mentioned that if he wanted to help with climate (theme of
the examined hackathon), he would “go out and clean the streets”. A possible
solution proposed by two interviewees is to invite investors at the beginning
of the hackathon so that they can express their needs and later invest in the
projects with high potential or provide them incubators to develop their idea.
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Another solution is to develop a wiki where all ideas developed in the hackathon
can be gathered for others to build upon them.

Providing benefits to society is considered as a nice side-effect of hackathons
but the majority of the informants do not view it as a part of their civic duty to
participate in such events. However, four interviewees mentioned that it is the
responsibility of students to suggest ideas, learn about different topics through
hackathons, and that it was a way for a different audience to “bring something
on the table” without being interested in politics. These interviewees underlined
that the positive impact of hackathons on society does not reside in the ideas
themselves but rather in the brainstorming exercise, the raising of awareness
about a theme, and the sensitivity it could raise in people about a specific issue.

Logistics. The interviewees mentioned that wifi, food, tables, and working
rooms are must haves. Showers and beds are considered as nice to have. Further-
more, several interviewees noted that the pizza they received was a motivator.

Influence from Others. The influence from the social environment was con-
sidered as a key motivating factor by the interviewees. Out of the 11 interviewees,
7 stated they would never have participated without friends coming with them.
This reluctance to go alone is due to the additional difficulties it induces (work-
ing with freshly met people, getting out of one’s comfort zone). However, one
interviewee mentioned that this could constitute a nice challenge as well.

Demotivators. When asking the interviewees which elements would drive their
decision not to participate in a hackathon, several elements were cited. The
most important demotivating factor is the theme, mentioned by 6 of the 11
interviewees. Other demotivators include a high fee to join the hackathon (5), a
too basic setting (3), a too strong competition spirit (3), the location and bad
accessibility (3), the technical skills of the team (1), the lack of reward (1), the
jury evaluating only the idea (1), the lack of learning opportunities (1), the lack
of networking opportunities (1), and vagueness in the information published by
the organizers when advertising the hackathon (1). These demotivators and their
importance are consistent with the results of the quantitative analysis.

Link with Citizen Participation. Among the interviewees, 4 mentioned that
they were not interested in being involved in a citizen participation activity
whereas 7 stated they would like to. The reasons for non-participation mentioned
by the interviewees were a lack of interest, a lack of experience, a lack of skills, the
distance to the participation activity, shyness, and a selfish personality. Among
the reasons to participate in public life, the most important driver was that the
political representatives should not be in charge of everything (4), that every
citizen has something to add in the discussion, that some groups such as students
can be underrepresented in political discussions (2), and the possibility of getting
out of one’s comfort zone and suggest ideas (1).
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Regarding the preferred participation methods, the quantitative analysis
showed a slight preference for offline methods (workshops and civic hackathons).
This is consistent with the insights obtained from the interviews. Participat-
ing through social media and online platforms was dismissed by the interviewees
because it is not a real-life setting and it could foster extreme or non-constructive
opinions. Furthermore, social media force participants to share their opinion pub-
licly. Interviewees’ opinion toward offline methods was more favorable. Through
a workshop, the direct communication with officials and the consequent pos-
sible impact on political decisions was considered as a good benefit. However,
the time-consuming nature of this method still remains a barrier. The civic
hackathon method was the most preferred by the interviewees. According to
them, it allows solving concrete societal issues if they are not too complex, deliv-
ering practical and usable ideas, meeting real-life stakeholders, and submitting
semi-anonymous ideas as they emerge from a team and not from a person.

5 Discussion

5.1 Implications for Theory

Based on previous studies, we devised a theoretical model structuring motiva-
tors, demotivators, and the link between participation in hackathons and citizen
participation. Compared to previous literature, we included additional motiva-
tors and we added the concepts of demotivators and citizen participation. Also,
motivators were studied on a finer-grained level. This allowed having a more
complete understanding of the meaning of motivating factors. In most related
studies, the factors are reported as such, without further explanation of what
they actually meant (e.g. what is meant when mentioning the fun experienced
by participants). By splitting each motivating factor into individual motivators,
we were able to understand which aspects of learning, fun, and the other factors
were motivating for participants.

The results we observed are, to some extent, similar to those reported by pre-
vious studies. For instance, the fun and the learning opportunities were identified
as the most important motivators in our study. For other motivators, however,
our findings differ. Whereas recognition and networking were identified as promi-
nent motivators by several previous studies, they did not appear as such in our
case. We believe this may be due to contextual and cultural differences between
our study and previous ones. However, we did not consider these factors in our
work, and further research is required to measure their impact.

Regarding the aspects unexplored by other studies, the interviews revealed
that coaching was well-perceived by the participants and that, in an appropriate
form, it can be a motivator. Second, the influence from others and the logistics
were revealed to play an important role, respectively as motivator and demoti-
vator. Our study uncovered several demotivators, some of which are direct coun-
terparts of motivators. However, as a first attempt, their identification remained
exploratory. A valuable research work would be the design of a detailed sur-
vey instrument for demotivators, that could be completed by non-participants
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as well. As for citizen participation, we noted that the questionnaire was not
sufficient for our research question. Answers to the questions were mostly neu-
tral, and it was thus difficult to formulate insights. We believe this is due to
the fact that citizen participation is an unfamiliar topic for many respondents,
which were therefore not sure what to answer. The complementary qualitative
approach was thus necessary. It showed that the civic hackathon is the preferred
participation method of hackathon participants. This opens the way for further
research on this method with this audience.

5.2 Implications for Practice

Hackathons Within a Citizen Participation Ecosystem. Hackathons can
be considered as a participation method allowing citizens to give ideas and
concretely build solutions to improve society. These hackathons are referred
to as civic hackathons [8]. However, as highlighted by the qualitative insights,
hackathons do not necessarily lead to increased benefits for society even though
they are the favored participation method for the hackathon audience. There-
fore, based on the insights gathered from the interviews and on previous liter-
ature [8,16], we propose to embed hackathons within a participation ecosystem
with complementary methods, as illustrated in Fig. 4.

Fig. 4. Hackathons within a citizen participation ecosystem

As input for the ecosystem, workshops with practitioners and citizens can be
conducted in order to elicit concrete needs from the population. Then, during
the hackathon, other methods could be used to fuel the idea generation. Social
media and e-participation platforms could be analyzed using opinion mining
algorithms (see [11] for an overview of methods). Furthermore, a strong coaching
by knowledgeable experts should be performed to challenge ideas and help refine
them. As output of this ecosystem, we recommend the ideas to be put on a wiki
to facilitate dissemination. Furthermore, we recommend the invitation of public
agents, political representatives or investors to witness the presentations of the
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top ideas to increase their chance of implementation. Finally, the ideas and the
respective teams behind them could be supported by an incubator to help the
team going from a prototype to a fully-functional solution.

Recommendations for Organizers. Based on the insights collected in the
in-depth interviews, we list nine recommendations for potential hackathon orga-
nizers in order to maximize the number of participants.

1. Provide activities to develop the fun experience (playful activities or interac-
tion between participants).

2. As the main demotivator to attend a hackathon is the theme, find a balance
between the relevance and the feasibility of the theme.

3. Since a lot of interviewees would not go alone, especially as first-time partic-
ipants, provide an ice-breaking activity to encourage people to come alone
without fear. Furthermore, organizers should clearly communicate about
these activities before the hackathon to encourage the prospective partici-
pants to come (even alone if none of their friends is participating).

4. As competition is not a main motivator, plan different rewards to keep a sense
of competition but give everyone a chance to win by focusing on different
aspects of their solution.

5. Develop the technical training if the focus is on technology and the thematic
training to raise awareness on the topic if the hackathon has a specific theme.
In both cases, provide training for soft skills such as pitching and ideation.

6. Enroll coaches to support participants in the development of their idea.
Coaches should remain non-intrusive and intervene at appropriate times.

7. As the participation fee is an important demotivator, find sponsors or apply
for funding instead of charging participants.

8. Be clear on the objectives of the hackathon and provide development oppor-
tunities for the ideas (incubators, investors, wiki, etc.) after the event.

9. Plan the basic hackathon requirements (beds, showers, wifi, etc.) and do not
underestimate the importance of pizzas.

6 Limitations and Future Work

The study presented in this paper has several limitations. These are discussed
below, along with further research leads resulting from them.

As discussed in Sect. 5, some of our findings differ from what has been
reported by related studies. This may be due to differences in contextual (e.g.
type of hackathon, characteristics of participants) and cultural factors. Thus, the
extent to which our findings can be generalized is limited. However, we devel-
oped a new survey instrument which we believe can be applied in other hackathon
contexts as well. Conducting different studies with our survey instrument would
allow measuring the impact of those contextual and cultural factors. For fur-
ther studies, we recommend to study a larger hackathon with a more diverse set
of participants. Then, by applying random sampling to select respondents, the
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risk of bias can decrease. Furthermore, we also recommend to interested future
researchers to collect data from people that considered going to hackathons and
that decided not to go in the end. This would allow a richer analysis of the
demotivating factors.

The second limitation stems from the audience of this hackathon, which
mostly consists of first-time participants enrolled in computer science studies.
This sample was interesting as the previous experience did not influence their
motivations. However, the qualitative analysis hinted that the factors impacting
a potential participant’s motivation evolve as they attend hackathons. Due to
its focus on one hackathon and the nature of its participants, our study could
not yield detailed insights on this phenomenon. Therefore, we recommend to
conduct a longitudinal study to better understand this evolution.

Third, even though we suggest actionable recommendations for organizers as
well as a participation ecosystem for hackathons, these are not tested in practice.
Therefore, we recommend to follow action research [12] to test these elements in
practical cases and validate them over time.

7 Conclusion

One critical success factor of hackathons is a sufficient number of participants.
In order to maximize it, it is key to understand what motivates participants to
attend hackathons. With this purpose, we conducted a study following a multi-
methods approach, involving the collection and analysis of both quantitative and
qualitative data, respectively through a questionnaire and in-depth interviews.
In total, we collected 50 answers to our questionnaire and interviewed 11 of the
respondents. Data was collected from participants of a focus-specific hackathon
organized by computer science students on the theme of climate change.

The contribution of this paper is threefold. First, based on existing work
on motivations to participate in hackathons, we built a new survey instrument
measuring 26 individual fine-grained motivators. The quantitative data collected
from the questionnaire allowed us to identify the most important motivators
and to compare our findings with previous studies. The fun, the intellectual
challenge, the opportunity to learn technical skills, and the influence from others
appeared as the main motivators. Through the interviews, further insights were
collected to define them more precisely. Second, we studied the demotivators to
cast some light on the factors that can deter people from going to hackathons.
We observed that the theme and the entry price are the most important ones.
Third, as hackathons constitute a citizen participation method, we investigated
the relationship between participating in a hackathon and the willingness to
engage in various citizen participation methods. We found that participating in
hackathons would increase the willingness of participants to engage in offline
participation methods, and especially in civic hackathons.

Based on the collected insights, we were able to provide actionable recommen-
dations to hackathon organizers and to propose a model embedding hackathons
within a citizen participation ecosystem. These outputs constitute a promising
basis for further research.
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Abstract. Blockchain technology is touted to revolutionize the financial sector
at the beginning of its emergence. However, its area of application has expanded
to include: Supply Chain Management (SCM), healthcare, e-commerce, IoT, etc.
Moreover, Smart contracts are now used by different industries not only for their
high transparency and accuracy but also for their capability to exclude the third
parties’ involvement. Blockchain-enabled smart contracts are being adopted in
different kinds of projects but still face many challenges and technical issues.
This gap stems mostly from the lack of standards in smart contracts despite the
Ethereum Foundation’s efforts. When seeking to use this technology, it is a chal-
lenge for companies to find their way in this multiplicity. This paper is a tentative
response to this problem; we conduct a systematic review of the literature and
propose a preliminary guidance framework. This framework is applied to three
illustrative cases to demonstrate feasibility and relevance.

Keywords: Blockchain-enabled smart contracts · Ethereum · Systematic review

1 Introduction

Blockchain, the underlying technology of cryptocurrencies, was intended to replace
banks with the creation of bitcoin. However, with time, it was proven that it could even
replace any other third party or intermediary [1]. The need for greater transparency,
enhanced security, and improved traceability makes blockchain the most convenient
technology for overseeing the different transactions of an organization [2]. Blockchain-
enabled smart contracts have excellent potential for remedying the existing difficulties in
different application areas due to high customizability [3, 4].However, several limitations
are identified, mainly technical issues that are related to privacy, performance, security,
and codifying standards [3, 5].

The two most known and common blockchain platforms that develop smart con-
tracts are Ethereum and Hyperledger Fabric, since 50% of projects are hosted in these
networks [6]. Moreover, the most prominent blockchain networks that adopt smart con-
tracts implement and run these computer programs written in the Solidity programming
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language [7], more notably for Ethereum. However, it is hard to state if it is the best pro-
gramming language to build a smart contract because of its infancy [4].Many blockchain
developers still opt for more mature languages such as C++, JavaScript and Java due to
their high ability to scale resource-intensive applications in terms of running time and
storage.

As long as we deal with decentralized systems, a general agreement between the
whole nodes of a network should be reached. For this purpose, consensus algorithms are
needed to approve transactions like Proof-of-Work (PoW) and Proof-of-Stake (PoS).
However, these two consensus protocols still face some big issues. On the one hand,
PoW algorithm consumes considerable computing power and electricity. Therefore,
commitment becomes very expensive, which is unnecessary for businesses that are using
private blockchains where all participants are known. On the other hand, we face another
type of phenomenon with PoS, which is “the rich get richer” [8].

Moreover, businesses need to understand blockchain-enabled smart contracts, their
application areas, their promises, and their limitations. Organizations should weigh
their options wisely before starting a blockchain project as it is recently developed
and relatively untested in all its use cases. Indeed, there are several application domains
where smart contracts could be applied; according to [6], more than 70% of smart con-
tract projects are in fields such as SCM, healthcare, finance, information security, IoT,
and smart city. Smart contracts seek to establish trust and transparency for immutable
transactions, stored and executed within a network, whatever their application area.

In this paper, we raise the following research question: How does the choice of the
appropriate smart contract-enabled platform enable companies to fulfill their domain
application requirements? To help us tackle this question, we defined three research
sub-questions: 1) What are the current studies in blockchain enabled smart contracts
in terms of platforms and consensus protocols? 2) What are the main application areas
and their requirements for using smart contracts? 3) What are the critical requirements
to fulfill and the main criteria that help organizations while choosing their blockchain
platform?

To answer these questions, we conducted a Systematic Literature Review. We rely
on the obtained results to discuss critical requirements for blockchain applications and
present three brief illustrative examples of application areas.

The sections of the study are structured as follows; Sect. 2 presents necessary
background and related researches. Section 3 handles the Systematic Review Process.
Section 4 analyses the findings and results and answers the three research questions.
Section 5 carries out a discussion of the findings by giving different illustrations of real
cases. Section 6 concludes the results of the SLR and defines some best practices for
future research.

2 Background and Related Work

Blockchain can be regarded as a decentralized distributed ledger database [9]. It
records transactions in multiple blocks chained together to compose a chain that grows
autonomously. A block may contain data about one or more transactions and holds a
timestamp and the hash function of the preceding block. Blocks are thus cryptographi-
cally linked using unique hash code to avoid any modification of the records once they
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are completed and committed. Because it is decentralized and distributed, a copy of the
entire chain of blocks, i.e., the block-chain, is stored at each participating node.

The consensus mechanism ensures information consistency between all the servers
in a distributed system. The consensus mechanism makes sure that every server of the
distributed system has the same information replica, and each replicamust have the same
data in the same chronological order.

A contract is a legal document that binds two or more parties who agree to execute
a transaction immediately or in the future. A smart contract can be considered as the
digitization of a legal contract, i.e., a software component encompassing business logic
and transactions that run on a blockchain [10]. A smart contract is also known as self-
executing contracts or digital contracts [11, 12]. It embeds contractual clauses for facili-
tating, verifying, or enforcing contractual obligations; such a protocol is executable and
provides an automatic realization of the contract. Consequently, smart contracts allow
general-purpose computations to occur on the chain [11].

There are many literature reviews about blockchain, consensus mechanisms, and
smart contracts. We briefly mention some of them here, according to their relevance to
the aim of our research questions and their popularity (i.e., citations).

In [5], the authors analyze 24 papers and seek to identify current research topics and
open challenges. Four critical issues related to smart contracts are identified: codify-
ing, security, privacy, and performance issues. The study in [4] is more extensive. The
authors selected 64 papers that seek to analyze available knowledge and evidence about
blockchain challenges and solutions. Findings indicate that most current research work
consists in proposing new solutions (47 out of 64); nevertheless, evaluation research
is of a significant amount (34). The authors further investigate smart contract related
problems. They identify 16 known issues and discuss potential solutions. In a similar
endeavor, Leka et al. in [13], conducted a systematic literature review and selected 28
publications. They seek to classify current research topics in blockchain and identify
security vulnerabilities of smart contracts.

From this brief overview of the literature, we observe that blockchain development
is very dynamic with a multiplicity of initiatives, experimentations, and evaluations.
Thus, when seeking to leverage this technology for its specific uses, it is challenging
for a company to find its way. This paper is a tentative response to this problem; we
systematically analyze the literature according to our perspective and elaborate on this
a preliminary guidance framework that is applied to three illustrative cases.

3 Systematic Review Process

This study carries out a Systematic Literature Review (SLR). SLR method is known for
its ability to rigorously and systematically assess the findings and outcomes of a specific
research problem statement [14]. It also determines the poorly defined or documented
research domains [15]. We conducted the review process in four steps.

First, after reviewing the literature and according to our main research question, we
defined three research sub-questions:

RQ1: What are the current studies in blockchain-enabled smart contracts in terms of
platforms and consensus protocols?
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RQ2: What are the main application areas and their requirements for using smart
contracts?
RQ3: What are the critical requirements to fulfill and the main criteria that help
organizations while choosing their blockchain platform?

Next, we defined search terms. In addition to reviewing related works in Sect. 2, we
also studied and analyzed one of the most cited articles (according to Google Scholar)
on smart contracts [11] to define the search terms and possible keywords combinations.
Here are the main steps of the search protocol; a more detailed description is available
in an online appendix1:

• Search strings:

• To find papers with a focus on the existing blockchain-enabled smart contracts’
platforms, languages, and consensus protocols, we used the following combina-
tion of keywords: Smart contract AND (platform OR language OR consensus OR
algorithm).

• To find articles with a focus on smart contracts application domains: Smart contract
AND (application OR domain OR area).

• To find articles with a focus on benefits and advantages: Smart contract AND
(benefit OR advantage OR purpose OR opportunity OR challenge).

• We restricted the search to years from 2013 to 2020.
• We used three well known digital libraries (IEEE, ScienceDirect, Web of Science)
together with Google Scholar.

• We conducted the search queries using the field TITLE (i.e., publication or document
title) exclusively.

• For Science Direct digital library, the search included only articles of type “Research
articles” or type “Book chapter”, and for Google Scholar, search excluded “citations”
and “patents”.

• We applied inclusion, exclusion, and quality criteria (detail description available in
online appendix (see footnote 1)).

The search protocol led to the identification of 173 publications and the final selection
of 30 papers (cf. Fig. 1). The reason behind the high number of excluded papers was
that they were not relevant or with not various and good enough findings for our study
as well as they do not bring appropriate answers to our initial research questions. The
list of the 30 selected papers is available in the online appendix.

Finally, we extracted and mapped entirely the information that will be used in the
finding and analysis section, in the form of tables.

1 Appendix available online on ResearchGate at https://doi.org/10.13140/RG.2.2.26799.28328.

https://doi.org/10.13140/RG.2.2.26799.28328
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Document identified
through initial search

N = 173

After exclusion 
criteria
N = 52

After quality 
assessment

N = 30 

After inclusion 
criteria 
N = 95

Fig. 1. Document selection process (for more details, see online appendix (Appendix available
online on ResearchGate at https://doi.org/10.13140/RG.2.2.26799.28328))

4 Findings and Results Analysis

This section carries out the first outcomes of our research regarding our research ques-
tions. We analyzed the 30 reviewed papers according to the three research questions that
have been defined. The reviewed articles are cited using the notation [sl<nn>] where
<nn> refers to the reference number in the online appendix (see footnote 2).

4.1 RQ1 -What Are the Current Studies in Blockchain Enabled Smart Contracts
in Terms of Platforms and Consensus Protocols?

Status of Smart Contract Research
Satoshi Nakamoto invented the bitcoin blockchain in January 2009. He introduced in
his experiment both the decentralized peer-to-peer virtual cryptocurrency Bitcoin and
the proof-of-work consensus mechanism [sl03]. These two fundamental concepts have
significantly contributed to the emergence of blockchain technology and constitute the
solid ground onwhichmost of the SLR findings below are based. Since then, the focus of
attention has shifted to different application areas other than finance as it offers the ability
to ensure transparency, increase productivity, and reduce inefficiencies in organizations
[sl18, sl24]. Smart contracts can be very complex to implement, especially for non-
computer specialists [sl28]. Therefore, it is crucial to understand smart contract features
and their limitations in terms of performance and scalability.

Smart Contracts Platforms
Smart contracts can be developed and processed in different blockchain platforms,
depending on several criteria and characteristics [sl25]. In this section, we pinpointed
some essential technical features of the top five most-cited platforms in the 30 reviewed
articles. We highlighted the key differences between these platforms in terms of the
industry type, the ledger type, the smart contract functionality, the transaction fees, the
supported languages, the consensus protocol, and the governance.

A. Bitcoin
Bitcoin is a decentralized digital cryptocurrency platform. It relies on a permissionless
blockchain network to record the whole transactions currency’s history in an immutable
and open way [sl02]. Bitcoin uses a cryptographic hash function, namely SHA256, that
enables the creation of 256 bits long hash for digital documents, which could be used to
verify their authenticity [sl22]. Bitcoin relies on a proof-of-work consensus mechanism,
which presents a significant limitation of its usability. Nodes work in completion within
a bitcoin platform to generate the new chain’s block by solving an algorithmic problem.

https://doi.org/10.13140/RG.2.2.26799.28328
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B. Ethereum
Ethereum is a decentralized open-source platform of money and other application areas
created in July 2015. Unlike many other blockchains, Ethereum is a programmable
platform in which smart contracts are compiled and executed in different languages
[sl29]. Indeed, Ethereum provides a Turing-complete machine called Ethereum Virtual
Machine (EVM), which supports the execution of several programming languages. The
most known ones are Solidity and Vyper, mainly used in complex smart contracts’
development [sl30]. Following the example of Bitcoin, Ethereum has adopted the Proof-
of-Work consensus mechanism as well to validate its computations.

C. Hyperledger Fabric
Hyperledger Fabric is a decentralized open-source consortium distributed ledger that
was established by the Linux Foundation. Fabric is one of the most modular and con-
figurable platforms due to high customizability in terms of programming language and
consensus protocol [sl26]. Hyperledger Fabric was the first blockchain platform that
supports general-purpose programming languages such as Python, Go, Java, JavaScript,
and Node.js and uses pluggable consensus frameworks to adapt to particular use cases.
Fabric is also known to solve scalability and performance issues.

D. R3 Corda
Corda is a decentralized open-source platform inwhich digital-assets could be exchanged
privately [sl29]. Corda is known for its capability to help businesses reach efficiency
and transparency as it supports a point-to-point messaging and a pluggable consensus
protocol. Unlike Ethereum, Corda supports very high-quality programming languages
like JavaScript and C++ but remains “Turning-incomplete” to verify contracts.

E. NXT
NXT is a permissionless decentralized platform released in November 2013 to support
the cryptocurrencies’ environment. NXT provides built-in smart contracts’ templates
[sl16] with several features that include asset trading and encrypted messaging [sl17].

Smart Contracts Programming Languages
Blockchain-enabled smart contracts technology is still in its nascent stage. For this
reason, new programming languages are being introduced according to each platform’s
structure. Indeed, in this subsection, we highlighted the most known smart contracts’
programming languages, as it is crucial to know which one is supported by which
blockchain platform before to initiate any project. We choose to focus on these four
languages according to their contract’s complexity level.

A. Solidity
Solidity is the most known object-oriented and Turing-complete programming language
for developing smart contracts [sl18], which is inspired by Javascript. Ethereum first
supported this contract-oriented language and then was adopted by other platforms such
as Quorum [sl18] and MONAX [sl16] due to high convenience and an extensive array
of features. However, many researchers have reported Solidity’s vulnerabilities against
security attacks [sl09, sl18, sl25, sl26].
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B. Vyper
Vyper is a programming language that was created to prevent bugs and attacks [sl09].
It stems from Python and is very similar to Serpent language. Unlike Solidity, Vyper
provides more productivity and reliable results due to Python’s high-level syntax.

C. Rholang
Rholang is a behaviorally typed, concurrent programming language formallymodeled by
Rho-calculus. This programming language was first used by Rchain blockchain [sl09].

D. Kotlin
Kotlin is an object-oriented and functional programming language with static typing
that allows compiling several other programming languages of high-level such Java and
JavaScript in the virtual machine [sl10, sl18].

Consensus Mechanisms in Blockchain-Enabled Smart Contracts
The correct and successful implementation and execution of a smart contract is strength-
ened by the consensus protocols. In fact, all the transactions of a network should be
tracked, and all concerned smart contracts should be executed. These two operations are
carried out by the same network’s nodes in a single and consistent way [sl17]. To attain
this state, nodes should first reach consensus.

Many consensus protocols were introduced recently. However, the most common
ones are Proof-of-Work (PoW) and Proof-of-Stake (PoS).

A. Proof -of -Work (PoW)
In blockchains, every block contains data that is securely recorded. Trust is established
using cryptography. To generate and validate a block by a network’s participants, miners
should achieve a proof-of-work by solving a mathematical problem [sl14]. Figure 2
shows the flow of the PoW protocol.

Fig. 2. Flow of PoW (source Zhang and Lee, 2019 (Zhang, S., Lee, J.-H.: Analysis of the main
consensus protocols of blockchain. ICT Express. Online first (2019). https://doi.org/10.1016/j.icte.
2019.08.001))

B. Proof -of -Stake (PoS)
To avoid PoW’s energy waste, the PoS algorithm can be used by a network to achieve
distributed consensus. Unlike PoW’s rewarding system for miners, which is based on
solving complex puzzles and algorithms, PoS chooses the participants that will create
the next block based on how rich they are [sl24]. Figure 3 shows the flow of the PoS
protocol.

https://doi.org/10.1016/j.icte.2019.08.001
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Fig. 3. Flow of PoS (source Zhang and Lee, 2019 (Zhang, S., Lee, J.-H.: Analysis of the main
consensus protocols of blockchain. ICT Express. Online first (2019). https://doi.org/10.1016/j.icte.
2019.08.001))

C. Other consensus protocols
There are many other consensus algorithms such as Delegated Proof of Stake (DPoS)
and Practical Byzantine Fault Tolerance (PBFT):

• DPoS: is low computational power consumption and high-efficiency consensus
protocol [16]. DPoS is known to be the most democratic consensus protocol as it
allows nodes, who are stakeholders, to elect and chose the delegates that will create
the blocks [sl16].

• PBFT: While PoW, PoS, and DPoS are probabilistic-finality protocols with a fault
tolerance of 50%, PBFT is considered as an absolute-finality protocol with 33% of
fault tolerance [sl16]. Currently, Hyperledger Fabric adopts the PBFT mechanism
[sl25]. It is an excellent protocol for networks where parties are partially trusted.
However, it is known that the main limitation of PBFT is bad scalability [16].

Table 1. A comparison of the most common consensus mechanisms.

Consensus
Algorithms

Energy
consumption

Scalability-time/Storage Transaction fees Papers #

Proof of Work
PoW

High 7–30 transactions/second High [sl03, sl04,
sl14, sl16,
sl17, sl18,
sl25]

Proof of Stake
PoS

Low 30–173
transactions/second

Low [sl01, sl14,
sl16, sl18,
sl25]

Proof of
Importance
PoI

Low N/A Low [sl16, sl18]

(continued)

https://doi.org/10.1016/j.icte.2019.08.001
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Table 1. (continued)

Consensus
Algorithms

Energy
consumption

Scalability-time/Storage Transaction fees Papers #

Delegated Proof
of Stake
DPoS

Very low 2.5–2500
transactions/second

Low [sl16, sl18,
sl25]

Practical
Byzantine Fault
Tolerance
PBFT

Very low 100–2500
transactions/second

Very low [sl04, sl16,
sl18, sl25]

Zero Knowledge
Proof
ZKP

Very low N/A Very low [sl07]

Raft Very low N/A Very low [sl18]

Istanbul BFT
IBFT

Very low N/A Very low [sl18]

4.2 RQ2 - What Are the Main Application Areas and Their Requirements
for Using Smart Contracts?

To measure and evaluate the extent of blockchain-enabled smart contracts’ business
value, we focused our research analysis based on the application area of smart contracts
and their purpose.

Blockchain-enabled smart contract usage has extended to reach many fields. The
main reasons for adopting this technology revolves around data security, trust, and
traceability [sl24]. However, some areas might have additional purposes for using it.

Indeed, critical application fields such as healthcare, voting, pharmaceutical Indus-
try, and the educational system have adopted the blockchain-enabled smart contracts to
ensure not only privacy and data security but also traceability and tamper-proof infor-
mation [sl11]. IoT and Information security use smart contracts for the same purposes
[sl01, sl11, sl26].

The need for trust-based transactions has resulted in the implementation of the
blockchain enabled smart contracts in Smart Cities [sl12, sl24], business process man-
agement [sl18] as well as land administration and real estate [sl22]. Data relevance
is also a sought quality that the marketplace prediction [sl11, sl25] found within the
blockchain-enabled smart contracts.

Other fields of applications are looking for optimization, security and efficiency.
Industrial production [sl01], energy resources [sl26], supply chain management [sl18]
and finance [sl01, sl11, sl14, sl24, sl26] are relevant examples of such fields.

Based on the results of Table 2, we propose some relevant examples of platforms
for every application area. The choice of the platform was made after matching the
main characteristics of the blockchain platform and the domain requirements. Although
Ethereum remains the most used platform due to high data immutability [sl13], it still
faces many challenges in terms of speed and scalability, which makes it more likely to
be substituted by other platforms.
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For instance, NXT [sl16] aims to implement security and ensures efficiency in terms
of avoiding end to end delays in the finance domain. WAVES [sl18] also improves
scalability and speed and can be adopted by application areas that aim to reach excellent
performance in terms of time and cost reduction (Table 3).

Table 2. Summary of blockchain platforms’ technical features

Platform Permission Cons. mech. Smart
contracts
languages

Application
domain

Other
Characteristics

Paper
#

Ethereum Both PoW Solidity,
Vyper
LLL,
Serpent,
Mutan,
Bamboo,
Flint,
Mandala,
Scilla

Cross-industry Smart contract
feature
Slow
speed/scalability
issues

[sl01,
sl02,
sl05,
sl08,
sl09,
sl10,
sl14,
sl16,
sl17,
sl18,
sl19,
sl20,
sl21,
sl25,
sl27,
sl28,
sl29,
sl30]

Bitcoin Both PoW IVY for
Bitcoin,
RSK and
BitML

Cryptocurrencies Decentralized
Transparent and
secure
Simple to put in
place

[sl01,
sl02,
sl10,
sl14,
sl16,
sl17,
sl18,
sl20,
sl25]

Hyperledger
Fabric

Yes PoS
Pluggable
framework

Go,
JavaScript,
Java,
Node.js,
Python

Cross-industry Expensive
Efficient and
scalable
Quality code
Optimized
performance
Protection of
sensitive data

[sl01,
sl10,
sl13,
sl16,
sl18,
sl20,
sl25,
sl29]

R3 Corda No Raft, ABFT Kotlin,
Java

Cross-industry Open source
Smart contract
functionality
Transparent

[sl13,
sl17,
sl18,
sl25,
sl29,
sl30]

(continued)
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Table 2. (continued)

Platform Permission Cons. mech. Smart
contracts
languages

Application
domain

Other
Characteristics

Paper
#

NXT No PoS TC Script Cryptocurrencies
and payment

Smart contract
feature
Efficient
Secure

[sl14,
sl16,
sl17,
sl18]

Counterparty No Proof-of-Burn Same
languages
used by
Ethereum

Cryptocurrencies Open source [sl02]

RootStock No Hybrid
merge-mining

N/A Cross-industry Hosted on
Bitcoin platform
Deploys complex
SC as sidechains

[sl13,
sl29]

RChain No PoS Rholang N/A In development [sl09]

Exergy N/A N/A N/A Energy N/A [sl26]

Tezos No DPoS Liquidity Digital assets Open source [sl15,
sl17,
sl20,
sl23]

Kadena Both N/A Pact Cross-industry N/A [sl15,
sl20]

EOS Both DPoS C ++,
WASM

Cross-industry N/A [sl10,
sl27,
sl29]

BigChain
DB

Both BFT N/A Digital asset Open Source
Customizable

[sl25]

Iota N/A POS N/A IoT Free transactions
No smart
contracts feature

[sl01]

NEM No PoI Java
Node.js

Cryptocurrencies Based on an OO
programming
language
Can combine
several
distributed
ledgers

[sl16,
sl18]

STELLAR No BFT Stellar
SDK&Go

Payment Open-source
payment protocol

[sl02,
sl16,
sl29]

WAVES No N/A RIDE Digital assets Open, secure
Simple

[sl16,
sl18]

(continued)
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Table 2. (continued)

Platform Permission Cons. mech. Smart
contracts
languages

Application
domain

Other
Characteristics

Paper
#

LISK No DPoS Lisk
JScript

Cryptocurrencies Decentralized
platform of
sidechains

[sl02,
sl16]

MONAX Yes PoS Monax
SDK,
Solidity

Contract
Lifecycle
management

Open source
Smart
contract-based
applications for
processes

[sl02,
sl16]

QTUM No PoS QSCL,
Solidity

Cross-industry Bitcoin-Ethereum
hybrid
Secure and
scalable

[sl16]

Neo Both DBFT Python,
Java,
JavaScript,
Go,
VB.Net,
C#, F#,
Kotlin

Smart economy Non-profit
blockchain
project that aims
at developing a
“smart
economy” and
digitize assets

[sl10,
sl17,
sl18]

Hyperledger
Sawtooth

No PBFT
Pluggable

N/A Cross-industry Dynamic
consensus

[sl10]

Tendermint Yes BFT Python,
C++, Go,
Java,
JavaScript,
Rust

Cross-industry Any language [sl18]

Cardano No PoS Plutus Cryptocurrencies Very scalable [sl17,
sl18]

QUORUM Yes Raft Istanbul
BFT

Solidity Cross-industry No Smart
Contract features
Confidentiality of
records

[sl18]

R3 Corda [sl30], EOS [sl27] are cross-industrial platforms that ensure transparency
and establish trust between the different participants of the network. These qualities
make them the adequate platforms for Supply Chain Management application domain.

Quorum [sl18] and Hyperledger Fabric [sl20] platforms focus on the privacy and
confidentiality of records. They deal with applications that necessitate high speed of
private transactions, which is important for patients and healthcare users.
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4.3 RQ3 – What Are the Criteria that Help Organizations While Choosing Their
Blockchain Platform?

On a practical level, we propose a criteria grid that can be used by organizations to help
them decide the appropriate blockchain platform for their business (Table 5). Based on
the literature, we identified five essential platform’s technical features and criteria that
should be supported by the organization to fulfill its requirements.

1. Scalability
Scalability is a significant issue of smart contracts application [sl24]. Indeed, some
application areas like IoT require high robustness and scalability because of their

Table 3. Applications of blockchain enabled smart contracts in enterprises.

Application area SC’s Purpose/benefit Examples of relevant
platforms

Papers #

Supply Chain Management Data immutability, tracking
and monitoring, quality
control, integrity and trust,
transparency

R3 Corda [sl30] [sl18, sl24]

Finance Accountability, Eliminates
delays, security

NXT [sl16], WAVES
[sl18]

[sl01, sl11, sl14, sl24, sl26]

Healthcare Data consistency,
interoperability, Privacy,
record management

Quorum [sl18] [sl11, sl14, sl18, sl24, sl26]

Information security Resource management,
Tamper-proof

Hyperledger Fabric
[sl20]

[sl24]

Smart Cities Cost reduction R3 Corda [sl30] [sl01, sl12, sl24]

Internet of Things (IoT) Data security, privacy,
verifiability, auditability,
transparency, cost-cutting

Hyperledger Fabric
[sl20]

[sl01, sl11, sl16, sl18, sl24,
sl26]

Pharmaceutical Industry Data security, auditability,
traceability

Rootstock [sl29] [sl11]

Marketplace predictions Market forecast,
decentralization, data
relevance,

Quorum [sl18] [sl11, sl25]

Voting Security and privacy, trust,
Tamper-proof, immutability

LISK [sl01, sl11, sl14, sl18]

Educational systems Record keeping, efficiency Quorum [sl18] [sl11]

Energy resources Optimization, resiliency,
efficiency, security

Exergy [sl26] [sl14]

Business process Management Trust, record keeping,
tamper-proof

R3 Corda [sl30] [sl18, sl24]

Land administration and real
estate

Data correctness,
transparency, stakeholders’
trust,

NEO [sl10] [sl22]

Industrial production Automation, equipment
unification, optimization,
reliability, fault tolerance,
security

EOS [sl27] [sl01]
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transaction-intensive nature [sl16]. Storing data in the blockchain may result in
critical scalability issues [sl06]. For this purpose, an organization must choose a
blockchain platform that can scale to adapt to growth.

2. Ledger Type
As an emerging technology, blockchain provides three categories of ledgers: public,
consortium and private [sl13]. The choice of the ledger category depends on the
network scope. For instance, in public networks, everyone can be a node. In consor-
tium networks, authorizations are controlled, and nodes are designated. In private
networks, permissions are more restricted, resulting in very low decentralization.
Because blockchain comes in many different types, not all its platforms support
fully open networks or less decentralized ledgers such as R3 Corda [sl29], which is
entirely permissioned.

3. Consensus mechanism
A non-adaptable consensus protocol limits the usage of some platforms [sl24], and
a proper consensus protocol must ensure security and provide fault tolerance [sl29].
It is known that PoW consumes a lot of power, and transaction throughput is only
3-7 per second, which is very limited. To solve this scalability issue for platforms
that only support PoW, e.g., Ethereum [sl23], there are some other protocols and
techniques to use to mitigate the limitation of this mechanism, such as Merkle tree
[17]. PoS and DPoS based platforms could also be a good alternative [sl19].

4. Programming language
Several programming languages have been introduced after the blockchain emer-
gence. The most common one is Solidity [sl18], which is a language designed
explicitly for blockchains, but mainly inspired by JavaScript. Thus, an organization
must inquire about the programming languages that are supported by a blockchain
platform. We identified four other languages types: object-oriented languages (C++,
Python …), functional languages, procedural languages, and declarative languages.

5. Smart contracts support
Some blockchain platforms may not have the smart contract functionality that is
responsible for executing operations that are done by a general programming lan-
guage in a blockchain network [sl13]. A typical example of these platforms is
Quorum [sl18].

This list of criteria is not exhaustive. Many other factors can help determine the
choice of the adequate distributed platform such as ease of use, toolchain maturity,
human resources’ skills. However, this research paper focuses only on the five criteria
previously defined.

5 Discussion

Three Illustrative Examples
In this part, we present three blockchain-enabled smart contracts projects to illustrate
and apply the findings of RQ3. The details of these projects were gathered from an
ongoing empirical investigation that we are conducting for our research project. Data
was collected from blockchain project stakeholders during semi-structured interviews
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in autumn 2019. The primary purpose of this illustration is to highlight that the use of
the criteria grid will enable us to choose the same platforms that the firms implemented
in the respective projects. Here is the description of the three selected projects with their
requirements. These requirements are part of the main findings of the empirical research
(Table 4).

Table 4. The three projects’ requirements and chosen platforms

Project Application area Description Requirements Platform

P1 SCM P1 aims to use
blockchain to ensure
food safety by
tracking and
monitoring the
provenance of the
products sold in stores

-Trust
-Traceability
-Transparency

Hyperledger Fabric

P2 Healthcare P2 aims to use the
blockchain
technology to ensure
the liability of the
medical records for
cancer patients

-Tamper-Proof
-Privacy
-Integrity

Hyperledger Fabric

P3 Automotive P3 aims to use
blockchain to
optimize interactions
between the car
manufacturers and
automotive suppliers
to increase
responsiveness and
efficiency

-Real-time data
sharing
-Efficiency
-Transparency,
-Decentralization

Corda

The information that we have already collected regarding the previous three projects
enabled us to fill in the grid criteria previously introduced. The results are presented in
Table 5.

After filtering on the five criteria mentioned above based on the information of
Table 1, we succeeded in reducing the number of platform choices and reached the
following results:

• Hyperledger Fabric [sl20], Corda [sl30], EOS [sl27] and NEO [sl10]

As noticed earlier, projects P1 and P2 are hosted in Hyperledger Fabric, and project P3
is hosted in Corda. This information fits with the findings of the platform criteria grid
(Table 5).
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Table 5. Platform criteria grid: application to the selected three projects

Technical features P1 P2 P3

Scalability Transaction intensive x

Time x x

Ledger type Permissioned x x x

Pretensionless

Supported consensus mechanism PoW

PoS x x

DPoS

Pluggable framework x

Supported Programming language Object-oriented language x x x

Functional language

Specifically designed language

Procedural language

Declarative language

Smart contracts functionality Yes x x x

No

After comparing the results of the SLR and the findings of the illustration, we con-
clude that the criteria grid can indeed be used to enable organizations to choose the
suitable blockchain platform. Following these steps will allow the institutions to lever-
age the full potential of the selected technology and reduce any potential risk of not
fulfilling its domain requirements.

Nevertheless, there are certainly other criteria that must be considered. Undoubtedly,
the most fundamental question is whether a blockchain is needed in the first place. We
acknowledge the analysis made by some studies, e.g., Wüst and Gervais in [18], that
considers that in some situations, when scrutinized, blockchain technology is unnec-
essary, and conventional technologies, e.g., centralized databases, can perfectly do the
required job.

6 Conclusion

This paper carried out a systematic literature review that expressed the essential features
of blockchain-enabled smart contracts and the existing knowledge in its different appli-
cation areas. We highlighted an extensive set of distributed platforms and compared
them in terms of several technical specificities and protocols, namely the supported
programming languages and the consensus mechanisms.

We tend to believe that this study will help businesses to understand their require-
ments and needs regarding the development of their blockchain-based applications.
Indeed, not every blockchain platform is suitable for every network. We concluded
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that the most critical points that an organization should first know about its target plat-
form are: (i) verify if the platform deals with smart contracts, (ii) check the consensus
mechanism supported by this platform, (iii) know what programming languages the
Software Developments Kits (SDKs) of the platform support, and finally, (iv) what kind
of scalability does the solution need. This preliminary diagnosis will not only enable
the organization to choose the right blockchain platform but also will help to mitigate
the significant technical issues that could occur after a smart contract’s implementa-
tion in terms of performance and scalability. The limited empirical illustration that was
presented in the discussion section highlighted the contribution of our research regard-
ing smart contracts platforms. Further research can expand the scope of this study and
explore more determinant criteria to enrich the platform grid and thus keep up with the
application areas’ evolving requirements.
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Abstract. TESTAR is a traversal-based and scriptless tool for test automation
at the Graphical User Interface (GUI) level. It is different from existing test
approaches because no test cases need to be definedbefore testing. Instead, the tests
are generated during the execution, on-the-fly. This paper presents an empirical
case study in a realistic industrial context where we compare TESTAR to amanual
test approach of a web-based application in the rail sector. Both qualitative and
quantitative research methods are used to investigate learnability, effectiveness,
efficiency, and satisfaction. The results show that TESTARwas able to detect more
faults and higher functional test coverage than the used manual test approach. As
far as efficiency is concerned, the preparation time of both test approaches is iden-
tical, but TESTAR can realize test execution without the use of human resources.
Finally, TESTAR turns out to be a learnable test approach. As a result of the study
described in this paper, TESTAR technology was successfully transferred and the
company will use both test approaches in a complementary way in the future.

Keywords: GUI test automation tools · TESTAR · Compare test approaches ·
Industrial case study · Technology transfer · Railway sector

1 Introduction

Testing software at the Graphical User Interface (GUI) level is an important part of
realistic testing [1]. The GUI represents a central juncture to the Software Under Test
(SUT) from where all the functionality is accessed. Consequently, testing at the GUI
level means operating the application as a whole, i.e., the system’s components are tested
in conjunction. However, automated testing at the GUI level is difficult because GUIs are
designed to be operated by humans. Moreover, they are inherently non-static interfaces,
subject to constant change caused by functionality updates, usability enhancements,
changing requirements or altered contexts. This makes it very hard to develop and main-
tain automated test scripts. And today, most companies still resort to time-consuming
and expensive manual testing [2, 3].
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The state of the practise tools for automated testing at the GUI level used in the
industry are script-based. Capture and Replay (CR) tools [4–6], for example, enable
the tester to record (or capture) the test scripts automating the sequences of actions (like
clicks, keystrokes, drag and drop operations) that compose the use case. These scripts are
then replayed on the UI to serve as regression tests for new product releases. However,
since GUIs change all the time, recorded scripts break and need to be captured again
or manually maintained. Consequently, the maintenance cost can get real high, and if
the scripts are repaired instead of capturing the whole sequence again, the competence
required can become an obstacle [7]. Due to thismaintenance problem, companies return
to manual regression testing which results in less testing being done and faults that still
appear to the users.

Other script-based tools for automated testing at the GUI level are Visual GUI Test-
ing (VGT) tools [8]. These tools take advantage of image processing algorithms to
simulate the operations carried out manually by testers on the GUI. These visual testing
approaches simplify the work of testers as other test automation tools. However, they
also rely on the stability of the graphical appearance of the GUI. Although better than
the CR approach, VGT tools also suffer from high scripts maintenance costs [9].

A different and scriptless approach to automate testing at the GUI level has been
introduced with a tool called TEST Automation at the user inteRface level (TESTAR)
tool [1]. TESTAR does not only automate test execution, it also automates the design of
test cases. It does this without the need of test scripts, i.e., TESTAR is a scriptless test
approach. And when there are no scripts, these do not need to be maintained. However,
TESTAR has SUT-specific configuration that sometimes requires some maintenance
effort.

The value of TESTAR in industrial context has been previously investigated and
compared, to our knowledge, in four studies (discussed in Sect. 2). Such “which is bet-
ter” case studies in realistic environments are powerful [10] even if there are a limited
number of subjects involved. Although they cannot achieve the scientific rigor of for-
mal experiments and they will never provide generalizable conclusions with statistical
significance, the results can provide sufficient information to help companies judge if
a specific technology being evaluated will benefit their organization. As Briand et al.
[11] clearly, generalizability is overrated. We need more of this type of context-driven
software engineering research to reach effective technology transfer of the academic
results to the industry. According to Wieringa and Daneva [28] the variability of the
context is reduced by decomposing a single case into elements with interactions, such
as, for example experience of people involved in a project, defects present in a project,
etc. Given that the generalizability might be enhanced due to that these elements may
be recurrent across a large set of different cases, we conducted -another study but in a
different context (i.e. problem domain, type of software).

The study in this paper has been carried out in the context of an industrial collabora-
tion with a rail infrastructure company in the Netherlands and an IT services company
which is global leader in information technology and outsourcing services. The rail
infrastructure company is a Dutch company that has mission-critical software applica-
tions that ensure the daily train traffic control. Railway tracks are controlled by train
traffic controllers using complex real-time systems. Any failure in one of these systems



Scriptless Testing at the GUI Level in an Industrial Setting 269

may cause millions of passengers to be stranded in the stations and instantaneously the
RailwayCompanies become breaking news in bad performance. This company has a real
need to automate testing at the GUI level in their context. To this end, the rail company
already tried to adopt a commercial Capture & Replay tool. However, this test automa-
tion tool was abandoned because of the high maintenance costs due to changes in the
GUI. The test coverage reached by the commercial tool got lower and lower, while the
company needs high coverage because of the mission critical application. Motivated by
this real need, TESTAR was challenged to test a mission-critical web application called
“Basis Gegevens Service” (BGS), which is in charge of carefully saving train and rail
data. Given the complexity of this application and its IT landscape, the IT services com-
pany that developed BGS was committed to support the implementation and research
described in this paper.

The structure of this paper is as follows. Section 2 describes related work. Then,
Sect. 3 presents the methodology of the case study and provides further explanation of
the context of this study. In Sect. 4, the results are presented. Section 5 reflects on the
methodological issues, and Sect. 6 discusses the results and implications for practice
and further research. Finally, the conclusions of this study are drawn.

2 Related Work

As indicated before, there are currently four case studies that have been conducted to
evaluate TESTAR in different industrial contexts [12–14]. In these studies, mainly the
efficiency and effectiveness of TESTARwere investigated. The results of these case stud-
ies showed that in some contexts, TESTAR could improve the fault-finding effectiveness
of current test suites. For example, TESTAR detected 10 previously unknown faults that
were classified as critical by the company Clavei1 in [13]. In case of efficiency, we see
that the preparation time of TESTAR is almost similar in all studies compared to the
other test automation approach. In the study at SOFTEAM, learnability was also mea-
sured. Learnability seemed good to the subjects. However, during the hands-on learning
process, they found out that developing test oracles was not well understood. The need
to do Java programming caused some initial resistance, but this resistance disappeared
after explaining the need of test oracles and turned into some enthusiasm to program
them. Eventually, they were able to deliver a working version of TESTAR with test
oracles far more sophisticated than the implicit oracles that are present in TESTAR by
default.

Based on these case studies and contexts, no general conclusions are possible. More
research is needed in different contexts. In this paper, we investigate TESTAR in another
context in yet another “which is better” case study and compare it to the manual test
approach used in an industrial context of the rail sector with real application and subjects.
It would have been desirable to be able to compare TESTAR to another automation
approach used in the company, but unfortunately this context did not allow for that [10,
15].

1 www.clavei.es/.

http://www.clavei.es/
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3 Methodology

3.1 Case Study Design

Similar to the other studies [1, 12–14, 17], we use the methodological framework from
the existing literature [16], this framework is based on well-known general case study
design guidelines, e.g., by Runeson and Höst [15]. The following sections describe the
design of our study.

3.2 Objectives

The research questions are formulated below:

• RQ1: How does TESTAR contribute to the effectiveness of testing when it is used in
the described industrial context and compared to the current test approach?

• RQ2: What is the learnability of TESTAR for the test practitioners in the described
industrial context?

• RQ3: How does TESTAR contribute to the efficiency of testing when it is used in the
described industrial context and compared to the current test approach?

• RQ4: How satisfied are the testing practitioners with TESTAR when it is used in the
described industrial context and compared to their satisfaction with the current test
approach?

3.3 Objects of the Case Study

3.3.1 The Context: Rail Sector

This case study has been carried out in a rail infrastructure company within the Dutch
rail sector. The company has approximately 4,000 employees and is responsible for
controlling rail traffic all over the Netherlands. The core business of this company is
controlling the traffic management, which is achieved through a chain of IT systems.

At the company, continuity of service is very important. Therefore, the applications
should operate without faults. To assure a high level of quality, the web application BGS
is manually tested in the current situation. This will give the company the ability to
evaluate their own current test approach with the TESTAR tool.

3.3.2 The SUT

The BGS application records basic information about trains, which is required for the
traffic controllers to control the traffic in the traffic support system. The application
is developed by one of the biggest IT companies in Europe tailor-made for the railway
company.Thebasic data canbe read,modified, created, deleted, released, andwithdrawn.
The SUT is tested after each release. The web application is Java based (JEE6) and has
12,263 lines of code (LOC). This SUT has more LOC than in the previous case study of
SOFTEAM.

The web application consists of three layers: the interface layer, the service layer,
and the persistence layer. The interface layer contains the GUI and a Java Message
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Service (JMS) receiver. It is set up with PrimeFaces2 and Java Server Frames (JSF3).
The service layer is the layer between the interface and the persistence layer. Finally,
from the persistence layer, communication takes place with an Oracle database. Sending
data to other applications takes place through JMS from the service layer. Tibco EMS4

is used as a JMS provider. Through the JMS receiver from the interface layer, the web
application can receive data from other applications.

3.3.3 Manual Test Approach

The existing test approach used for the described SUT was manual and contained a test
plan with a corresponding test suite of 100 test cases. After a change in the application,
the SUT had to be re-tested and all the 100 test cases were executed as regression tests.
The test cases were structured as follows: precondition, action, and expected results. To
have an indication of the quality of the test suite, the company has defined a functional test
coverage criterion to provide the business (customer) information about the coverage.
The functional coverage is clearly preferred by the business instead of code coverage.

This functional test coverage is measured by logging the executions of the SUT.
The web application BGS has 251 explicit functionalities. When executing any of these
functionalities through the GUI level of the web application, this is logged. In this way,
it is possible to calculate functional test coverage after executing the test suite. After
execution of each test approach, the logs are inspected and the functional test coverage
is determined. The test suite consisting of the abovementioned 100 test cases covered
73% of the defined functional test coverage.

The test suite is maintained in a quality management system. In this system, the test
cases are grouped based on functionalities from the use case. As indicated, the test cases
are performed manually. If a fault is found, it is registered in the issue tracking part of
the quality management system.

Within the company, the testing process consists of preparing, specifying, executing,
and evaluating. It took 43 h to prepare the test cases. Subsequently, manual testing of
the test cases takes 6 h and the evaluation of the results another 2 h.

3.3.4 TESTAR: A GUI-Level Test Approach

TESTAR5 is an open source tool for traversal-based scriptless test automation at the
GUI level. It carries out automated testing following the test cycle depicted in Fig. 1.
The cycle consists of the following steps: (A) TESTAR starts the SUT. Thereafter it will
(B) scan the GUI using the accessibility API of the operating system. The latest version
of TESTAR also supports Selenium WebDriver, but during this case study, it was not
available yet. This API provides information about all the widgets that are available in
the state that the GUI is in. TESTAR uses this information to (C) derive a set of possible
GUI actions that a user can execute in the current state s of the SUT. Subsequently,
TESTAR randomly selects an action from this set (D) and executes it (E). This makes

2 www.primefaces.org.
3 JSF is a Java-based component to build a GUI.
4 https://www.tibco.com/products/tibco-enterprise-message-service.
5 www.testar.org.

http://www.primefaces.org
https://www.tibco.com/products/tibco-enterprise-message-service
http://www.testar.org
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the SUT go into a new GUI state s´. This new state s´ is evaluated with the available
oracles (F). If no fault is found, again the set of possible GUI actions for the new state
s´ is derived, one action is selected randomly and executed. This continues until a fault
has been found or until a stopping criterion is reached (G). In each state, all widgets
are combined in a tree structure, the widget tree. Based on this widget tree, actions are
derived, and one is selected. This way, the state of the GUI is continuously obtained and
actions are selected based on the current implementation of the SUT [1, 19].

Fig. 1. The operational flow of TESTAR

The default configuration of TESTAR includes random selection of actions and
implicit oracles for the detecting the violation of general-purpose system requirements,
e.g., that the SUT should not crash, the SUT should not find itself in an unresponsive
state (freeze), and the UI state should not contain any widget with suspicious titles, like
error, problem or exception.

3.4 Subjects in the Case Study

In the case study, three subjects (test practitioners) were involved. These subjects were
certified technical or functional testers working at case companies.

Within the companies, a technical tester is considered to have knowledge of pro-
gramming (reading and writing code) and understands the operation of an application;
moreover, he or she can view and interpret the logs of applications. A functional tester,
on the other hand, tests the SUT through the GUI level and has limited knowledge on
the technical implementation of an application.

The technical tester subject is identified as subject 1 and is graduated from amaster’s
degree in computer science. This subject has 7 years of experience with software testing,
of which 2 years in the rail sector. The functional tester subjects are identified as 2 and
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3. Subject 2 has 12 years’ experience with functional software testing and worked all
these years in the rail sector. Subject 3 has four years of experience with functional
software testing. Again, all four years the subject worked within the rail sector. The two
subjects (2 and 3) with functional background have a bachelor degree in another field
than computer science.

The SUT has been under development for 2 years. Subjects 2 and 3 have been
involved from the start. All subjects have tested the SUT at least once.

3.5 Phases of the Case Study

The preparation consisted of 3 parts:

• Deployment (implementation) consisted of setting up the test environment such that
the GUI widgets of the SUT were properly detected by TESTAR and actions on the
GUI could be automated in a sandbox.

• Training consisted of reviewing the user manual and viewing an instructional video
about TESTAR. Subsequently, three sessions of training were given. After the three
sessions, the level of knowledge was measured using a questionnaire about TESTAR.

• Hands-on learning process makes the subjects work towards a configuration of TES-
TAR that was applicable to start testing the SUT. Basically, this means that action
filtering and oracle definitions have to be put in place. The final working version was
used to test the SUT and the results were evaluated with the exit criteria. This review
took place with the trainer.

During the execution and evaluation phase, TESTAR was run, data was collected and
both TESTAR and themanual test approachwere compared. For TESTAR, the execution
phase took a minimum of 24 h, as this has been shown in previous studies to reach a
certain test coverage [12, 13]. The following sections discuss the data collected from the
runs and the evaluation.

3.6 Variables and Metrics

3.6.1 Effectiveness

Effectiveness shows the ability of the approach to detect faults in the SUT [16]. Some
studies evaluate test approaches by injecting known faults into the SUT [12] and cal-
culating the (injected) fault detection rate. In this study, it was not allowed to inject
faults into the SUT because this would represent a risk in the test environment for other
projects, because there is a complex IT landscape and the applications are connected
with each other. Hence we have used surrogate measures like coverage [1, 18, 21, 22] to
measure the percentage of the total code of an application has been tested with the test
execution. In our study, effectiveness was measured in terms of:

• Number of detected faults during testing with both test approaches.
• Impact or severity of the relevant faults if the SUT was released in the production
environment. This impact consists of cosmetic (low), disturbing (middle), serious
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(high), and production-blocking (top) faults. The case organization is using these
categories to determine the severity.

• Functional test coverage of both test approaches. This was measured by dividing the
number of tested functionalities by the total number of functionalities.

Moreover, three subjects are interviewed with semi-structured interviews [16] to
complement our measurements with qualitative data.

3.6.2 Learnability

We measured the learning process using the level-based strategy method [1], as well as
the time required to learn TESTAR [17]. In this way, we can investigate the learnability
step by step in each level. The level-based strategy method consists of reaction, learning,
and performance:

• Reaction: interviews and observations were used to evaluate how the subject reacted
to the learning process. After the training, the level of knowledge was examined with
a questionnaire.

• Learning: the hands-on learning process was recorded in a working diary where all
activities and time needed for them are logged. Through the log and observations,
knowledge growth was measured.

• Performance: the TESTAR version, delivered in the hands-on learning process, was
checked through exit criteria. The exit criteria were conditions based on the hands-on
learning process, and were determined as follows:

– The protocol (Java code) does not provide errors after execution the compiler;
– TESTAR run for more than 24 h;
– TESTAR performed more than 50,000 actions.

3.6.3 Efficiency

Efficiency was measured by monitoring the time required for the test activities dur-
ing the preparation, implementation, and evaluation phases. During the execution, all
observations were also recorded in a working diary [1, 8, 12, 13, 17–19, 21–24].

3.6.4 Subjective Satisfaction

Subjective satisfaction is measured using reaction cards and semi-structured interviews.
Semi-structured interviews were conducted with all three subjects. Questions and top-
ics were related to ease of use, understandability of the user manual, positive/negative
reactions, loyalty and overall satisfaction.

The reaction cards are a collection of words from which the subjects can choose
(e.g., too technical, time-saving, stressful, efficient, high quality, etc.) that have been used
successfully to measure subjective satisfaction [25]. The subjects had the opportunity to
choose five keywords that they associated with the test approaches.
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4 Results

4.1 RQ1: Effectiveness of Both Test Approaches

4.1.1 Functional Coverage

Functional test coverage was determined using the logs of the SUT. When executing a
determined functionality, the SUT registers its status and detail in a log file. Table 1 shows
that the functional test coverage of TESTAR is between 33% and 80%. The functional
test coverage varies because it depends on the duration of the test, type of algorithm and
number of actions has an impact on the functionality. The third run achieved the highest
functional coverage, 80%, and all exit criteria were met. In comparison with TESTAR,
the manual test approach only had a functional coverage of 73% (see Table 2). This is the
first study and context where functional coverage or TESTAR out performs the manual
approach.

Table 1. Run results of TESTAR

Run 1 2 3

Duration (hours) 18 33 71

Number of sequences 276 12 192

Action selection (type of algorithm) Random Random Random

Functional coverage 33% 51% 80%

Number of actions 21.377 47.487 98.081

Number of faults 0 1 2

Reproducibility – No Yes

Table 2. Effectiveness of both test approaches

Description Manual test approach All runs of TESTAR

Number of faults detected 0 4

Impact of the fault(s) – High

Reproducibility fault(s) – 3 out of 4

Functional coverage 73% 80%

Required time for preparation 43 44

Execution time (hours) 6 71 (run 3)

Required time for evaluation/analysis 2 5

Number of test cases/number of test sequences 100 192

In runs 1 and 2, TESTAR ran for 18 and 33 h, respectively. These runs were exper-
imental and intended for the training phase. In run 3, TESTAR ran for 71 h. Although
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TESTAR needed time to achieve high functional coverage, no human resources were
needed.

4.1.2 Faults Found and Severity

As shown in Table 2, TESTAR detected three faults with random action selection, three
of which were reproducible. In contrast, the manual test approach did not detect any
faults. The type of the reproducible faults that were found by TESTAR were:

• one null pointer exception due to clicking multiple times on a button;
• one functional fault while exporting to Excel to release the day plan;
• one concurrent modification exception when clicking two times on a button in a row
without waiting.

All the three faults were unique and assigned high severity since they forced the end
user to restore the application for further use. The criteria for assigning the severity is
based on the impact of the fault on the business processes and end user. In this context,
the end user must do actions, therefore the faults are classified as high (serious). The
severity-level is defined this way in the context of the case organization and the subjects
classified the faults based on the criteria similar to their daily practice.

TESTAR used random action selection in the first three runs. Random selection has
no limitations and clicks anywhere on theGUI level. Run 3 showed that random selection
is capable of achieving high functional coverage [26].

4.1.3 Qualitative Data

Based on the interviews, we find that the subjects feel that the manual test approach
provides more structure and focus, since the effectiveness of TESTAR depends on the
configurations and settings. However, they appreciate the fact that TESTAR can test
automatically, and offers a variety in the coverage of functionalities. This allows for a
higher functional test coverage to be achieved.

Finally, it appears that the preparation of both test approaches takes a similar amount
of time, although TESTAR can test the implementation without the use of resources; see
Fig. 2 for the qualitative comparison between both test approaches.

Summarizing, the effectiveness of TESTAR is higher compared to that of the manual
test approach: more faults were found, and the functional test coverage was higher.

4.2 RQ2: Learnability of TESTAR

The second research question looks for answers related to the learnability of TESTAR
for test practitioners in the described industrial context. Our findings are shown in each
level: reaction, learning and performance.

4.2.1 Reaction – Learning TESTAR

Initially, the test approach and purpose of TESTARwas not entirely clear to the subjects.
According to them, this information was not described in the user manual. Their first
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Manual test approach

continuous functional coverage. 
Provides focus because specific 

situations and boundaries can be 
tested.
The ability to find faults depends on 

the test techniques.
Based on the test cases, what has 

been accurately tested (and which 
paths) is traceable.
It takes time and resources because it 

must be done manually. 

TESTAR

coverage can be achieved. 
Provides variety in the tests, testing 

the functionalities that are not in the 
existing test suite.
The ability to find faults depends on 

the configuration and settings of the 
tool.
Based on the state graph, it is clear 

which widgets have been tested.
It takes time to learn and configure the 

tool. After that it can be used 

Fig. 2. Qualitative comparison obtained from the interviews

experiencemade them somewhat sceptical about TESTAR. However, during the training
sessions, while the subjects practiced using TESTAR, their scepticism disappeared and
their enthusiasm grew. The subjects gainedmore of an understanding of the test approach
of TESTAR. This is valuable feedback for the TESTAR team to enhance the manual
and make people enthusiastic. Concerning the training and the time needed. The level
of understanding that the participants had of TESTAR in order to be able to start testing
proved sufficient after training. Altogether, learning TESTAR took about 10 h.

4.2.2 Learning – Hands on Learning Process

Although the subjects encountered challenges during the learning process, the trainer’s
support solved all the problems, enabling the subjects to effectively learn. The subjects
configured TESTAR separately and created oracles (suspicious titles and crash) and
filters (filtering exit and browser buttons). Later, theymerged the TESTARmodifications
and came to one modified version.

Subjects 2 and 3 worked together because they struggled to edit the protocol hav-
ing less programming experience. Finally, during the hands-on learning process, the
subjects’ knowledge level grew. Particularly after solving the problems, they gained
significantly more knowledge about TESTAR.

4.2.3 Performance of TESTAR

The first version ran for 18 h and was validated with the defined exit criteria. In the
second run of TESTAR, the protocol and oracles worked well. To meet the exit criterion
regarding test actions (more than 50,000) we needed to run TESTAR autonomously for
longer than 33 h. Consequently, with 33 h, the exit criterion regarding the hours (more
than 24 h) was also met.

In the third run, TESTAR ran autonomously for 71 h, and the exit criteria were also
reached.
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4.3 RQ3: Efficiency of Both Test Approaches

The third research question investigated TESTAR’s contribution to the efficiency when
used in a real-life industrial context and compared to the current test approach.

Table 3 shows the duration of each of the phases in this study. For the manual
test approach, this was data obtained from estimations of the subjects. For TESTAR, a
working diary was kept which recorded the activities of the three subjects in each phase
together with the time they spent on them.

Table 3. Time required for the phases

Manual test approach TESTAR

Phase Hours Phase Hours

Preparation phase 43 Preparation phase 44

Detail intake 8 Implementation phase 2

Specify 35 Training phase - reaction 10

Training phase - learning - hands-on 17

Training phase - performance 13

Execution phase 6 Execution phase (run 3) 71

Evaluation phase 2 Evaluation phase (run 3) 5

The efficiency results show that the preparation time for the two test approaches is
similar. During the preparation phase of TESTAR ten hours were spent on training to
level up the knowledge of the subjects. This time is a one-time investment.

TESTAR autonomously spends 71 h testing while the manual test approach takes
six hours to complete. However, as TESTAR needs no human resources to execute the
tests, the test execution has no additional human costs.

The time spent during the evaluation phase of TESTAR was evidently higher than
that of the manual test approach, since the latter did not find any faults. For each of the
faults found with TESTAR, time was needed to reproduce them and find their type.

Summarizing, in terms of efficiency, the preparation time is similar for both
approaches, but TESTAR can execute tests without the need for human resources. This
means that no additional human costs are incurred, which contributes significantly to
efficiency.

4.4 RQ4: Subjective Satisfaction

The last research question is about the satisfaction of the subjects. Our findings from the
interviews are as follows.

4.4.1 The Interview Results

Based on the conducted interviews, we found the following.
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Easy to Use. The subjects were satisfied with the logging facilities of TESTAR. In this
context, the state graph was found to be highly powerful because it provided an overview
of the executed test actions. On the other hand, the subjects lost a great deal of time
analysing the logs. In this case, they would have appreciated a kind of dashboard to
summarize the run results (number of faults, number of tests, duration and test coverage),
which could save time in the analysis. The subjects reported that “regression testing
with TESTAR could save time on maintenance of test cases compared to the manual
test approach”. This is because after a change, they experienced the maintenance and
adjustment of test cases as labour-intensive with the manual test approach. Also, the
subjects found the flexibility of TESTAR to be good, because it is easily transferable
in various test environments. Subject 1 was satisfied with the features of the approach,
such as the oracles, filters and protocol. This was because it allows new functionalities
to be added. Subjects 2 and 3 were unsatisfied with the protocol, because they were not
technical enough to add sophisticated oracles with Java programming. They expected
more of a functional layer to provide the possibility to easily add functionalities or
oracles. All in all, the subjects found TESTAR to be a refreshing and time-saving tool.

Understandability of User Manual. The manual was found to be insufficient to under-
stand TESTAR. Although the user manual was improved after the other studies, it still
is not clear enough for the industrialists in this case study. The academics were urged
again to put more effort into a clear manual. For example, the use and detection of log-
ging faults is only explained to a limited extent. Also, the oracles and the needed Java
programming again in this study seems to be a barrier. Although some of it might be
solved with a better user manual section on that, the fact is still that in industry most
testers do not have programming skills.

Positive/Negative Reactions. The subjects’ first impression of TESTAR was less pos-
itive, because the purpose of the approach was unclear to them and did not fit with
their traditional ways of automated testing. Now that they were faced with a completely
different test approach, they needed explanation and guidance. They were not familiar
with the functionalities and possibilities of TESTAR. Their doubts further increased
when they initially encountered the user manual. Because the way of working remained
unclear. However, after the training, they developed a positive impression of the app-
roach. This included the explanation during training and the run results that were booked.
The subjects gained more confidence from the results that were achieved.

Loyalty. The subjects were asked if they would recommend the tool to the management
and to colleagues. The first subject would definitely recommend the tool tomanagement;
the second subject wanted to wait to do so; and the third believed that TESTAR should
have a chance to develop. Subject 1 recommended TESTAR probably because he had a
technical background and because of that gave a higher satisfaction rating compared to
the subjects with a functional background (subjects 2 and 3).

Overall Satisfaction. Both test approaches scored a 7 on satisfaction. The first subject
gave TESTAR an 8, and themanual test approach a 6. This subject considered themanual
test approach to be rigid, and TESTAR powerful. Whereas, the other two subjects found
the manual test approach to be traceable and to provide structure, and therefore gave it



280 H. Chahim et al.

an 8. In contrast, they gave TESTAR a 7. They both indicated that TESTAR could score
a higher satisfaction rating if it was more user-friendly.

4.4.2 Response Cards

Finally, the response cards showed that TESTAR and the manual test approach were
generally associatedwith keywords that have a positive charge. Themanual test approach
also contained one negative point: “time-consuming in use”. In addition, the subjects
found TESTAR too technical in use, because of the protocol which needs programming
skills.

Overall, the test practitioners in the real-life setting were equally satisfied with both
test approaches (see Fig. 3).

Manual test approach

Manual test approach
Time consuming in use
Organizing
Easy to use (2)
Relevant (2)
Consistent
Predictable
To be trusted
Slowly
Reliable
Known
Useful 
Valuable

TESTAR

Efficient
Too technical (3)
Fast
Flexible (2)
Advanced (2)
Time-saving
Relevant
Useful (2)
Customizable
Exciting
Fun

Fig. 3. Results of the chosen reaction cards

5 Threats to Validity

Construct validity reflects towhat extent our operationalmeasures really representwhat
is investigated according to the research questions [28]. The learnability evaluation was
basedon a four-level strategy andweused logs for the learning level.Most of the collected
data was based on subjects’ responses (interviews, post questionnaires, working diaries).
However, in order to reduce possible misinterpretations of formulated questions and
answers gathered, data analysed and interpreted by the second author was also validated
by the subjects. Regarding effectiveness and efficiency, we used well-known defined
metrics used also in the previous studies.

Internal validity is the extent to which a causal relationship between the variables
is justified [28]. To mitigate this threat:

• The interviewees were informed about both the interview itself and the interview
topic. As a result, they had enough time to prepare and were less quickly surprised by
a question. This reduced the likelihood of unnecessary mistakes.
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• The interviews took place in an area where no others were present. If a colleague
or manager had been in the room, then the subjects would have been likely to give
socially desirable answers. Furthermore, the anonymity of the subjects was ensured.

• The (semi-structured) interview questions concerning effectiveness and satisfaction
were formulated to be open to obtain input from the subjects. We actively requested
details of the activities and events that the subjects had experienced. Moreover, the
critical incidence method was applied [30 p. 230]. Finally, the interview questions
and results were reported to allow for replication.

External validity concerns the generalization of results [28]. As indicated before,
this research is context-driven and hence not undertakenwith the goal of generalizability.
However, themore studies of this typewedo, themore chanceof eventual generalizability
will be established through secondary studies.

To ensure the reliability of the research, all the procedures, questions, logs, were
reviewed by another researcher.

6 Discussion, Conclusion and Implications

6.1 Discussion and Conclusion

In the current literature, four case studies have been reported on evaluating TESTAR
in industry. In this case study, we did an evaluation with a Java-based web application
(BGS). Also, the rail sector has not been studied in the previous case studies.

One case study in the literature (SOFTEAM) showed that the difference in prepa-
ration time between test approaches was approximately equal and execution of manual
test approach took 1 h [12]. While TESTAR took 77 h without the use of resources. The
results of our study are similar. TESTAR was used to test for 71 h, and the manual test
approach for 6. For future work, it is interesting to compare in more companies to see
whether the preparation time for both test approaches are approximately the same, but
TESTAR can be executed without the use of human resources.

During the training, the subjects without a technical background needed more time
to learn the oracles. It appears to be too difficult for functional testers with limited pro-
gramming experience to learn to extend the protocol and develop oracles. Also, the case
study in the literature showed that the subjects had some difficulties with programming
oracles [12]. An important question that arises here is whether we can expect test engi-
neers to have programming skills. It sounds almost logical, but in practice it turns out
that not all testers have programming skills.

The main question of this research was as follows: How does the test approach of
TESTAR compare to that of the manual test approach?

Looking at the results, the test approach of TESTAR was found to be more effec-
tive and efficient than that of the manual test approach. This was because TESTAR
detected more faults than the manual test approach, and also showed higher functional
test coverage. Thereby, the test execution can be realized without the use of human
resources.

Regarding satisfaction, both test approaches were found to be identical. TESTAR
needs improvements in user-friendliness, as it is too technical in use, and some points
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could improve its usability. On the other hand, TESTAR was found to be learnable. It
scored significantly higher on the variables of effectivity and efficiency compared to the
manual test approach.

6.2 Theoretical and Practical Implications

A limitation of this type of research is that the results cannot be fully generalized, since
a single case study was conducted. When the research is placed in a broader perspective,
it appears that the results only apply to a Java-based web application. However, the study
was very useful for technology transfer purposes: some remarks during the interviews
indicate that TESTAR would not have been evaluated in so much depth if it would not
have been backed up by our case study design. For follow-up research, it is advisable to
repeat this research with multiple case studies and with different types of applications,
so that the results can be generalized. Finally, having only a few real subjects available,
this study took several weeks to complete and hence we overcame the problem of getting
too much information too late.

In this study, TESTARwas compared to themanual test approach. In further research
it is advised to involve a second GUI test automation tool. In doing so, the results of
the case study could be explored in a broader perspective than only comparing it to the
manual test approach.

The benefits of both test approaches can be extracted and combined during testing.
TESTAR can be used to perform flexible and automated regression testing, while the
manual test approach can be used to test a specific scenario. Based on this complementary
use, cost and resources can be saved. Based on this case study the company will use
TESTAR complementary with another test approach. In the future, the company is
interested in follow-up research to determine if it can replace the current test approaches.
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Abstract. Context. Performance and scalability are of critical value for dis-
tributed and multiuser systems like web applications. Posity is a model-driven
development tool that allows software engineers to specify a set of graphical
diagrams for the automatic generation of web and/or desktop software applica-
tions. Posity provides the benefits of model-driven engineering (MDE) tools in
terms of high-quality code generation, implementation speed, support for trace-
ability and debuggability, etc. However, web applications generated with Pos-
ity do not scale properly to satisfy unpredictable performance demands. As a
result, Posity industrial adoption is hindered. Objective. Design a treatment for
improving performance and scalability of web applications generated with Pos-
ity.Method. We investigate current problems of web applications generated with
Posity. Results from our investigation suggest candidate architectures, which we
evaluate by applying the architecture trade-off analysis method (ATAM). The
outcome of the ATAM evaluation guides the design and implementation of a
thick-client architecture for the Posity runtime environment for web applications;
which we validate by means of a laboratory demonstration. Results. i) we con-
tribute with criteria for selecting a proper architecture for solving performance and
scalability problems, and ii) we report on the experience of designing, develop-
ing and validating an architecture for Posity runtime environment. Conclusions.
Results from the laboratory demonstration show tangible improvements in terms
of performance and scalability of web applications generated by Posity. These
advancements are promising and motivate further development of the thick-client
architecture for Posity runtime environment for web applications. This experience
report concludes with lessons learnt on promoting the adoption of model-driven
development tools.

Keywords: Model-Driven Web Engineering ·Model-driven development ·Web
development · Posity · Thick-client architecture · Performance · Scalability

1 Introduction

Model-Driven Web Engineering (MDWE) is a software development paradigm dealing
with the automatic generation of executable web applications from graphical abstract
diagrams representing information systems’ business logic, data structures, business
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rules, graphical user interface, etc. [1]. MDWE enables automatic generation of exe-
cutable web applications by means of incremental diagram transformations until code
is generated. As such, MDWE approaches ensure code quality, proper alignment with
requirements specified in graphical diagrams, development speed, separation of informa-
tion systems’ business logic from underlying platform technologies, level of abstraction
of software systems, etc. However, recent studies show that performance and scalability
problems of developed web applications from MDWE approaches are among the main
problems that hinder MDWE role in industry [2]. Moreover, no criteria or modernisa-
tion processes for improving performance and scalability of generated applications from
MDWE approaches have been proposed yet.

Posity is a business, database-centric model-driven development tool for the auto-
matic generation of software applications [3]. Posity allows software engineers to specify
the abstract representation of information systems in a set of six diagrams types, which
can be executed in the Posity runtime environment for web and/or desktop applications
[4]. Though software engineers can specify complete information systems requirements
(related to business and database aspects) and generate software application themselves,
we observe that resulting software applications used in web browsers are not suitable
for industrial application because of the following issues:

• Scalability. Software applications developed with Posity require an excessive amount
of resources (CPU memory, database connection, etc.) when executed on a web
runtime environment. Currently, web applications are limited to a few concurrent
users.

• Performance. Web applications generated from Posity may take several seconds
for providing feedback to the user input (response time). When application’s state
changes, user input is blocked. This slowness leads to insufficient user experience.

• Individualisation. Posity gives little scope for personalising the design of an appli-
cation running in a web browser. The style of user interfaces is mostly predefined and
can be adapted only with great effort. Despite the PDS provides options for extending
GUI diagrams with CSS styles [5], this feature is rarely used because it requires the
use of external tools for CSS that are not integrated in the PDS.

In this paper we present our experience in improving performance and scalability of
web applications generated with Posity. Our main research goal is: How to design a
treatment for improving performance and scalability of web applications generated by
Posity? To answer this main research question, our research method follows the cycles
prescribed by the Design Science Method [6]; encompassing the phases and tasks of
problem investigation, treatment design, and treatment validation presented in Fig. 1.
Results from the problem investigation suggest providing an architecture as a treatment.
This paper details the experience on designing an architecture to mitigate performance
and scalability challenges (see design cycle (DC1)). Results from DC1 motivates the
design cycleDC2 for developing a prototype that can be used in practice.Currentlywe are
conducting an iterative incremental development process where DC2 is followed several
times until the prototype is ready to be transferred (treatment implementation phase
according to the design sciencemethod) to industrial settings. Treatment implementation
and implementation validation are phases considered for future work.
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Fig. 1. Overview of the design cycle

In this paper we describe the following contributions pointing to their corresponding
sections:

• We analyse the context of the MDWE tool Posity, which is currently used in indus-
trial settings. We report our observations regarding challenges and opportunities for
establishing Posity in the market (see Sect. 2).

• We discuss the modernisation process applied to Posity to satisfy performance and
scalability requirements for web applications. The modernisation process involves
investigation and design of suitable architectures and their corresponding evaluation
by applying the architecture trade-off analysis method (ATAM) [7]. As a result, we
present criteria for selecting a suitable architecture (see Sect. 3.1).

• We present a proof of concept architecture for Posity runtime environment for web
applications (see Sect. 3.2), and illustrate the execution of the proposed architecture
by means of a laboratory demonstration (see Sect. 3.2).

• We report on the experience from designing and developing an architecture for Posity
runtime environment. Finally, we conclude the paper by discussing lessons learnt,
future lines of work, and the main take away messages for promoting the adoption of
model-driven development tools in practice (see Sect. 4).

2 The Context and Running Example

This section presents an overview of Posity and main challenges. Throughout the paper,
we use a running example based on the case of building a summation calculator with
Posity, which takes as input two numbers and returns the total sum. For the sake of
brevity, the focus of the example is on the graphical user interface and business logic for
the summation calculator. We conclude this section by discussing related work.
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2.1 Posity in a Nutshell

Posity is a business and database-centric model-driven development tool supported by
the company Posity AG1. Posity consists of the Posity Design Studio (PDS) and the Pos-
ity Runtime Environment (PRE). The PDS is an integrated development environment
(IDE) that facilitates the specification of six graphical diagram types for software devel-
opment [4]: data diagram (DD), query diagram (QD), graphical user interface (GUI)
diagram (GD), module diagram (MD), process diagram (PD), and organisation diagram
(OD). Once diagrams have been specified in the PDS, Posity provides an engine to auto-
matically transform modelled diagrams into data tables, SQL [8] and an intermediate
language named Functional Code (FCode), which is based on Bytecode [9] (see Fig. 2).
As a result, software engineers can specify requirements and automatically generate
software applications without the need of programming [4]. Further details related to
the Posity architecture and development aspects can be found at [3].

Fig. 2. Software engineers specify requirements by using the PDS. Resulting diagrams are then
transformed into FCode, SQL, and data tables that are stored in the Posity database.

Posity Application
The engine for automatic transformation takes as input diagrams modelled in the PDS
and compiles them into a Posity application composed by FCode, SQL, and data tables
(see Fig. 2).

FCode is a set of instructions with compact numeric tokens, commands, partial tokens,
constants and references that encode the results of a compiler or parser. Unlike human-
readable source code, the compact instructions are designed for efficient execution but
not for human analysis. For illustrative purposes, Table 1 presents a snapshot of FCode
with explanatory comments.

The SQL generated by the engine are subroutines saved and executed into the
database (stored procedures). They are used by the PRE for interactingwith the database,
for example for retrieving a specific FCode file. The data tables are simple database
tables containing the data of the application.

1 https://posity.ch/.

https://posity.ch/


Improving Performance and Scalability of Model-Driven Generated Web 289

The Posity runtime environment executes web or desktop applications using the
generated FCode, SQL and data tables.

Posity Runtime Environment
The Posity Runtime Environment (PRE) is responsible for executing Posity applications
(FCode and SQL)modelledwith the PosityDesign Studio. Figure 3 illustrates an abstract
architecture on how the different Posity application code fragments (which are derived
from diagrams specified in the PDS) are processed by the PRE. A process component
is started by the user, process and organization Posity application code fragments (PD
and OD) provide appropriate configurations for users’ access rights and profile. Once
the process is started, themodule component that contains the information related to the
business logic and rules is initialised. The Form component returns the necessary GUI
and triggers required business rules. The dataset component stores SQL statements and
connections to the database for allowing access to data. The PRE is further enriched
for the execution of Posity applications both as a desktop (PRE-Desktop) and/or web
(PRE-Web) application. The focus of this paper is on the PRE-Web.

Fig. 3. Overview of an application running in the Posity Runtime Environment.

2.2 Running Example

For illustration purposes, we present how to build a simple application called summa-
tion calculator. The summation calculator takes two numeric values and returns their
summation. Table 1 and Table 2 present the GUI and module diagrams specified using
the PDS, together with their corresponding generated FCode ready for execution.

Executing theSummationApplication andMainProblemsObserved in theCurrent
PRE-Web
Figure 4 presents a snippet of the execution of the summation calculator in the current
PRE-Web. It works as expected: when the user clicks on the sum (“+”) button, the values
in fields “number 1” and “number 2” are summed. The resulting value appears in the
“Result” field (see Fig. 4).

The current architecture of PRE-Web is based on a thin-client architecture, where
the application server creates an instance of the PRE-Web each time a user opens the
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Table 1. GUI diagram for the summation calculator and snapshot of its corresponding FCode

GUI Diagram FCode Comments
AttSha 1a77

VaNa  number1

AttSha ea2d
VaNa  number2

ButSha 902a
Event Sum
Labl  +

AttSha 95f2
VaNa  result

Variable ‘number1’ with id 
‘1a77’

Variable ‘number2’ with id 
‘ea2d’

Bu on with label ‘+’ When 
clicked, it calls the event 
‘Sum’.

Variable ‘result’ with id ‘95f2’

Table 2. Module diagram for the summation event and snapshot of its corresponding FCode

StdCom c69f
SubTy NumberAdd
NumIn 5
NumIn 3
NumOu 0

VarCom d7e0
VarIn 0
Value 95f2

EventE 39e0

Read value in register 0.
Then write it in variable 
‘95f2’.

End of event

Module Diagram FCode Comments
EventG 39e0

EveNa Sum

VarCom a040
VarOu 3
Value ea2d

VarCom 3598
VarOu 5
Value 1a77

Start Event ‘Sum’

Read value from variable
‘ea2d’ and write value in
register 3.

Read value from variable 
‘1a77’ and write value in
register 5.

‘NumberAdd’ opera on:
Add values from register 5 
and 3. Then write result in 
register 0.

summation calculator in theweb browser. The PRE-Web instance on the server generates
a static HTML page and sends it to the web browser for rendering the GUI every time the
sum button is clicked. Figure 5 presents the current PRE-Web architecture exemplifying
how one application is instantiated by two different users. The architecture of PRE-
Desktop is also presented to illustrate how one application can be executed as desktop
and web applications.
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Fig. 4. A snippet of the execution of the calculator application in the web browser (current PRE-
Web).

Fig. 5. Overview of the current architecture of PRE-Web and PRE-Desktop

When executing Posity applications in the PRE-Webweobserved twomain problems
in terms of performance and scalability:
Performance problems
After the click on the “+” button, the user may wait up to several seconds before seeing
the new page with the result. The reason for this is the long and resource-demanding
roundtrip to the server. The performance problem is brought to the extreme from the fact
that there is an excessive number of roundtrips to the server. Resizing the web browser
window or just selecting a row in a data table causes a new roundtrip. At each roundtrip,
the web browser replaces the current GUI with the one in the new HTML page. This
performance is unacceptable for modern web applications. Besides, it deteriorates the
user experience of Posity AG customers [10].
Scalability problems
The current version of the PRE-Web is not able to execute multiple applications simul-
taneously. Each instance of the PRE-Web can execute only one application (for a single
user) at a time. Therefore, when a user executes an application in the web browser,
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the application server instantiates a new PRE-Web instance. Each instance can occupy
several dozens or hundreds of MB of memory. Furthermore, clients send a considerable
number of unnecessary requests. For each request, the server generates a new HTML
document. This excessive and inefficient usage of server resources compromises the
scalability of the PRE-Web solution.

2.3 Related Work

Industrial studies showed that by 2024 model-driven application development will be
responsible for more than 65% of software application development activity [11]. This
forecast possess big challenges for main market leaders of model-driven development
tools [11]. For example, Appian is a model-driven tool that focuses on complex business
process and applications requiring sophisticated automation and analytics capabilities
[12]. Outsystems provides a rapid application development environment with a focus
on enterprise application development [13]. Both leaders face low scores when user
experience is evaluated regarding deployment functionality [11].

Mendix is amodel-driven development tool that focuses on business-IT collaboration
and application life cycle management [14]. Mendix’s reference customers scored it
below the average for satisfaction with its platform [11]. Scalability is a problem of
niche players and visionaries like Kintone [15].

In summary, the challenges from the studies mentioned above evidence the need to
improve end-user experience ofmodel-driven generated software applications. Although
the challenges are diverse, theymotivate potentialmodernisation of IDEs, transformation
engines, software architectures, model interpreters and runtime environments. There are
various research reports proposing methods and techniques for modernisation of legacy
software systems based on quality attribute scenarios [16–18]. Nevertheless, proposed
solutions do not discuss their potential applicability in the context of model-driven
engineering tools. Specifically, in this paper we report on our research experience on
modernising Posity, which is a model-driven tool for which desktop generated applica-
tions have been successfully adopted in practice. Nevertheless, the lack of flexibility and
poor performance when executing diagrams in different platforms like web browsers is
hindering the opportunities of Posity to become a big player in the market. The Posity
tool has been selected for this research because its development is supported by a contin-
uous collaboration between Posity AG and the Zurich University of Applied Sciences;
which is the main affiliation of the authors of this paper.

3 Posity Modernisation Process

The constant growth in the importance of web applications is pushing Posity AG
toward the necessity of facing the PRE-Web challenges enlightened in Sect. 2.2. For
this, together with Posity AG Stakeholders we have conducted a modernisation pro-
cess aligned with our research method presented in Fig. 1. The modernisation process
encompasses four tasks (see Fig. 6): i) propose treatment, ii) develop proof of concept,
iii) conduct laboratory demonstration (Lab-demo), and iv) iterative task for prototype
development.
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Fig. 6. Overview of the modernization process.

3.1 Task 1: Propose Treatment

The first task of the modernization process aims to identify a solution suitable to the
necessities and priorities of Posity AG. This task has been executed in two steps (see
Fig. 7). First, a set of possible treatments has been identified and described (see Table 3).
Secondly, the set of possible treatments has been evaluated by applying the architecture
trade-off analysis method (ATAM) [7]. Finally, the most suitable treatment has been
chosen to be validated in a laboratory demonstration.

Fig. 7. Overview of the process followed during the solution proposal phase.

Analyse Problem
The goal of the problem analysis is to fully understand the problem and propose a set
of possible treatments for solving it. The treatments proposed for the PRE-Web had to
satisfy as best as possible the following requirements proposed by Posity Stakeholders:

• The existing code should be reused as much as possible.
• It must be possible to implement all features of the current version of the PRE.
• There is no plan to replace the current PRE-Desktop. Therefore, the PRE-Web must
coexist with it.

• The new solution should be able to stay in use for at least ten years.
• Open standards should be consistently applied during the implementation.
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Following the list of requirements, we have identified 3 possible candidate architec-
tures that would improve the current situation (see Table 3).

Table 3. Candidate architectures

Architectures

Architecture 1 - Thick-client Architecture 2 - Current
architecture with optimizations

Architecture 3 - GUI
interpreter in client and
containerization

Move from a thin-client to a
thick-client architecture.
The PRE is executed in a
web browser
A lightweight application
server is used as an interface
between client and database.
(See Fig. 8)

Try to reduce the long
response times using modern
technologies like
asynchronous communication
between client and server

The interpretation of the
application GUI is moved into
the web browser.
The GUI communicates with
the business logic of its PRE
instance through a web API.
Each instance of the PRE runs
in its own container. (See
Fig. 9)

Advantages

It solves the scalability and
responsiveness problems of
the current solution. Users
may be able to use the
applications offline

It aims to improve the quality
of the current PRE-Web while
reusing the existing PRE
codebase as much as possible

Interpreting the GUI in the
client should optimize the
resources used on the server
and give the user a smoother
experience.
Containerizing the PRE
instances on the server, should
facilitate the scaling process
during peak hours

Drawbacks

It requires a rewrite of the
entire PRE-Web and would
create an additional
codebase to maintain

The scalability problem stays
unchanged. Furthermore, there
is no guarantee that
performance will improve

It does not scale as good as
Architecture 1 because the
server still needs to handle the
business logic and the
application state of each user

Fig. 8. Architecture 1. PRE-Web with a thick-client architecture.
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Fig. 9. Architecture 3. Architecture with GUI interpreter in client and containerization

ATAM Workshop
Wehave conducted aworkshop inspired by themethod for architecture evaluationATAM
[7]. The workshop was divided into 2 main activities: First, the team formed by Posity’s
Stakeholders (CEO, and 2 experts in Posity’s architecture) and researchers (First author
of this paper and a collaborator from the same research group) define a set of quality
attributes and their priorities. Posity stakeholders played a key role in the definition of
the main quality attributes by listing main problems, needs and desires. Secondly, the
team evaluates the risk of each proposed solution.

Quality Attributes
As a first step, together with the stakeholders we delineated a list of quality attributes
and their priorities (see Table 4). The quality attributes are necessary for defining the risk
matrices. Furthermore, they become useful for validating the success of the developed
architecture during the prototype development cycle (see DC2 in Fig. 1).

Risk Matrices
The team of stakeholders discussed the hypothetical satisfaction of the quality attributes
in each proposed architecture. As a result, the risks of each quality attribute for each
proposed architecture was evaluated.

Stakeholders’ knowledge and experience helps the researchers to configure risk
matrices (see Fig. 10).

As an example, we may consider the quality attribute 1 (cheap and scalable archi-
tecture). A thick-client architecture is probably the best architecture for having a cheap
and scalable web application infrastructure. Therefore, it has been assigned with risk
“unlikely” in the matrix of architecture 1. Nevertheless, the same quality attribute has a
high risk in the other two architectures, since they do not solve the fact that the current
solution is cumbersome to scale.

The Chosen Solution
After finalising the risk matrices, the thick-client architecture is clearly the solution with
the lowest risk on the most important quality attributes. It has high risk only on attributes
with lower priority. Therefore, we develop a proof of concept to evaluate its feasibility.
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Table 4. Quality attributes

Extremely
important

1. Cheap and scalable infrastructure: The infrastructure should be easy to
arrange and maintain. Optimise resources to be able to serve as many
clients with minimal infrastructure. Costs associated to use of resources
(CPU time, bandwidth, and data transfer, etc.) should be reduced by 20%

2. Performance: The application should in 90% of the cases respond to the
user input in less than 0.5 s

Very important 3. Maintainability: The deployment of the PRE should be simple and less
error-prone than the current solution. The applications should be easy to
debug. Changes in an application should take effect in less than 2 s. The
deployment of an application should be simple and should take less than 1 h

4. Security and data integrity: Data and programs should not be changed by
external elements. It is guaranteed that the data stays consistent

5. Stability: The PRE-Web should have a smaller or equal error rate than the
current PRE-Desktop. Applications can run with an unstable internet
connection

6. Usability: Applications should offer a modern appearance and they should
be intuitive to operate. The GUIs could be individually designed

Important 7. Implementation time: A first version should be built in one year. All
functionalities should be implemented in less than two years and a half

8. Stable technology: The used technologies should be stable for at least 10
years

9. Extensibility: Implementation of new functionalities is not more difficult
than in the current solution. The range of functions should be at least as
large as the one of the current PRE-Desktop

Architecture 1: 
Thick-client

Architecture 2: 
Optimization

Architecture 3: 
GUI interpreter in client

and containerization
Priority

R
isk

A B C

A 7 

B 3 
4 8 

C 2 5 

D 1 6 9 

Priority

R
isk

A B C

A 1 6 

B 3
5 9 

C 2 7 

D 4 8 

Priority

R
isk

A B C

A

B 1 3
5

7
8

C 2 6 9 

D 4 

Risk: A = Almost certain, B = Likely, C =Possible, D = Unlikely.
Priority: A = Extremely important, B = Very important, C = Important.

Fig. 10. Risk matrices of the proposed architectures.
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3.2 Task 2 and 3: Develop Proof of Concept and Conduct Laboratory
Demonstration

The chosen solution requires an (almost) complete rewrite of the current PRE-web.
Consequently, it is necessary to verify that it would be possible to execute a Posity
application using a thick-client architecture in a web browser. We develop a proof of
concept that has aminimal amount of features necessary for verifying that the thick-client
architecture can indeed solve performance and scalability problems while satisfying the
quality attributes (see Table 4). For this purpose, the proof of concept needs to replicate
the behaviour of the calculator example (see Sect. 2.2).

The Objective of the Proof of Concept is to develop a PRE able to have the same
behaviour of the PRE-Desktop while executing the calculator example into a web
browser. Therefore, the proof of concept must support the following tasks:

• Task 1: Initializing the PRE (starting the module, parsing the FCode and rendering
the form)

• Task 2: Executing the PRE (calculating the sum of two numeric inputs, updating the
data in the form).

Achieving this objective would demonstrate the feasibility of the thick-client
architecture and justify the further development of the new PRE-Web.

Proof of Concept Architecture
We illustrate the execution of the proof of concept of the mentioned architecture by
means of the summation calculator example.

Task 1: Initializing the PRE
An instance of a process starts the execution of itsmodule.Aparser,which is a component
of the PRE-Web, initializes the module by reading the FCode. Once the module is
initialized, it is executed. In our example, the module has a command which triggers the
rendering of the form. As a consequence, the form is rendered (see Fig. 13).

The parser reads the values in the FCode commands and sets them in the corre-
sponding PRE-Components. Thereby, after the initialization all the components know
what to do when they are executed. For example, the command that executes the sum
(NumberAddCmd), knows where it will find the two input values and where it will write
the output value. The button knows that its label value is “+” and that when it is clicked,
it will trigger the event “Sum” (See Fig. 11).

Task 2: Executing the PRE
When the user clicks on the button “+”, it starts the execution of the “Sum” event in the
module. Then the module reads the two input values and calculates their sum. Finally,
the result is set into the form (see Fig. 12 and Fig. 14).
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Fig. 11. Starting the calculator

Fig. 12. Execution of the event “Sum” in the calculator module.

Fig. 13. Sequence diagram for starting the “Calculator” module.

Measuring the Performance of the Two PRE-Web Versions: A Laboratory Demon-
stration
We measured the response time for a simple calculation using the two versions of the
PRE-Web. Both PRE were being executed locally, on the same machine using the same
web browser. For measuring the response time we used the DevTools performance panel
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Fig. 14. Sequence diagram for executing the “Sum” event in the “Calculator” module.

of Chrome [19]. We measured the interval between the first frame that shows the button
has been clicked and the first frame that shows the value “10” inside the result box (see
Fig. 15).

Fig. 15. The sequence of frames during the performance measurements of the new PRE-Web.

Results. The improvement in performance is clear. The response time using the thick-
client architecture is more than 17 times shorter than the current PRE-Web (see Fig. 16).
Since the application server is running locally, the trip of the client requests and server
responses through the internet has been spared. Therefore, it can be assumed that the
response time of the old PRE-Web would be even longer in a normal use case.

Fig. 16. Timeline of the response time of the two PRE-Web versions.

The scalability is likewise supposed to improve due to the reduction of server
resources consumption that the nature of the thick-client architecture brings:

• Requests from the client to the server are considerably reduced.
• The application server does not need to start a new instance of the PRE for each
connecting client.

• The execution of the business logic is now using the resources of the clients.
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Finally, we conclude that the newPRE-Web can provide an improved user experience
because the application reacts far faster and does not continuously refresh the page [10].
At this point, despite results are promising we recognise a threat to the generalisability
of the results. Since the new PRE-Web depends on clients’ hardware and operative
system, subsequent tests should be conducted. Results motivate our current efforts on
developing a prototype to further test performance and scalability values in production
environments.

4 Lessons Learnt and Future Work

In this paper we present the results of an investigation we have conducted together with
Posity AG, a software development company that supports the model-driven develop-
ment tool Posity. Posity has been already transferred to industrial settings where desktop
applications developed with Posity are used by various customers. Posity AG aims at
being able to provide model-driven generated software applications to be executed in
different platforms like web browsers. However, web applications generated with Posity
do not satisfy actual demands in terms of performance and scalability. For this context
problem, our main research question states: How to design a treatment for improving
performance and scalability of web applications generated by Posity? We investigated
the current context of Posity and the issues of generated web applications. As a result, we
designed the proof of concept of a thick-client architecture. Additionally, we conducted
a laboratory demonstration which revealed performance improvements with a response
time 17 times shorter, and scalability growths. Some lessons learnt and future work are
summarised below:

Development Challenges. The Posity runtime environment for web applications needs
to interpret graphical models that have been already transformed into FCode (byte-
code). Given that there is not a clear specification on how model interpretation needs
to be conducted, it was necessary to re-engineer the behaviour of the existing inter-
preter for executing desktop applications. MDWE tools need to provide the specification
of model interpreters and facilitate their interoperability with other technologies. This
would greatly help during modernisation processes.

Security Concerns. A thick-client architecture brings security concerns from the fact
that the entire application is being executed in web browsers with JavaScript. This may
be dangerous because a malicious user could tamper with the programmed behaviour of
the application.MDWE tools need to consider possiblemisuse of generated applications.
For this, MDWE tools need to provide engineers with the facilities to model security
attributes when applications are specified.

Future Work. Results obtained from the laboratory demonstration (see Sect. 3.2) jus-
tify further development of the PRE-Web with a thick-client architecture. However, the
validation process must go forward to transfer the proposed architecture to practical set-
tings. We plan to investigate which are the most important attributes that model-driven
generated web applications should satisfy. Results will pave the way for successful
model-driven engineering tools.
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Abstract. Academy and industry permanently remark the importance of
software-testing techniques to improve software quality and to reduce develop-
ment and maintenance costs. A testing method to be considered for this purpose is
Model-Based Testing (MBT), which generates test cases from a model that repre-
sents the structure and the behavior of the system to be developed. The generated
test suite is easier to maintain and adapt to changes in requirements or evolution
of the developed system. However, teaching and learning MBT techniques are not
easy tasks; students need to know the different testing techniques to assure that the
requirements are fulfilled as well as to identify any failure in the software system
modeled. In this work, we present TesCaV, an MBT teaching tool for university
students, which is based on a model-driven technology for the automatic software
generation from UML diagrams. TesCaV allows validating the test cases defined
by students and graphically determines the level of testing coverage over the sys-
temmodeled. Preliminary results show TesCaV as a promising approach for MBT
teaching/learning processes.

Keywords: Teaching/learning testing ·Model-Based Testing · Coverage ·
Lessons learned

1 Introduction

Model-Driven approaches use conceptual modeling during design and testing in order
to automate the generation and verification of the software related to the products mod-
eled in a partial or complete way [25, 33]. Thus, any defect introduced in the system’s
model can produce low quality software that does not meet the customers’ require-
ments or presents unstable behavior. Learning conceptual modeling and testing are not
easy tasks. Conceptual modeling implies abstracting from reality, identifying the busi-
ness concepts, and then expressing them in a conceptual model. As identified in the
CaMeLOT framework for learning objectives on Conceptual modelling [6], being able
to validate a model is a prerequisite for learning to build the model correctly. Testing
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skills are thus of primary importance, also in teaching Conceptual Modelling. Testing
implies the assurance of the compliance of the requirements and the consideration of
any scenario that may provoke the failure of the system modeled.

Teaching support for conceptual modeling ranges from the use of serious games
(learning by playing) [21] to the application of specific model-driven tools [25, 30]
to create and compile a conceptual model. An example of the latter are the JMer-
maid/MERLIN tool [19], which uses UML [24] and the Merode approach [32] for
modeling class diagrams and state-transition diagrams that are compiled into java appli-
cations. The generated Java application allows to create, modify, and work with all the
objects modeled. Thus, students can see how the modeled software works.

Concepts and techniques for software testing are commonly explained through lec-
turing and later, students must apply these techniques with some small or toy-example
projects. Another common alternative is to perform testing on a predefined case guided
by the teacher in the classroom. In both cases, students are applying testing concepts;
however, they do not receive feedback to properly distinguish which part of the system
is already tested from the part of the system that must be still tested. Such feedback is
related to testing coverage, which must be considered for an effective testing process.
In [1], authors analyze the common mistakes that students make when learning testing,
resulting in the test coverage being the most frequent problem, since students commonly
miss test cases, write incorrect test cases, or do not provide all the expected test cases.
A high testing coverage indicates that most of the developed software has been tested,
therefore, reducing the quality issues that the final software product may have. In case
of code generation from models by means of proven transformations, coverage should
refer to the model rather than to the code. The visualization of the coverage of testing on
the basis of the model is however still is an open issue. It is however a relevant technique
for proper learning and application of testing techniques.

In this paper, we present a tool that implements a specific approach for visualizing
testing coverage on a model, which is called TesCaV (TESt CoverAge Visualization).
This tool has been specifically implemented to improve the teaching and learning of
Model-Based Testing (MBT) [36]. TesCaV is used to generate test cases from the con-
ceptual model of a software system and to graphically visualize the coverage of the
test cases defined by the students on the model used for software development. Thus,
students identify the cases necessary to complete the software testing by considering
the gap between their case studies from those automatically generated by the TesCaV
platform. The approach has been validated in an explorative way with undergraduate
students of software engineering courses, and shows promising results.

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 introduces the TesCAV approach and tool, and Sect. 4 shows the empiri-
cal evaluation of the tool. Section 5 presents some lessons learned. Finally, Sect. 6
summarizes our main conclusions and future work.

2 Related Work

This section briefly presents MERODE code generator, the model-driven tool used as
the starting point for implementing the TesCaV approach, as well as the foundations of
Model-Based Testing and some relevant related works.
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2.1 The MERODE Code Generator

The MERODE code generator is a Model-Driven Development (MDD) tool created to
facilitate the conceptual modeling learning process. The tool uses conceptual models
specified with the UML or MERODEmodeling languages and can automatically gener-
ate a fully working application that can be used as a simulator by the students to create
instances of the objects modeled, to edit instances, and to evaluate the behavior of the
software system modeled.

The MERODE code-generator uses an XML representation for the conceptual con-
structs defined in the MERODE metamodel. This XML file is used as input by a code-
generation tool to obtain the implementation (source code) of the application modeled.
More details about the MERODE tools can be found in [19].

2.2 Model-Based Testing

Model-BasedTesting (MBT) approaches automate the design and execution of test cases,
which are generated by using model-driven techniques applied to the conceptual models
of the reference software systems. For this reason, the MBT techniques can be perfectly
aligned with MDD approaches [20] related to software development. Figure 1 shows the
common steps related to MBT techniques:

(1) Model the software system in an abstract way by using a general-purpose modeling
language such as UML or a Domain-Specific Modeling Language;

(2) Generate abstract test cases from the conceptual models defined by using a testing
criterion related to the coverage of the model;

(3) Generate concrete test cases from the abstract test cases in the target programming
language of the software system;

(4) Execute the concrete test cases and register the results obtained; and
(5) Analyze the results obtained to evaluate the testing coverage and effectiveness.

Fig. 1. General description of an MBT process.



TesCaV: An Approach for Learning 305

Furthermore, an MBT process requires the definition of test criteria, which are used
to identify the conceptual constructs and to define the generation rules to obtain test cases
from the system modeled. For instance, we identified the following general criteria in
object-oriented MBT approaches:

– Transition-based criteria, which generate test cases from the transitions and the
different states of an object defined in a state-machine model.

– Class diagram criteria, which are used to test the associations, multiplicity, attributes,
and instances of classes.

– Data-based criteria, which are used to select and define data sets for the test case
executions.

2.3 Teaching Support for Software Testing

In practice, software testing continues to be the primary approach to quality assessment
of software development, and more than 60% of the development cost is assigned to
testing [40]. Major reasons of this high cost are not only the amount of testing but also
how the testing is doing. A significant amount of testers have not been properly prepared
for this task. This is one of the root causes of the current suboptimal state of practice
in software testing and this is a motivation for exploring and improving the teaching of
testing.

In many Computer Science programs, software testing is an elective rather than
a mandatory course, resulting in many students being insufficiently trained in testing
[39]. Moreover, due to the large number of topics that must be reviewed in software
engineering courses and curricula, testing is not seen as a key topic [9]. In [18] it is
suggested that the practice of testing should be an embedded part of the educational
experience, and therefore each course in the curriculum should include one or more
testing techniques. Nevertheless, even when programs include software testing topics,
it is important to pay attention to how to teach these topics.

The just in time teaching (JiTT) is a strategy applied to improve the learning of
non-traditional students, which was applied in a software testing course [22], where the
out-of-class component was related to questions that students must answer before the
class, and the in-class componentwas related to explain themisconceptions andproblems
in the answer. The authors conclude that JiTT is a technique that is particularly useful
in theoretical courses.

In [35], case base learning (CBL) was used in order to teach testing in practice. In
order to answer the case questions, students had to investigate the problem and apply the
concepts previously learnt. Results indicate that students approve this teaching approach
but the planning of CBL takes a great effort and the selection of the appropriate testing
topics must be taught in the traditional way prior to the CBL sessions.

The use of serious games has also been explored to motivate students to learn testing.
A card game is presented in [5], where the students play the role of a test analyst who
must decide to apply acceptance testing, stress testing, functional testing, security testing
or usability testing over the cases presented in other cards. In this case, students learn
the different types of testing but they do not learn how to apply testing techniques
to do that. In [37], the Testing game is presented, which focuses on functional testing,
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structural testing, and defect-based testing. The students must understand the techniques
and eliminate the invalid test cases for a bubble sort program. The game does not address
the concept of test coverage. TestEG [23] is a videogame, where students take the role
of testing chief in a simulated project. However, the game does not address the different
types of testing, the identification of test cases or the coverage of testing.

Several studies related to teaching software testing are oriented to start testing learn-
ing at early stages. This allows students to develop a testing culture, something that is
difficult to achieve at later stages of their careers. This is the case of the work presented
by Elbaum et al. [12], which teaches black and white box techniques in initial com-
puter science courses by using the bug hunt web application. The works presented in
[10, 14] are also oriented to black and white box testing by providing a repository with
different tutorials (called virtual learning environments). These tutorials are oriented
to testing concepts without alternatives for students to do testing practices through the
WReSTT-CyLE virtual learning.

The works presented in [11] and [8] show the Web-Cat tool that considers aspects
such as test coverage; however, the proper definition of test cases is not considered. In [7],
these authors have introduced promotion mechanisms to strengthen the teaching of Test-
DrivenDevelopment (TDD) techniques. The tool presented in [31] allows the students to
define their own test cases that are later executed over applications already defined by the
teacher. These applications present some failures that must be identified by the students’
tests. In [27], a two-players serious game, named Code Defenders, is presented, whose
purpose is to teach mutation-based testing techniques. The game considers an attacker
that creates java-codemutations, called “mutants”, which are “killed” when the defender
detects the mutants by means of specific JUnit tests.

Other approaches propose some techniques for improving teaching testing, but with-
out providing supporting tools. This is the case of the approach presented by Barbosa
et al. [3], which considers the use of Class Responsibility Collaborator (CRC) cards. This
approach is based on class diagrams; thus, it has a certain proximity to Model-Based
Testing. The approach of Gotel et al. [16] considers pair review practice to validate
unitary tests and acceptation tests among students. The work presented in [34] shows
a card game for implementing an active learning method for teaching software test-
ing. The approach presented in [17], called coding dojo, proposes group-oriented study
techniques for learning agile practices, in particular, TDD for software testing.

In summary, most of the analyzed approaches consider traditional black and white
box testing techniques and few provide automation elements or tools for test-case def-
initions. The approaches are more oriented to teaching testing concepts or improving
knowledge about traditional testing techniques, than teaching novel testing approaches.
The only approach that differs in this respect is Code Defender [27], which provides
automation mechanisms for teaching mutation-based testing. Moreover, all the ana-
lyzed approaches and tools are related to code-oriented testing. Model-based testing
thus remains a gap in the current state of the art, as well as techniques to teach testing
for non-coders, in particular from a requirement engineering of business and functional
analysts’ perspective. This work addresses this gap by presenting a teaching approach
for Model-Based Testing geared to conceptual modelers, and with special focus on the
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coverage of the test cases performed by the students. In a previous work [26], we pre-
sented the proof-of-concept of the tool without validation. In this paper, we present the
improved version, including technical details and an exploratory empirical evaluation
with students.

3 The TesCaV Approach

TesCaV is a Model-Based Testing tool that allows the automatic generation of concrete
test cases starting from MERODE conceptual models. TesCaV is implemented as a
module available in the generated application which adds graphical feedback to students
about how much of the generated application has been tested. Using the same models
that the students created in the modelling tool to describe the software application,
TesCaV indicates graphically what part of the system has yet to be tested (for example,
by indicating what transitions of a state machine have not been used for the objects
created so far). TesCaV uses MBT to generate the test cases that the student must cover.
TesCaV can be download from http://merode.econ.kuleuven.be/Research.html.

TesCaV implements ten different criteria related class to class diagram-based criteria,
transition-based criteria and data-based criteria: TesCaV implements test criteria related
to class attributes, association-end-multiplicity, and generalization criteria related to the
class diagram; It also implements the all-states, all-transitions, all-transitions-pair, all-
loop-free-paths, all-one-loop-paths, and all-configurations criteria related to the state
transition diagram; Finally, TesCaV implements the one-value criterion related to data.
The algorithms used to implement each criterion are similar to those presented in [20].
For instance, for the class attribute criterion, TesCaV creates one test case with valid
values of each attribute of each class in the model in order to test the feasibility to create
instances of all the classes modelled. Another example is the all-states criterion, for
which TesCaV creates test cases that execute one event defined for each class in order to
reach the first state, and from that state, TesCaV executes the next event needed to reach
another state, considering that all the defined states must be reachable by some event. If
not, then the model is defective, and the generated application as well.

TesCaV is implemented in Java andSwing, since the codegenerator and the generated
applications use these programming languages as well. TesCaV reads the model of the
application, takes into account the MERODE metamodel, and stores the information in
a structure that facilitates the execution of the algorithms of each implemented MBT
criterion (see Fig. 2).

The conceptual model of the software application needs to be specified according to
theMERODEmetamodel in order to properly execute TesCaV. In order to apply TesCaV
to other modeling languages with different metamodels, it is important to note that these
languages must support class diagrams and state-transition diagrams, since they provide
the information to apply the MBT criteria mentioned before. To minimize the impact of
applying TesCaV to other modeling languages, an integration metamodel can be used,
similar to the approach presented in [15].

Regarding the execution of TesCaV, the code generator of the modeling tool must
generate the application. TesCaV can be added as a package in the generated application.
Since we use MERODE, the Code Generator must generate the application in Java first.
Then, a button to execute TesCaV appears in the generated application (see Fig. 3).

http://merode.econ.kuleuven.be/Research.html


308 B. Marín et al.

Fig. 2. Structure of the model elements that are used in the automatic generation of test cases.

Fig. 3. Generated application and button to execute TesCaV.

When a student tests the generated application by using self-defined scenarios, the
tool keeps a log of performed test actions. TesCaV will provide feedback to the students
about the quality of the performed tests to improve the learning process. To verify the
quality of the testing performed so far, the student will perform the following actions:

First, the student clicks the button Run Test, and the TesCaV tool generates auto-
matically the test cases according to the implemented MBT criteria. TesCaV informs if
the executed test cases have full coverage over the system implemented (Fig. 4A), or by
contrast, if there are still test cases that must be defined to assure the coverage of all the
system (Fig. 4B).

Second, the TesCaV tool identifies the interactions that the student has already per-
formed. To do this, the TesCaV tool reviews the logs of the application usage and
identifies the objects created by the students, and the events related to these objects,
which correspond to transitions of the state-transition diagram. As a result, the TesCaV
tool shows a summary of the coverage of each MBT criterion of each object modeled
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Fig. 4. General feedback of the coverage of the executed test cases.

in the MERODE modelling tool. For instance, Fig. 5 shows the coverage of the concept
Serie in the application generated.

Fig. 5. Example of coverage of test cases executed for an object.

Third, the students can click the view button of each criterion, and TesCaV shows
the objects that have not been created, the states that have not been visited, and the
transitions that have not been executed in red. Figure 6 shows objects not created and
the states not visited by the test cases executed by the students.

Fig. 6. Example of visualization of objects and states not covered by the student.
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We advocate that with the visualization of the objects, states, and transitions not
covered by the test cases executed by the students, the students can clearly observe
what they have missed testing in the application to improve the coverage. Hence, the
students are able to acquire the knowledge of Model-Based Testing and to understand
the relevance of the coverage metric in practice.

4 Evaluation of TesCaV

We performed an exploratory empirical study to evaluate students’ perception of the
use of TesCaV by following the well-known guidelines provided by [38] and [28].
We used the Goal-Question-Metric template [4] to define the goal of the evaluation as
follow: Analyze the TesCaV approach for the purpose of evaluation with respect to the
perceived usefulness to put in practice the Model-Based Testing approach as well as
to understand the concept of coverage from the point of view of the researcher in the
context of undergraduate students of the Software Engineering course at Diego Portales
University.

Taking into account this goal, we formulate the following research questions for the
study:

RQ1: Do students find utility (effectiveness) in the use of TesCaV for learning Model-
based testing and understand the coverage meaning?
RQ2:Are students satisfiedwith the ease-of-use of the tool support provided byTesCaV?

4.1 Study Planning

The context of the study is the software engineering course, which is a 4th year course
of the Computer Engineering degree at Diego Portales University in Chile. This course
is obligatory. In this course, the students learn how to model a software system with
BPMN and UML by using process diagrams, use case diagrams, class diagrams, state-
transition diagrams, components’ diagrams and deployment diagrams. In this course
students also learn how to test a software system by means of traditional lectures, i.e.,
by using PowerPoints to explain the concepts of different testing techniques (such as
model-based testing, mutation testing and search based testing) and then they do testing
exercises on paper. In the study, studentsmust design and execute test cases for a software
already modeled in in MERODE with class diagrams and state transition diagrams, and
later, students must indicate their opinion about the testing process using TesCaV.

The independent variables correspond to the models and the generated application
with their intrinsic complexity. The dependent variables correspond to the perceived
usefulness of using TesCaV to learn model-based testing and to understand the meaning
of the coverage. To obtain the perceived usefulness of TestCaV, we used the UMUX
[13] questionnaire, which has 4 statements that are related to effectiveness, efficiency,
satisfaction and overall usefulness perception. This questionnaire uses a 5-point Likert
scale, which goes form strongly disagree to strongly agree. The statements of the UMUX
questionnaire are the following:
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Q1 Effectiveness: TesCaV capabilities meet my requirements, i.e., it allows to put in
practice model-based testing and understand coverage.
Q2 Satisfaction: Using TesCaV is a frustrating experience.
Q3 Overall: TesCaV is easy to use.
Q4 Efficiency: I have to spend too much time correcting things with TesCaV.

The empirical study was set up as follows: Each student receives the application to
test, the models that have been used to automatically generate the application, and a
brief explanation about the study. Students must understand the application and then,
they must design and execute test cases in the application, as many as they need to
completely test the application. Next, students run the TesCaV to visualize the test cases
correctly executed and the test cases that are needed but the student didn’t design. After
that, they can design and execute more test cases to improve the coverage and they can
execute TesCaV again. In the end, students should answer the UMUX questionnaire to
evaluate the perception of using TesCaV. Also, they can provide open comments at the
end of the questionnaire if they want.

The case corresponds to a system that allows users to visualize and add comments
to TV series, with the corresponding chapters and actors that participate in the serie. We
selected this case since students are familiar with this domain.

4.2 Study Operation

The study was performed with 25 undergraduate students of the Engineering Faculty of
Diego Portales University who were enrolled in the Software Engineering course during
the second semester of 2018. At the end of the course (December), we invited students
to participate in the study. This activity was not related to the approval of the course nor
with any course evaluation. Nevertheless, we encouraged students to do their best when
using the tool.

First, we briefly presented the goal of the study to the students, which was related to
investigate the usefulness of TesCaV to put in practice model-based testing as well as to
understand the concept of coverage. We explained the case modeled in the MERODE
modelling tool. At this point, it is important to mention that even though students have
had conceptual modeling classes, they never had used this tool. Hence, we created the
model in JMermaid in order to mitigate the difficulty perceptions that are not related to
the TesCaV tool and we explained the case.

Students had 30 min to understand the generated application and also to design and
execute test cases that they believed could test the generated applications completely.
The majority of students completed this task in less than 30 min. Next, they ran the
TesCaV tool and visualized the coverage of their preformed testing. After that, they
could design and execute more test cases to improve the coverage for 10 min if they
wanted, and they could execute TesCaV again. This repetitive process allows students
to realize the importance of coverage when design test cases. Finally, students answered
the UMUX questionnaire to evaluate their perception of using TesCaV.

Students answered this questionnaire using a 5-point Likert scale (see Fig. 7). Results
show that 92%of students agreed or strongly agreedwithQ1, i.e., TesCaVallows to put in
practice model-based testing and understand coverage. There is a strong tendency (82%)
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that TesCaV is not a frustrating experience (Q2). Overall, 80% of students found that
TesCaV is easy to use. Regarding efficiency (Q3), 68% of students strongly disagree
or disagree that they have to spend too much time correcting things with TesCaV. In
summary, students found the use of TesCaV and the visualization of coverage useful to
put model-based testing in practice and to improve the testing process (RQ1). Students
were also satisfied with the general usability of the tool (RQ2).

Fig. 7. Results of the exploratory study.

Regarding comments, not all the students provided comments. Some students (5)
indicated that it was difficult to use the generated application, and a tutorial could be
included to better understand how it works. Other comments (5) were related to improv-
ing the visualization of the coverage metric by using graphs or percentages. Currently,
TesCaV shows the number of test cases executed/number of all the test cases. Finally,
8 comments stated that TesCaV is a good tool to understand how to test and also to
understand how the coverage is measured, which strengthens the answers for RQ1 and
RQ2. The data of this experiment is publicly available via the Zenodo platform at https://
doi.org/10.5281/zenodo.3727619.

4.3 Threats to Validity

Despite the efforts to assure the validity of our findings, there are some threats to validity
that may affect our study.

The students’ lack of experience on using theMERODE tools may affect the internal
validity since it impacts their interaction with the application. In order to decrease this
threat, we provided the case already modelled to the students in order to allow them to
focus just on the testing part and not on themodeling part. Another internal validity threat
is related to the models selected to generate the test cases, since different models have
different conceptual constructs and may not require all the testing criteria implemented
by TesCaV. To manage this threat, we designed a case that included 89% of the testing
criteria implemented inTesCaV.As a result, the students needed to design test cases using

https://doi.org/10.5281/zenodo.3727619
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the largemajority of the testing criteria, which improved their knowledge ofmodel-based
testing. The threat of information exchange between students was mitigated by the fact
that all the students worked in a lab with separate work spaces and the professor was
present during the entire study.

Regarding the external validity, the representativeness of the subject is a threat since
the lack of representativeness of our sample of participants may affect the results. We
selected students with all a same level of knowledge about testing since they are in the
same course to mitigate this threat. To reduce the threat of evaluation apprehension,
the students were informed that the participation was voluntary without any incidence
in the approval of the course. While the students’ level of testing knowledge may be
considered representative for junior software developers, repeating the study with other
students will help to ensure the generalizability of the results.

5 Lessons Learned

The development and validation of TesCaV allowed gaining some lessons learned
about teaching model-based testing and coverage, which support our perception that
the obtained results are promising.

Lesson 1: Teaching testing in practice. For the proper learning of testing, it is really
important to not focus just on the theoretical part, but to let students experience how to
do it in practice. In this paper we presented the TesCaV tool which allows to understand
model-based testing by means of practice. The use of TestCaV reveals the importance
of having tools and methods for the practical teaching of testing: we have observed
that this is a more challenging and attractive strategy for students while at the same
time they develop more advanced capabilities for adapting the testing concepts to real
development scenarios. Moreover, we have preliminary evidence that the knowledge
acquired bymeans of practical experience ismore perdurable and easier to put in practice
than the theoretically acquired knowledge.

Lesson 2: Visualization of coverage allows to interiorize and understand the different
coverage metrics: it helps the students to realize what part of the model has not been
tested, and thus may have quality issues left. Or at least, the students know the weak
points of the testing performed since the coverage is not fully achieved, and, hence,
are aware of the fact that potential failures may still be present in the system for the
functionalities that have not been tested. The graphic information in red allows to easily
understand the objects, states and transitions that have not been tested yet. This is aligned
with the constructivist perspective, where to reach the learning goals textual (verbal) and
visual information are the key to generate knowledge [29].

Lesson 3: The TestCaV approach provides a straightforward way to demonstrate to the
students the implications of model defects in the final system, which improves their
learning process. The student can visualize in an agile and clear way the importance of
a well-defined model, and how to test the different system concepts defined at model-
level. Testing demands analysis skills, which are reinforced with the visualization of the
models and the traceability from these models to the generated application.
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Lesson 4: Providing different scenarios strengthens the knowledge of the testing pro-
cess. We embedded the TesCaV tool in the MERODE code generator, which allows to
generate a working application from any conceptual model, in order to allow students
to test different applications. This contrasts to existing solutions where the testing exer-
cises are developed based on a single predefined application. We advocate that being
able to exercise the skills on multiple applications is important to the practice of the test-
ing process, since by applying model-based testing on different applications, we avoid
memorizing the computed solutions that are available in the tools of the state of the
art. Thus, students can strengthen their knowledge about model-based testing and the
coverage metric.

Lesson 5: Even though implementing the graphical representation of the testing cov-
erage in a concrete model-driven tool is a hard task, which demands more time than
preparing a regular testing class centered on teaching testing concepts, the learning is
improved. The learning curve is reduced since students can understand testing concepts
faster and put them into practice.Moreover, the evaluation process is also improved since
the professor can clearly observe those students that have properly applied testing con-
cepts and graphically demonstrate why their defined testing cases are complete or not.
Nevertheless, further empirical studies are needed to evaluate the correlation between
the use of the tool with the learning performance.

Lesson 6: Considering the importance of including testing competences as mandatory
in computer science curricula, the use of TesCaV leads to students being better prepared
(better trained) to perform testing in software systems, using their conceptual model as
a starting point. We observed that the use of TestCaV facilitates not only the inclusion of
testing skills in different courses but also provides a guide to the professor and students
to properly apply testing techniques. In practice, it also reduces the effort from the
professor/student for the teaching/learning of the complex and abstract concepts that are
involved in the correct testing definition and execution.

Besides these important lessons learned, we also identify some limitations of our
approach.

A limitation of using TesCaV for learning model-based testing in practice is that
TesCaV has been created specifically to run withMERODEmodels. Even though it uses
class diagrams and state-transition diagrams that are widely supported by different mod-
eling languages, each language has different elements in the definition of the conceptual
constructs. In order to reduce this limitation, TesCaV can be integrated to other tools
though the use of a Testing profile [2].

Another limitation of the TesCaV approach is that is related only to model-based
testing and specifically focuses on test coverage. In order to reduce this limitation, we
will explore other testing techniques that fit well with model-based testing in order to
incorporate them to TesCaV.

Another limitation is related to the exploratory study: we only explored perceived
utility and perceived ease of use. More research questions can be investigated in future
experiments, for instance: Does the students’ behavior (regarding attending to a class)
changewhen they have tools to practice testing?,Do students characteristics (gender, age,
previous courses) affect in the efficiency doing testing?, and Is the teacher an influential
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factor for the learning performance when the students use the TesCaV approach?, among
others.

6 Conclusions

In this paper, we present TesCaV, a model-based testing tool that allows the visualization
of the test case coverage. TesCaV has been developed to help in the teaching/learning
process. To do that, TesCaV has been embedded in the MERODE code generator, which
uses the model-driven engineering paradigm to automatically generate Java applications
from MERODE conceptual models.

TesCaV puts into practice the model-based testing paradigm since it uses the
MERODE conceptual models to automatically generate abstract and concrete test cases.
TesCaV does not automate the test case execution since the focus of this tool is to help
in the learning process. Even though all the test cases that allow for 100% coverage of
the generated application are concretized automatically with TesCaV, the students can
execute own test cases and then TesCaV compares the test cases used by the student with
the automatically generated test cases in order to show the part of the system that has not
been tested yet. This is the most important contribution of TesCaV: the visualization of
the test case coverage. The coverage metric helps the students realizing that they need
to test more to generate better confidence in the results of the testing performed or to
test the correct elements.

We performed an exploratory study to evaluate the benefits of using TesCaV in the
learning process, and results indicate that students perceive TesCaV as helpful for their
learning process and that it is easy to use. Moreover, we provide six lessons learned that
can be useful for other researchers that are interested in teaching model-based testing.
Some of these lessons can be applicable to other fields, such as lesson 1and lesson 5,
the remainder are specific for model-based testing and we advocate that are valuable
knowledge for other researchers.

As future work, we plan to improve the code generator in order to include the
TesCaV tool automatically when the java application is generated. Moreover, taking
into account the results of this exploratory study, we plan to improve the visualization of
the coverage, highlighting the student test cases that pass in green and maintaining the
test cases that are not yet executed by the student in the red with a small description of
the test cases that are missing. We also plan to graphically present the percentage of test
case coverage as suggested in the comments of the exploratory study. Finally, we plan
to perform an experiment in order to better understand the benefits of using TesCaV in
the teaching/learning process of university students.
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2019.
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Abstract. Anomaly detection in time-series is an important issue in
many applications. It is particularly hard to accurately detect multiple
anomalies in time-series. Pattern discovery and rule extraction are effec-
tive solutions for allowing multiple anomaly detection. In this paper,
we define a Composition-based Decision Tree algorithm that automati-
cally discovers and generates human-understandable classification rules
for multiple anomaly detection in time-series. To evaluate our solution,
our algorithm is compared to other anomaly detection algorithms on real
datasets and benchmarks.

Keywords: Anomaly detection · Classification rules · Pattern-based
method · Decision Tree · Time-series

1 Introduction

To detect unusual or interesting events, data supervision and monitoring are
used in many fields, such as industries, computer systems, web traffic, financial
and medical data, and many others [1].

In the industrial field, sensors networks are used to provide data from dif-
ferent sources for example temperature and pressure monitors, energy sensors,
and others. Various users such as engineers, technicians, automation engineers,
explore the time-series produced by sensor networks in order to analyze them,
extract knowledge and detect anomalies that occur as a result of abnormal events
or unusual behavior suchlike shutdown, failures, and sensor change or even shut-
downs. Such a context produces time-series with multiple anomalies. In general,
using their domain knowledge, experts analyze curves and detect remarkable
points, which represent unusual signals in time-series. Such remarkable points
lead them to analyze the surrounding points in order to determine the exact
position of existing anomaly/ies if they exist.

c© Springer Nature Switzerland AG 2020
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We previously defined in [2] CoRP “Composition of Remarkable Points”,
a configurable approach for the simultaneous detection of multiple anomalies.
CoRP evaluates a set of patterns in order to label the remarkable points using
patterns and then it evaluates a set of label compositions to precisely detect the
anomalies. Not only does this algorithm simultaneously detect various anomalies
categories, but also it uses human-readable detection rules (label compositions)
that help in doing so. Nevertheless, its main drawback is that the whole process
requires professionals and their expertise to define patterns and composition
rules.

Our goal in this paper is to be able to automatically obtain human-readable
detection rules that can be further modified or adjusted by experts in the long
run. Thus, we propose a rule-based approach that can automatically generate
human-comprehensible rules to detect multiple anomalies. We propose a general
point labeling approach, and we define a modified decision tree algorithm to
learn label composition rules in order to detect anomalies in time-series.

This work makes the following contributions:

1. It proposes a modified decision tree algorithm to generate anomaly detection
rules through combinations of labels.

2. The generated rules are human-readable and can easily be understood by
experts. Moreover, these rules perform relevant time-series anomaly detection
with good results.

3. The generated rules can simultaneously detect several types of anomalies for
different application domains whereas classical methods of the literature fail
to detect [2].

The rest of the paper is organized as follows. In Sect. 2, we discuss the related
work on the machine learning method for anomaly detection. Section 3 details
the proposed approach for anomaly detection. Section 4 presents experimental
results and discussion and Sect. 5 provides our conclusion and an outlook for
future research.

2 Related Work

Time-series anomaly detection has been characterized as a special case of time-
series data mining, which also includes problems such as classification, clustering,
machine learning and rule discovery. Important related work on using data min-
ing and machine learning techniques had been covered under various surveys,
review articles and books [3–8].

In this paper, we use supervised learning to build a model to classify anoma-
lies and to learn rules. For this reason, we focus in this section on classification
based on anomaly detection.

Classification is a classic data mining technique based on machine learning.
It used to build a model from a set of labeled data instances and then, clas-
sify a test instance into one of the classes using the learned model (testing).
There are a handful of techniques for classification such as decision trees, linear
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programming, Support Vector Machines (SVMs), Bayesian networks and neural
networks [5].

Classification by decision tree was well researched and several algorithms
have been designed [9,10]. Several classifiers based on the decision tree have
been explored in [10] for anomaly detection such as Best-first, Decision Tree,
Functional Tree, Logistic Model Tree, J48 and Random Forest decision tree.
Based on their study, they showed that the Random Forest decision tree has
outperformed other decision tree-based classifiers in terms of correct classifica-
tion rate.

In [11], the authors proposed an anomaly detection technique by combining
decision trees and parametric densities. During the tree construction process,
the anomaly class densities are used directly in the split point algorithm. This
method avoids generating artificial samples of the missing class in the train-
ing set. Instead, it uses a parametric distribution of the anomaly class when
determining share points. The authors in [12] proposed an anomaly detection
method using K-Means clustering and C4.5 decision tree to classify anomalous
and normal activities in a computer network. k-Means is used first to partition
learning instances into k clusters using Euclidean distance similarity. Then, C4.5
is applied to each cluster, containing normal instances or anomalies, to refine the
decision.

Kim et al. used a C-LSTM neural networks algorithm to perform anomaly
detection in web traffic data [13]. They combined a convolutional neural network
(CNN), long short-term memory (LSTM), and deep neural network (DNN) to
model the spatial and temporal information contained in traffic data. The trans-
formed the temporal context using a CNN layer. Then, they used the output of
this CNN layer as the input for several LSTM layers to reduce temporal vari-
ations. The output of the final LSTM layer is fed into several fully connected
DNN layers in order to classify the output. As a result, they obtained high clas-
sification performance for anomalies but the disadvantage of neural networks is
their “black box” nature.

By comparison, algorithms like decision trees are very interpretable. This is
important because in some domains, interpretability is important to explain the
root cause of anomalies. This further encourages us to adapt it in our approach.

3 Composition-Based Decision Tree

To supervise the sensor networks, the experts analyze the curves and detect the
local points that have unusual behaviors. These points, called remarkable points,
are unusual variations between some successive points in a time series, generally
three points. Then, they analyze the neighborhood of each remarkable point
to decide if it represents an anomaly. In this context, we created a method to
label the remarkable points of a time series, depending on the analysis of three
successive points, and we proposed a Composition-based Decision Tree (CDT)
to generate automatic rules for anomaly detection.
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3.1 Problem Statement

In [2], according to how experts analyze time-series, we define a two-step app-
roach to detect anomalies (more details in Sect. 3.2):

– labeling of each point of a time-series based on a set of patterns. Each pattern
considers three successive points and gives threshold comparisons to tag the
middle point. When it fires on three successive points, a pattern tags the
middle point with a label (word);

– a grammar is used to create compositions of labels on successive points in
order to detect multiple anomalies. The grammar allows for the composition
of successive points with repetition and alternatives [2]. For example, a valid
rule is L1.(L2 AND NOT L3).L4*.L5 which means tag L1, next to L2 (but
not L3), next to zero or more L4, next to L5.

Figure 1 illustrates an example of a labeled time series. It contains four examples
of patterns (Normal, Ptpicpos, Ptpicneg, Changniv) used to detect the labeled
points. Let denote the value of three successive points at index 2, 3 and 4 as
v2, v3 and v4 respectively. a is the difference between v3 and v2 whereas b is
the difference between v3 and v4. If a and b > 0 then the point v3 is labelled as
“Ptpicpos” by the corresponding pattern.

The index points from 2 to 5, 8 to 11 and 13 to 16 present the compositions
of labels defined through the grammar to detect the anomalies. For example,
the composition Normal.Ptpicpos.Ptpicneg.Normal applies for points 13 to 16
and defines an anomaly at points 2 and 3 of the composition (14 and 15 in the
example). Thus, the combination of both labeled points and compositions of
labels allow to find anomalies. Labels (and thus patterns) alone do not allow us
to decide for anomalies as shown in points 2 to 5 and 8 to 11.

Fig. 1. Time-series labeling and anomaly detection using composition [2].



Automatic Classification Rules for Anomaly Detection in Time-Series 325

The creation of these label compositions requires good expertise in the appli-
cation field and many efforts of investigation on time-series. Our goal is to make
this task automatic by using decision trees to get automatic rules.

We firstly used classical decision tree algorithms to find rules, applied on
times series values, or labels series. The results are not reported in this paper.
They lead to good results for anomaly detection while the resulting rules were
very hard to understand by an expert. Although decision trees are designed to
produce understandable rules, this is not always the case, and they are not suited
to our needs:

– The rules can become unintelligible if trees are large and consequently they
are difficult to interpret and may not make sense to the user. Moreover, the
resulting rules may contain a great part of negative tests that are very hard
to understand by an expert.

– The decision tree considers features without any order when splitting the
dataset. Conversely, experts in anomalies always think based on successive
points. Hence, we adapt the decision tree to take into consideration the order
between the features. Therefore, we seek to build the rules based on the
compositions of ordered labels very similar to the proposed grammar when
we transform the tree branches to rules.

3.2 The Proposed Method

To resolve the issues mentioned above, we propose the following method. First,
we improve the manual labeling that was proposed in [2] by an automatic
labeling to detect the remarkable points in the time-series. Second, we pro-
pose a Composition-based Decision Tree (CDT) to generate automatic rules for
anomaly detection.

Time-Series. We first define time-series for the scope of this paper.

Definition 1. Time-series Ts is an ordered sequence of n real-valued variables
collected sequentially in time at a regular interval. These observations represent
the measures that are associated with a timestamp indicating the time of its
collection [2]. Ts = {y1, ...., yn} is an uni-variate time-series, yi ∈ R such that
values yi are uniformly spaced in time. Let us notice that, for the scope of this
paper, we suppose that the time-series are linearly normalized in the interval
[0, 1].

Definition 2. A Labeled time-series is a time-series of points where each point
contains one label. Tsb = {l1, ...., lm} is a labeled time-series of m labels, with
li ∈ L, L being the set of possible labels.

Automatic Labeling of Time-Series. This step consists of labeling the time-
series through patterns.
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In [2], we define a pattern by a triple (l, a, b) where l is a label that char-
acterizes the pattern. a and b are two thresholds used to decide if a point is
remarkable (or not) by this pattern1. A pattern is applied to three successive
points yi−1, yi, yi+1 of a time-series. a is the difference between yi and yi−1

whereas b is the difference between yi and yi+1. A positive a means an increas-
ing value between yi−1 and yi, a negative a means a decreasing value, whereas
a = 0 means a constant value (unchanged value). Conversely, a negative b means
an increasing value between yi and yi+1, a positive b means a decreasing value,
whereas b = 0 means a constant value (unchanged value). As stated in [2], this
definition works well when experts define both labels and thresholds.

In this paper, we generalize the definition of labels and patterns. A pattern
considers 3 points, and we create labels for each possible variations of these 3
points, for example positive variation when values always increase on the three
points. We then define 9 general patterns (in fact labels), illustrated in Table 1,
namely PP (Positive Peak), PN (Negative Peak), SCP (Start Constant Positive),
SCN (Start Constant Negative), ECP (End Constant Positive), ECN (End Con-
stant Negative), CST (Constant), VP (Variation Positive) and VN (Variation
Negative).

Each of these of this general pattern is supplemented with two intervals
indicating the possible variations of values: α is an interval characterising the
difference of yi and yi−1 (yi − yi−1) and β is an interval characterising the
difference of yi and yi+1 (yi − yi+1). We then define 8 intervals according to the
signs of (yi − yi−1), and (yi − yi+1):

– for (yi − yi−1) > 0 and (yi − yi+1) > 0, we create 4 intervals between 0 and 1
for α and β, noted Low (L), Medium Low (ML), Medium High (MH), High
(H) where L = ]0, 0.25], ML = ]0.25, 0.5], MH = ]0.5, 0.75], H = ]0.75, 1].

– for (yi − yi−1) < 0 and (yi − yi+1) < 0, we create 4 intervals between −1
and 0 for α and β, noted −Low (−L), −Medium Low (−ML), −Medium
High (−MH), −High (−H) where −L = [−0.25, 0[, −ML = [−0.50,−0.25[,
−MH = [−0.75,−0.50[, −H = [−1,−0.75[.

Note that in the scope of this paper, we fixed with experts the interval number
to 8, to keep the labeling discriminating enough while keeping the generated rules
easily interpretable. However, the approach is flexible and it is possible to vary
this interval number. This is a future work for this research to automatically
learn the relevant interval number.

Definition 3. We define a pattern P = (l, α, β) where l (label) is a name
identifying the pattern, and α and β are two possible intervals into [−1,1]. For
each successive points yi−1, yi, yi+1, the point yi is checked by a pattern only if
yi − yi−1 ∈ α ∧ yi − yi+1 ∈ β. In this case, yi is labeled with l.

We designed the patterns as listed in Table 1. This list is also inspired by
the Global Constraint Catalogue presented in [14] which describes Time-Series

1 Let us notice that a and b were previously denoted α and β in [2].
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Constraints through patterns. These 9 general patterns are combined with their
respective possible intervals for α and β to generate 81 possibilities. Let us notice
that for a given pattern, the resulting label is now the pattern name concatenated
with the interval of α and β for the pattern. For example, the label PPML,H

stands for the pattern PP (positive peak) with α = ML and β = H.
Example Fig. 2 illustrates a sequence of remarkable points represented by

different patterns namely PPML,H , PN−H,−MH , SCNMH,0.

– PPML,H is a positive peak such as: α = ML and β = H;
– PN−H,−MH is a negative peak such as: α = −H and β = −MH;
– SCPMH,0 is a constant positive start such as: α = MH and β = 0.

PPML,H PN−H,−MH SCPMH,0

β = 0
α = ML β = H

α = −H
β = −MH

α = MH

Fig. 2. An example of different patterns.

Construction of Composition-Based Decision Tree. This step consists in
building a Composition-based Decision Tree (CDT) using sequences of labels
(compositions) as attributes to generate automatic rules for anomaly detection.

Definition 4. We denote L = {PPL,L, PPL,ML, ..., V N−H,H} the set of 81
labels corresponding to different patterns defined in Table 1.

Definition 5. An observation D is an ordered set (sequence) of labels that is
associated with a given class c (e.g. normal or anomaly). D = {l1, ...., lk}, with
li ∈ L, is an observation associated with a class c ∈ {1, ...,M}. Note that, in this
paper we consider that an observation D is associated with only one class c (no
overlapping between classes across the sliding windows).

Definition 6. A composition C is an ordered set of labels representing a subse-
quence of an observation. We denote C ⊆o D the presence of an ordered subset
C within an ordered set D, such that C is a subsequence of D. The symbol ⊆o

signifies an inclusion of a subset C in a set D, while respecting the order of D.
A composition should have a minimal length of 2.
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Table 1. Types of patterns for labeling.

Pattern Definition Representation Example

PP α, β ∈ {L, ML, MH, H} 0.40
0.60

PPα,β PPML,MH

PN α, β ∈ {−L, −ML, −MH, −H} −0.60 −0.80

PNα,β PN−MH,−H

SCN α ∈ {−L, −ML, −MH, −H} −0.60

0

β = 0 SCNα,β SCN−MH,0

SCP α ∈ {L, ML, MH, H} 0.60
0

β = 0 SCPα,β SCPMH,0

ECN β ∈ {L, ML, MH, H} 0
0.60

α = 0 ECNα,β ECN0,MH

ECP β ∈ {−L, −ML, −MH, −H}
0

−0.60

α = 0 ECPα,β ECP0,−MH

CST α = 0, β = 0 0 0

CSTα,β CST0,0

VP α ∈ {L, ML, MH, H}
0.30

−0.65

β ∈ {−L, −ML, −MH, −H} V Pα,β V PML,−MH

VN α ∈ {−L, −ML, −MH, −H}
−0.30

0.65

β ∈ {L, ML, MH, H} V Nα,β V N−ML,MH

with L = ]0, 0.25], ML = ]0.25, 0.50], MH = ]0.50, 0.75], H = ]0.75, 1]

Examples

– C = {l2, l3, l4} ⊆o D = {l1, l2, l3, l4, l5, l6}.
– C = {l3, l2, l4} �⊆o D = {l1, l2, l3, l5, l5, l6}.
– C = {l1, l2, l3, l4, l5, l6} ⊆o D = {l1, l2, l3, l4, l5, l6}.

Definition 7. An impurity metric provides a measure of the quality of a set
of observations D = {D1, ...,Dn} regarding the distribution of classes that it is
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composed of. The impurity metric is minimal if a set contains only observations
of one class, and is maximal if the set contains equally observations of all classes.
In this paper, we used the Gini impurity index as an impurity metric [15]. For a
given set of observation D, the Gini impurity index G(D) is computed as:

G(D) =
M∑

i=1

pi(1 − pi), (1)

where pi is the fraction of observations categorized as class i in D.

Starting from the labeled time-series Tsb, we construct the set of N obser-
vations D(s, w) = {D1, ...,DN} using a sliding window algorithm, and where w
and s are respectively the size and the stride of the sliding window. D(s, w) is
also called D. Each observation Di is associated with a class of anomaly c and
is composed of a set of labels {li+s+1, ..., li+s+w}, with li+s+j ∈ Tsb.

The aim of the CDT is to build a set of subsets S = {S1, S2, ..., Sr} where
Si ⊂ D, with Si ∩ Sj �=i = ∅ and S1 ∪ S2... ∪ Sr = D, such that a given impurity
metric for each set Si is minimal. These subsets are called the “leaves” of the
CDT. To do so, we iteratively split a given set of observations Dl (starting with
D) into two subsets Dm and Dn based on the presence of a composition Cl, such
that Dm = {Dm

i /Cl ⊆o Dm
i ,Dm

i ∈ Dl} and Dn = {Dn
i /Cl �⊆o Dn

i ,Dn
i ∈ Dl}.

The composition Cl can take its value among all possible subsequences existing
in any Di ∈ Dl. At each split, the composition Cl is selected to maximize the
information gain IG(Dl, Cl) computed as:

IG(Dl, Cl) = G(Dl) − (
Nm

Nl
G(Dm) +

Nn

Nl
G(Dn)), (2)

where Nl, Nm and Nn are respectively the size of Dl, Dm and Dn. If G(Dl) = 0
or max(IG(Dl, Cl)) = 0, Dl is defined as a “leaf” of the CDT and is denoted Sl.
Splitting iteratively the resulting subsets of a split, the construction of the CDT
continues until each subset Dl is defined as a leaf Sl. Figure 3 shows a schematic
representation of the construction process of the CDT.

Rule Generation. Once a decision tree has been constructed, we convert it
into a set of rules for decisions. More precisely, the set for branches of the DT,
leading to a given class, can be interpreted as the set of individual classification
rules for this class.

Definition 8. A rule R is a logical combination of compositions that can be
used to classify an observation to a given class. A rule from a leaf Si is denoted
RSi

and is constructed by combining the compositions from the root node to
the leaf such that RSi

= C ∧ C0 ∧ ... ∧ Ci.

Definition 9. A global rule R is a logical combination of all rules leading to a
given class. Given a set of rules {RSi

}, each one leading to a class c, the global
rule for the class c is denoted Rc and is constructed by combining all the rules
of the set {RSi

} such that Rc = RS0 ∨ RS1 ∨ ... ∨ RSn
.
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D = {Di}

C ⊆o Di

D0 = {D0
i }

C0 ⊆o D0
i

D1 = {D1
i }

C1 ⊆o D1
i

D2 = {D2
i }

no

C2 ⊆o D2
i

D7 = {D7
i }

S4

G(D7) = 0

D6 = {D6
i }

S3

G(D6) = 0

D3 = {D3
i }

S0

G(D3) = 0

D4 = {D4
i }

S1

G(D4) = 0

D5 = {D5
i }

S2

G(D5) = 0

no yes

yes no yes

no yes

Fig. 3. Example of a composition-based decision tree (CDT). D represents the whole
set of observations used for the construction of the CDT. The CDT is composed of 4
splits constructing a set of 5 leaves S = {S0, S1, S2, S3, S4}.

4 Experiments

Our goal in doing the experiments is twofold: (1) evaluate if the rules that
Composition-based DT produces are human-readable and can be interpreted by
experts, (ii) evaluate if, while producing relevant rules, we can also get relevant
results in anomalies detection when compared with other learning methods that
do not produce rules.

In this section, we discuss the experimental setup, our case study and the
benchmark datasets used to evaluate the performances of Composition-based
Decision Tree against other state-of-the-art machine learning techniques. We
used the Waikato Environment for Knowledge Acquisition (WEKA) version 3.8
as a simulation tool. The experiments are performed on a machine running Win-
dows 10 professional and optimized by an Intel (R) Core (TM) i5 processor and
16GB of RAM and the programming language is Python 3.7.

The Case Study: SGE DataSets. The SGE (Management and Exploitation
Service of Rangueil Campus attached to the Rectorate of Toulouse) operates
and manages the distribution of fluids (e.g., energy, water, compressed air) on
different campuses. It relies on distribution devices equipped with sensors that
regularly collect data (e.g., meter values, fluid temperatures, valve conditions)
[2]. In this mass of data, meter data are used to calculate the consumption
of buildings. The measurements of these meters are reassembled at a regular
frequency and represent the indexes (readings of meters) which are used to
measure the quantities of energy consumed, consumptions (by successive indexes
differences). For this paper, we handle anomalies on calorie consumption datasets
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D

C = [PN−H,−ML, SCPML,0]

H
ML 0

D0 S0

C0 = [ECP0,−ML, PPML,H ]

0 ML

H

Anomaly
(support: 128)

S1
Anomaly

(support: 55)D1

C1 = [ECN0,H , PN−H,−H ]
0

H H

S2
Anomaly

(support: 24)

no

no yes

yes

no yes

Fig. 4. Composition-based decision tree constructed from the SGE dataset.

that were calculated based on index data (readings of meters) by successive value
differences.

We explored 25 time-series generated from different sensors annotated by the
experts (in total 33536 observations). These time-series contain 586 anomalies
of different types such as positives peaks, negatives peaks and sudden variations
(negative or positive).

The Benchmark: Yahoo’s S5 Webscope Dataset. In order to evaluate
the performance of the proposed method in another application domain, we
used Yahoo’s S5 Webscope dataset in our experiments to compare with other
machine learning algorithms. This dataset is an anomaly detection benchmark
that is publicly available in [16]. It contains 371 files divided into four classes,
named A1/A2/A3 and A4, each one containing respectively, 67/100/100/100
files. A1 Benchmark is based on real production traffic from actual web services
while classes A2, A3, and A4 contain synthetic anomaly data. In this paper,
we utilized the A1 class to validate the proposed anomaly detection method.
This data is represented by time-series in one-hour units. Abnormal values were
labeled manually and the data has a relatively large variation in traffic compared
to other available datasets. There are a total of 94778 traffic values in 67 different
files and 1669 of these values are abnormal.
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4.1 Experiments

WEKA is an open-source software tool for implementing machine-learning algo-
rithms (e.g., classification, clustering and association rules). We used J48, which
is an implementation of the C4.5 algorithm in WEKA for constructing a deci-
sion tree. We used as competitors: (i) K-nearest neighbor (KNN) and we set the
number of neighbors to 5, (i) random forest within the number of trees in the
forest set to 100 (iii) multilayer perceptron (MLP) with the default configuration
of WEKA and (iv) Support vector machine (SVM) the default configuration of
WEKA.

For the training of the model, we randomly split the dataset into 33% testing
and 67% training sets. For the SGE dataset, the training and testing set are
composed respectively of 18 files (containing 23696 observations) and 7 files
(containing 9840 observations). For the Yahoo dataset, the training and testing
set are composed respectively of 45 files (containing 63927 observations) and 22
files (containing 30851 observations).

We normalize the values to get values between 0 and 1. For all algorithms,
we applied the same sliding window on time-series to set up observations for
learning. Classification performances of algorithms were evaluated using Preci-
sion, Recall, and F-Measure metrics. We report these evaluation metrics on the
test datasets.

Results and Analysis for SGE DataSets. In our experiment, we fixed the
length of the window w = 5 equivalent to 5 days. Figure 4 illustrates the first
part of the CDT constructed on the SGE Dataset. The leaves are the rules found
in different windows and their supports indicate the number of occurrences of
observations firing the rules. In this example, we can observe that the 3 first
leaves of the CDT lead to the class anomaly. From this tree, we can thus generate
3 rules leading to an anomaly :

– RS0 : C = [PN−H,−ML, SCPML,0]
– RS1 : ¬C ∧ C0 = ¬[PN−H,−ML, SCPML,0] ∧ [ECP0,−ML, PPML,H ]
– RS2 : ¬C∧¬C0∧C1 = ¬[PN−H,−ML, SCPML,0]∧¬[ECP0,−ML, PPML,H ]∧

[ECN0,H , PN−H,−H ].

From these 3 listed rules, we can come up with a global rule Ranomaly that
can be calculated as follows:

Ranomaly = RS0 ∨ RS1 ∨ RS2 (3)

= C ∨ (¬C ∧ C0) ∨ (¬C ∧ ¬C0 ∧ C1) (4)

= C ∨ C0 ∨ C1, (5)

and thus

Ranomaly =[PN−H,−ML, SCPML,0] (6)
∨ [ECP0,−ML, PPML,H ] (7)
∨ [ECN0,H , PN−H,−H ], (8)
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which leads to a simple and readable rule that can be interpreted by a
domain-expert to detect and identify the different types of anomalies occurring
within the SGE dataset. Table 2 presents a representation of some rules gener-
ated by our CDT, associated with an expert interpretation of these rules. Let us
notice that the produced rules are very close to those proposed by experts in the
manual mode of our approach detailed in [2] and are considered as equivalent
by these experts meanwhile patterns to label points are somewhat different.

Table 2. Rules generated for anomaly detection in the SGE datasets.

Rules Support Representation Expert Interpretation

[PN−H,−ML, SCP−ML,0] 128 The negative peak represents an

anomaly since the energy consump-

tion in a building cannot be negative.

[ECP0,−ML, PPML,H ] 55 The anomaly is the positive peak

which occurred following a stop of

the meter (constant value).

[ECN0,H , PN−H,−H ] 24 A negative peak which followed by

a constant plateau represents a level

shift caused by a change of sensor.

[PN−H,−H , PPH,H ] 8 There are 2 anomalies here, a pos-

itive peak followed by a negative

peak. This is due to a fault in the

reading of the sensors.

Table 3 reports the classification performance of the different machine learn-
ing techniques (namely Decision Tree, Random Forest, KNN and MLP) and our
CDT. Best results were found with the CDT with a precision of 1 a recall of
0.81 and an F-measure of 0.89. Overall, The CDT and the Random Forest yields
a better recall (0.81) than MLP, KNN and the Decision Tree. However, a pre-
cision of 0.54 for the Random Forest suggests that the algorithm was not able
to capture discriminant rules. In fact, Random Forest’s performance decreases
when learning from an unbalanced training data set. It tends to focus on the
accuracy of predictions from the majority class, which generates poor precision
for the minority class [17]. Although MLP detected anomaly with a precision of
1.00, a recall of 0.41 indicates a important false negative rate, suggesting that
the algorithm was unable to construct rules for different types of anomaly (such
as the ones presented in Table 2).
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Table 3. Evaluation of anomaly detection methods in the SGE datasets.

Evaluation Precision Recall F-measure

CDT 1.00 0.81 0.89

Decision Tree 0.94 0.68 0.79

Random Forest 0.54 0.81 0.65

KNN 0.90 0.79 0.84

MLP 1.00 0.41 0.58

Results and Analysis for Yahoo’s S5 Webscope Dataset. Figure 5
presents an example of anomalies observed in web traffic datasets. As we can see,
there are different types of anomalies: (i) global anomaly in which the anomaly
appears outside the traffic and presents a peak, (ii) local anomaly when the
anomaly exists inside the traffic, (iii) collective anomaly that presents long-term
irregularities. The collective anomaly can last almost 2 days (more than 40 obser-
vations). To be able to handle this type of “long” anomaly, we need to represent
it as a point anomaly to guarantee a normal neighborhood around it. There-
fore, we downsampled time-series data to a lower frequency such as from hour
to days and summarize the higher frequency observations. For the experiments,
each new data point is the mean of the raw data within those 48 h. Then, we
apply a sliding window of length 15.

Fig. 5. Example of yahoo DataSets (Web traffic anomaly).

Table 4 gives a summary of the comparative analysis of algorithms. It shows
that our algorithm performance achieves higher precision compared to other
competing approaches such as classical decision tree, random forest and MLP.
In addition, it has a higher recall compared with the decision tree, KNN, and
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MLP. Even though the recall and F-measure scores are lower compared to the
random forest, our method outperforms it in the precision metric. Moreover, our
method has the advantage that we can interpret the learning process and we can
generate interpretable and simple rules for anomaly detection.

Table 4. Evaluation of anomaly detection methods in the Yahoo S5 Webscope Dataset.

Evaluation Precision Recall F-measure

CDT 0.74 0.72 0.73

Decision Tree 0.73 0.65 0.69

Random Forest 0.72 0.80 0.76

KNN 0.76 0.67 0.71

MLP 0.73 0.63 0.68

4.2 Discussion

In our comparative study, we show that our algorithm outperforms other state-
of-the-art machine learning techniques in the SGE dataset. However, this is not
the case for the Yahoo benchmark dataset, Random forest providing a better
Recall and F-measure. Although it provides better classification performances,
Random Forest does not provide a direct way to extract the rule explaining the
classification process, leading to the black-box problem. Our advantage over all
other algorithms, which is also our overall goal, is that we generate interpretable
and simple rules with good anomaly detection performances. With such out-
put, experts can analyze and explain the detection rules to make a decision or
even adjust the rules (e.g., combine rules, generalize rules). Hence, these “hand-
tighted” rules are more likely to cover a larger domain than the training dataset,
reducing the overfitting problem and avoiding a higher false positive rate in test
datasets.

Limitations of CDT. Although the proposed CDT provides the possibility to
generate interpretable rules for anomaly detection, some limitations should be
noted. First, CDT is sensitive to the labeling process. Indeed, with the Yahoo
benchmark dataset, the CDT performs lower than a more generic such as Ran-
dom Forest, which uses real-valued variables from the time series. This leads us to
conclude that the variety of labels is too constrained to construct discriminating
rules.

Second, the quality of the detection rules generated by the CDT remains
sensitive on the choice of parameters such as i) the size of downsampling, which
assign a minimal time interval for anomaly detection and ii) the size of the sliding
window, which fixes the maximal size of rules to explain anomalies. The choice
of such parameters depends on the type and domain of the considered time-
series and it is difficult to ensure an optimal unique choice of them for every
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domain. For example, in our experiments, the Yahoo benchmark dataset, which
is composed of time-series corresponding to various types of web traffic services,
led to lower classification performances than with the SGE dataset, which is only
composed of energy consumption time series.

5 Conclusion

In this paper, we propose a Composition-based decision tree (CDT) for anomaly
detection in univariate time-series. Our method is based on two steps: firstly,
it tags (labels) remarkable points using different patterns and, secondly, it con-
structs a decision tree based on compositions of these labels. Thus, we used CDT
to automatically generate classification rules to detect various anomalies. It is
efficient for generating rules which are simple and interpretable by the experts.
Our case study is based on a real context: consumption sensor datasets and web
traffic datasets. We demonstrated the usefulness of our method when compared
to other machine learning methods.

Future work will concern, the improvement of the generated rules and the
detection using this model. For example, we will investigate how to combine
rules by generalization or how to simplify rules by logic simplifications. Another
part of the work will be dedicated to learning patterns and their parameters,
which is to learn the meta parameters of the approach: optimal size of siding-
window, relevant values intervals for patterns, necessary down-sampling of data.
Our results have also to be compared with dedicated anomaly detection methods.
Finally, we will study how to detect the exact location (point or points) of the
anomaly in the composition of a rule.
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Abstract. Text embedding representing natural language documents in
a semantic vector space can be used for document retrieval using nearest
neighbor lookup. In order to study the feasibility of neural models special-
ized for retrieval in a semantically meaningful way, we suggest the use of
the Stanford Question Answering Dataset (SQuAD) in an open-domain
question answering context, where the first task is to find paragraphs
useful for answering a given question. First, we compare the quality of
various text-embedding methods on the performance of retrieval and
give an extensive empirical comparison on the performance of various
non-augmented base embedding with, and without IDF weighting. Our
main results are that by training deep residual neural models, specifi-
cally for retrieval purposes, can yield significant gains when it is used to
augment existing embeddings. We also establish that deeper models are
superior to this task. The best base baseline embeddings augmented by
our learned neural approach improves the top-1 paragraph recall of the
system by 14%.

Keywords: Deep learning · Ad-hoc retrieval · Learning
representations · Ranking · Text matching

1 Introduction

The goal of open domain question answering is to answer questions posed in nat-
ural language, using an unstructured collection of natural language documents
such as Wikipedia. Given the recent successes of increasingly sophisticated neu-
ral attention based question answering models, such as [35], it is natural to break
the task of answering a question into two subtasks as suggested in [7]:

– Retrieval: Retrieval of the paragraph most likely to contain all the information
to answer the question correctly.

– Extraction: Utilizing one of the above question-answering models to extract
the answer to the question from the retrieved paragraphs.
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In our case, we use the collection of all SQuAD [24] paragraphs as our knowledge
base and try to answer the questions without knowing to which paragraphs they
correspond. We do not benchmark the quality of the extraction phase but study
the quality of text retrieval methods and the feasibility of learning specialized
neural models text retrieval purposes. Due to the complexity of natural lan-
guages, a good text embedding that represents the natural language documents
in a semantic vector space is critical for the performance of the retrieval model.
We constrain our attention to approaches that use a nearest neighbor look-up
over a database of embeddings, using some embedding method (Fig. 1).

Fig. 1. The workflow of the proposed approach for retrieval.

We describe the implementation details utilizing the pre-trained embeddings
to create, semantically, more meaningful text embedding improved by utilizing
an extra knowledge base; hence, improving the quality of a target NLP retrieval
task. Our solution is based on refining existing text embeddings trained on huge
text corpora in an unsupervised manner. Given those embeddings, we learn
residual neural models to improve their retrieval performance. For this purpose,
we utilize the triplet learning methodology with hard negative mining [26].

The first question studied here is whether having advanced and refined
embedding may provide higher recall for retrieval in the external knowledge
base. Therefore, we benchmark most popular available embedding models and
compare their performance on the retrieval task. First, we start with a review
of recent advances in text embeddings in Sect. 2. In Sect. 3 we describe our
proposed approach. The core idea is to augment precomputed text embedding
models with an extra deep residual model for retrieval purposes. We present
an empirical study of the proposed method in comparison with our baselines,
which utilize the most popular word embedding models. We report the exper-
iments and results in Sect. 4, 4.1 and 4.2 respectively. Finally, we conclude the
paper with some future work in Sect. 5.
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2 Related Work

There are various types of applications of word embedding in the literature that
was well covered by [22]. The influential Word2Vec [19] is one of the first popular
approaches of word embedding based on neural networks that was built on top of
guiding work by [1] on the neural language model for distributed word represen-
tations. This type of implementation is able to conserve semantic relationships
between words and their context; in other terms, surrounding neighboring words.
Two different approaches are proposed in Word2Vec to compute word represen-
tations. One of the approaches is called Skip-gram that predicts surrounding
neighboring words, given a target word; the other approach is called Continuous
Bag-of-Words that predicts a target word using a bag-of-words context. The fol-
lowing study, Global Vectors (GloVe) [21], reduces some limitations of Word2Vec
by focusing on the global context instead of surrounding nearby words for learn-
ing the representations. The global context is calculated by utilizing the word
co-occurrences in a corpus. During this calculation, a count-based approach is
functioned, unlike the prediction-based method in Word2Vec. On the other hand,
fastText [2], is also announced recently. It has the same principles as others that
focus on extracting word embedding from a large corpus. fastText is very similar
to Word2Vec, except handling each word as a formation of character n-grams.
That formation accelerates fastText to learn representation more efficiently.

Nonetheless, an important problem still exists on extracting high-quality and
more meaningful representations—how to seize the semantic, syntactic and the
different meanings in different contexts. This is also the point where our jour-
ney is getting started. Embedding from Language Models (ELMO) [23] newly-
proposed in order to tackle that question. ELMO extracts representations from
a bi-directional Long Short Term Memory (LSTM) [13] that is trained with a
language model (LM) objective on a very large text dataset. ELMO representa-
tions are a function of the internal layers of the bi-directional Language Model
(biLM) that outputs good and diverse representations about the words/token
(a CNN over characters). ELMO is also incorporating character n-grams like
in fastText but there are some constitutional differences between ELMO and
its predecessors. The reason why we focused on ELMO is that it can generate
more refined and detailed representations of the words due to utilizing internal
representations of the LSTM network. As we mentioned before, ELMO is built
on top of an LM, and each word/token representation is a function of the entire
input, which makes it different than the other methods and also eliminates the
others’ restrictions, where each word/token is a mean of multiple contexts.

There are some other embedding methods which are not used as a baseline
in the field; therefore, we did not discuss them in detail. Skip-Thought Vectors
[16] uses encoder-decoder RNNs that predicts the nearby sentence of a given
sentence. The other one is InferSent [9], that utilizes a supervised training for
the sentence embeddings, unlike Skip-Thought. They used BiLSTM encoders to
generate embeddings. p-mean [25] is built to tackle the unfairness of the Skip-
Thought that is taking the mean of the word/token embeddings with different
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dimensions. There are other methods, such as [17]’s Doc2Vec/Paragraph2Vec,
[12]’s fastSent, and [20]’s Sent2Vec.

Furthermore, we also include the newly-announced Universal Sentence
Encoder [4] in our comparisons. Universal Sentence Encoder is built on top
of two different models. Initially, the transformer-based attentive encoder model
[30] was implemented to get high accuracy and the other model takes the benefit
of the deep averaging network (DAN) [14]. As a result, averages of words/token
embeddings and bi-grams can be provided as input to a DAN, where the sentence
embeddings are getting computed. According to the authors, their sentence-
level embeddings exceeds the performance of transfer learning, using word/token
embeddings alone.

Last, but not least, distance metric learning is designed to amend the rep-
resentation of the data in a way that retains the related points close to each
other while separating unrelated points on the vector space as stated by differ-
ent experiments such as [3,18,34]. Instead of utilizing a standard distance metric
learning, a non-linear embedding of the data—using deep networks—has demon-
strated important improvements by learning representations, using triplet loss
[8,10], contrastive loss by [5,33], angular loss [32], and n-pair loss [27] for some
influential studies by [26,28,29,31].

After providing a brief review of the latest trends in the field, we describe
the details of our approach and experimental results in the following sections.

3 Proposed Approach

3.1 Embedding Model

After examining the latest advanced work in word embedding, and since ELMO
outperforms the other approaches for all important NLP tasks, we included
the pre-trained ELMO contextual word representations into our benchmark to
discover the embedding model for the retrieval task that produces the best result.
The pre-trained ELMO model used the raw 1 Billion Word Benchmark dataset
[6], and the vocabulary of 79347 tokens.

By having all the requirements set, it was time to compute ELMO repre-
sentations for the SQuAD dev set, using the pre-trained ELMO model. Before
explaining the implementation strategies, we would like to mention the details of
ELMO representation calculations. As expressed in the equation below, a L-layer
biLM computes a set of 2L + 1 representations for each token ti.

Li = {xLM
i ,

−→
h LM

i,j ,
←−
h LM

i,j |j = 1, ..., L} = {←→h LM
i,j |j = 0, ..., L}

where xLM
i , a context-indepedent token representation, is computed via a

CNN over characters. These representations are then transmitted to L layers
of forward and backward LSTMs (or BiDirectional LSTMs-biLSTMs). Each
LSTM layer provides a context-dependent vector representation

←→
h LM

i,j where

j = 0, ..., L. While the top layer LSTM results
−→
h LM

i,j , presents the prediction
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of the next token ti+1, likewise,
←−
h LM

i,j represents the prediction of the previous
token ti−1 by using a Softmax layer. The general approach would be a weighting
of all biLM layers to get ELMO representations of the corpus. For our task, we
generated the representations for the corpus, not only considering the results
from the weighting of all biLM layers (ELMO), but also other individual layers,
such as token layer, biLSTM layer 1 and biLSTM layer 2.

As a result, we build the tensors based on tokens instead of documents; but
documents can also be sliced from these tensors. To this end, we created a map-
ping dictionary for keeping the document’s index and length (number of tokens).
In this way, a token is represented as the tensor of a shape [1, 3, 1, 1024]. To
improve the traceability, the tensors were reshaped by swapping axis to become
the tensor of a shape [1, 3, 1024]. We, then, stacked all these computed tokens,
resulting with the tensor of a shape [416909, 3, 1024] where 416909 is the number
of tokens in the corpus (in other words, 416909 represents the 12637 documents
in the corpus). Therefore, any document could be extracted from this tensor,
using the previously-created mapping dictionary. For example, let us assume
that doc1 has an index of 126 and a length of 236, so doc1 can be extracted
by slicing the tensor, using the format [126 : 126 + 236, :, :]. In terms of math
expression, we built a tensor Ti,j,d where i is representing the total documents
in the corpus, j is representing the layers, and d is a dimension space of a vector.
T is based on tokens instead of documents, but documents can also be sliced
from that tensor.

To achieve a good embedding, the main question was about identifying the
most critical components that contain the most valuable information for the
document. Since the new tensor of a shape [12637, 3, 1024] has 3 components, in
order to extract the most valuable slice(s), we defined a new weight tensor W1,j,1

where the j had the a same dimension as in the tensor T. For our experiment,
we set the j to 3 as the same dimension value in which the pre-trained ELMo
word representations were used. The elements of the vector j of the tensor W
was symbolized as a, b, and c, where a + b + c = 1. In order to find the right
combination within the elements of the weight tensor W for the best embedding
matrix M , we calculated the following function:

M ′ = ||mean(T ∗ W;θ = 1)||

where M ′ = {M ′
1,M

′
2, . . . ,M

′
n}, W′ = {W′

1,W
′
2, . . . ,W

′
n}, n is the number

of documents in the set and θ represents the axis argument of the function.
Last, but not least, all candidate embedding was normalized by L2-Norm. With
this setup, we were able to create the candidate embedding matrices represented
by M ′ for further experiments to get the ultimate best embedding E. Each
embedding in the embedding matrix is symbolized by f(x) ∈ R

d. Therefore, it
was able to embed a document x into a d-dimensional Euclidean space.

In order to capture the best combination of W′ (in other words, finding the
best a, b, and c values), we calculated the pair-wise distances between questions
and paragraphs embedding, represented Q′ and P ′ respectively, that were sliced
from M ′. The performance of finding the correct question-paragraph embedding
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pair is measured by recall@k. The reason why we used the recall@k is that we
wanted to compute the hitting performance of the true paragraph (answers) to
the particular question, whether it is in the top-k closest paragraphs or not.
We used the ranks of top 1, 2, 3, 5, 10, and, 50. In order to calculate the recall
values, we had to deal with 20M question-paragraph embedding pairs ( 10K
questions x 2K answers) in the dev dataset. We primarily looked at the Receiver
Operating Characteristic (ROC) curve and used Area Under Curve (AUC) as
the target metric for tuning the embedding. Therefore, we sorted the retrieved
samples by their distance (the paragraphs to the question) and then we computed
recall and precision at each threshold. After having the precision numbers from
the computations, we observed that our precision numbers became very low
values because of having only 10k correct pairs and a high amount of negative
paragraphs. We decided to switch to other methods; namely, Precision-Recall
curve and Average Precision.

Additionally, we took one further step. We wanted to inject the inverse doc-
ument frequency (IDF) weights of each token into the embedding M to observe
whether it creates any positive impact on the representation or not since the
IDF is calculated using the following function: IDF (t) = loge( #ofdocuments

#ofdocs.w/term ),
Where we calculated the IDF weights from each tokenized documents.Then we
multiplied newly-computed token IDF weights with the original token embedding
extracted from the pre-trained model to have the final injected token embedding.

Similar to both the ELMO and extension of ELMO with IDF weights steps,
we followed the same pipeline for the GloVe since it is one of the important
baselines for this type of research. We specially utilized the “glove-840B-300d”
pre-trained word vectors, where it was trained on using the common crawl within
840B tokens, 2.2M vocab, cased, 300d vectors. We created the GloVe represen-
tation for our corpus and also extended it with IDF weights.

3.2 Retrieval Model

The retrieval model aims to improve the recall@1 score by selecting the cor-
rect pair among all possible options. While pursuing this goal, it is develop-
ing embedding accuracy by minimizing the distance from the questions to the
true paragraphs after embedding both questions and paragraphs to the semantic
space.

The model architectures we designed to implement our idea are presented in
Fig. 2 and Fig. 3. Question embedding Qb ( b is representing the batch of question
embedding) were provided as inputs to the models. The output layer was wrapped
with [11]’s residual layer by scaling the previous layer’s output with a constant
scalar factor sf . Finally, the ultimate output from the residual layer was also
normalized by L2. The normalized question embedding and the corresponding
paragraph embedding are processed by the model that is optimized, using a loss
function L . For this reason, we proposed and also utilized several loss functions.
The main reason for this was to move the true q ∈ Qb, p ∈ P b pairs closer to each
other, while keeping the wrong pairs further from each other. Using a constant
margin value m would be also helpful to create an enhanced effect on this goal.
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Fig. 2. The layer architectures in the
Fully Connected Residual Retrieval Net-
work (FCRR).

Fig. 3. The layer architectures
in the Convolutional Residual
Retrieval Network (ConvRR).

The first function we defined was a quadratic regression conditional loss.
With this Lquadratic regression conditionally, we aimed to use a conditional margin
as below.

m′(m, d) =

{
m, if d > m.

0, otherwise.
(1)

Lquadratic regression conditional = [||q − p||2 − m]+ + m′(m, ||q − p||2)

The latter loss function we utilized was the triplet loss. With this setup,
we not only consider the positive pairs but also negative pairs in the batch.
Our aim was that a particular question qanchor would be a question close in
proximity to a paragraph ppositive as the answer to the same question than to
any paragraph pnegative as they are answers to other questions. The key point of
the Ltriplet was building the correct triplet structure, which should not meet the
restraint of the following equation easily ||qanchor − ppositive||2 +m < ||qanchor −
pnegative||2. Therefore, for each anchor, we took the positive ppositive in such a way
arg maxppositive

||qanchor − ppositive||2 and likewise, the hardest negative pnegative

in such a way that arg minpnegative
||qanchor − pnegative||2 to form a triplet. This

triplet selection strategy is called hard triplets mining.

Ltriplet = [||qanchor − ppositive||2 − ||qanchor − pnegative||2 + m]+
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During all our experiments, we have utilized [15]’s ADAM optimizer with
a learning rate of 10−3. For the sake of equal comparison, we have fixed the
seed of randomization. We have also observed that a weight decay 10−3 and/or
a dropout 10−1 is the optimum value for all types of model architectures to
tackle over-fitting. In addition to that, the batch size b of question-paragraph
embedding pairs has been set to 512 during the training. We trained the networks
with a range of between 50 to 200 iterations.

Specifically, we designed our FCRR model as a stack of multi-layers. During
the observation of the experiments, the simple but the efficient configuration
was emerged as 2-layers. Likewise, we used 1024 filters, 5 as a length of the 1D
convolution window, and 2 as a length of the convolution in our ConvRR model.
Last, but not least, the scaling factor is set to 1 for both models.

4 Experiment

We did an empirical study of the proposed question-answering method in com-
parison with major state-of-the-art methods in terms of both text embedding
and question answering. In the subsequent, we are going to describe details for
the dataset, the model comparison, and the results.

4.1 SQuAD Dataset

For the empirical study of the performance of text embedding and question
answering, we use the Stanford Question Answering Dataset (SQuAD) [24]. The
SQuAD is a benchmark dataset, consisting of questions posed by crowd-workers
on a set of Wikipedia articles, where the answer to every question is a segment
of text from the corresponding reading passage. The number of documents in
the dataset is stated in the following Table 1.

Table 1. Number of documents in the SQuAD dataset.

Set name # of Ques. # of Par. # of Tot. Cont

Dev 10570 2067 12637

Train 87599 18896 106495

4.2 Embedding Comparison

We wanted to observe trade-off between Precision and Recall and AP value to
compare performances of each candidate embedding M ′. recall@k was calcu-
lated for each embedding matrix M ′ by using grid search over the a, b, c com-
ponents presented in Table 2.
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Table 2. The grid search results for both recall@1 and average recalls among top 1,
2, 5, 10, 20, 50 recalls to find the best layer for the task.

Layer name W′ Configuration recall@1 avg recalls

Token Layer a = 1, b = 0, c = 0 41.50% ± 0.03% 66.40% ± 0.02%

biLSTM Layer 1 a = 0, b = 1, c = 0 26.20% ± 0.01% 54.30% ± 0.05%

biLSTM Layer 2 a = 0, b = 0, c = 1 19.60% ± 0.07% 48.00% ± 0.04%

ELMO a = 0.33, b = 0.33, c = 0.33 21.20% ± 0.01% 48.30% ± 0.02%

Table 3. recall@ks of GloVe.

recall@k # of docs %

1 3246 30.7%

2 4318 40.8%

5 5713 54.0%

10 6747 63.8%

20 7602 71.9%

50 8524 80.6%
Fig. 4. P-R Curve for GloVe.

Table 4. recall@ks of Extension of
GloVe with IDF weights.

recall@k # of docs %

1 3688 34.8%

2 4819 45.5%

5 6293 59.5%

10 7251 68.5%

20 8076 76.4%

50 8919 84.3%
Fig. 5. P-R Curve for extension of
GloVe with IDF weights.

The best component combination emerged as a = 1, b = 0, c = 0 that
provides the best setting to represent the corpus. In other words, token layer is
the most useful layer. Finally, question and paragraph embedding are represented
Q = {q1, q2, . . . , qx} and P = {p1,p2, . . . ,p(n − x)}, where x represents the
number of questions within the corpus. In other terms [0 : 10570, 1024] belongs
to questions while [10570 :, 1024] belongs to paragraphs for the dev dataset.

We can now start to compare the results of the recall@k of the pair-wise
embedding that are derived from different models for the dev corpus in order
to measure the embedding quality. The recall@k tables and the Precision-Recall
curve from each of the embedding structure are presented in the section below
(Figs. 4, 5, 6 and 7) (Tables 3, 4, 5 and 6).

The average-precision scores of each embedding structure is listed in Table 7.



Text Embeddings for Retrieval from a Large Knowledge Base 347

Table 5. recall@ks of ELMO.

recall@k # of docs %

1 4391 41.5%

2 5508 52.1%

5 6793 64.2%

10 7684 72.6%

20 8474 80.1%

50 9271 87.7% Fig. 6. P-R Curve for ELMO.

Table 6. recall@ks of Extension of
ELMO with IDF weights.

recall@k # of docs %

1 4755 44.9%

2 5933 56.3%

5 7208 68.1%

10 8040 76.0%

20 8806 83.3%

50 9492 89.8%
Fig. 7. P-R Curve for extension of
ELMO with IDF weights.

Table 7. Average precision list.

Model name Average Precision (AP)

GloVe 0.17

Extension GloVe W/ IDF w. 0.22

ELMO 0.31

Extension ELMO W/ IDF w. 0.35

By following the same pipeline, we applied the defined best model to the
train set. As an initial step, we randomly selected 5K question embedding and
corresponding paragraph embedding from the corpus as our validation set. The
remaining part of the set is defined to be used as a training data. The results
from the best model (Extension of ELMO w/ IDF weights) and baseline model
(Only ELMO) are presented in Table 8.

As presented in Table 8, we were able to improve the representation per-
formance of the embeddings increased by 4% on a recall@1 and 4.7% on an
average recall for our task by injecting the IDF weights into the ELMO token
embedding.
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Table 8. recall@ks of Extension of ELMO w/ IDF weights and Only ELMO from the
train set..

recall@k ELMO Ext. of ELMO w/ IDF

# of docs % # of docs %

1 1445 30.38% 1723 34.46%

2 1918 38.36% 2128 42.56%

5 2424 48.48% 2688 53.76%

10 2820 56.40% 3045 60.90%

20 3143 62.86% 3388 67.76%

50 3545 70.90% 3792 75.84%

4.3 Model for Retrieval

After having the best possible results as a new baseline, we aimed to improve the
representation quality of the question embedding. In order to train our models for
the retrieval task, we decided to merge the SQuAD dev and train datasets
to create the larger corpus. By executing that step, we have a total of 98169
questions and 20963 paragraphs. We randomly selected 5K question embedding
and corresponding paragraph embedding from the corpus as our validation set
for the recall task and similarly 10K as our validation set for the loss calculation
task. The remaining part of the set is defined as the training data.

The intuition was that the correct pairs should be closer in proximity to
one another so that closest paragraph embedding to the question embedding
would be correct in an ideal scenario. With this goal; 1) the question embedding
is fine-tuned by our retrieval models so that the closest paragraph embedding
would be the true pair for the corresponding question embedding, 2) similarly,
the paragraph embedding is also fine-tuned by our retrieval model so that the
closest question embedding would be the true pair for the corresponding para-
graph embedding, and finally 3) on top of previous steps, we further fine-tuned
question embedding, using the combination of improved question and paragraph
embedding stated in step 1 & 2.

As shown in Table 9 and Table 10, we were able to improve the question and
paragraph embedding in such a way that the retrieval performance for the ques-
tion side increased by 9.36% ± 0.11% on a recall@1 result and 11.60% ± 0.12%
on an average recall compared to our new baseline that is an extension of ELMO
w/ IDF. In addition to that, if we compare our best results with the orig-
inal ELMO baseline results, we observe that the representation performance
increased by 13.56% ± 0.15% on a recall@1 and 16.10% ± 0.08% on an aver-
age recall. Similarly, the retrieval performance for the paragraph side increased
by 8.85% ± 0.03% on a recall@1 result and 16.00% ± 0.07% on an average recall
compared to our new baseline that is an extension of ELMO w/ IDF. In addition
to that, if we compare our best results with the original ELMO baseline results,
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Table 9. The highest recall@1 and average recalls among top 1, 2, 5, 10, 20, 50 results
from the best models including the baseline model for question embedding.

Model Question embedding

recall@1 improv. (%) avg recalls improv. (%)

Only ELMO 28.40%± 0.06% – 49.70%± 0.02% –

ELMO w/ IDF 32.60%± 0.04% 4.20%± 0.1% 54.20%± 0.06% 4.50%± 0.08%

FCRR 40.50%± 0.02% 12.10%± 0.08% 64.30%± 0.03% 14.60%± 0.05%

FCRR + ConvRR 41.60%± 0.06% 13.20%± 0.12% 65.50%± 0.04% 15.80%± 0.06%

FCRR + ConvRR +
w/ fine-tuned
Paragraph embed.

41.96%± 0.07% 13.56%± 0.15% 65.80%± 0.06% 16.10%± 0.08%

Table 10. The highest recall@1 and average recalls among top 1, 2, 5, 10, 20, 50
results from the best models including the baseline model for paragraph embedding.

Model Paragraph embedding

recall@1 improv. (%) avg recalls improv. (%)

Only ELMO 6.70%± 0.07% – 22.50%± 0.09% –

ELMO w/ IDF 8.80%± 0.02% 2.10%± 0.09% 26.70%± 0.04% 4.20%± 0.13%

FCRR 13.60%± 0.05% 6.90%± 0.12% 41.40%± 0.08% 18.90%± 0.17%

FCRR + ConvRR 14.00%± 0.02% 7.30%± 0.09% 42.10%± 0.04% 19.60%± 0.13%

FCRR + ConvRR +
w/ fine-tuned
Question embed.

14.65%± 0.01% 7.95%± 0.08% 42.70%± 0.03% 20.20%± 0.12%

we observe that the representation performance increased by 7.95% ± 0.08% on
an recall@1 and 20.20% ± 0.12% on an average recall

On the other hand, Lquadratic regression conditional didn’t show any performance
improvement compared to Ltriplet. Last, but not least, during our experiments,
we also wanted to compare the quality of our embedding with the embedding
derived from USE. Although our best model with the Ltriplet was able to improve
the representation performance of the USE document embedding for the retrieval
task, it was still far from achieving our state-of-the-art fine-tuned result.

5 Conclusion

We developed a new question answering framework for retrieval answers from
a knowledge base. The critical part of the framework is text embedding. The
state-of-the-art embedding uses the output of the embedding model as the rep-
resentation. We developed a representation selection method for determining the
optimal combination of representations from a multi-layered language model.
In addition, we designed deep learning based retrieval models, which further
improved the performance of question answering by optimizing the distance
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from the source to the target. The empirical study, using the SQuAD bench-
mark dataset, shows a significant performance gain in terms of the recall. In the
future, we plan to apply the proposed framework for other information retrieval
and ranking tasks. We also want to improve the performance of the current
retrieval models, by applying and developing new loss functions.
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which is supported by Google AI research grant.
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Abstract. Many statistical models have been developed to understand
the causes of unemployment, but predicting unemployment has received
less attention. In this study, we develop a model to predict the labour
market state of a person based on machine learning trained with a large
administrative unemployment registry. The model specifies individuals
as Markov chains with person specific transition rates. We evaluate the
model on three tasks, where the goal is to predict who has the highest
risk of escaping unemployment, becoming unemployed, and being unem-
ployed at any given time. We obtain good performance (AUC: 0.80) for
the machine learning model of lifetime unemployment, and very good
performance (AUC: 0.90+) to the near future when we know the recent
labour market state of a person. We find that person information affects
the predictions in an intuitive way, but there still are significant differ-
ences that can be learned by utilizing labour market histories.

Keywords: Unemployment · Machine learning · Prediction

1 Introduction

Understanding and predicting unemployment is very important for societies and
individuals alike. Identifying at risk individuals and the total amount of unem-
ployment is a central topic of interest, regardless of the context. To understand
how unemployment is experienced at the individual level, we need to consider
the full labor market history of each person. These histories consists of recurrent
spells of unemployment and other labor market states, which together determine
the total time person spends in unemployment. When we have a well-founded
model for the labor market histories, we can predict these the transitions in and
out of unemployment, including the resulting lifetime unemployment.

In this study, we develop a model for the sequence of labour market states of
a person. We focus on prediction and evaluate models on three related predic-
tion tasks: what is the probability that a person exits unemployment, becomes
unemployed, and is unemployed at any given time? To do this, we model the
unemployment status as a Markov chain with person specific transition rates.
The prediction of a person’s unemployment status is then given by the state
probabilities of the Markov chain. The steady state probabilities imply that,
c© Springer Nature Switzerland AG 2020
F. Dalpiaz et al. (Eds.): RCIS 2020, LNBIP 385, pp. 352–368, 2020.
https://doi.org/10.1007/978-3-030-50316-1_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50316-1_21&domain=pdf
https://doi.org/10.1007/978-3-030-50316-1_21


Predicting Unemployment with Machine Learning Based on Registry Data 353

in the long run, an individual can be predicted to spend a certain amount of
their lifetime on unemployment. We investigate both a statistical model and a
machine learning model for the transition rates in different settings, where pre-
dictions can be required for a future time or a completely new person. As a result,
we obtain predictive models for unemployment dynamics at the individual level,
using simple models trained with few years of historical data.

2 Related Work

Macroeconometric research has studied unemployment trends using historical
time series and aggregate labor market statistics. See for example a review [1],
which summarized the current state of research on unemployment dynamics in
macroeconomic models. It is possible to explain the unemployment rate in terms
of the unemployment entry and exit flows, which often correlate with changes in
the economy [2]. However, it has been pointed out that individuals have signif-
icant heterogeneity, which this analysis ignores [3]. In our Finnish study region
of Varsinais-Suomi, the ELY-center (Centre for Economic Development, Trans-
port and the Environment) is required by law to publish the total number of
job seekers and basic statistics related to them each month. Recently, KELA
(The Social Insurance Institution of Finland) published a working paper which
used macroeconometric data to produce estimates on the total amount of life-
time unemployment in the population [4]. However, macroeconometric statistics
cannot be used for prediction at the individual level.

Microeconometric studies have been used to develop models at the individual
level. In these studies, regression is often used to assess the effect of a variable
of interest, such as a policy change in unemployment benefits. The most com-
mon application of person-level data is the study of unemployment duration.
For example, an older review [5] summarized many studies on how health, age,
gender, unemployment benefits, etc. affect unemployment. A recent study [6]
reviewed the accumulated evidence of the individual experience of unemploy-
ment, predictors of exiting unemployment, and the effect of interventions. In
Finland, studies have reported how individual characteristics influence the risk
of exiting unemployment [7–9] and the risk of becoming unemployed [10,11].
Studies have also investigated the flows of individuals between different labor
market states, where Finnish studies have been performed on both aggregate
[12] and person-level data [13].

Modeling unemployment with Markov Chain models, which is an idea under-
lying our model, has been considered in a statistical context [14–16]. These stud-
ies have focused on the dynamics of unemployment and the effect of different
variables, not on the predictive ability of the model. In the predictive task, several
studies have investigated the predictive power of Google searches in forecasting
the unemployment rate, see for example the references in [17]. In the Finnish
context, work at ETLA (The Research Institute of the Finnish Economy) has
also predicted the unemployment rate using Google searches [18]. In addition
to standard time-series models, machine learning can be applied to macroeco-
nomic time-series prediction [19]. At the individual level, multiple studies have
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predicted the Long-Term Unemployment (LTU) status of a person, see for exam-
ple the references in [20]. This is a simpler task of binary prediction whether an
individual would fall under the classification ‘long-term unemployed’. The unem-
ployment exit rate was recently studied in [21]. Studies have traditionally used
logistic regression, but machine learning algorithms such as gradient boosting or
random forest have been found to perform slightly better.

3 Data Set

Our data set is based on individual-level administrative data collected in the
Varsinais-Suomi ELY-centre, based in turn on the URA-registry collected in the
local employment and business services office (TE services). Unlike many other
unemployment studies, we do not have a separate questionnaire or other data
sets merged into this data set. The registry contains all job seekers registered at
the unemployment agencies, which they are required to do in order to receive
unemployment benefits. For this reason, practically all unemployed persons can
be considered to belong to the registry. For example, the official unemployment
statistics produced by the Ministry of Labour (TEM) are based on the number
of people in these registries. The administrative registry is not biased by sample
selection or subjective reporting. However, if we wish to apply the model to pre-
dict unemployment for the Varsinais-Suomi population, the training set should
strictly be a random sample of the population. In the appendix, we investigate
how the unemployment registry differs from this population.

Fig. 1. Process of transforming the unemployment registry to the study data set.

The registry was sampled at the weekday following the end of each month,
from the beginning of 2013 to the end of 2017, as illustrated in Fig. 1. This
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resulted in one sample per month over 5 years, in principle 60 monthly samples.
The data acquired for this research turned out to have some missed samples due
missed manual collection or data corruption, with 57 total monthly samples. The
models we use are designed to handle censoring, so this does not bias the results.
Each entry identifies the individual by their social security number, records their
labor market state and collects some background information. The social security
number was replaced by an ordinal userid before analysis due to data protection
laws. The original data set had 128 937 potential persons, of which the study
used a random sample of 20 000.

The labor market state of a job seeker is recorded as employed on placement,
employed, unemployed, laid off, shortened workweek, outside the labour force,
and unemployment retirement. If a person is employed or outside the labor
market they may be missing from the registry, because they do not have to report
to the unemployment office. We have therefore denoted the state of missing from
the data with a new code ‘not in registry’ and filled these observations with
covariates primarily forward and secondarily backward from the last observed
covariates. We also created a new category of ‘censored’ observations. These
included samples which were either not collected or where the person’s age would
have been smaller than 18 or over 64.

The individual registry entry has information such as gender, age, work expe-
rience, level of education, field of education, field of profession, mother tongue,
and citizenship. This information varies over time and these are the possible
time-varying covariates to include in the model. However, some of the informa-
tion has a high degree of identifiability, so we had to use the following higher
level covariates: gender, work experience, age in 5 year buckets, level of educa-
tion, field of education. The background information is recorded in the registry
as codes displayed in Table 1, so we attached human readable labels from Statis-
tics of Finland descriptions. If a code was missing or the corresponding label did
not exist, we replaced the covariate value by the ‘unknown’ category.

Table 1. The following covariates were included in the model.

Registry entry Covariate (categories) Example values

henkilotunnus userid (20000) 1,2,3

supukoodi gender (2) M, F

ika age (10) [18,20), [20,25), ..., [60,65)

tyokokemuskoodi work experience (3) None, Some, Sufficient

koulutuskoodi level of education (16) Early Education, Basic 1–6, ..., PhD

field of education (12) Preparatory, Education, ..., Services

vvvvkk time (59) 2013-01, 2013-02, ..., 2017-12

voimolevatyollkoodi labour market status (7) Employed, Unemployed, ..., Censored

It is well-known that unemployment is influenced by many economic factors:
economic growth, labour market conditions, regulation, unemployment benefits,
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etc. The unemployment rate also fluctuates significantly with the economic cycle.
It would be possible to include macroeconomic indicators. However, if one wants
to predict future unemployment instead of historical unemployment, one needs to
know these variables in the future. This is of course not possible, and predicting
them accurately is very difficult. Our data consists of a complete economic cycle
in the local unemployment rate (Appendix Fig. 6), which implies that the future
predictions are time-averaged. This suits us well since we are interested in the
long run individual unemployment and do not wish to model the economic cycle.
In addition, our evaluation metric depends only on the relative unemployment;
it should not affect the performance estimates in any case.

Fig. 2. Model definition and evaluation from the sequence of labor market states.

4 Model

4.1 Mathematical Framework

The model is motivated by the visualization of labor market histories in Fig. 2.
For the purpose of this study, we define the labour market status as either
unemployed or not unemployed. We treat persons that were either unemployed
or laid off as ‘unemployed’ and other labor market states as ‘not unemployed’.
Each labour market history therefore is a binary vector of ‘unemployed’ states
xi(t) ∈ {0, 1} of the individual i = 1, . . . , N at months t = 1, . . . , T . We describe
the labour market history of each person is a stochastic process {Xi(t), t ≥ 0}
where the random variable Xi(t) ∈ {0, 1} is the unemployment status of the
individual i at time t. The random vector Pi(t) = (P (Xi(t) = 0), P (Xi(t) = 1))
is the state probability vector, giving the probability of being either in or out
of unemployment at a given time. At the prediction time, we know the current
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state of a person and wish to predict the future state of the person. For this
reason, we define the transition probability matrix:

Pi(s, t) =
(

P (Xi(t) = 0|Xi(s) = 0) P (Xi(t) = 1|Xi(s) = 0)
P (Xi(t) = 0|Xi(s) = 1) P (Xi(t) = 1|Xi(s) = 1)

)
(1)

The labor market history of a person does not appear to consist of randomly
dispersed unemployment events, but rather consecutive months of unemploy-
ment which can be characterized as unemployment spells. In addition, some per-
sons seem to have considerably longer unemployment spells than others. This
observation is the basis of our model. Every calendar month, a person either
remains in the current state or transitions into unemployment (entry) or out of
unemployment (exit). We consider that only one transition occurs within each
calendar month and that the transition probabilities are person specific. In other
words, we hypothesize that the data set is a Markov Chain with person specific
transition rates.

If the labor market states at Xi(t) and Xi(t + dt) are different, this means
that either of two transition events occurred in (t, t+dt]: exit from unemployment
or entry into unemployment. Transition rates are defined through the instanta-
neous probability of a transition. Define the person specific rate of unemployment
exit λi(t) and the rate of unemployment entry μi(t):

λi(t) = limdt→0P (Xi(t + dt) = 0|Xi(t) = 1)/dt
μi(t) = limdt→0P (Xi(t + dt) = 1|Xi(t) = 0)/dt

(2)

The Markov Chain is then defined by a rate matrix dAi(t) =(−μi(t) μi(t)
λi(t) −λi(t)

)
dt. It can be shown that the transition probability matrix

Pi(s, t) can be computed as the following matrix-valued product integral [22]:

Pi(s, t) =
∏

u∈(s,t]

(I + dAi(u)) (3)

We train the model using time-varying transition rates. However, we predict
to the future using last known covariates so that the predicted future rates are
constant. Under the assumption of constant rates, we can derive the following
interesting results for person’s lifetime unemployment using well-known proper-
ties of the Markov Chain. The lifetime unemployment is defined as the proportion
of the working age life that a person spends in unemployment. Denote the rate
of unemployment exit by λi and the rate of unemployment entry by μi. At pre-
diction time, we wish to predict the future state Pi(t + δt, t) given δt months
forward from the last known state Xi(t). In this case, we can explicitly derive a
closed form expression for the transition probability matrix to obtain [26]:

Pi(t, t + δt) =

(
λi

λi+μi
+ μi

λi+μi
e−(λi+μi)δt μi

λi+μi
− μi

λi+μi
e−(λi+μi)δt

λi

λi+μi
− λi

λi+μi
e−(λi+μi)δt μi

λi+μi
+ λ

λi+μi
e−(λi+μi)δt

)
(4)
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Regardless whether the person is unemployed at the last observation, the
transition probability matrix implies that the probability of being unemployed
converges over time to:

limδt−→∞Pi(t + δt) =
(

λi

λi+μi
, μi

λi+μi

)
(5)

In the long run, the person with rates λi and μi can be expected to be unem-
ployed μi

λi+μi
of the time. We call this the individual’s unemployment prevalence

implied by the transition rates. This observation also means that we lose predic-
tive information the longer we predict to the future.

4.2 Training Models

We train the models using the probabilities implied by the mathematical frame-
work. The framework is defined in continuous time, but our data is recorded
using one month granularity and we assume that there can be only one transi-
tion within a given month. If different months are coded as integers t = 0, 1, . . .
and λi(t) or μi(t) define the transition rates within that month, we have the
probability of a transition [23]:

P (Xi(t) = 1|Xi(t − 1) = 0) = 1 − exp(−λi(t))
P (Xi(t) = 0|Xi(t − 1) = 1) = 1 − exp(−μi(t))

(6)

To fit the model, we think of each labour market history as a sequence of
transitions between unemployment and employment as demonstrated in Fig. 2.
Denote by ci(t) ∈ {0, 1} the observability status of a transition, with ci(t) = 1
indicating that months t and t − 1 were observable for person i and ci(t) = 0
when either was censored. The likelihood of the sequence can be split into two
parts. First, the part when the previous observation month t is unemployed
where Ni,1 = {t ∈ N : xi(t − 1) = 1, ci(t) = 1}:

Lλi
(xi(t)) =

∏
t∈Ni,1

(1 − exp(−λi(t)))I(xi(t)=0)exp(−λi(t))I(xi(t)=1) (7)

Second, the part when the previous observation month t is not unemployed
where Ni,0 = {t ∈ N : xi(t − 1) = 0, ci(t) = 1}:

Lμi
(xi(t)) =

∏
t∈Ni,0

(1 − exp(−μi(t)))I(xi(t)=1)exp(−μi(t))I(xi(t)=0) (8)

The likelihood of a person’s labour market history is then:

Lλi,μi
(xi(t)) = Lλi

(xi(t))Lμi
(xi(t)) (9)

We still have to model the person specific transition rates λi(t) and μi(t). We
assume that the transitions are determined by observed characteristics (covari-
ates), unobserved characteristics and randomness in finding or exiting a job. The
observed characteristics influence the transition rates through a time-varying
covariate vector zi(t) and a parameter vector α or β, depending on the tran-
sition. The unobserved characteristics are modelled by person-specific intercept
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ui or vi, depending on the transition. For example, there could differences in
the demand for the occupations, motivations in finding a job, personal issues,
etc. We assume that the transition rates follow a proportional rates assumption.
This is equivalent to the proportional hazards model in a survival analysis of a
single spell with a subject-specific frailty term [24]. The model then defines the
person specific transition rates:

λi(t) = exp(αT zi(t) + ui)
μi(t) = exp(βT zi(t) + vi)

(10)

Interestingly, the prevalence P (Xi(t) = 1) = μi

λi+μi
and time-invariant covari-

ates zi imply a logistic regression model of lifetime unemployment prevalence:

P (Xi(t) = 1)
1 − P (Xi(t) = 1)

=
μi

λi
= exp((β − α)T zi + (vi − ui)) (11)

In a statistical model, the covariates are known as fixed effects and the per-
son specific intercepts are random effects. The model is therefore a two-state
mixed effects model. To model the random effects, we assume that they follow
a multivariate normal distribution (ui, vi) ∼ Normal(γ,Σ) with a 2 × 1 mean
vector γ and a 2× 2 covariance matrix Σ as unknown parameters. This allows a
correlation between the unemployment entry and exit rates, since it is possible
that persons who have a difficult time of finding employment might also find it
difficult to remain employed. Given a data set D = {xi(t)}i=1,...,N , we define the
unconditional data likelihood by integrating out the unknown random effects
using the normal distribution density function fγ,Σ(ui, vi) [25]:

Lα,β,γ,Σ(D) =
∏

i=1,...,N

∫
ui,vi

Lλi,μi
(xi(t))fγ,Σ(ui, vi)duidvi (12)

The model is then fit by minimizing the negative log likelihood:

argminα,β,γ,Σ [−log(Lα,β,γ,Σ(D))] (13)

In a machine learning model, we assume that the person specific intercepts
ui or vi are the elements of a model parameter vector u or v, just like α or β,
and make the problem well-conditioned by regularization. This means that we fit
the maximum likelihood with a penalty term which is multiplied by a constant
C. We set the optimal constant with 10-fold cross-validation by splitting the
training set into train and validation sets. However, as long as the solution is
defined for C > 0, the evaluation was not sensitive to the choice of regularization
and we report results for the default value of C = 1. We define the conditional
data likelihood by assuming that the person specific rates are model parameters:

Lα,β,u,v(D) =
∏

i=1,...,N Lλi,μi
(xi(t)) (14)

The model is then fit by minimizing the penalized negative log likelihood:

argminα,β,u,v[−log(Lα,β,u,v(D)) + C(‖α‖2 + ‖β‖2 + ‖u‖2 + ‖v‖2)] (15)
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The statistical model and the machine learning model result in surprisingly
similar estimators. The person specific intercepts ui and vi, which make applica-
tion of straightforward regression ill-conditioned, are ‘shrunk’ toward the pop-
ulation averages. The machine learning model is considerably faster to train
and yields almost equivalent predictions, though it is not based on a statistical
analysis of the problem in question.

5 Results

5.1 Prediction Tasks

There are three natural prediction tasks that our model answers:

1. Exit: Who has the highest risk of exiting unemployment?
2. Entry: Who has the highest risk of entering unemployment?
3. Prevalence: Who has the highest risk of being unemployed?

The model can used to predict the person specific exit and entry rates λi(t)
and μi(t). The first and the second answer are then given by the exit and entry
probabilities in formula 6. The third answer corresponds to the lifetime unem-
ployment of a person, which is the prevalence probability in formula 5. However,
we can do even better if the last known state is u and the prediction is δt months
to the future. We then use the transition probabilities in formula 4. Note that
all these probabilities are implied by the same model.

We evaluate the model with a straightforward train and test set split. We
investigate two different types of test sets, as plotted in the Fig. 2:

1. Predict to the future: we train the model using 10000 persons in years 2013–
2016 and take the year 2017 as the test set. We predict for the persons present
in the training set, but require predictions for a future time.

2. Predict to new persons: we train the model using the 10000 persons in 2013–
2016, and take another set of 10000 persons that the model has not seen and
predict for them over the observation period 2013–2017.

The Receiver Operating Characteristic (ROC) curve illustrates the diagnos-
tic ability of a binary classifier for different threshold values. We use the Area
Under the ROC Curve (AUC) to evaluate the model performance. This is the
probability that the model ranks a randomly chosen positive example higher
than a randomly chosen negative example. For example, assume that the task
is to predict who has the highest risk of escaping unemployment. We compute
separately for every month in how many of the pairs where one person escaped
unemployment and one did not, the exit rate prediction for the one who escaped
was higher.
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5.2 Predictive Accuracy

In Table 2 we present the time-stratified AUC of three different models, mea-
sured separately in the training set and the two tests sets. The Linear Model
(LM) includes only the covariates but not the subject specific intercepts, the
Linear Mixed Effects (LME) model is the statistical model, and Linear Machine
Learning (LML) model is the machine learning version. We evaluate them on the
three different prediction tasks: predict the risk of unemployment exit (Exit),
unemployment entry (Entry) and the unemployment prevalence (Prevalence).
The training set (Train) consists of years 2013–2016 with a sample of 10000 per-
sons. The first test set (Test) consists of the year 2017 on the same persons, and
the cold start test set (Cold) contains the years 2013–2017 for a different data
set of 10000 persons.

Table 2. Time-Stratified AUCs of the models, evaluated in three different prediction
tasks in one train and two test sets.

Model Linear Mixed effects Machine learning

Train Test Cold Train Test Cold Train Test Cold

Exit 0.65 0.63 0.64 0.79 0.67 0.64 0.81 0.67 0.64

Entry 0.56 0.59 0.56 0.70 0.68 0.56 0.74 0.69 0.56

Prevalence 0.64 0.64 0.64 0.81 0.78 0.64 0.83 0.80 0.64

We make the following observations. First, the cold start prediction per-
formance (0.64, 0.56, 0.64) is the same for all of the three models. This is not
suprising, since the LME and LML models are not able to learn the person spe-
cific intercepts for persons they have not seen. The rate prediction is based on
the covariates only; the prediction formulas of these linear models are identical
without the person specific intercepts and the learned parameters are very close
to each other. The overall prediction performance is modest when we are forced
to rely on the covarites only, but it is significantly better than random.

Second, the future test set predictions are improved significantly by using the
LME and LML models (0.63 → 0.67, 0.59 → 0.69, 0.64 → 0.80) that include the
person specific intercept. Part of this improvement could captured by including
more detailed covariates in the model, but some part of it probably represents
the person’s characteristics that are difficult to measure. It is therefore useful
to utilize the labour market histories with models that exploit this information.
While predicting the exact timing of the transitions is still difficult (0.67, 0.69),
the overall unemployment prevalence can be predicted quite well (0.80) from the
machine learning model.

Third, the training set provides overoptimistic performance measures in the
LME and LML models that have a larger flexibility to fit the training set. This
is probably due to the fact that the actual transitions to be predicted belong to
training set. The differences on transition rates in the training set imply that we
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actually know to some extent who had a transition and who did not, and this is
reflected in the prediction accuracy.

Fig. 3. Time-Stratified AUCs plotted separately for each month and prediction task.

Next we analyze the predictive performance over time, and whether the
Markov Chain assumption enables even better predictions of who is unemployed
at a given time. In Fig. 3, we report the LME model performance separately for
every month. The predictive performance seems stable over time for unemploy-
ment exit and entry, taking into account that predicting unseen unemployment
exists in the test set is considerably harder. The difficulty of predicting unemploy-
ment prevalence seems to correlate with the unemployment rate. When unem-
ployment is high in general, the task is easier for the model that includes the
person specific effects and more difficult for the model that doesn’t.

In the unemployment prevalence plot, we included predictions that utilize
the mathematical properties of the Markov Chain. We assume that we know the
state 1, 3, or 12 months ago and use the transition probability matrix to calculate
predictions for the future state. If one knows the past unemployment status, the
task of predicting unemployment clearly becomes easier: it is very easy 1 month
forward with AUCs in the range of 0.95, quite easy 3 months forward with AUCs
up to 0.90, and rapidly more difficult with 12 months forward with AUCs of 0.80
being almost the same as the prevalence prediction performance.

5.3 Model Interpretation

The linear models can be used to interpret the results. Every prediction is based
on two sources of information: person’s covariates (gender, work experience, age,
level of education, field of education) and the person’s labour market history.
Some part of the person specific unemployment entry and exit rates are explained
by the covariates and the rest can be inferred from the labour market history.

First we interpret the effect of covariates. We used the contrast sum coding
when fitting the LME model, so that within a categorical covariate the param-
eters are constrained to sum to zero. Each parameter then estimates the risk of
the covariate value, relative to the average of all values. We have plotted exp(α),
exp(β) and the implied prevalence exp(α − β) on a logarithmic scale in Fig. 4.
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Estimated Fixed Effects: Relative Risk in Unemployment

Fig. 4. Model parameters exp(α), exp(β), exp(β−α) corresponding to covariates zi(t).

For example, having age in the bucket [55,60) is predicted to result in two times
the unemployment prevalence relative to the baseline.

It seems that gender is not a significant predictor. Having no work experience
results in significantly higher unemployment entry and sufficient experience in
significantly lower entry. The effect on unemployment exit is smaller, with expe-
rienced workers exiting faster. The result on unemployment prevalence is drastic:
having no work experience predicts almost four times, whereas sufficient work
experience predicts under a fourth, of the baseline. Younger adults have sig-
nificantly better chances, and the persons close to retirement have significantly
worse chances, of exiting unemployment. There is a slightly higher entry risk
for both young and old people. As a result, the unemployment prevalence raises
almost linearly with age and the effect for old or young people is again almost
four times greater or smaller. Education is a reasonable predictor, where people
with little education have higher prevalence because of both lower unemploy-
ment exit and higher entry, and people with higher education have significantly
lower prevalence due to both higher exit and lower entry. The field of education
is another reasonable predictor, with the person’s degree implying a somewhat
higher or lower exit rate from unemployment. These findings account for some
of the differences in predicted transition rates.

Another component is the subject specific random effect, which we can pre-
dict from the model. We plot the pairs exp(ui), exp(vi) in Fig. 5. The esti-
mated normally distributed random effects show some skewness and a signifi-
cant negative correlation: a person with a higher unemployment exit rate tends
to have a lower unemployment entry rate. The normal distribution mean vector
is γ = (−2.85,−1.79), and the estimated covariance matrix Σ implies a standard
deviation 0.41 of the entry rate and 0.86 of the exit rate, with a correlation of
−0.71. There is significant variation left between individuals even after account-
ing for their covariates.
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Fig. 5. Predicted random effects exp(ui) and exp(vi).

6 Conclusion

In this study, we developed a model to predict the labour market state of a
person. Our main focus was on prediction and we evaluated the model on three
different prediction tasks: predict the risk of escaping unemployment, the risk of
becoming unemployed, and the risk of being unemployed at any given time.

We used a Markov chain model with person specific transition rates. The
transition rates were predicted by fitting three linear models to an unemploy-
ment registry: the simple linear model, the linear mixed effects model, and the
linear machine learning model. We evaluated the models using time-stratified
AUC on two test sets; one in the future and the second with unseen persons in
the cold start setting. The person specific Markov chain assumption improves
predictions significantly. The cold start problem is the hardest because one can-
not use person history, and the models have a modest performance. On the other
hand, predicting to the future for known persons is easier. It is still difficult to
predict the exact timing of unemployment entry and exit, but we obtained good
performance for the machine learning model of lifetime unemployment. Very
good performance could be obtained to the near future given the last known
state. The statistical model and the machine learning model result in similar
predictions. The covariates have intuitive effects that are consistent with previ-
ous findings in the literature, but there is still considerable heterogeneity in the
unemployment histories that can be used to improve predictions.

Our study has its own challenges and possibilities for future research. While
registry data has many advantages, it is not necessarily reflective of the entire
population in a given area. We investigated these biases in the appendix. Addi-
tional research could improve the predictive performance we have obtained with
more detailed person information and non-linear models. Machine learning has
many models for high-dimensional data and non-linear relationships, but it
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would be useful to work with more detailed person level information to fully
exploit their potential.

Appendix

Unemployment registry data has a number of potential biases if we want to gen-
eralize the results to the entire population. In that case, the training set should
contain all 18 to 64 year olds currently residing in Varsinais-Suomi with their
recurrent unemployment and employment spells. However, the unemployment
registry is sampled monthly and contains only people who have been jobseekers
at least once during the sampling.

Fig. 6. Registry data set compared to the full population in Varsinais-Suomi.

The Data Set Includes Only People Who Have Been Unemployed

Persons who have not been job seekers during 2013 to 2017 in the unemployment
agencies are missing from the original data set because they do not have a registry
entry. This is the case for people who have not been unemployed. We compared
the data set to the official yearly statistics in Fig. 6, where we find that about 50%
of the labour force in Varsinais-Suomi is missing. The unemployment exit rate is
not biased, because every unemployed person is included. However, the baseline
unemployment entry rate and prevalence are too high, because many people
who are never unemployed are missing as negative examples. In other words,
by definition we are analyzing unemployment among all people who experience
unemployment at least once during the follow-up period.

It is still possible to estimate the true person specific rates from model pre-
dictions. Assume that the true unemployment entry rate is μi and the exit
rate is λi for person i. Denote the length of a ’not unemployed’ spell as T and
the length of follow-up as t. The probability of missing from the data corre-
sponds to probability of starting outside unemployment and remaining at that
state the entire time: P ({Xi(t) = 0}t=0,1,...) = P (Xi(0) = 0)P (T > t). The
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data contains all of the ’unemployed’ observations P (Xi(t) = 1) = μi

λi+μi
but

the proportion of ’not unemployed’ observations included is only P (Xi(t) =
0) − P ({Xi(t) = 1}t=0,1,...) = P (Xi(0) = 0)P (T ≤ t) = λi

λi+μi
(1 − eμit). Denote

the observed odds of unemployment μ∗
i

λi
, which should be equal to the odds

P (Xi(t) = 1)/P (Xi(t) = 0)P (T ≤ t) = μi

λi(1−e−µit)
. This means we can solve:

μi

1−e−µit
= μ∗

i (16)

We then obtain the true rate μi that produces the observed unemployment
entry rate μ∗

i . With increasing follow-up t −→ ∞ we gather all samples.

Fig. 7. Survival functions, hazards and probability densities of the unemployment
(exit) and non-unemployment (enter) spell lengths, estimated from the first spell.

The Data Set Excludes Some Short Spells

Spells shorter than one calendar month are undersampled because the registry
status is recorded monthly. Such persons may enter and exit unemployment
in between monthly measurements without being recorded. We estimate how
many percent of spells are missing by calculating the Kaplan-Meier estimate
S(t) = P (T > t) of the first spell length T in Fig. 7. The second month hazard
can be used to estimate the true first month hazard, as shown in the bottom left
figure. For example, assuming that first month hazards should be 0.25/month
(exit) and 0.12/month (entry), the percentage of spells that end in the first
month should be 1 − e−0.25 ≈22% (exit) and 1 − e−0.12 ≈11% (entry) instead
of the 1 − e−0.12 ≈ 11% (exit) and 1 − e( − 0.06) ≈ 6% (entry) that were
observed. These spells are a small subset of the data set, and short spells do not
meaningfully contribute to the total amount of unemployment
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The Data Set Includes Some People Who have a Moved Out

Finally, we have no knowledge of who remain or move out of the Varsinais-Suomi
area. The data set may include persons who have moved out and are not at risk of
being recorded in the unemployment registry. This bias can be estimated with a
simple Monte Carlo simulation. From the government movement statistics in the
years 2013-2017 (StatFin) we can calculate the migration rates within Finland.
Each year on average 2.1% of the Varsinais-Suomi population moved into other
economic areas, and 0.21% of the population in other areas moved into Varsinais-
Suomi. We assume that the migration of people follows a Markov chain with the
corresponding monthly transition probabilities. We then overlay the movement
patterns generated from this Markov Chain into the data set as seen in the left
of Fig. 8, and calculate the percentage of people that are outside Varsinais-Suomi
each month in the right of Fig. 8. This implies that about 6% of the samples at
each time were probably outside Varsinais-Suomi.

Fig. 8. The real world moving out bias is estimated with a monte carlo simulation.
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Abstract. In the past years, the importance of processing data streams increased
with the emergence of new technologies and application domains. The Internet of
Things provides many examples, in which processing and analyzing data streams
are critical success factors. An important use case is to identify anomalies, i.e.
something that is different or unexpected. We often have to cope with anomaly
detection use cases in sequences within data streams, for instance in network
intrusion, in predictive analytics or in forecasting.

Sequence analysis can be performed using recurrent neural nets and in partic-
ular, we use long short-term memory (LSTM) neural nets. An LSTM is not only
capable of storing a sequence of data but also of deciding to forget certain parts of
it. Unfortunately, the internal representation of learned data does not clearly illus-
trate what was learned. Moreover, like many neural net-based approaches, these
nets tend to need a high volume of data in order to produce valuable insights.

In this paper, we want to present an experimental setting, comprising an archi-
tecture, a structured way of producing sample data and end-to-end pipelines to
store and evaluate the hidden state of a LSTM per training batch. Main purpose is
to extract the hidden state as well as to analyze changes during training and thus
to identify patterns in the hidden state as well as anomalies.

Keywords: Machine learning · Neural nets · Sequence analysis · Anomaly
detection

1 Introduction

Threats, anomalies and outliers are growing challenges for almost all companies. Since
they occur in every corner of operations, like in their sensor and computer networks,
or in business processes, companies have to be aware of intrusions and other abnormal
or malicious activities on many different levels. According to the Oxford dictionary,
anomalies are deviations from what is regarded as normal, or more specifically, describe
events or measurements that are extraordinary, whether they are exceptional or not [14].
In data mining, the term describes data objects that are not compliant with the general
behavior or model of the data [7].
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In [1] we developed a multipurpose architecture for identifying anomalies in data
streams based on Docker and Kubernetes. The goal was to identify and build common
components that are reusable for a given task in preprocessing, model building and
training or for model deployment and inferencing. Aside from preprocessing, feature
engineering and model building are the most challenging tasks. For instance, detecting
threats in computer networks, i.e. network intrusion detection, leads us to gather data
from network interfaces (i.e. a data stream) and process them to a set of sequences of
explainable features (e.g. source/target ports, addresses, flags, etc.).

Recurrent neural nets and especially long short-term memories (LSTM) are capable
of analyzing such sequences. In fact, many newer approaches for intrusion detection
or similar tasks tend to use LSTM-based architectures (cf. Sect. 2). Dependent on the
effectiveness of the modeled sequences, these nets have a good accuracy and perform
well. However, the explanatory power of a trained net is only as good as we can derive
information from the made predictions, i.e. we can understand why a net made a certain
prediction. For instance, we can easily measure the effectiveness of a LSTM using
accuracy, f-score or something similar but the decision of the net is somehow blurred
in terms of the internal state of the net (especially the hidden units). To be able to
identify anomalies in data streams precisely, we want to understand the prediction and
classifications of the nets we use in our use cases better. Therefore, the research questions
are: (1) Does the hidden state reflect patterns from input data, i.e. what (exactly) is in
the hidden state and (2) are we able to extract learned representations from the hidden
state and use it to get a better understanding for anomalies?

In this setting, we want to enhance our existing anomaly detection in that we want
to reuse architecture and components to analyze the hidden state of neural nets and
of LSTMs in particular. Our goal is to derive insights into the training process and
especially in the changes of the hidden state. Reasons for this are twofold. On the one
hand, we can analyze the features and patterns a LSTM builds during training and
consequently improve our anomaly detection. On the other hand, and based on the first,
wemight be able to reduce amount of training data by carefully selecting data that mostly
influences the training process (similar to active learning [4]). In this paper, we want
to present the overall process of our experiment, a brief description of the components,
and the method to train and analyze a LSTM. Hence, the next Sect. 2 contains a short
introduction to LSTMs and related work. In Sect. 3, we then present the experimental
setting, components and the process of gathering and analyzing data. In Sect. 4, we will
conclude the paper with actual findings and the next steps.

2 Related Work

This section contains background information on neural nets and LSTMs respectively.
In addition, wewill handle autoencoder approaches, a special form of neural nets that are
capable of building their own feature representation through dimensionality reduction.
Finally, we will cope with approaches, which want to solve the problem of analyzing
the hidden state of neural nets. Due to the lack of space, we will only provide prominent
examples and will not present every aspect in detail.

In accordance with the exploding advances in the machine learning and artificial
intelligence area, a recent trend for anomaly detection is to use deep learning methods to



Anomaly Detection on Data Streams – A LSTM’s Diary 371

model normal behavior and search for anomalies in data. Neural nets outperform other
machine learning approaches in several fashions. For instance, a simple feed-forward
net, is capable of identifying non-linear relationships in a dataset [19]. Deeper nets with
many hidden layers are even more powerful [11]. Another interesting feature, relevant
for anomaly detection, is the so called “course of dimensionality” [6], at which deep
learning can tackle high dimensional data much better than other algorithms.

Neural nets described above are usually so called feed-forward nets, i.e. data flows
from input to output without loops or backward flows. This implies that these nets have
no capability to store information about the history or context in general. However,
to analyze sequences it is important that nets have this capability. Hence, recurrent
nets were developed. Based on the de-facto standard backpropagation for updating the
internal state, recurrent nets had another problem: vanishing or exploding gradients [2],
i.e. weights change dramatically between training steps potentially leading to unstable
net states. The solution to this kind of problem were so called gated nets like a LSTM
[9], which at least succeed in the vanishing gradient problem.

Solving the problem of anomaly detection in data streams, we need a neural net that
is capable of filtering data and extracting relevant features. Autoencoders [8] succeed
in a comparable task: reducing dimensionality of data and thereby learning a simplified
encoding of the data. Specifically in the field of anomaly detection, there are plenty of
examples using autoencoders like [12] and [5] (network intrusion detection), [26] (deep
auto encoders for feature engineering), [18] (anomalies in videos) or [16] (fraud detec-
tion). Finally, [13] present an autoencoder approach that works without prior knowledge
about considered processes and anomalies to classify business events. The task of filter-
ing explainable features can significantly be improved using kernel filters from convo-
lutional neural nets. Depending on the dimension of input data, one or two-dimensional
convolutions are acceptable. An approach that uses such a CNN-RNN combination is
[3]. The CNN part therefore amplifies features in the data stream and thus supports the
RNN in choosing the relevant information.

The task now remains how to extract or to explicate the trained feature representation
in order to learn from the net or at least to understand the inherent connections in the
data found by the trained net. As humans are not good in handling complex relationships
in mere numbers, many approaches use visualization techniques. This is especially true
and widely used for convolutional neural nets to understand object identification or
segmentation tasks performed on pictures by these nets (e.g. [24, 25]). Similar but more
general is the approach of [22]. They try to visualize changes in the different layers
in terms of weight changes. If the net is small enough, this could be a promising way
to extract such information. However, all the presented approaches so far handle feed-
forward nets only. Fortunately, for recurrent nets and especially for LSTM there also
approaches visualizing the hidden states. For instance, [21] present a complex toolset
that highlights hidden states in comparison to selected words. Moreover, they present
a stakeholder driven analysis, in that they developed different views dependent on the
stakeholder’s perspective. Anotherword based approach is [20]. In contrast to the former,
they focus on a comparison of probabilistic distributions between the hidden state and the
output, trying to visualize the predictive power. Finally, [15] use a LSTM in the field of
action recognition. In their approach, they actively manipulate input data with activation
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maximization method and proceed with a sensitivity analysis of the resulting changes
in the hidden state and with a comparison of the resulting skeleton model. Based on this
background and with ideas from related work, we want to present first steps towards
mapping input and hidden state as well as extracting learned feature representations
from the hidden state.

3 Experiment

The basic setting for our experiment is derived from our architecture presented in [1].
We intensively use the interactive tooling based on Jupyter notebooks, the model server
and of course the preprocessing components. The experiment we conduct is split up into
two parts: At first, we use our architectural solution and build a pipeline for gathering
necessary data and secondly we use architectural components in order to build a pipeline
to process data and derive insights.

3.1 Data Gathering

To be able to analyze the hidden state of a LSTM and the learned feature representation,
we chose to construct a simple autoencoder model based on two LSTM layers, a repeat
vector and a time distributed dense output to predict elements of a given sequence. We
use this simplified architecture to especially focus on a plain vanilla LSTM cell. The
aforementioned CNN-RNN combinations will be introduced in later versions of the
experiment. With this setup, we can feed specific data into the encoder part of the net,
let it learn a feature representation and with the help of the decoder part, we can assure
that it correctly learned provided data. Figure 1 shows the initial configuration.

Fig. 1. Sample autoencoder configuration (Keras implementation), optimizer: adam, loss: mse

We use widespread and proven optimizer and loss functions to start with in our
experiment. In a latter version of the experiment, we might change these. We feed a
fixed-length Fibonacci sequence of length nine into the autoencoder and provide both
LSTMs with 20 hidden units (encoder and decoder always have same amount). In the
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first version of this experiment, we try to restrict the number of neurons in contrast to
Sect. 2 for the following reasons. If the autoencoder succeeds in its job and is capable
of learning the sequence, we belief that with fewer neurons it is easier for us to detect
relevant patterns in the hidden state and the search is even better manageable. In addition,
a smaller number of neurons tend to generalize better and the risk of overfitting can be
reduced [23]. In the end, the number of neurons used has to be adapted to the task of
generating a representation of a Fibonacci sequence (cf. Sect. 4).

During training (300 epochs in the example above), a pipeline processes the autoen-
coder configuration and especially the contained weights and stores them away and put
them into an InfluxDB for further processing. With the Keras implementation, it is easy
to get the trained weights per layer from the neural net. The calculation of the respective
gates at a given point in time t is:

Forget gate: ft = σ(Wfxt + Ufht−1 + bf) (1)

Input gate : it = σ(Wixt + Uiht−1 + bi) (2)

Output gate : ot = σ(Woxt + Uoht−1 + bo) (3)

Cell state : ct = ft © ct−1 + it © σ(Wcxt + Ucht−1 + bc) (4)

Output : ht = ot © σh(ct) (5)

Each training is carried out ten times to gather relevant data. In addition, and to
get more data, we either change the amount of hidden units or the specific Fibonacci
sequence (i.e. we do not always use the first nine numbers) or both after a full training
job and test if autoencoder predicts well. For the latter analysis, we store the different
matrices (data) along with the followingmetadata: the input sequence, number of hidden
units, number of epochs and the output sequence from the prediction.

3.2 Data Analysis

We build a second pipeline to do the analysis of the gathered data. At first, we take each
training series from the database and test the prediction result. A prediction is correct if
the deviation between sequence number and corresponding prediction is within a given
range. Another possibility would be to sum up two consecutive numbers and see if the
result is the next sequence number. A third possibility is to test, whether a number divided
by its predecessor in the sequence produces a value nearby the golden ratio. All three
approaches are still focal point of interest. With deviation and summation, we have to
cope with the fact that we need to adjust boundaries with increasing sequence numbers.
Calculation of the golden ratio also has its drawback as the calculation on the original
sequence only converges with higher sequence numbers. In that case, we might also test,
whether golden ratio of the original and of the prediction are within a given range.

For an initial analysis, we only use results that passed this first test. Further analysis
is done with the help of principal component analysis (PCA, cf. [8, 21]). In contrast
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to [5] we do not analyze the input data with the help of PCA, but we want to identify
the most prominent hidden units for a given sequence and try to find patterns in the
training process. Especially, we are interested in finding state activation patterns and
their change during the training process. From the related work (cf. [21, 22, 25]) we start
the experiment using heatmaps as a visualization. We build them using the results of the
PCA with a coloring inferred from the discriminative power. We belief that this might
lead us to identify possible patterns in the state activation. The overall process is shown
in Fig. 2.

Fig. 2. Data analysis process

As we built our architecture based on Docker and Kubernetes, we can benefit from
parallelization in that we, for instance compute the PCA per training step in paral-
lel through multiple instances of a PCA Docker container. Thus, we can speed up
experimental process and quickly gain insights.

4 Findings and Next Steps

At current stage, we are in the phase of building pipelines and commencing first
interactive tests with the autoencoder. From this state, we can draw preliminary findings:

• A fixed-length Fibonacci sequence (e.g. 1, 1, … , 34) needs significantly more hidden
units per LSTM than a fixed-length range sequence (e.g. 1, 2, … , 10) to correctly
reproduce or predict the sequence.

• A Fibonacci sequence of higher numbers (e.g. 10th–19th) requires significantly more
hidden units than a sequence of lower numbers (e.g. 0th–9th), i.e. the size of numbers
correlates with memory capacity.

• A Fibonacci sequence with higher numbers should be trained longer (more epochs)
to produce acceptable prediction results.

• The more hidden units, the less training time can be used, but this can also be due to
overfitting (cf. [23]), i.e. needs further investigation.
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This already provides valuable information to our first research question of the con-
tent of the hidden states in a LSTM. Complexity or rather size of input (number of digits)
matters and also the kind of input pattern. If the autoencoder, similar to feed-forward
nets, produced a function approximation (cf. [10]) the higher resource requirements
could be derived from the irrational components in the approximate solution (cf. Binet’s
formula). However, at this point this too speculative and needs further investigation. Our
focus is on building an autoencoder with a minimal set of neurons that succeeds in the
job but allows us to analyze the hidden states efficiently. The fewer neurons the better we
might be able to identify changes in activation patterns per neuron and thus get insights
into the way a LSTM stores and changes information during learning. If we managed
to identify most prominent features this way, we would also be able to provide data sets
that are more effective in terms of specifically selected features and thus reduce the total
amount of data needed.

Latter versions of the experiment will significantly change the autoencoder’s archi-
tecture. Especially, we want to overcome the limitation of fixed-length input of autoen-
coders using concepts like attention [17] and beyond that want to get a better under-
standing of the relationship between inputs and the internal feature representation. The
attention concept seems to be a promising and already testedway to achieve this. Another
variant might be the combination of CNN and RNN to amplify features. We managed
to test this combination already in another use case and could improve a classification
task significantly. Point of origin for our research yet had to be a simple and a primordial
implementation to analyze the hidden units without side effects from other techniques.

Next steps involve finding optimal parameters for the number of hidden units and
training epochs especially for sequences with higher Fibonacci numbers to avoid over-
fitting of the net. In parallel, we build the pipelines to store and analyze hidden states of
the encoding LSTM. Therefore, we need to build Docker containers with source code
of the autoencoder for automation. Further, we build a container for the PCA analysis
based on the scikit-learn package. To store and load we already have the InfluxDB and
only need to configure this for the specific job.
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Abstract. Business process simulation is a versatile technique for ana-
lyzing business processes from a quantitative perspective. A well-known
limitation of process simulation is that the accuracy of the simulation
results is limited by the faithfulness of the process model and simulation
parameters given as input to the simulator. To tackle this limitation,
several authors have proposed to discover simulation models from pro-
cess execution logs so that the resulting simulation models more closely
match reality. Existing techniques in this field assume that each resource
in the process performs one task at a time. In reality, however, resources
may engage in multitasking behavior. Traditional simulation approaches
do not handle multitasking. Instead, they rely on a resource allocation
approach wherein a task instance is only assigned to a resource when the
resource is free. This inability to handle multitasking leads to an overes-
timation of execution times. This paper proposes an approach to discover
multitasking in business process execution logs and to generate a simula-
tion model that takes into account the discovered multitasking behavior.
The key idea is to adjust the processing times of tasks in such a way that
executing the multitasked tasks sequentially with the adjusted times is
equivalent to executing them concurrently with the original processing
times. The proposed approach is evaluated using a real-life dataset and
synthetic datasets with different levels of multitasking. The results show
that, in the presence of multitasking, the approach improves the accuracy
of simulation models discovered from execution logs.

Keywords: Multitasking · Process simulation · Process mining

1 Introduction

Business process simulation (BPS) is a widely used technique for analyzing quan-
titative properties of business processes. The basic idea of BPS is to execute a
large number of instances of a process, based on a process model and a number
of simulation parameters, in order to collect performance measures such as wait-
ing times of tasks, processing times, execution cost, and cycle time [1,10]. BPS
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tools (simulators) allow analysts to identify performance bottlenecks [18] and to
estimate how a given change to a process may affect its performance [16].

The accuracy of a process simulation, and hence the usefulness of the con-
clusions drawn from it, is to a large extent dependent on how faithfully the
process model and simulation parameters capture the observed reality. Tradi-
tionally, process models are manually designed by analysts for the purpose of
communication and documentation. As such, these models do not capture all
the intricacies of how the process is actually performed. In particular, manu-
ally designed process models tend to focus on frequent pathways, leaving aside
exceptions. Yet, in many cases, exceptions occur in a non-negligible percentage
of instances of a process. Moreover, simulation parameters for BPS are tradi-
tionally estimated based on expert intuition, sampling, and manual curve fitting,
which do not always lead to an accurate reflection of reality [18].

To tackle these limitations, several authors have advocated the idea of auto-
matically discovering simulation models from business process execution logs
(also known as event logs) [8,13]. Simulation models discovered in this way are
generally more faithful since they capture not only common pathways, but also
exceptional behavior. Moreover, automated approaches to simulation model dis-
covery typically explore a larger space of options when tuning the simulation
parameters compared to what an analyst is able to explore manually.

The automated discovery of BPS models from event logs opens up the pos-
sibility of capturing resource behavior at a finer granularity than manual BPS
modeling approaches. In particular, Martin et al. [14] demonstrated the possibil-
ity of discovering fine-grained resource availability timetables from event logs and
the benefits of using these timetables to enhance the accuracy of BPS models.

Inspired by this possibility, this paper studies the problem of discovering
another type of resource behavior, namely multitasking, from an event log. Mul-
titasking refers to the situation where a resource executes multiple task instances
simultaneously, meaning that the resource divides its attention across multiple
active task instances [15]. The inability to capture multitasking behavior has
been identified as a limitation of existing BPS approaches, for example in [2].

Concretely, the paper proposes an approach to discover multitasking behavior
from an event log and to generate a BPS model that takes into account the
discovered multitasking behavior. The key idea is to adjust the processing times
of task instances in such a way that executing the multitasked task instances
sequentially with the adjusted times is equivalent to executing them concurrently
with the original processing times. Once the event log is adjusted is this way, we
discover a BPS model using existing BPS model discovery techniques, namely
those embedded in the SIMOD tool [9]. The proposed approach is evaluated using
a real-life dataset and synthetic datasets with different levels of multitasking.

The rest of this article is structured as follows. Section 2 motivates our
research. Section 3 introduces basic concepts and related work. Section 4
describes the proposed approach. Finally, Sect. 5 reports on the evaluation of
the approach while Sect. 6 draws conclusions and outlines directions for future
work.
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2 Motivation

During business process execution, certain events are recorded which capture,
for example, the moment when a task instance started and ended, the resource
that executed the task instance, etc. Such events are stored in event logs, which
can be used to analyze the performance of the process or to discover process
models that faitfully reflect the actual execution of the process.

Sometimes, the events associated to a given resource in an event log may
show that the resource started a task instance before completing a previous
one. Hence, during some period of time, the resource performs multiple task
instances simultaneously, a situation known as multitasking. Multitasking arises,
for example, when a resource postpones the completion of a task due to missing
information. While this information becomes available, the resource may start
another task instance to avoid idle times.

Figure 1 represents a subset of four tasks carried out by resource R1, where
each continuous line represents the duration of each task. These four tasks result
in seven execution intervals. In intervals A(0–10), C (75–95) and G(140–150) only
one task is executed, T1, T1 and T3, respectively. Other segments reflect multi-
task execution: in B(10–75), D(95–110) and F (130–140) two tasks are executed
(T1, T2), (T1, T3) and (T3, T4), respectively; and in interval E (110–130) multi-
tasking is performed between three tasks (T1, T3, T4). These tasks may belong
to one or more traces. A trace contains the ordered sequence of events observed
for a given process instance [10]. An event log is composed of one or more traces.

Given the data of this event log segment, a traditional simulator would cal-
culate a total execution time of 280 min, because it would take each duration
individually, one task after the other. However, in Fig. 1, it is possible to see that
all tasks are executed between the 0 and the 150 min. This means that during
certain intervals, the resource R1 divided its time and attention into more than
one task. Therefore, it would not be correct to consider as total task execution
time the time between the start and end record of the task, but the time should
be distributed among all the tasks that overlap in a given period.

Since there is usually no detailed record of the specific time that each resource
spends on the execution of each task in multitasking scenarios, we consider it
necessary to propose a mechanism to adjust processing times to reflect the time
spent by each resource more accurately.

Fig. 1. Example of multitasking for the resource R1
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3 Background and Related Work

In a simulation scenario, a work item is created during a process simulation, when
a task is ready to be executed, which can be seen as an instance of a task that
will be executed [19]. A simulator tries to assign each work item to a resource.
Once that it is been assigned, the simulator determines the work item duration
and that work item is placed in suspend mode during the assigned duration time.
When the duration time ends, the work item is considered completed and the
resource is again available to be used by another work item [10].

Many efforts have been made to try to simulate process models as close to
reality as possible. However, simplifications of these processes are still needed due
to the technical limitations of certain simulators [3]. One of the areas of interest
that still has deficiencies is related to the behavior of resources involved in a pro-
cess execution. Several workflow resource patterns are presented in [19], describ-
ing how resources are represented and used in a workflow. However, behaviors
such as described in [1] and [2] have not yet been fully incorporated into simula-
tion techniques. On the basis of patterns described in [19], Afifi et al. presented
in [5] and [4], the extension of BPSim, the Business Process Simulation Stan-
dard [20]. BPSim provides a metamodel and an electronic file format to define
process models including simulation-specific parameters. However, a tool to sup-
port for this proposal is suggested as future work.

Ling et al. [11] propose a prototype simulation tool that considers differ-
ences between resources based on their experience and on personnel move-
ments such as recruitment, transfer and resignation. However, this proposal does
not consider the possibility of performing more than one task in a given time
instant. Although Ouyang et al. [15] point out that real business processes are
resource-intensive, where multitasking situations are typical, their study focuses
on proposing a conceptual model, in which its possible to model and schedule
the use of shared material resources, such as surgical material that is shared by
several doctors during a surgical operation; but unlike our proposal, the authors
do not analyze real execution data, nor do they simulate proposals for the use
of shared resources, since their implementation is proposed as future work.

In the approach proposed by Rusinaite et al. in [18], resources (human or
not) are classified as shareable resource, to indicate a resource can be used by
several activities simultaneously; and non-shareable resource, when a resource
is allocated to only one activity at a time. For the modeling and simulation a
resource is defined by means of attributes of capacity (reusable or consumable)
and shareability (shareable and non-shareable). A simulation engine was used to
validate the proposal, where authors found that when two or more resources are
available, average time decreased considerably as shared resources are used. From
the shared use of five resources, the difference in time was less noticeable. Authors
do not specify how shared times are defined and calculated. One inconvenience of
this proposal is the need to know beforehand the characteristics of the resource
being used. On the contrary, in our proposal, we use event logs to identify if
a (human) resource has been running simultaneous tasks and to determine the
fragments of time in which the tasks were executed simultaneously.
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4 Approach

As explained in Sect. 2, a resource can start a work item before finishing one or
more work item he/she started before, but simulators are not capable of taking
this behavior into account. To cope with this lack, we propose to pre-process
event logs to adjust the processing times, which is to proportionally divide the
interval of execution time where different tasks intersect by the number of tasks
involved. In this way, multitasking can be approached without modifying the
structure and operations of the simulators. Figure 2 shows how the duration of
multitasked intervals (Fig. 1) are distributed proportionally among the number
of tasks in each interval. For example, in interval B, the total time (65 min)
is divided proportionally between tasks T1 and T2 (32.5 min for each); or in
segment C, three tasks are executed, so the 20 min of its duration are divided
between tasks T1, T3 and T4. In this way, the new task execution times are
more similar to the real dedication of the resource.

Fig. 2. Example of time adjustments derived from multitasking

The objective of pre-processing event log is, on the one hand, to identify
the resources that perform multitasking, determine in which time periods the
multitasking execution is performed and to make an adjustment of the work
item duration times according to the multitasking periods. And, on the other
hand, to determine how the multitasking execution intervals influence the general
performance of the business process. We assume that resources are involved in
only one business process at a time.

The following definitions describe step-by-step how the event log is pre-
processed. To do this, we begin by formally defining the concepts of event, trace,
event log and work item.

Definition 1 (Events, Attribute). Let E be the set of all possible events that
occur during a process execution. Let’s assume an event e can be described by
means of a set of attributes att, where att = {id, type, r, st, et}, id is the iden-
tifier of the event; type represents the event type, the activity name; r repre-
sents the resource that performs the event; st indicates the event start times-
tamp; et indicates the event end timestamp. In such a way that, for example,
attr(e) = er = r1, where r1 is a particular resource performing e.

Definition 2 (Trace). Let T be the set of all possible traces defined as a
sequence of events, such that, σ ∈ T , σ = <e1, e2, ..., en>
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Definition 3 (Event Log). An event log can be defined as a set of traces,
L ⊆ T , where L = <σ1, σ2, ..., σn>

Definition 4 (Work Item). Let wi be a work item representing an event in a
process simulation, in such a way that wi ≈ e. Therefore, a trace can be repre-
sented as a sequence of work items, such that σ ∈ T , σ = <wi1, wi2, ..., win>.

As with events, a work item has the set of attributes att. For example,
attr(wi) = wir = r1, where r1 is the resource that has the wi assigned to it.

Multitasking can be generated by work items generated in a single trace or
by work items belonging to different traces. In this proposal, the broadest case is
considered, so all traces in which each resource participates is considered. In order
to identify the task (and work items) in which a resource perform multitasking,
the log L is divided into as many Segment per Resource as there are resources in
log. Each segment consists of all the work items of each resource in L, which will
be ordered according to the start timestamp of each work item (wist). Figure 1
represents one Segment per Resource (sr1) with four work items for resource R1.

Definition 5 (Segment per Resource). Given an event log L, R represents
the set of all possible resources that execute at least one work item in any trace
in a log L. Such that, ∀r ∈ R,∃wi ⊆ T ⊆ L | wir = r.

Then, let S be the set of all possible ordered subsets of work items conforming
the traces of a log, in such a way that L = {sr1, sr2, . . . , srn}, where ∀sri ∈
S, sri = <wij , ..., wim> | (wijr = wij+1r = · · · = wimr

) ∧ (wijst ≤ wij+1st ≤
· · · ≤ wimst

), where 1 ≤ j ≤ n.

Having divided L into different (sri), the Sweep Line algorithm [6] is applied
to each sri to identify intersection points between work items determined by
their start and end timestamps. For each pair of intersection points between the
different work items, auxiliary work items (wiaux) are created.

To identify the set of wiaux, first, for each segment per resource
sri an ordered list of time (ordtimes) is created, where ordtimes = {
point1, point2, ..., pointn}. Each element of the list, called points, is a tuple
pointi = (tstampi, wiidi, symboli), where tstami could be a start timestamp
or an end timestamp of any of the work items in sri; wiiid is the identifier of
the work item with start or end timestamp equals to tstampi; symboli could be
‘+’ if tstampi corresponds to a start timestamp, or ‘-’ if it is an end timestamp;
and wii is the complete work item used to obtain the other values of the tuple.

Definition 6 (Ordered List of Times). ∀sri ⊆ L, ∃timesi, ordtimesi | {
(wijst ,

wijid , ‘+’), (wijet , wijid , ‘−’), . . . , (winst
, winid

, ‘+’), (winet
, winid

, ‘−’)
}

∧
ordtimesi =

{
(tstampk, wiidk, symbolk), (tstampk+1, wiidk+1, symbolk+1),

. . . , (tstampl, wiidl, symboll)
}

∧ tstampk ≤ tstampk+1 ≤ · · · ≤ tstampl ∧
|timesi| = |ordtimesi|, where (tstampx = wixst

∨ tstampx = wixet
);wiidx =

wixid
; symbolx ⊂ {‘+’,‘−’}.

Once the ordtimesi has been created, concrete intervals of time intervalsi
are specified, identifying also the work items win that are being exe-
cuted for each interval, intervalsi =

{
(start int1, end int1, list wiids1), ...,
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Algorithm 1: Creating wiaux elements in a lwiaux
Input: Ordered list of times ordtimesi
Output: List of auxiliar work items lwiaux

1 temp ids = []; intervals = []; lwiaux = []; id = 1
2 for i in range(0,len(ordtimes)-1) do
3 if (exists(ordtimes[i+1])) then
4 if ordtimes[i][‘symbol’] == ‘+’) then
5 temp ids.append(ordtimes[i][‘wiid’])

6 else
7 temp ids.remove(ordtimes[i][‘wiid’])

8 intervals.append(ordtimes[i][‘tstamp’], ordtimes[i+1][‘tstamp’], temp ids)

9 for interval in intervals do
10 for wiid in interval[‘list wiid’] do
11 lwiaux.append(id, interval[‘start int’], interval[‘end int’], interval[list wiid][‘wiid’])
12 id += 1

(start intk, end intk, listwiidsk)
}
, where start int and end int represent the

start and end timestamp of the intersected work items collected in list wiids.
For each element in list wiids an auxiliar work item wiaux is created, in
such a way that wiaux = (start int, end int, id, duration), where wi ={
wiaux1, . . . , wiauxn

}
and wiet − wist =

∑n
n=1 wiauxnd

. The duration
of each wiaux is determined by the number of wiaux generated from a
given interval, duration = (end int − start int)/ len(listwiids). For exam-
ple, from interval = (10, 75, ‘wi1, wi2’) two wiaux are generated wiaux1 =
(10, 75, ‘wi1’, 32.5), wiaux2 = (10, 75, ‘wi2’, 32.5). The list lwiaux contains all
wiaux generated.

Based on the above definitions, Algorithm1 describes how the adjustment
of task execution times is performed taking into account the number of tasks
that are simultaneously executed by a resource, by means of the creation of
the lwiaux list. Applying the Definition 6 and the Algorithm 1 to the scenario
depicted in Figs. 1 and 2, the set of values presented in Table 1 are obtained.

Table 1. Intermediate values obtained from Definition 6 and Algorithm 1

Given an event log L, len(L) indicates the number of work items in L. And
according to the above definitions it is possible to state that lwiaux = L′, where
L′ is defined as:
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Definition 7 (Auxiliar Event Log (L′)). Given a L, ∀L = <wi1, wi2, ...,
win>,∃L′ | L ≡ L′ ∧ L′ = <wiaux1, wiaux2, ..., wiauxm>, where wii =
<wiauxj , . . . , wiauxk>, 1 ≤ i ≤ n, 1 ≤ j ≤ k,m ≥ len(L).

From L′ it is possible to generate a “coalescing log” L′′ that contains a set
of coalesing work items wicoal. Each wicoal is the result of the sum of the
pre-processed times (wiaux) of each original wi in L.

Definition 8 (Coalescing Log (L′′)). ∀L = <wi1, ..., win>,L′ = <wiaux1,
..., wiauxm>∃L′′ = <wicoal1, ..., wicoaln> | wicoaliid = wiiid ∧
wicoalitype

= wiitype
∧ wicoalir = wiir ∧ wicoalist = wiist ∧ wicoaliet =

(wicoalist + summ
t=1wiauxtd) ∧ len(L) = len(L′′) ∧ [sumn

t=1(witet − witst) =
sumn

t=1(wicoaltet − wicoaltst)].

From the above definitions we can deduce that: ∀L∃L′,L′′ | L ≡ L′ ≡ L′′ ∧
len(L) ≤ len(L′) ∧ len(L′) ≥ len(L′′) ∧ len(L) = len(L′′).

In addition, if len(L) == len(L′) there is no multitasking, because the exe-
cution times do not intersect for any work item of any resource in the event log
L and ∀wii ∈ L | wii = {wiauxi}.

The level of multitasking in a given log, is determined by the amount of over-
lap between the execution times of pairs of events in a log, for a given resource,
in proportion to the number of total pairs of events that can be formed between
the work items of each sri. In order to determine the level of multitasking in a
given log L, we propose a measure called Multitasking Log Index (MTLI ).
To calculate the MTLI of a log L, we based on the idea that a log is divided
by grouping all the work items of a given resource (r), generating sri ∈ S (See
Definition 5). The multitasking of a log is derived from the overlap between the
execution times of two work items executed by the same resource. Therefore, for
each sri, let WIsr be the set of all possible work items in sri and SRWIr be
the set of all possible pairs of work items in sri.

SRWIr = {(wi1, wi2) ∈ WIsr × WIsr | wi1 = wi2 ∧ wi1.r = wi2.r}

For each pair of events (wi1, wi2)i ∈ SRWIr, 1 < i <| SRWIr |, an overlap
function is calculated as the maximum between the zero and the difference of
the minimum of the end timestamps of the work items and the maximum of
their start timestamps; divided by the maximum value of the duration of the
two work items.

overlap(wi1, wi2)i =
max((min(wi1.et, wi2.et) − max(wi1.st, wi2.st)), 0)

max((wi1.et − wi1.st), (wi2.et − wi2.st))

With the previous information it is possible to calculate the Multitasking
Resource Index (MTRIr), as the index of multitasking for each sri in the log.
For each sri, all overlap values are summed; and that sum is multiplied by the
value of 1 divided number of pair of events in SRWIr.
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MTRIr =
1

| SRWIr |

|SRWIr|∑

(wi1,wi2)i∈SRWIr

overlap(wi1, wi2)i

Finally, MTLI is calculated as the average of all MTRIr in the log.

MTLI =

|S|∑

j=1

MTRIj

| S | ,S = {sr1, . . . , srn}

The Multitasking Work Items Index (MTWII) is another measure
related to multitasking that is calculated in a very similar way that MTLI, but
in this case, only overlapped pairs of events are considered. The set of all possible
overlapped pairs of events for a resource is defined as follows.

RWIor = {(wi1, wi2) ∈ WIsr × WIsr | wi1 = wi2 ∧ wi1.r = wi2.r

∧ (min(wi1.et, wi2.et) − max(wi1.st, wi2.st)) > 0}

The function overlap(wi1, wi2) is calculated the same way. Now, the value
of MTRIr is calculated only for those pairs of events overlapped (MTRIor).

MTRIor =
1

| RWIor |

|RWIor |∑

(wi1,wi2)i∈RWIor

overlap(wi1, wi2)i

Finally, MTWII is calculated as the average of all MTRIor , where So rep-
resents the set of all resources that have at least on pair of work items with
multitasking. So = {sro1 , . . . , sroj}, where 1 < i < j; sroi = {wi1, . . . , wik} |
∃(win, wim) ∈ MTRIor , where 1 < n,m < j;win = wim.

MTWII =

|So|∑

r=1

MTRIor

| So |

5 Evaluation

The pre-processing of an event log for the identification of multitasking work
items, the overlapping time periods, the adjustment of the execution times for
these work items and the calculation of multitasking indexes is done by means of
a Sweeper Python script. It receives as input a base event log (L) in eXtensible
Event Stream (XES) format and generates as output an event log with the
adjusted times according to the multitasking previously identified (L′′). The L
must contain work items with at least the task name, the resources that executed
the work item, and the start and end timestamps for each work item. An identifier
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for each work item is assigned during pre-processing. In addition, the events in
the log must reflect multitasking in order to perform the analysis. Based on these
restrictions, the evaluation was twofold and was performed using a real event log
and a set of synthetic logs. Event logs1 and scripts2 are available online. The
experiments were carried out on a computer using Windows 10 Enterprise (64-
bit), a processor Inter Core i5-6200U, CPU 2.3 GHz and 16.0 GB RAM.

In both real and synthetic cases, after generating the event logs with the
adjusted times derived from multitasking, the SIMOD tool [9] was used to dis-
cover business process simulation models. This tool uses the hyper-parameter
optimization technique “to search in the space of possible configurations in order
to maximize the similarity between the behavior of the simulation model and
the behavior observed in the log”. Process models are discovered using the Split
Miner algorithm [7], which considers different levels of sensibility and depends
on two parameters: the parallelism threshold, epsilon (ε) that determines the
quantity of concurrent relations between events to be captured; and the per-
centile for frequency threshold, eta (η), that acts as a filter over the incoming
and outgoing edges of each node and retains only the most frequent percentiles.
Both parameters are defined in a range between 0 and 1. The resulting simu-
lation models can be executed using Scylla [17] and BIMP [12]. As in [8], we
use BIMP because it allows a wider set of distribution probabilities to be used,
thus widening the space for configuration options. During SIMOD executions,
an objective evaluation of the results is made by means of similarity measures
which will be described in more detail in the following subsections.

5.1 Evaluation Based on a Real-Life Event Log

The objective of this section is to identify the actual accuracy gains of the
proposal, using a real-life event log. The hypothesis in this scenario is that
adjusting execution times derived from multitasking provides more accurate exe-
cution results, reduces the total execution time of tasks and processes; avoid
over-utilization of resources due to sequential simulation of task execution; and
maintains the correct alignment of the model generated according to the original
model derived from the log. The real event log represents an academic creden-
tials recognition (ACR log) process in an University during the first semester of
2016. This log has 954 traces, 18 tasks, 6870 events and involves 561 resources.

Experimental Setup. The validation process is divided into the following
steps:

1. Create the adjusted log. Execute the sweeper.py script using the ACR log to
generate a new event log with the adjusted times (ACR adjusted log).

1 https://github.com/AdaptiveBProcess/Simod/tree/master/inputs/multitasking
logs.

2 https://github.com/AdaptiveBProcess/Simod/tree/master/support modules/
multitasking.

https://github.com/AdaptiveBProcess/Simod/tree/master/inputs/multitasking_logs
https://github.com/AdaptiveBProcess/Simod/tree/master/inputs/multitasking_logs
https://github.com/AdaptiveBProcess/Simod/tree/master/support_modules/multitasking
https://github.com/AdaptiveBProcess/Simod/tree/master/support_modules/multitasking
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2. Calculate measures.
– The execution of the Sweeper script also provides a set of values and

indexes to identify the level of multitasking in the ACR log.
– The hyper-parameter optimization of SIMOD was used with both logs to

obtain similarity measures in each case. 50 BPS models were generated
using different setup combinations of processing parameters. Parameters
ε and η varied from 0.0 to 1.0. Each BPS model was executed 5 times,
for that, 250 simulations were evaluated for each of the both event logs.

– Finally, Apromore3 can be used for the comparison of processing times
and BIMP4 to analyze resource utilization values.

3. Analyze the results. Compare values between two logs.

Analysis of Results. Executing SIMOD using the ACR log, very similar results
were obtained to those presented in [8], using half number of simulations. In that
proposal, the similarity measure Timed String Distance (TSD) is calculated.
TSD is a modification of the distance measure called Demerau-Levinstein (DL)
that assesses the similarity between two process traces. TSD allows to include a
penalty related to the time difference in processing and waiting times providing
a single measure of accuracy. In [8], TSD is equal to 0.9167. In our experiment,
TSD is equal to 0.906 with ε = 0.615 and η = 0.559. Executing ACR adjusted
log, similarity measure is equal to 0.929 with ε = 0.484 and η = 0.591.

The difference between similarity values of both logs is 2.54%. Although this
value may seem low, it should not be seen by itself; it should be analyzed in
relation to the amount of multitasking identified in the log. Table 2 shows the
characteristics related to the content of the event log. Out of the 18 tasks in
the event log, 17 are overlapped in at least one instance (work item) within the
log. From the 6870 events (work items), 1267 are overlap with at least one other
event. Out of the 561 resources involved in the log, 76 executed at least one event
with multitasking. Finally, after grouping all events according to the resource
that executed them, 1116776 pairs of events were identified. Of all of them, 1036
are overlapped in some period of their execution time. This last feature is very
significant as it indicates that the log used for this analysis actually has a low
amount of multitasked events. This is a possible reason why the percentage of
similarity improvement was quite low (2.54%). In addition, from the BPS model
results generated by SIMOD, it is possible to extract the Average Cycle Time
of each simulation. When comparing the results of both logs, an improvement of
approximate 14% of the ACR adjusted log with respect to ACR log was obtained.

As mentioned in Sect. 4, Multitasking Log Index (MTLI) is another measure
that helps identify the percentage of multitasking in the entire event log. For
the ACR log, MTLI = 1.05%. If MTLI is low, one would expect the rate of
improvement in the analysis to be low as well, but as the level of multitasking
in the log increases, the measure should improve proportionally. This indicates

3 http://apromore.cs.ut.ee/.
4 http://bimp.cs.ut.ee/.

http://apromore.cs.ut.ee/
http://bimp.cs.ut.ee/
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Table 2. Differences between original log features and features reflecting multitasking

Task Events Resources Event-pairs

Original log characteristics 18 6870 561 1116776

Multitasking log characteristics 17 1267 76 1039

% of characteristics with multitasking 94.4% 18.4% 13.5% 0.09%

that when analyzing all possible pairs of events, only the 1.05% of the time of
those events were overlapped, which represents low level of multitasking. For
the same log, the Multitasking Work Item Index is MTWII = 58.54%, that
indicates that, for those events where multitasking has been identified, the pairs
of events are overlapping by 58.54% of their total duration.

Using Apromore, ACR log and ACR adjusted log were analyzed and com-
pared in terms of time. Figure 3 shows the average duration of process tasks.
Blue bars represent the average time duration of ACR log tasks and red bars
the average time duration of ACR adjusted log tasks. Both RD and HGR reflect
a difference of 0.6 hours (h), followed by HGR with 0.43 h; EC and CC with
0.35h; CS, VBPC and RC with 0.15 h; VS 0.07; VSPH 0.04; VF with 0.02 h;
RSH does not show improvement; and the last 6 task do not reflect improvement
either, but can be considered activities of instant duration. Finally, using BIMP,
three resource pools were identified and slight differences in the percentage of
resource utilization were noticed.

Fig. 3. Comparison of average duration between ACR log and ACR adjusted log

In general, the above results show that with the pre-processing of log it is
possible to effectively reduce processing times of tasks and to maintain and/or
improve similarity between traces involved in each log. Besides, we figured that
the level of improvement in the results depends on the multitasking level in the
log: the number of event pairs overlapped and the percentage of overlap between
each event pair. As we have only been able to identify and use one real-life log
with multitasking characteristics to show dependence between the amount of



Discovering BPS Models in the Presence of Multitasking 393

multitasking and the result improvements, in the following subsection, a syn-
thetic log was modified to generate a log set with different multitasking levels.

5.2 Evaluation Based on a Synthetic Log

The objective of this section is to identify how the level of multitasking affects
the discovery and simulation of BPS models. Our hypothesis is based on the
assumption that the results of BPS models vary and are enhanced depending on
the amount of overlap identified in each log. This scenario is composed of a set of
event logs derived from a synthetic log called PurchasingExample.xes. This is one
of the public event logs available through the SIMOD distribution [9] that was
generated from a purchase-to-pay process model not available to the authors.
This event log, which does not contain multitasking characteristics (PE 0P log),
has 608 traces, 21 tasks, 9119 events and involves 27 resources.

Experimental Setup. The validation process if divided into the following
steps:

1. Selection and preparation of the base log. The PE 0P log base log does not
contain multitasking characteristics. Therefore, when calculating their mul-
titasking indexes they have a value of zero. New logs were generated using
different percentage of shifting (overlap between events or work items) for
each log. To generate the new event logs, we implemented a Python script
(percentage.py) that, given a percentage of shifting (between 0.0 and 1.0)
generates a new event log in XES format including events overlapped in that
percentage of their processing times. The script algorithm works as follows.

– The base event log is divided by grouping the events that are executed
by a particular resource (see Description 5, segment per resource).

– The events of each segment per resource are ordered according to their
start timestamps.

– For each segment per resource, the first event is taken as the pivot and the
next adjacent event is searched among the remaining events. Two events
(e1, e2) are adjacent events if the end timestamp of e1 has the same value
as the start timestamp of e2. In Fig. 4.a, the first pair of events shown are
adjacent events.

– When a pair of adjacent events are identified, the timestamps are shifted
depending on the percentage assigned. In Fig. 4.b, 20% of shifting is
applied, while in Fig. 4.c, the shifting is 40%.

– The two events of a pair of adjacent events are excluded from the following
search. The next event in the segment per resource is taken as pivot and
the search is repeated. If no adjacent event is found, it is not modified
and the search is repeated with a new pivot.

– The search of adjacent events is repeated for all segment per resources.
– The resulting log will have a multitasking percentage MTWII similar to

the percentage of shifting indicated in the script, although we will com-
ment this value may vary. However, the total percentage of multitasking
in the log (MTLI ), depends on the number of adjacent events identified.
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2. Generate the set of adjusted logs. The Sweeper script is run on each of the
logs generated in the previous step.

3. Calculate measures.
– Using the Sweeper script the multitasking indexes in the log were calcu-

lated (MTWII and MTLI ).
– The hyper-parameter optimization of SIMOD was used with each log to

obtain similarity measures in each case. To do that, 100 BPS models were
generated using different setup combinations of processing parameters.
Parameters epsilon and eta varied from 0.0 to 1.0. Each simulation model
was executed 5 times, for that, 500 simulations were evaluated for each
log in the set.

– BIMP can be used to analyze the resource utilization percentages.
4. Comparison and analysis of results.

Fig. 4. Overlapping of events according to a percentage of shifting.

Analysis of the Results. The set of synthetic event logs was made up of 6
logs. The PE 0P log and 5 more logs built using the Percentage script with the
PE 0P log as a base log and using a percentage of shifting of 5%, 10%, 15%,
20% and 25%. With regard to resources, in PE 0P log participate 27 resources
and 11 of them reflect multitasking. From the 9119 events in PE 0P log, 2625561
pairs of events were identified. From these, 789 are adjacent events to be used
for time shifting of the logs, excluding in this set all instantaneous events.

Table 3 shows the percentage of shifting applied to the adjacent events in
each generated log; the multitasking indexes (MTWII and MTLI ) for each log
in the set; the number of pairs of events in which overlapping was identified
(multitasking); and the value of two similarity measures obtained using SIMOD.
DL-Mean Absolute Error (DL-MAE ) assesses the similarity between two traces
evaluating an attribute, in this case the cycle time of traces, and the Mean
Absolute Error (MAE ) of the cycle time traces expressed in seconds.

The percentage reflected in the column MTWII should be the same as Shift-
ing, because the number of adjacent events on which the shifts were made was
the same for all the logs. However, certain MTWII values are slightly higher
since the shifting of some events may generate overlapping between events that
initially were not adjacent. This is also reflected in the column Overlapping
Pairs, where the number of pairs of events overlapped is greater than 789 and
increases as the shifting increases. Above a certain amount of shifting, the value
of MTWII is less than the percentage of shifting. This is because a shift can
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cause one event to be embedded within another (Fig. 4.c), and if the shifting
increases, the event is still embedded and does not provide more multitasking to
the log. As could be deduced by identifying the number of events in the log, the
MTLI is quite low. However, like MTWII, it increases when the percentages of
shifting increase. Similarly, since the amount of multitasking in the log is low, the
difference between DL MAE values varies and improves slightly for those cases
where the percentage of shifting is quite similar to MTWII (0, 5, 10, 15) and
worsen slightly for those cases where the shifting and index vary more. Finally,
when calculating the MAE we see that although there is a significant difference
between a log with and without multitasking, as the multitasking is increased,
and the adjustment in the logs, the MAE is gradually reduced, which means
that the discovered BPS models are more accuracy. BPS models were simulated
using BIMP. 5 resource pools were discovered, two of them with high percentage
of resource utilization (RU). The RU in BPS models derived from multitasking
is reduced, especially for those resource pools where the RU is higher.

Table 3. Comparison between the synthetic logs created using a percentage of shifting.

Shifting (%) MTWII (%) MTLI Overlapping pairs DL MAE MAE (segs)

0 0 0 0 0.8883 1073208

5 5.596 1.468e−05 876 0.8889 1145181

10 10.381 2.754e−05 950 0.8893 1098788

15 14.694 3.953e−05 1006 0.8895 1091332

20 18.860 5.087e−05 1041 0.8841 1049593

25 22.266 6.147e−05 1073 0.8866 1117721

6 Conclusion

This paper outlined an approach to discover BPS models that take into account
multitasking behavior. Specifically the paper showed how to pre-process an event
log in order to discover multitasking behavior and how to adjust the processing
times of tasks in such a way that the resulting log does not contain multitasking
behavior, yet the resource utilization in the resulting log is equivalent to that in
the original log. In this way, the BPS model discovered from the pre-processed
log takes into account the multitasking behavior but can be simulated using a
traditional process simulator (e.g. BIMP).

The evaluation showed that, in the presence of multitasking, the approach
improves the accuracy of BPS models. We also identified that the greater the
percentage of overlap in multitasking events in a log, the more the approach
improves the accuracy of the generated BPS models. The experimental evalua-
tion was restricted to one real-life and the amount of multitasking in this logs
was low, so it was difficult to generalize the results. The evaluation on synthetic
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logs partially addressed this limitation by introducing varying levels of multi-
tasking. Still, the obtained levels of multitasking remained relatively low due to
the approach employed to add multitasking behavior in the synthetic log.

The discovery of simulation models is key to the setup of as-is scenarios
that allow the reliable evaluation of what-if scenarios focused on process opti-
mization. Processes are dynamic and the results of their execution may vary
over time, largely due to the behavior of the human resources involved, and
this characteristic is independent of the defined process model. Even in those
cases in which the process is not clearly defined and only execution records are
available, simulation models obtained allow the analysis of processing times or
resource utilization rates, which can be influenced by human behavior such as
multitasking, batching or delaying of low-priority tasks.

A possible direction for future work is to extend the evaluation to other
real-life logs with higher levels of multitasking. The challenge here is that event
logs where both the start and end times of tasks are available are generally not
available in the public domain. An alternative approach is to design new methods
for generating realistic synthetic logs with high levels of multitasking.

The present work was limited to multitasking across multiple instances of
one business process. Another avenue for future work is to discover and handle
multitasking across multiple business processes. The latter would require the
ability to simulate multiple business processes simultaneously.
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Abstract. Process mining aims to provide insights into the actual pro-
cesses based on event data. These data are widely available and often con-
tain private information about individuals. Consider for example health-
care information systems recording highly sensitive data related to diag-
nosis and treatment activities. Process mining should reveal insights
in the form of annotated models, yet, at the same time, should not
reveal sensitive information about individuals. In this paper, we discuss
the challenges regarding directly applying existing well-known privacy-
preserving techniques to event data. We introduce the TLKC-privacy
model for process mining that provides privacy guarantees in terms of
group-based anonymization. It extends and customizes the LKC-privacy
model presented to deal with high-dimensional, sparse, and sequential
trajectory data. Experiments on real-life event data demonstrate that
our privacy model maintains a high utility for process discovery and
performance analyses while preserving the privacy of the cases.

Keywords: Responsible process mining · Privacy preservation ·
Process discovery · Performance analyses

1 Introduction

Event logs are used by process mining algorithms to discover and analyze the
real processes. An event log is a collection of events and such information is
widely available in current information systems [1]. Each event is described by
its attributes and typical attributes required for process mining algorithms are
case id, activity, timestamp, and resource. The minimal requirements for process
mining are that any event can be related to both a case and activity and that
the events that belong to a case are ordered, which is often done by means of
timestamps [1]. Therefore, timestamps play a crucial role in process mining algo-
rithms and need to be stored and processed. However, the event data containing
accurate timestamps (in milliseconds) are highly sensitive.

Moreover, some of the event attributes may refer to individuals, e.g., in
the health-care context, the case id may refer to the patient whose data is
recorded, and the resource may refer to the employees performing activities for
the patients, e.g., nurses or surgeons. When the individuals’ data are explicitly
or implicitly included, privacy issues arise. According to regulations such as the
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European General Data Protection Regulation (GDPR) [21], organizations are
obliged to consider the privacy of individuals.

Regarding the four main attributes of events, two different perspectives for
privacy in process mining can be considered; resource perspective and case per-
spective. The resource perspective refers to the privacy of the individuals per-
forming the activities, and the case perspective considers the privacy of the
individuals whose data is recorded and analyzed. Depending on the context,
the relative importance of these perspectives may vary. However, often the case
perspective is more important than the resource perspective. For example, in the
health-care context, the activity performers could be publicly available. However,
what happens for a specific patient and her/his personal information should be
kept private. In this paper, we focus on the case perspective.

There are many activities and techniques in process mining such as process
discovery, conformance checking, social network analyses, prediction, etc. How-
ever, the three basic types of process mining are; process discovery, conformance
checking, and enhancement [1]. The proposed privacy model focuses on process
discovery and a subfield of enhancement called performance analyses. Since the
event data used by process mining algorithms are high-dimensional sparse data,
privacy preservation with high data utility is significantly challenging.

The aim of this paper is to provide a privacy-preserving model for process
mining protecting the privacy of cases, yet, at the same time, maintains the util-
ity of the process discovery and performance analyses. The utility is preserved in
terms of similarity of the results provided by the privacy-preserving approach to
the results obtained from the original data. We introduce TLKC-privacy model,
which exploits some restrictions regarding the availability of the background
knowledge in the real world to deal with process mining-specific challenges. Our
model is an extension for the LKC-privacy model [8,16], which was presented
to deal with privacy challenges of the trajectory data. The LKC-privacy model
generalizes several traditional privacy models, such as k-anonymity, confidence
bounding, (α,k)-anonymity, and l-diversity, which are inherited by our model.
We evaluate our approach with respect to the typical trade-off between privacy
guarantees and the loss of accuracy. The approach is evaluated on a real-life
event data belonging to a hospital (Sepsis) containing infrequent behavior. Our
experiments show that our approach maintains a high utility, assuming realistic
background knowledge while using tunable privacy parameters.

The rest of the paper is organized as follows. In Sect. 2, we explain the moti-
vation and challenges. In Sect. 3, formal models are presented for event log and
attack scenarios. We explain the TLKC-privacy model in Sect. 4. In Sect. 5, the
implementation and evaluation are described. Section 6 outlines related work,
and Sect. 7 concludes the paper.

2 Motivation

To motivate the necessity to deal with privacy issues in process mining, we illus-
trate the problem with an example in health-care context. Suppose that Table 1
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shows a part of an event log recorded by an information system in a hospital.
Assuming that an adversary knows that patient’s data are in the event log (as
a case), with little information about the activities having been done for the
patient, the adversary is easily able to connect the patient to the correspond-
ing Case Id and find the complete sequence of activities having been performed
for the patient. For example, if the adversary knows that two blood tests have
been performed for the patient, the only matching case is case 2. We call this
attack case linkage attack. Note that the complete sequence of activities having
been done for a patient is considered as the sensitive person-specific information
which can be disclosed by the case linkage attack. Moreover, if we consider some
attributes in the event log as sensitive, e.g., diagnosis and test results, the adver-
sary can go further and link the sensitive information as well. For example, the
disease that belongs to case 2 is infection. This attack is called attribute link-
age. Note that the attribute linkage attack does not necessarily need to be done
after the case linkage, i.e., if more than one case corresponds to the adversaries
knowledge while all the cases have the same value as the sensitive attribute, the
attribute linkage could happen without a successful case linkage.

Many privacy models, such as k-anonymity and its extensions [12], have been
introduced to deal with the aforementioned attacks in the context of relational
databases. In these privacy models, the data attributes are classified into four
main categories including; explicit identifier, quasi-identifier, sensitive attributes,
and non-sensitive attributes. The explicit identifier is a set of attributes contain-
ing information that explicitly identifies the data owner, the quasi-identifier is
a set of attributes that could potentially identify the data owner, the sensitive
attributes consist of sensitive person-specific information such as disease, and
the non-sensitive attributes contain all the attributes that do not fall into the
previous three categories [3]. In the group-based privacy models, the idea is to
disorient potential linkages by generalizing the records into equivalence classes
having the same values on the quasi-identifier. These privacy models are effec-
tive for anonymizing relational data. However, they are not easily applicable to
event data due to some specific properties of event data.

In process mining, the explicit identifiers do not need to be stored and pro-
cessed. By identifier, we often refer to a dummy identifier, e.g., incremental IDs,
created to distinguish cases. As already mentioned, the minimal required infor-
mation for process mining is the sequence of activities having been performed
for each case, known as a trace. Therefore, an event log can be defined as a mul-
tiset of traces, i.e., a multiset of sequences of activities. Considering this minimal
required information, the first challenge is that a trace can be considered as a
quasi-identifier and, at the same time, as a sensitive attribute. In other words,
a complete sequence of activities belonging to a case, is sensitive person-specific
information, at the same time, part of a trace, i.e., only some of the activities,
can be utilized as a quasi-identifier to identify the trace owner.

The quasi-identifier role of traces in process mining causes significant chal-
lenges for group-based anonymization techniques because of two specific prop-
erties of event data; high variability and Pareto distribution. In an event log the
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Table 1. Sample event log (each row represents an event).

Case Id Activity Timestamp Resource Age Disease

1 Registration (RE) 01.01.2019-08:30:00 Employee1 22 Flu

1 Visit (V) 01.01.2019-08:45:00 Doctor1 22 Flu

2 Registration (RE) 01.01.2019-08:46:00 Employee1 30 Infection

3 Registration (RE) 01.01.2019-08:50:00 Employee1 32 Infection

4 Registration (RE) 01.01.2019-08:55:00 Employee4 29 Poisoning

1 Release (RL) 01.01.2019-08:58:00 Employee2 22 Flu

5 Registration (RE) 01.01.2019-09:00:00 Employee1 35 Cancer

6 Registration (RE) 01.01.2019-09:05:00 Employee4 35 Hypotension

4 Visit (V) 01.01.2019-09:10:00 Doctor2 29 Poisoning

5 Visit (V) 01.01.2019-09:20:00 Doctor4 35 Cancer

4 Infusion (IN) 01.01.2019-09:30:00 Nurse2 29 Poisoning

2 Hospitalization (HO) 01.01.2019-09:46:00 Employee3 30 Infection

3 Hospitalization (HO) 01.01.2019-10:00:00 Employee3 32 Infection

5 Hospitalization (HO) 01.01.2019-09:55:00 Employee6 35 Cancer

2 Blood Test (BT) 01.01.2019-10:00:00 Nurse1 30 Infection

5 Blood Test (BT) 01.01.2019-10:10:00 Nurse2 35 Cancer

3 Blood Test (BT) 01.01.2019-10:15:00 Nurse1 32 Infection

6 Visit (V) 01.01.2019-10:20:00 Doctor3 35 Hypotension

4 Release (RL) 01.01.2019-10:30:00 Employee2 29 Poisoning

6 Release (RL) 01.01.2019-14:20:00 Employee2 35 Hypotension

2 Blood Test (BT) 01.02.2019-08:00:00 Nurse2 30 Infection

2 Visit (V) 01.02.2019-10:00:00 Doctor2 30 Infection

3 Visit (V) 01.02.2019-10:15:00 Doctor3 32 Infection

2 Release (RL) 01.02.2019-14:00:00 Employee2 30 Infection

3 Release (RL) 01.02.2019-14:15:00 Employee5 32 Infection

5 Release (RL) 01.02.2019-16:00:00 Employee5 35 Cancer

variability of traces is high because: (1) There could be tens of different activities
happening in any order, (2) One activity or a bunch of activities could happen
repetitively, and (3) Some traces could contain a few activities compared to all
possible activities. In an event log, trace variants are often distributed similarly
to the Pareto distribution, i.e., few trace variants are frequent and many trace
variants are unique. Enforcing k-anonymity on little-overlapping traces in a high-
dimensional space is a significant challenge, and the majority part of the data
have to be suppressed in order to achieve the desired anonymization.

3 Preliminaries (Formal Models)

In this section, we provide formal models for event logs and possible attacks.
These formal models will be used in the remainder for describing the approach.
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3.1 Event Log Model

For a given set A, A∗ is the set of all finite sequences over A, and B(A) is the set
of all multisets over the set A. A finite sequence over A of length n is a mapping
σ ∈ {1, ..., n} → A, represented as σ = 〈a1, a2, ..., an〉 where σi = ai = σ(i) for
any 1 ≤ i ≤ n. |σ| denotes the length of the sequence. For σ1, σ2 ∈ A∗, σ1 � σ2 if
σ1 is a subsequence of σ2, e.g., 〈a, b, c, x〉 � 〈z, x, a, b, b, c, a, b, c, x〉. For σ ∈ A∗,
{a ∈ σ} is the set of elements in σ, and [a ∈ σ] is the multiset of elements in σ,
e.g., [a ∈ 〈x, y, z, x, y〉] = [x2, y2, z]. For x = (a1, a2, ..., an) ∈ A1 × A2 × ... × An,
πk(x) = ak, i.e., the k-th element of the tuple. For σ ∈ (A1 × A2 × ... × An)∗,
πk(σ) = 〈πk(x) | x ∈ σ〉, i.e., the sequence projected on the k-th element.
For example, π1(〈(a1, t1), (a2, t2), ..., (an, tn)〉) = 〈a1, a2, ..., an〉. These notations
can be combined, e.g., [a ∈ πk(σ)] is the multiset of elements for the sequence
projected on the k-th element.

Definition 1 (Event, Event Log). An event is a tuple e = (a, r, c, t,
d1, ..., dm), where a ∈ A is the activity associated with the event, r ∈ R is
the resource, who is performing the activity, c ∈ C is the case id, t ∈ T
is the event timestamp, and d1,...,dm is a list of additional attributes val-
ues, where for any 1 ≤ i ≤ m, di ∈ Di (domain of attributes). We call
ξ = A × R × C × T × D1 × ... × Dm the event universe. An event log is EL ⊆ ξ
where each event can appear only once, i.e., events are uniquely identifiable by
their attributes.

Definition 2 (Simple Process Instance, Simple Trace, Simple Event).
We define P = C × (A × T )∗ × S as the universe of all simple process instances,
where S is the domain of the sensitive attribute. Each simple process instance
p = (c, σ, s) ∈ P represents a simple trace σ = 〈(a1, t1), (a2, t1), ..., (an, tn)〉,
which is a sequence of simple events, containing activities and timestamps,
belonging to the case c with s as the sensitive attribute value.

Definition 3 (Simple Event Log). Let P = C×(A×T )∗×S be the universe of
simple process instances. A simple event log is EL ⊆ P such that if (c1, σ1, s1) ∈
EL, (c2, σ2, s2) ∈ EL, and c1 = c2, then σ1 = σ2 and s1 = s2.

Table 2 shows a simple event log derived from Table 1, where timestamps are
represented as “day-hour:minute”. In this event log, “Disease” is the attribute
which is considered as the sensitive attribute. In the remainder, by event log,
trace, and event, we refer to Definition 2 and Definition 3.

3.2 Attack Model

Considering the typical scenario of data collection and data publishing [7], we
assume the trusted model, where the data holder (here, a hospital) is trustworthy.
However, the data recipient (here, a process miner) is not trustworthy, i.e., a pro-
cess miner may attempt to identify sensitive information from record owners. In
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Table 2. A simple event log derived from Table 1 (each row represents a simple process
instance).

Case Id Simple Trace Disease

1 〈(RE,01-08:30),(V,01-08:45),(RL,01-08:58)〉 Flu

2 〈(RE,01-08:46),(HO,01-09:46),(BT,01-
10:00),(BT,02-08:00),(V,02-10:00),(RL,02-
14:00)〉

HIV

3 〈(RE,01-08:50),(HO,01-10:00),(BT,01-
10:15),(V,02-10:15),(RL,02-14:15)〉

Infection

4 〈(RE,01-08:55),(V,01-09:10),(IN,01-
09:30),(RL,01-10:30)〉

Poisoning

5 〈(RE,01-09:00),(V,01-09:20),(HO,01-
09:55),(BT,01-10:10),(RL,02-16:00)〉

Cancer

6 〈(RE,01-09:05),(V,01-10:20),(RL,01-14:20)〉 Hypotension

this subsection, we explain the real attack scenarios based on the quasi-identifier
role of traces. Note that the examples used in the following definitions are based
on Table 2.

Definition 4 (Background Knowledge 1 - bkEL
set ). In the first scenario,

we assume that the adversary knows a subset of activities having been done for
the case, and this information can lead to the case (attribute) linkage attack.
Let EL be an event log, we formalize this background knowledge by a function
bkEL

set : 2A → 2EL. For A ⊆ A, bkEL
set (A) = {(c, σ, s) ∈ EL | A ⊆ {a ∈ π1(σ)}}.

For example, if the adversary knows that {V, IN} is the subset of activities
having been done for a case, the only matching case is case 4. Therefore, the
whole sequence of activities and the sensitive attribute are disclosed.

Definition 5 (Background Knowledge 2 - bkEL
mult). In this scenario, we

assume that the adversary knows not only a subset of activities having been done
for the case, but also the frequency of each activity. Let EL be an event log, we
formalize this background knowledge by a function bkEL

mult : B(A) → 2EL. For
B ∈ B(A), bkEL

mult(B) = {(c, σ, s) ∈ EL | B ⊆ [a ∈ π1(σ)]}.

For example, if the adversary knows that [HO1, BT 2] is the multiset of activ-
ities having been performed for a case, the only matching case is case 2. Conse-
quently, the whole sequence of activities and the diseases are disclosed.

Definition 6 (Background Knowledge 3 - bkEL
seq). In this scenario, we

assume that the adversary knows a subsequence of activities having been done
for the case, and this information can lead to the case (attribute) linkage attack.
Let EL be an event log, we formalize this background knowledge by a function
bkEL

seq : A∗ → 2EL. For σ ∈ A∗, bkEL
seq (σ) = {(c, σ′, s) ∈ EL | σ � π1(σ′)}.

For example, if the adversary knows that 〈RE, V,HO〉 is the subsequence
of activities having been performed for a case, the only matching case is case
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5. Note that case 3 and case 5 have the same set of activities and by assuming
bkEL

set , the adversary is not able to single out a case, and since the matching cases
have different values as the sensitive attribute, the adversary cannot certainly
deduce the actual value of the sensitive attribute.

As can be seen, case 1 and case 6 are not distinguishable according to the
defined types of background knowledge, i.e., the case linkage attack is not pos-
sible. However, by considering the timestamps, another attack scenario can be
considered. In order to avoid revealing the exact timestamps of events, we assume
that the timestamps are relative rather than absolute.

Definition 7 (Relative Timestamps). Let σ = 〈(a1, t1), (a2, t2), ..., (an, tn)〉
be a trace and t0 be an initial timestamp, rel(σ) = 〈(a1, t

′
1), (a2, t

′
2), ..., (an, t′n)〉

is the trace with relative timestamps such that t′1 = t0 and for each 1 < i ≤ n,
t′i = ti − t1 + t0.

Definition 8 (Background Knowledge 4 - bkEL
rel ). In this scenario, we

assume that the adversary knows not only a subsequence of activities, but also the
time difference between the activities. Let EL be an event log, we formalize this
background knowledge by a function bkEL

rel : (A × T )∗ → 2EL. For σ ∈ (A × T )∗,
bkEL

rel (σ) = {(c, σ′, s) ∈ EL | rel(σ) � rel(σ′)}.

For example, case 1 and case 6 have the same sequence of activities. However,
if the adversary knows that for a victim case, it took almost four hours to get
released after visiting by a doctor, the corresponding possible cases narrow down
to only one case, which is case 6. The defined types of background knowledge
can be categorized from more general and easily achievable to more specific
and difficult to achieve, i.e., bkEL

set is the most general and easier to gain by an
adversary, and bkEL

rel is the most specific one. Corresponds to the four defined
types of background knowledge and considering a trace in an event log, we define
four types of quasi-identifiers w.r.t. the trace and four matching sets for the trace.

Definition 9 (Trace-based Quasi-identifiers - QIDσ
set, QIDσ

mult, QIDσ
seq,

QIDσ
rel). Let EL be an event log and σ be a trace such that (c, σ, s) ∈ EL.

Given the four defined types of background knowledge, QIDσ
set = {a ∈ π1(σ)},

QIDσ
mult = [a ∈ π1(σ)], QIDσ

seq = π1(σ), and QIDσ
rel = rel(σ).

Definition 10 (Matching Sets - ELσ
set, ELσ

mult, ELσ
seq, ELσ

rel). Let EL be
an event log and σ be a trace such that (c, σ, s) ∈ EL. Given the four defined
types of background knowledge, ELσ

set = {bkEL
set (A) | A ⊆ QIDσ

set}, ELσ
mult =

{bkEL
mult(B) | B ⊆ QIDσ

mult}, ELσ
seq = {bkEL

seq (σ′) | σ′ � QIDσ
seq}, and ELσ

rel =
{bkEL

rel (σ′) | rel(σ′) � QIDσ
rel}.

4 TLKC-Privacy Model

Regular k-anonymity and its extended privacy models assume that an adver-
sary could use all of the quasi-identifier attributes as background knowledge to
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launch the attacks. However, in reality, it is almost impossible for an adver-
sary to acquire all the information of a target victim, and it requires non-trivial
effort to gather each piece of background knowledge. The LKC-privacy model
exploits this limitation and assume that the adversary’s background knowledge
is bounded by at most L values of the quasi-identifier.

Based on the bounded background knowledge, proposed by the LKC-privacy
model [16], we introduce TLKC-privacy model for process mining. In the LKC-
privacy model, L refers to the power of background knowledge, i.e., the length
of a sequence, K refers to the k in the k-anonymity definition, and C refers to
the bound of confidence regarding the sensitive attribute values in an equiva-
lence class. In the TLKC-privacy model T ∈ {seconds,minutes, hours, days} is
added which refers to the accuracy of timestamps. For example, when T = hours,
the accuracy of timestamps is limited at hours level. We denote EL(T ) as the
event log with the accuracy of timestamps at the level T . The general idea
of TLKC-privacy is to ensure that the background knowledge with maximum
length L in EL(T ) is shared by at least K cases, and the confidence of inferring
any sensitive value in S given the quasi-identifier is not greater than C.

Definition 11 (TLKC-Privacy). Let EL be an event log, L be the max-
imum length of background knowledge, T ∈ {seconds,minutes, hours, days}
be the accuracy of timestamps, and type ∈ {set,mult, seq, rel}. EL(T ) satis-
fies TLKC-privacy if and only if for any trace σ � σ′, (c, σ′, s) ∈ EL, and
0<|σ| ≤ L:

– |EL(T )σ
type| ≥ K, where K ∈ N>0, and

– Pr(s|QIDσ
type) = |[s′∈π3(p)|p∈EL(T )σ

type∧s′=s]|
|EL(T )σ

type| ≤ C for any s ∈ S, where 0 <

C ≤ 1 is a real number as the confidence threshold.

TLKC-privacy inherits several properties from LKC-privacy that makes it
suitable for anonymizing high-dimensional sparse event data. First, it provides
a major relaxation from traditional k-anonymity based on a reasonable assump-
tion that the adversary has restricted knowledge. Second, it generalizes several
privacy models including; k-anonymity, confidence bounding, (α, k)-anonymity,
and l-diversity. Third, it provides the flexibility to adjust the trade-off between
data privacy and data utility, and between an adversary’s power and data utility.

4.1 Utility Measure

The measure of data utility depends on the task which is supposed to be per-
formed. However, in process mining, and specifically for process discovery, we
want to preserve the maximal frequent traces which are defined as follows.

Definition 12 (Maximal Frequent Trace - MFT). Let EL be an event log.
For a given minimum support threshold Θ, a non-empty trace σ � σ′ such that
(c, σ′, s) ∈ EL is maximal frequent in the EL if σ is frequent, i.e., the frequency
of σ is greater than or equal to Θ, and no supertrace of σ is frequent in the EL.
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The goal of data utility is to preserve as many MFT as possible. We denote
the set of MFT in an event log EL by MFTEL, which is much smaller than the
set of frequent traces in the event log EL. Note that any subtrace of an MFT is
also a frequent trace, and once all the MFT have been discovered, the support
counts of any frequent subtrace can be computed by scanning the data once.

4.2 The Algorithm

The first step is to find all traces that violate the given TLKC-privacy require-
ment. We define a violating trace as follows.

Definition 13 (Violating Trace). Let EL be an event log, σ � σ′ such
that (c, σ′, s) ∈ EL, L be the maximum length of the background knowledge,
T ∈ {seconds,minutes, hours, days} be the accuracy of timestamps, type ∈
{set,mult, seq, rel}, and 0<|σ| ≤ L. σ is violating with respect to TLKC-privacy
requirements if |EL(T )σ

type| < K or Pr(s|QIDσ
type) > C for any s ∈ S.

An event log satisfies TLKC-privacy, if all violating traces w.r.t. the given
privacy requirement are removed. A näıve approach is to determine all possible
violating traces and remove them. However, this approach is inefficient because
of the numerous number of violating traces, even for a weak privacy requirement.

Table 3. A simple event log with relative timestamps for monotonic property.

Case Id Trace Disease

1 σ1 = 〈(RE,01-00:00:00),(V,01-01:02:00)〉 Flu

2 σ2 = 〈(RE,01-00:00:00),(V,01-01:02:00),(RL,01-01:10:00)〉 Flu

3 σ3 = 〈(RE,01-00:00:00),(V,01-01:02:00),(RL,01-01:10:00)〉 HIV

In [16], the authors demonstrate that LKC-privacy is not monotonic w.r.t. L,
which holds for TLKC-privacy as well. The anonymity threshold K is monotonic
w.r.t. L, i.e., if L′ ≤ L and C = 100%, an event log EL satisfying TLKC-privacy
must satisfy TL′KC-privacy. However, confidence threshold C is not monotonic
w.r.t. L, i.e., if σ is non-violating trace, its subtrace may or may not be a non-
violating trace. For example, in Table 3, for L = 3 and C = 75%, trace σ2

satisfies Pr(Flu|σ2) ≤ 75%. However, its subtrace σ1 with L′ = 2 does not
satisfy Pr(Flu|σ1) ≤ 75%. Therefore, in order to satisfy the second condition
in Definition 11, it is insufficient to ensure that every trace σ in EL satisfies
Pr(s|QIDσ

type) ≤ C for |σ| = L, and the condition should hold for 0<|σ| ≤ L.
To this end, the minimal violating traces are defined.

Definition 14 (Minimal Violating Trace - MVT). Let EL be an event
log, a violating trace σ � σ′ such that (c, σ′, s) ∈ EL is a minimal violating trace
in the EL if every proper subtrace of σ is not a violating trace in the EL.
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Algorithm 1. TLKC-Privacy Algorithm
Input: Original event log EL
Input: T , L, K, C, and Θ
Input: Sensitive values S
Output: Anonymized event log EL′ which satisfies TLKC-privacy

1 generate MFTEL and MV TEL;
2 generate MFTtree and MV Ttree as the prefix trees for MFTEL and MV TEL;
3 while there is node (event) in MV Ttree do
4 select an event (node) ew that has the highest score to suppress;
5 delete all the MVT and MFT containing the event ew from MV Ttree and MFTtree;
6 update Socre(e) for all the remaining events (nodes) in MV Ttree;
7 add ew to the suppression set SupEL;

8 end
9 foreach e ∈ SupEL do

10 suppress all instances of e from EL;
11 end

12 return suppressed EL as EL′;

Every violating trace in an event log is either an MVT or it contains an MVT.
Therefore, if an event log EL contains no MVT, then EL contains no violating
trace. We denote the set of MVT in an event log EL by MV TEL, which is
much smaller than the set of violating traces in the event log EL. A greedy
function Score : ξ → R>0 is defined to choose an event e to suppress such that
it maximizes the number of removed minimal violating traces (privacy gain),
but minimizes the number of removed maximal frequent traces (utility loss).
For e ∈ ξ, Score(e) = PG(e)/UL(e)+1. PG(e) is the number of MVT containing
the event e, and UL(e) is the number of MFT containing the event e. In order
to avoid diving by zero (when e does not belong to any MFT), 1 is added to
the denominator. The event e with the highest score is called the winner event,
denoted by ew. Algorithm 1 summarizes all the steps of TLKC-privacy.

Table 4. A simple event log where timestamps are represented by integer values.

Case id Trace Disease

1 〈(RE, 1), (HO, 4), (V, 5), (BT, 7), (V, 8)〉 Cancer

2 〈(BT, 7), (V, 8), (RL, 9)〉 Infection

3 〈(HO, 4), (V, 5), (BT, 7), (RL, 9)〉 Poisoning

4 〈(RE, 1), (V, 6), (V, 8), (RL, 9)〉 Infection

5 〈(HO, 4), (V, 8), (RL, 9)〉 Poisoning

6 〈(V, 6), (BT, 7), (RL, 9)〉 Flu

7 〈(RE, 1), (BT, 7), (V, 8), (RL, 9)〉 Flu

8 〈(RE, 1), (V, 6), (BT, 7), (V, 8)〉 Cancer

Suppose that Table 4 shows a simple event log EL where timestamps are
represented by integer values as hours. The first line in Algorithm 1 gener-
ates the set of maximal frequent traces (MFTEL) and the set of minimal
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violating traces (MV TEL) from the event log EL with T = hours, L = 2,
K = 2, C = 50%, Θ = 25%, Disease as the sensitive attribute S, and bkEL

rel

as the background knowledge. MFTEL = {〈(RE, 1), (V, 6), (V, 8)〉, 〈(RE, 1),
(BT, 7), (V, 8)〉, 〈(RE, 1), (V, 8), (RL, 9)〉, 〈(HO, 4), V, 5), (BT, 7)〉, 〈(BT, 7), (V, 8),
(RL, 9)〉, 〈(V, 6), (BT, 7)〉, 〈(V, 6), (RL, 9)〉, 〈(HO, 4), (V, 8)〉, 〈(HO, 4), (RL, 9)〉} ,
and MV TEL = {〈(RE, 1), (HO, 4)〉, 〈(RE, 1), (V, 5)〉, 〈(RE, 1), (BT, 7)〉, 〈(V, 5),
(V, 8)〉, 〈(V, 5), (RL, 9)〉}.

Figure 1 shows the MFTtree and MV Ttree generated by line 2 in Algorithm1,
where each root-to-leaf path represents one trace, and each node represents an
event in a trace with the frequency of occurrence. Table 5 shows the initial
Score(e) of every event (node) in the MV Ttree. Line 4 determines the win-
ner event ew which is (V, 5). Line 5 deletes all the MVT and MFT containing
the winner event ew, i.e., subtree 2 and the path 〈(RE, 1), (V, 5)〉 of subtree 1
in the MV Ttree as well as the path 〈(HO, 4), (V, 5), (BT, 7)〉 of subtree 4 in the
MFTtree are removed and frequencies get updated. Line 6 updates the scores
based on the new frequencies of events. Table 6 shows the remaining events in
MV Ttree with the updated scores. Line 7 adds the winner event to a suppression
set SupEL. Lines 4–7 is repeated until there is no node in MV Ttree. According
to Table 6 the next winner event is (RE, 1), and after deleting all the MVT
and MFT containing this event, MV Ttree is empty. Therefore, at the end of the
while loop, the suppression set SupEL = {(V, 5), (RE, 1)}. The foreach loop
suppresses all the instances of the events (global suppression) in the SupEL from
the EL, and the last line returns the suppressed EL as the anonymized event
log EL′ which is shown by Table 7. Table 8 shows the result by applying the
traditional k-anonymity with k = 2 on the event log Table 4. One can see that
even for a weak privacy requirement, much information needs to be suppressed
compared to the results provided by TLKC-privacy.

(a) MFTtree (b) MV Ttree

Fig. 1. The MFTtree and MV Ttree generated for the event log Table 4 with T = hours,
L = 2, K = 2, C = 50%, Θ = 25%, S = Disease, and bkEL

rel .

5 Evaluation

We evaluate our proposed privacy protection model by applying it on a real-life
event log and exploring the effect on the accuracy of the process discovery and
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Table 5. The initial scores for the events
in Fig. 1b.

(RE, 1) (HO, 4) (V, 5) (BT, 7) (V, 8) (RL, 9)

PG(e) 3 1 3 1 1 1

UL(e)+1 4 4 2 5 6 5

Score(e) 0.75 0.25 1.50 0.20 0.16 0.20

Table 6. The first updated scores.

(RE, 1) (HO, 4) (BT, 7)

PG(e) 2 1 1

UL(e)+1 4 3 4

Score(e) 0.5 0.33 0.25

Table 7. The anonymized event log for
Table 4 with T = hours, L = 2, K = 2,
C = 50%, Θ = 25%, S = Disease, and
bkEL

rel .

Case Id Trace Disease

1 〈(HO, 4), (BT, 7), (V, 8)〉 Cancer

2 〈(BT, 7), (V, 8), (RL, 9)〉 Infection

3 〈(HO, 4), (BT, 7), (RL, 9)〉 Poisoning

4 〈(V, 6), (V, 8), (RL, 9)〉 Infection

5 〈(HO, 4), (V, 8), (RL, 9)〉 Poisoning

6 〈(V, 6), (BT, 7), (RL, 9)〉 Flu

7 〈(BT, 7), (V, 8), (RL, 9)〉 Flu

8 〈(V, 6), (BT, 7), (V, 8)〉 Cancer

Table 8. The traditional 2-
anonymity event log for Table 4.

Case Id Trace Disease

1 〈(BT, 7), (V, 8)〉 Cancer

2 〈(BT, 7), (V, 8), (RL, 9)〉 Infection

3 〈(BT, 7), (RL, 9)〉 Poisoning

4 〈(V, 8), (RL, 9)〉 Infection

5 〈(V, 8), (RL, 9)〉 Poisoning

6 〈(BT, 7), (RL, 9)〉 Flu

7 〈(BT, 7), (V, 8), (RL, 9)〉 Flu

8 〈(BT, 7), (V, 8)〉 Cancer

performance analysis compared to the ground truth. As the ground truth we use
the original process model discovered from the original event log. We employed
Sepsis Case [13] to conduct our experiments due to some challenging features
that it has for process discovery. This event data is a hospital event log containing
16 unique activities, 1050 traces, and 846 variants, which are unique traces, i.e.,
80% of traces are unique. The maximum number of traces per variant is 35, the
maximum trace length is 185, on average the traces contain 14.5 events, i.e.,
the average length of traces is 14.5. Note that we provide privacy guarantees
w.r.t. the power of background knowledge (L), i.e., all the subtraces having
the maximal length L should fulfill the TLKC-privacy requirements (Definition
11). Since 80% of traces are unique, this event log is significantly challenging for
privacy-preserving process discovery algorithms [6,14].

Overall 1536 experiments have been done for four different types of
background knowledge, 384 per each background knowledge, using T ∈
{hours,minu-tes}, L ∈ {2, 4, 8, 16}, K ∈ {10, 20, 40, 80}, C ∈ {0.2, 0.3, 0.4, 0.5},
and Θ ∈ {0.7, 0.8, 0.9}. We consider “disease” and “age” as the sensitive case
attributes in the Sepcis event log. The confidence value C should not be greater
than 0.5, i.e., there are at least two different sensitive values for a victim case.
We convert the numerical attributes to categorical using Boxplots such that all
the values greater than the upper quartile are categorized as high, the values less
than the lower quartile are categorized as low, and the values in between are cat-
egorized as middle. Regarding the number of unique activities in this event log,
it is not realistic to consider the power of background knowledge greater than
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16. This is the maximal set background knowledge, i.e., an adversary knows all
the activities that can be done. Moreover, the length of 75% of the traces in this
event log is maximal 16. We consider two settings as representatives to interpret
the results in detail; weak setting and strong setting. For the weak setting, we
use T = hours, L = 2, K = 10, C = 0.5, and Θ ∈ {0.7, 0.8, 0.9}. For the strong
setting, we use T = minutes, L = 8, K = 80, C = 0.2, and Θ ∈ {0.7, 0.8, 0.9}.
The implementation as a Python program is available on Github.1

5.1 Process Discovery

To evaluate the effect of applying our method on the accuracy of discovered
models, we consider three main questions. Q1: How accurately do the discovered
process models capture the behavior of the original event log? Q2: How similar
are the discovered process models to the original process model in terms of some
quality measures? Q3: How is the content of the original event log preserved by
the privacy model? To answer Q1, we first discover a process model M ′ from
an anonymized event log EL′. Then, for M ′, we calculate fitness, precision, and
f1-score [1], as some model quality measures, w.r.t. the original event log EL.
Fitness quantifies the extent to which the discovered model can reproduce the
traces recorded in the event log. Precision quantifies the fraction of the traces
allowed by the model which is not seen in the event log, and f1-score combines the
fitness and precision f1-score = 2 × precision × fitness/precision + fitness.
To answer Q2, we discover two process models; the original process model M
from the original event log EL and a process model M ′ from an anonymized
event log EL′. Then, we calculate fitness, precision, and f1-score of M and M ′

w.r.t. EL. At the end, we compare the results to analyze the similarity of the
quality measures. We use the inductive miner infrequent [10] with the default
parameters as the process discovery algorithm. To answer Q3, we compare the
number of variants, which are the unique traces in the event log, after applying
our method with the actual number of variants. Note that applying privacy-
preserving algorithms may result in high precision and probably high f1-score.
However, high values for some quality measures do not necessarily mean that
the privacy-preserving algorithm preserves the data utility, since the aim is to
provide as similar results as possible not to improve the quality of discovered
models.

As we discuss in Sect. 6, PRETSA is the only similar algorithm which applies
k-anonymity and t-closeness on event data for privacy-aware process discovery.
However, PRETSA focuses on the resource perspective of privacy while we focus
on the case perspective of privacy. To compare our method with similar methods,
we have developed a variant of PRETSA algorithm PRETSAcase where only
the k-anonymity part is considered, and the focus is on the privacy of cases rather
than resources. The background knowledge assumed by PRETSA is a prefix of
the sequence of executed activities. We have also developed two näıve baseline
algorithms. baseline1 is a näıve k-anonymity algorithm, where we remove all

1 https://github.com/Widderiru/TLKC-privacy/tree/master/home version.

https://github.com/Widderiru/TLKC-privacy/tree/master/home_version
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the traces that occur less than k times in the event log. baseline2 considers
k-anonymity and maps each violating trace to the most similar non-violating
subtrace by removing events. For the baseline algorithms and PRETSAcase

only K is considered from the settings.

(a) The measures with the weak setting. (b) The measures with the strong setting.

(c) The #variants with the weak setting. (d) The #variants with the strong setting.

Fig. 2. The number of variants and quality measures comparison between the four
variants of TLKC-privacy, the original results, PRETSAcase, and the baseline algo-
rithms.

Figure 2a shows how the mentioned quality measures are affected by applying
our method with the weak setting (average of three experiments regarding Θ),
while we consider four variants of our privacy model based on the introduced
types of background knowledge including; TLKCset, TLKCmult, TLKCseq, and
TLKCrel. We compare the measures with the results from the original process
model, two baseline algorithms, and PRETSAcase. If we only consider Q1, the
baseline algorithms should be marked as the best ones, since they result in bet-
ter f1-score values. However, as can be seen in Fig. 2c, the baseline algorithms
remove many variants from the original event log. Consequently, the correspond-
ing anonymized event logs contain significantly less behavior compared to the
original event log, and the resulting models have high precision, which in turn
results in high f1-score. Figure 2a and Fig. 2c show that the results from our pri-
vacy model are considerably similar to the original results, except for TLKCrel.
TLKCrel removes many variants compared to the other variants which is not
surprising regarding the assumed background knowledge which is considerably
strong, but, difficult to achieve in reality.
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Figure 2b and Fig. 2d show the same experiments based on the mentioned
quality measures with the strong setting (average of three experiments regarding
Θ). Figure 2d shows that even for the strong setting, our privacy model preserves
a considerably high amount of content of the original event log considering more
general types of background knowledge (bkEL

set and bkEL
mult). However, TLKCseq

preserves fewer variants with the strong setting which results in high precision.
Note that the baseline algorithms and PRETSAcase do not protect event data
against the attribute linkage attack and provide weaker privacy guarantees.

5.2 Performance

The effect on performance analyses is evaluated by analyzing the bottlenecks
w.r.t. the mean duration of cases between activities. Since the privacy-preserving
algorithm may have removal activities, we cannot compare the bottlenecks in
the original process model with the bottlenecks in a process model discovered
from an anonymized event log. Therefore, we first project the original event
log on the activities existing in the anonymized event log. Then, we discover
a performance-annotated directly follows graph DFG from the projected event
log and compare it with the performance-annotated directly follows graph DFG′

from the anonymized event log. A DFG is a graph where the nodes represent
activities and the arcs represent causalities. Activities “a” and “b” are connected
by an arrow when “a” is frequently followed by “b” [11].

10.1 mins

15.1 hrs

2.2 hrs

13.4 mins

6.3 hrs

2.9 mins

13.1 hrs

17.3 mins

11.8 mins

n

12.5 mins

ER Registration
instant

Leucocytes
instant

CRP
instant

LacticAcid
instant

ER Triage
instant

ER Sepsis Triage
instant

IV Liquid
instant

IV Antibiotics
instant

10.6 mins

26.3 hrs

2.8 hrs

13.5 mins

7.2 hrs

2.9 mins

14.2 hrs

17.2 mins

s

12.3 mins

12.5 mins

ER Registration
instant

Leucocytes
instant

CRP
instant

LacticAcid
instant

ER Triage
instant

ER Sepsis Triage
instant

IV Liquid
instant

IV Antibiotics
instant

10.1 mins

15.6 hrs

2.3 hrs

13.4 mins

6.1 hrs

2.9 mins

11.1 hrs

12.5 secs

11.8 mins

13.7 mins

ER Registration
instant

Leucocytes
instant

CRP
instant

LacticAcid
instant

ER Triage
instant

ER Sepsis Triage
instant

IV Liquid
instant

IV Antibiotics
instant

10.6 mins

26.3 hrs

2.8 hrs

13.5 mins

7.2 hrs

2.9 mins

14.2 hrs

17.2 mins

s

12.3 mins

12.5 mins

ER Registration
instant

Leucocytes
instant

CRP
instant

LacticAcid
instant

ER Triage
instant

ER Sepsis Triage
instant

IV Liquid
instant

IV Antibiotics
instant

(a) DFG′-TLKCset (b) DFG-TLKCset (c) DFG′-TLKCmult (d) DFG-TLKCmult

Fig. 3. The performance-annotated DFGs from the projected event log (DFG) and an
anonymized event log (DFG′) for TLKCset and TLKCmult with the strong setting
where Θ = 0.7.
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Here, we show the results for the strong setting with Θ = 0.7 in Fig. 3 and
Fig. 4.2 As can be seen, the bottlenecks in DFG and DFG′ are the same for all
the variants except for TLKCrel, where the assumed background knowledge is
significantly strong and only a few variants remain after applying the method.
Note that the mean duration of the cases are different in DFG and DFG′

because of the use of relative timestamps in the anonymized event logs. This
experiment shows the similarity of the results in terms of real process models.
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Fig. 4. The performance-annotated DFGs from the projected event log (DFG) and
an anonymized event log (DFG′) for TLKCseq and TLKCrel with the strong setting
where Θ = 0.7.

6 Related Work

During the last decades, privacy issues have received increasing attention. The
privacy challenges in process mining are more similar to the privacy-preserving
sequential pattern mining [4,9] and anonymizing trajectory data [16,17]. The
privacy model, presented in this paper, extends the LKC-privacy model [16],
both in the parameters and the type of background knowledge, to be fitted in the
context of process mining. In process mining research, confidentiality and privacy
received less attention. In [2], Responsible Process Mining (RPM) is introduced
as the sub-discipline focusing on possible negative side-effects of applying process
mining. RPM addresses concerns related to Fairness, Accuracy, Confidentiality,
and Transparency (FACT). In [15], the authors propose a privacy-preserving
system design for process mining, where a user-centered view is considered to
track personal data. In [19,20], a framework is introduced, which provides a
2 These results have been provided by Disco (https://fluxicon.com/disco/) with the

sliders set to the maximal number of activities and the minimal paths.

https://fluxicon.com/disco/
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generic scheme for confidentiality in process mining. In [18], the aim is to provide
a privacy-preserving method for discovering roles from event data.

Most related to our work are [6] and [14], where the authors propose privacy-
preserving techniques for process discovery. Therefore, we pinpoint the differ-
ences with TLKC-privacy model. In [6], the authors apply k-anonymity and
t-closeness [12] on event data to preserve the privacy of resources while we focus
on the case perspective. Also, the assumed background knowledge is a prefix of
sequence of activities which is restrictively specific. In [14], the authors employ
the notion of differential privacy [5]. This research focuses on case perspective
of privacy in process mining which is similar to our research from this point
of view. However, the type of privacy guarantee is noise-based. As shown in
[14], applying the noise-based privacy guarantees on event data is challenging
when the process models are unstructured and the majority of traces are unique.
Moreover, noise-based techniques do not preserve the truthfulness of values at
the case level [8], i.e., for some cases there is no corresponding individual in real
life. Also, the performance aspect is not considered by this research.

7 Conclusions

In this paper, we introduced two perspectives for privacy in process mining
(case perspective and resource perspective), and we discussed privacy challenges
in process mining. We demonstrated that existing well-known privacy-preserving
techniques cannot be directly applied to event data. We introduced the TLKC-
privacy model for process mining which is an extension for the LKC-privacy
model. Our proposed model preserves the privacy of the cases whose data is
processed in process mining, particularly for process discovery and performance
analyses. It counteracts both the case linkage and the attribute linkage attacks.

We implemented four variants of TLKC-privacy w.r.t. the four different
types of background knowledge. All the variants have been evaluated based on
a real-life event log which is highly challenging for process discovery techniques
in terms of unique traces ratio. 384 experiments were performed per each type
of background knowledge, and the results were given for a weak and a strong
setting. Our experiments demonstrate that TLKC-privacy model preserves the
data utility in terms of similarity of the results to the actual results. Specifically,
for the more general types of background knowledge. Moreover, we showed that
how the cost of privacy increases w.r.t. the strength of background knowledge.

For the multiset variant of TLKC (TLKCmult) many potential minimal vio-
lating traces with the length longer than one can be generated by the presented
algorithm, which results in long computation times. In the future, smarter prun-
ing algorithms could be explored to generate a smaller potential set of minimal
violating traces. Moreover, some algorithms could be designed to automatically
generate reasonable values for the parameters used by our algorithm.
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Abstract. Many of today’s information systems record the execution of
(business) processes in great detail. Process mining utilizes such data and
aims to extract valuable insights. Process discovery, a key research area
in process mining, deals with the construction of process models based
on recorded process behavior. Existing process discovery algorithms aim
to provide a “push-button-technology”, i.e., the algorithms discover a
process model in a completely automated fashion. However, real data
often contain noisy and/or infrequent complex behavioral patterns. As a
result, the incorporation of all behavior leads to very imprecise or overly
complex process models. At the same time, data pre-processing tech-
niques have shown to be able to improve the precision of process models,
i.e., without explicitly using domain knowledge. Yet, to obtain superior
process discovery results, human input is still required. Therefore, we
propose a discovery algorithm that allows a user to incrementally extend
a process model by new behavior. The proposed algorithm is designed to
localize and repair nonconforming process model parts by exploiting the
hierarchical structure of the given process model. The evaluation shows
that the process models obtained with our algorithm, which allows for
incremental extension of a process model, have, in many cases, supe-
rior characteristics in comparison to process models obtained by using
existing process discovery and model repair techniques.

Keywords: Process mining · Incremental process discovery · Process
trees · Process model repair

1 Introduction

Process discovery is one of the three main fields in process mining, along with
conformance checking and process enhancement [4]. In process discovery, the
data generated during process executions and stored in information systems are
utilized to generate a process model that describes the observed behavior. We
refer to such data as event data. The obtained process models are used for a
variety of purposes, e.g., to provide insights about the actual process performed
and to analyze and improve performance and compliance problems.
c© Springer Nature Switzerland AG 2020
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Most process discovery techniques are fully automated, i.e., no interaction
with the algorithm is possible during discovery. These techniques require event
data as input and return a process model that describes the given observed
behavior. Moreover, it is not directly possible, i.e., using process discovery tech-
niques, to extend an existing process model with additional behavior, except
by re-applying the algorithm to the entire extended event data. Process model
repair techniques have been developed to add additional behavior to an existing
model. However, they are not designed to be applied iteratively to a given event
log to mimic an (incremental) process discovery algorithm.

In this paper, we propose an approach to incrementally discover process mod-
els. The algorithm allows the user to incrementally discover a process model by
adding the behavior, trace by trace, to an existing process model. Thereby, the
process model under construction gets incrementally extended. Hence, our app-
roach combines the usually separate phases of event data filtering and discovery.
In addition, the algorithm offers the possibility at any point in time to “auto-
complete”, i.e., observed behavior not yet processed is automatically added to
the process model under construction. Our approach takes behavior that is not
yet described by the process model and detects which parts of the process model
must be altered. We focus on hierarchical, also called block-structured, pro-
cess models and exploit their structure to determine the process model parts
that must be changed. The evaluation of our proposed approach shows that the
obtained process models have a comparable and in many cases superior qual-
ity compared to non-incremental process discovery algorithms, which have to be
executed on the whole extended event data each time behavior is added. Further-
more, the conducted experiments show that our proposed approach outperforms
an existing process model repair technique [12] in many cases.

The remainder of the paper is structured as follows. We present related work
in Sect. 2. In Sect. 3, we present concepts, notations and definitions used through-
out the paper. In Sect. 4, we present our novel approach to incrementally discover
process models. Afterwards, we discuss the results of the conducted experiments
in Sect. 5. Finally, we summarize the paper in Sect. 6.

2 Related Work

Various process discovery algorithms exist. An overview is beyond the scope of
this paper, hence, we refer to [11]. We mainly focus on process model repair
techniques, incremental and interactive process discovery.

The term process model repair was introduced in [12] and an extended algo-
rithm to repair a process model was presented in [13]. In the paper, an event log
L and a process model P is assumed, i.e., a Petri net, which does not accept all
traces in L. The goal is to find a process model P ′ that accepts L. In comparison
to our proposed approach, an essential goal for the authors is that the repaired
model P ′ is structurally similar to the original model P since their focus is on
model repair and not on process discovery. Since our proposed approach is an
incremental algorithm for process discovery, similarity of the resulting model to
the original model is not a requirement.
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In [15], an incremental process discovery architecture was introduced that is
based on merging new discovered process models into existing ones. In detail,
an existing process model P is assumed and, for unseen behavior, a new process
model is discovered and then merged into the existing model P . Furthermore,
the approach is explicitly designed to work in an automated fashion. Two other
approaches [14,19] calculate ordering relations of activities based on the given
process model and on a yet unprocessed event log. The two obtained relations
are then merged together and are used to retrieve a model. In [7] the authors
describe a repair approach that incrementally highlights deviations in a process
model with respect to a given event log. The user has to manually repair this
deviations under the guidance of the algorithm.

Next to incremental process discovery algorithms, there is the field of inter-
active process mining [9]. In [10] an interactive process discovery algorithm is
presented that assumes constant feedback from a user. Moreover, the user con-
trols the algorithm by specifying how the process model should be altered. The
algorithm supports the user by indicating favourable actions, e.g, where to place
an activity in the process model (and also provides an “auto-complete option”).
Furthermore, the algorithm ensures that the process model under construction
retains certain properties, i.e., soundness.

3 Background

In this section, we introduce notations and definitions used in this paper.
Given an arbitrary set X, we denote the set of all sequences over X as

X∗, e.g., 〈a, b, b〉 ∈ {a, b, c}∗. We denote the empty sequence by 〈〉. For a given
sequence σ, we denote its length as |σ| and for i ∈ {1, . . . , |σ|}, σ(i) represents
the i-th element of σ. Given two sequences σ and σ′, we denote the concatenation
of these two sequences by σ ·σ′. For instance, 〈a〉 · 〈b, c〉 = 〈a, b, c〉. We extend the
· operator to sets of sequences, i.e., let S1, S2 ⊆ X∗ then S1 · S2 = {σ1 · σ2 |σ1 ∈
S1∧σ2 ∈ S2}. For given traces σ, σ′, the set of all interleaved sequences is denoted
by σ � σ′. For example, 〈a, b〉 � 〈c〉 = {〈a, b, c〉, 〈a, c, b〉, 〈c, a, b〉}. We extend the �
operator to sets of sequences. Let S1, S2 be two sets of sequences. S1 �S2 denotes
the set of interleaved sequences, i.e., S1 � S2 = {σ1 � σ2|σ1 ∈ S1 ∧ σ2 ∈ S2}.

For a set X, a multi-set over X allows multiple appearances of the same
element. Formally, a multi-set is a function f :X → N0 that assigns a multiplicity
to each element in X. For instance, given X = {a, b, c}, a multi-set over X is
[a3, c], which contains three times an element a, no b and one c. We denote all
possible multi-sets over X as B(X). Furthermore, given two multi-sets X and
Y , X 	 Y denotes the union of two multi-sets, e.g., [x2, a] 	 [x, y2] = [x3, a, y2].

Next, we introduce projection functions. Given a set X, a sequence σ ∈ X∗

and X ′ ⊆ X. We recursively define σ↓X′ ∈ X ′∗ with: 〈〉↓X′ = 〈〉, (〈x〉 · σ)↓X′ =
〈x〉 · σ↓X′ if x ∈ X ′ and (〈x〉 · σ)↓X′ = σ↓X′ otherwise.

Let t = (x1, . . . , xn) ∈ X1× . . .×Xn be an n-tuple over n sets. We define pro-
jection functions that extract a specific element of t, i.e., π1(t) = x1, . . . , πn(t) =
xn. For example, π2 ((a, b, c)) = b.
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Table 1. Example of an event log

Event-id Case-id Activity name Timestamp · · ·
· · · · · · · · · · · · · · ·
200 13 create order (c) 2020-01-02 15:29:24 · · ·
201 27 receive payment (r) 2020-01-02 15:44:34 · · ·
202 43 dispatch order (d) 2020-01-02 16:29:24 · · ·
203 13 pack order (p) 2020-01-02 19:12:13 · · ·
204 13 cancel order (a) 2020-01-03 11:32:21 · · ·
· · · · · · · · · · · · · · ·

Analogously, given a sequence of length m with n-tuples σ =
〈(x1

1, . . . , x
1
n), . . . , (xm

1 , . . . , xm
n )〉, we define π∗

1(σ) = 〈x1
1, . . . , x

m
1 〉, . . . , π∗

n(σ) =
〈x1

n, . . . , xm
n 〉. For instance, π∗

2(〈(a, b), (a, c), (b, a)〉) = 〈b, c, a〉.

3.1 Event Data and Event Logs

The execution of (business) processes generates event data in the corresponding
information systems. Such data describe the activities performed, which process
instance they belong to and they contain various metadata about the activities
performed. Activities performed in the context of a specific process instance are
referred to as a trace, i.e., a sequence of activities.

Consider Table 1 in which we present an example of an event log. For instance,
if we consider all events related to the case-id 13, we observe the trace 〈create
order (c), pack order (p), cancel order (a)〉. For simplicity, we abbreviate activ-
ities with letters. A variant describes a unique sequence of activities which can
occur several times in an event log. Since, in the context of this paper, we are
only interested in the traces that occurred, we define an event log as a multiset
of traces. Note that, event data as depicted in Table 1 can be translated easily
into a multiset of traces.

Definition 1 (Event Log). Let A denote the universe of activities. An event
log is a multiset of sequences over A, i.e., L ∈ B(A∗).

3.2 Process Models

A process model describes the (intended) behavior of a process. Many process
modeling formalisms exist, ranging from informal textual descriptions to math-
ematical models with exact execution semantics. In the field of process mining,
workflow nets [1] are often used to represent process models since concurrent
behavior can be modelled in a compact manner. In this paper we focus on
process trees that represent hierarchical structured, sound workflow nets, i.e.,
block-structured workflow nets [16]. We formally define process trees in Defini-
tion 2.
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Fig. 1. Example of a process tree T0

Definition 2 (Process Tree). Let A be the universe of activities and let
τ /∈ A. Let ⊕ = {→,×,∧,�} be the set of process tree operators.

– given an arbitrary a ∈ A ∪ {τ}, a is a process tree
– given n ≥ 1 process trees T1, T2, . . . , Tn and an operator • ∈ {→,×,∧}, T =

•(T1, T2, . . . , Tn) is a process tree
– given two process trees T1, T2, T =� (T1, T2) is a process tree

We denote the set of all process trees over A as TA. Furthermore, we denote
for a process tree T the set of its leaf nodes by LT . Note that, by definition, leaf
nodes always contain activities or the silent activity τ , and inner nodes and the
root node always contain process tree operators. Consider Fig. 1 which shows an
example of a process tree T0. Note that the tree can also be presented textually:
→ (� (×(→ (a, b),∧(c, d)), τ),∧(e, f)).

For given process trees T and T ′, we call T ′ a subtree of T if T ′ is contained
in T . For instance, T3.2 is a subtree of T1.1 (Fig. 1). Given two subtrees Tx, Ty of
a tree T , we define the lowest common ancestor (LCA) as the tree TLCA such
that the distance between T ’s root node and TLCA’s root node is maximal and
Tx, Ty are contained in TLCA. For example, given the two subtrees T4.2 and T2.2

of T0 (Fig. 1), T1.1 is the LCA of T4.2 and T2.2.
In the following, we first informally describe the semantics of a process tree

and afterwards, present formal definitions. The sequence operator → indicates
that the subtrees have to be sequentially executed. For example, the root of
process tree T0 is a sequence operator. Hence, the left subtree T1.1 has to be
executed before the right one T1.2. The loop operator �, which has by definition
two subtrees, contains a loop body which is the first subtree and a redo part, the
second subtree. The loop body has to be executed at least once. Afterwards, the
redo part can be optionally executed. In case the redo part is executed, the loop
body must be executed afterwards again. The choice operator ×, i.e., exclusive
or, indicates that exactly one subtree must be executed. The parallel operator ∧
indicates a parallel (interleaved) execution of the subtrees. For instance, for the
tree T1.2 the activities e and f can be executed in any order.
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Fig. 2. Two possible alignments for process tree T0 (Fig. 1) and 〈a, b, c, f〉

We denote the language of a process tree T ∈ TA, i.e., the set of accepted
traces over A, as L(T ). For instance, 〈a,b,f ,e〉, 〈d,c,a,b,e,f〉 ∈ L(T0) and
〈d,c,a,e,f〉, 〈a,c,e,f〉 /∈ L(T0). Next, we define the semantics of process trees
based on [4].

Definition 3 (Semantics of Process Trees). For a process tree T ∈ TA, we
recursively define its language L(T ).

– if T = a ∈ A, L(T ) = {〈a〉}
– if T = τ , L(T ) = {〈〉}
– if T = →(T1, . . . , Tn), L(T ) = L(T1) · . . . · L(Tn)
– if T = ∧(T1, . . . , Tn), L(T ) = L(T1) � . . . � L(Tn)
– if T = ×(T1, . . . , Tn), L(T ) = L(T1) ∪ . . . ∪ L(Tn)
– if T = �(T1, T2), L(T ) = {σ1 · σ′

1 · σ2 · σ′
2 . . . · σm | m ≥ 1 ∧ ∀1 ≤ i ≤ m(σi ∈

L(T1)) ∧ ∀1 ≤ i ≤ m(σ′
i ∈ L(T2))}

3.3 Alignments

Alignments have been developed to map observed behavior onto modeled behav-
ior [5]. They are used to determine if a given trace conforms to a given process
model. In the case of deviations, alignments indicate the detected deviations in
the process model and in the trace.

In Fig. 2, two possible alignments for the process tree T0 (Fig. 1) and the trace
〈a, b, c, f〉 are given. The first row, the trace part, always corresponds to the given
trace (ignoring the skip symbol �). The second row, the model part, always
corresponds to a trace that is accepted by the given process model (ignoring
�).

An alignment move corresponds to a single column in Fig. 2. We distinguish
four different alignment moves. Synchronous moves, highlighted in light gray,
indicate that the observed behavior in the trace can be replayed in the process
model. For example, the first two moves of the left alignment in Fig. 2 represent
synchronous moves, i.e., the observed activities a and b could be replayed in
the process model. Log moves, highlighted in black, indicate additional observed
behavior that cannot be replayed in the process model and therefore represent
a deviation. Model moves, highlighted in dark gray, indicate that behavior is
missing in the given trace according to the process model. Model moves can
be further differentiated into visible and invisible model moves. Given the first
alignment from Fig. 2, the first model move represents an invisible model move
because the executed activity is the silent activity τ . Note that invisible model
moves do not represent deviations. The second model move represents a visible
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T3.2 T3.2
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(a) Alignment and listing of subtrees containing the
executed process tree leave nodes

T0 [〈a, b, c, d, a, b, e, f〉]
T1.1 [〈a, b, c, d, a, b〉]
T2.1 [〈a, b〉2, 〈c, d〉]
T3.1 [〈a, b〉2]
T3.2 [〈c, d〉]
T1.2 [〈e, f〉]

(b) Sub event logs

Fig. 3. Calculation of the sub event log for T0 (Fig. 1) and L = [〈a, b, c, d, a, b, e, f〉]

model move since the executed activity d �= τ . Visible model moves represent
deviations because a modeled activity was not observed.

Definition 4 (Alignment). Let A denote the universe of activities, let σ ∈ A∗

be a trace and let T ∈ TA be a process tree with the set of leaf nodes LT . A
sequence γ ∈ ((A∪{�}) × (LT ∪{�}))∗ is an alignment iff:

1. σ = π∗
1(γ)↓A

2. π∗
2(γ)↓LT

∈ L(T )
3. (�,�) /∈ γ
4. (a1, a2) /∈ γ for a1 ∈ A, a2 ∈ LT s.t. a1 �= a2

For given T and σ, the set of all possible alignments is denoted by Γ (σ, T ).
Since many alignments exist for a given trace and a process model, there is
the concept of optimal alignments. In general, an optimal alignment minimizes
the number of mismatches between the process model and the trace. To deter-
mine optimal alignments, costs are assigned to alignment moves. A cost minimal
alignment for a given trace and a process model is considered to be an optimal
alignment. In this paper, we assume the standard cost function that assigns cost
0 to synchronous and invisible model moves. Furthermore, it assigns cost 1 to
visible model and log moves. Note that there can be several optimal alignments
for a given model and trace. The calculation of optimal alignments was shown
to be reducible to the shortest path problem [5]. Note that there can be several
optimal alignments.

We denote the set of optimal alignments for σ and T by Γ̄ (σ, T ). Observe
that, under the standard cost function, an alignment γ ∈ Γ̄ (σ, T ) indicates a
deviation between the trace σ and the process tree T if the costs are higher than
0.

3.4 Sub Event Logs for Process Trees

In this section, we define the concept of a sub event log. Assume a process tree
T and a perfectly fitting event log L, i.e., {σ ∈ L} ⊆ L(T ). We define for each
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Algorithm 1. Calculation of sub event logs for process trees
Input: L∈B(A∗),T∈TA (Assumption: {σ∈L}⊆L(T )))
Output: sub event log for each subtree of T , i.e., s : TA → B(A∗)
begin

1 forall the subtrees T ′ of T do
2 s(T ′) ← [ ] // initialize sub event logs

3 forall the σ∈L do
4 let γ∈Γ̄ (σ, T ) // calculate optimal alignment for σ and T

5 forall the subtrees T ′ of T do
6 t(T ′) ← 〈〉 // initialize trace for each subtree

7 for i∈{1, . . . , |γ|} do
8 m ← γ(i) // extract i-th alignment move

9 Tl ← π2(m) // extract executed process leaf node

10 forall the subtrees T ′ of T do
11 if Tl is subtree of T ′ ∨ Tl=T ′ then
12 t(T ′) ← t(T ′)·〈π2(m)〉 // add executed activity to T ′’s trace

13 else if t(T ′)	=〈〉 then
14 s(T ′) ← s(T ′)
[t(T ′)] // add trace to T ′’s sub event log

15 t(T ′) ← 〈〉 // reset trace

16 return s

subtree in T a sub event log that reflects which parts of the given traces from L
are handled by the subtree.

Assume the event log L = [〈a, b, c, d, a, b, e, f〉] and the process tree T0

(Fig. 1). The event log L is perfectly fitting because the only trace σ =
〈a, b, c, d, a, b, e, f〉 in L is accepted by T0, i.e., σ ∈ L(T0). To calculate sub
event logs, we first calculate alignments for each trace in the given event log.
The alignment of σ and T0 is depicted in the upper part of Fig. 3a. Since σ is
accepted by T0, we only observe invisible model moves and synchronous moves.
Below the depicted alignment, all subtrees are listed that contain the executed
leaf nodes. For example, the first executed leaf node a (T4.1) is a subtree of
T0, T1.1, T2.1 and T3.1.

Obviously, all executed leaf nodes are subtrees of T0. Hence, we add the
complete trace to T0’s sub event log (Fig. 3b). Note that the sub event log of
the whole process tree, i.e., T0, is always equal to the given event log. The
subtree T1.1 contains all executed leaf nodes from the 1st leaf a (T4.1) to the
last execution of b (T4.2). This sequence of executed leaf nodes corresponds to
the trace 〈a, b, c, d, a, b〉 that is added to T1.1’s sub event log. The subtree T2.1

contains the first two executed leaf nodes, i.e., a (T4.1) and b (T4.2). The 3rd

executed leaf node τ (T2.2) is not contained in T2.1. Therefore, we add the trace
that corresponds to the first two executed leaf nodes, i.e., 〈a, b〉, to T2.1’s sub
event log. The 4th and 5th executed leaf nodes are again a subtree of T2.1, but not
the 6th leaf node. Hence, we add the trace 〈c, d〉, which corresponds to the 4th
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and 5th executed leaf node, to T2.1’s sub event log. The 7th and 8th executed leaf
nodes are again subtrees of T2.1, and therefore, we add the trace 〈a, b〉 to T2.1’s
sub event log. By processing the alignment for each subtree in the presented
way, we obtain sub event logs for each subtree in T0 as shown in Fig. 3b.

In Algorithm 1 we present a formal description of the sub event log calcula-
tion. We successively calculate an alignment for each trace in L (line 4). First, we
initialize an empty trace for each subtree T ′ of T that will be eventually added
to T ′’s sub log (line 6). Next, we iterate over the alignment, i.e., the executed
process tree leaf nodes since the alignment contains only synchronous and invisi-
ble model moves. For every subtree that contains the current executed leaf node,
we add the corresponding activity to its trace (line 14). If the current executed
leaf node is not contained in a subtree T ′, we add the corresponding trace, if it
is not empty, to T ′’s sub log (line 14) and reset the trace (line 15).

4 Incremental Discovery of Process Trees

In this section, we present our approach to incrementally discover process trees.
In general, we assume an initially given process tree T , which is incrementally
modified trace by trace. If a new trace σi is not accepted by the current process
tree T , we calculate an optimal alignment and localize the nonconforming parts
in T . We then modify the identified process tree part(s) to make the obtained
process tree T ′ accept σi. Afterwards, we continue with T ′ and process the next
trace σi+1 analogously. In case a trace is already accepted by the current process
tree, we move on to the next trace without modifying the current process tree.

The remainder of this section is structured as follows. First, we introduce an
approach to repair a single deviation. We then present a more advanced approach
that additionally handles blocks of deviations and uses the previously mentioned
approach as a fallback option.

4.1 Repairing Single Deviations

In this section, we present an approach to repair a single alignment move which
corresponds to a deviation in a process tree. We assume that a process tree T ,
a trace σ and an alignment γ ∈ Γ̄ (T, σ) are given. Moreover, we assume that
potential deviations in the given alignment γ are repaired from left to right.
Next, we present process tree modifications to repair various deviations.

Assume that the given alignment contains a visible model move, i.e.,
. Since a model move indicates that a modeled activity was not

observed, we make the corresponding leaf node a optional. Therefore, we replace
the leaf node a by the choice construct ×(a, τ) (Fig. 4a). This ensures that the
activity is optional in the process model and no longer causes a model move.

If the alignment contains a log move, we have to differentiate two cases, i.e.,
the standard case and the root case. For the standard case the alignment is of
the form or , i.e., directly before the deviation,
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Fig. 4. Repairing a single deviation - process tree repair modifications

there is either a synchronous or an invisible model move. In this case, we extend
the process tree such that we ensure that after the activity a or τ it is possible
to optionally execute the missing activity in the process model. Therefore, we
replace the leaf node a by → (a,×(b, τ)) (Fig. 4b). Accordingly, we change the
process tree for a preceding invisible model movement, i.e., we replace τ by
×(τ, b) (Fig. 4c). In the other case, the root case, the log move is at the beginning

of the alignment, i.e., . In this case, we add the possibility to optionally
execute the missing activity a before the current tree. Let T be the given process
tree, we alter T to → (×(a, τ), T ) (Fig. 4d), i.e., we extend the given process tree
at the root node. Since we assume that deviations in an alignment are repaired
from left to right, one of the two cases always applies to log moves.

The presented approach allows us to fix multiple deviations in an align-
ment by separately repairing all deviations from left to right. Furthermore, the
approach is deterministic because in each iteration we repair a deviation of the
given alignment. Moreover, we always add behavior to the process tree and never
remove behavior, i.e., we always extend the language of accepted traces. In the
next section, we present a further approach that additionally handles blocks of
deviations and uses the presented approach as a fallback option.
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Fig. 5. Conceptual idea of the proposed LCA approach

4.2 Repairing Blocks of Deviations

In this section, we present our more advanced approach that additionally handles
blocks of deviations. First, we present the conceptual idea and an example.
Afterwards, we introduce the algorithm.

Conceptual Idea. The proposed LCA approach assumes an initial process
tree T , a perfectly fitting event log L, i.e., {σ ∈ L} ⊆ L(T ), and a trace σ.
The event log L represents the traces processed so far, i.e., traces that must
be accepted by the process tree T . Furthermore, the LCA approach assumes a
process tree discovery algorithm disc : B(A∗)→TA that, given any event log,
returns a perfectly fitting process tree.1 The proposed LCA approach returns a
process tree T ′ such that the given trace σ and the log L are accepted.

Assume the process tree T0 (Fig. 1), the event log L = [〈a, b, c, d, a, b, e, f〉]
and the trace σ = 〈a, b, b, e, f〉, which is not accepted by T0. When we apply the
LCA approach, we first calculate an optimal alignment.

a b b e f
a

(T4.1)
� b

(T4.2)
e

(T2.3)
f

(T2.4)

We always repair the first occurring (block of successively occurring) devia-
tion(s). In the given example, we observe a log move on b and before and after the
deviation a synchronous move. Next, we calculate the LCA of a (T4.1) and b (T4.2)
that encompass the deviation. The LCA is T3.1 and its sub event log is [〈a, b〉2] as
depicted in the left process tree in Fig. 5. The calculated LCA corresponds to a
subtree that causes the deviation and must therefore be changed. Hence, we add
the trace 〈a, b, b〉 to T3.1’s sub event log and apply the given disc algorithm on
the extended sub event log. For instance, we could get → (a,� (b, τ)) depending

1 For example, the Inductive Miner algorithm [16] fulfills the listed requirements.
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on the concrete instantiation of disc. Finally, we replace T3.1 by the discovered
process tree, i.e., T ′

0 =→ (� (×(→(a,�(b, τ)),∧(c, d)), τ),∧(e, f)).
Next, we again compute an alignment of the updated process tree T ′

0 and
γ. In case of further deviations, we repair them in the above-described manner.
Otherwise, we return the modified process tree and the extended event log L′ =
L 	 [〈a, b, b, e, f〉]. Hereinafter, we formally describe the algorithm in detail.

Algorithmic Description. First, an optimal alignment is calculated for the
given trace σ and the process tree T , i.e., γ ∈ Γ̄ (T, σ). In case there exist no
deviations, we return T . In case of deviations, we repair the first (block of)
deviation(s). Assume the alignment is of the form as depicted below.

γ =
· · · x′

i · · · xi · · · deviation(s) · · · xj · · · x′
j · · ·

· · · T ′
i · · · Ti · · · deviation(s) · · · Tj · · · T ′

j · · ·

We have a (block of) deviation(s), i.e., visible model moves and/or log moves,
and directly before and after the (block of) deviation(s) there is no deviation,
i.e., either a synchronous move or an invisible model move in each position. Let
Ti be the process tree leaf node executed before the deviation(s) and Tj be the
one after the deviation(s). We then calculate the LCA of Ti and Tj , hereinafter
referred to as TLCA. Note that Ti and Tj are subtrees of TLCA.

Next, we check which of the executed process tree leaf nodes preceding Ti are
also a subtree of TLCA. Assume T ′

i is a subtree of TLCA and all process tree leafs
from T ′

i until Ti are a subtree of TLCA too. Besides, either the process tree leaf
node executed before T ′

i is not a subtree of TLCA, or T ′
i is the first executed leaf

node in the alignment. Since we repair the first occurring (block of) deviation(s),
we know that before Ti only synchronous or invisible model moves occur.

Analogously, we check which executed process tree leaf nodes after Tj are
a subtree of TLCA. Note that there is a difference because log moves and vis-
ible model moves potentially occur after Tj because we always repair the first
(block of) deviation(s). However, except that we ignore log moves, we proceed
as described above. Let T ′

j be the last leaf node s.t. all executed leaf nodes from
Tj to T ′

j are a subtree of TLCA. In addition, either the next executed leaf node
after T ′

j is not a subtree of TLCA or there exist no more executed tree leaves
after T ′

j .
Given T ′

i and T ′
j , we add the trace 〈x′

i, . . . , x
′
j〉↓A (ignoring �) to TLCA’s

sub event log LTLCA
, i.e., L′

TLCA
= LTLCA

	 [〈x′
i, . . . , x

′
j〉↓A]. Next, we apply

the given disc algorithm on L′
TLCA

and replace TLCA by the newly discovered
process tree disc(L′

TLCA
). Since the process tree disc(L′

TLCA
) accepts the trace

〈x′
i, . . . , x

′
j〉↓A, we repaired the first (block of) deviation(s). Afterwards, we again

calculate an optimal alignment on the updated process tree and σ. If there are
still deviations, we again repair the first (block of) deviation(s).

In the case that before or after the (block of) deviation(s) no process tree leaf
node was executed and hence, we cannot compute a LCA, we apply the repair
approach from the previous section, which repairs a single deviation, on the first
log or visible model move. Afterwards, we apply the above described algorithm
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→

T1 Ti Tj Tn· · · · · · · · ·

→

T1 →

Ti Tj

Tn· · · · · ·

· · ·

=⇒
T ′
LCA

TLCA

Fig. 6. Pulling down a sequence LCA in the process tree hierarchy

again on the updated process tree. Thereby, we ensure that the proposed LCA
approach is deterministic since in every iteration a (block of) deviation(s) is
repaired either by rediscovering the determined LCA or by applying the single
deviation repair approach. Next, we refine the calculation of a LCA to minimize
the affected subtrees getting altered.

Lowering an LCA in the Tree Hierarchy. For a process tree with a low
height, it is likely that the proposed LCA approach determines the root as LCA
and therefore, re-discovers the entire process tree. This behavior is not desirable
since in this case the quality of the returned process tree solely depends on
the given disc algorithm and most often, deviations can be repaired at a lower
subtree.

To keep the affected subtrees that get rediscovered small, we introduce expan-
sion rules to lower the detected LCA in the tree hierarchy. For this purpose, we
use language preserving reduction rules in the reverse direction [17].

Assume that the determined LCA, denoted by TLCA, contains the sequence
operator and has n child nodes. Furthermore, assume that the deviation was
localized between two children of TLCA, i.e., between Ti and Tj . Hence, the
process tree is of the form TLCA =→ (T1, . . . , Ti, . . . , Tj , . . . Tn). Then we know
that all child nodes of TLCA which are not between Ti and Tj are not respon-
sible for the deviation. Hence, we can cut Ti, . . . , Tj and replace the nodes by
a new sequence operator with the cut subtrees as children, i.e., → (T1, . . . ,→
(Ti, . . . , Tj), . . . Tn) (Fig. 6). If we re-compute the LCA, we will get T ′

LCA =→
(Ti, . . . , Tj).

In case the LCA contains the parallel or choice operator, we lower the
detected LCA in a similar manner. Assume the deviation was localized between
two children of TLCA, i.e., between Ti and Tj , and that TLCA has n child nodes.
Hence, the process tree is of the form TLCA = •(T1, . . . , Ti, . . . , Tj , . . . Tn) for
• ∈ {×,∧}. In this case, we extract the two child nodes Ti and Tj and pull them
one level down in the process tree: TLCA = •(T1, . . . , •(Ti, Tj), . . . Tn).

5 Evaluation

We evaluated the proposed LCA approach on the basis of a publicly available,
real event log. In the following section, we present the experimental setup. Sub-
sequently, we present and discuss the results of the conducted experiments.
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5.1 Experimental Setup

In the experiments, we compare the LCA approach against the Inductive Miner
(IM) [16], which discovers a process tree that accepts the given event log, and
the model repair approach presented in [13]. Note that the repair algorithm
does not guarantee to return a hierarchical process model. We implemented the
LCA approach extending PM4Py [8], a process mining library for Python. Since
both the LCA approach and the IM algorithm guarantee the above mentioned
properties for the returned process tree, we use the IM algorithm as a comparison
algorithm. Furthermore, we use the IM algorithm inside our LCA approach as
an instantiation of the disc-algorithm, which is used for rediscovering subtrees.

As input, we use a publicly available event log that contains data about a
road fine management process [18]. We use the complete event log, e.g., we do not
filter outliers. We sorted the event log based on variant frequencies in descending
order, i.e., the most occurring variant first. We chose this sorting since in real
applications it is common to consider first the most frequent behavior and filter
out infrequent behavior. Note that the order of traces influences the resulting
process model in our approach and in the model repair approach.

To compare the obtained process models, we use the f-measure regarding the
whole event log. The f-measure takes the harmonic mean of the precision and
the fitness of a process model with respect to a given event log. Fitness reflects
how good a process model can replay a given event log. In contrast, precision
reflects how much additional behavior next to the given event log is accepted by
the process model. The aim is that both the fitness and the precision and thus,
the f-measure are close to 1. We use alignment-based approaches for fitness [2]
and precision calculation [6].

The procedure of the conducted experiments is described below. First, we
discover a process tree on the first variant with the IM algorithm since the LCA
approach and the model repair algorithm require an initial process model. Note
that the LCA approach can be used with any initial model. Afterwards, we add
variant by variant to the initially given process model with the LCA approach.
Analogously, we repair the initially given process model trace by trace with the
model repair algorithm. In addition, we iteratively apply the IM algorithm on
the 1st variant, the 1st + 2nd variant, etc.

5.2 Results

In Fig. 7 we present the obtained results. We observe that the f-measures (Fig. 7a)
of the process models obtained by the LCA approach are higher compared to
models obtained by the IM and the model repair algorithm for the majority
of processed variants. Note that the IM algorithm returns process trees with a
higher f-measure in the end. However, for real process discovery applications it
is unusual to incorporate the entire behavior in an event log. Reasons for not
trying to incorporate all observed behavior are data quality issues, outliers and
incomplete behavior. Furthermore, observe that after processing the first 15% of
all variants, we already cover >99% of all recorded traces (Fig. 7b) and obtain
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(a) F-measure (b) Event log coverage

(c) Precision (d) Fitness

Fig. 7. Results on f-measure, precision, fitness and event log coverage

a process model with the LCA approach that outperforms the other techniques
(Fig. 7a). The jump in the f-measure for the IM algorithm at 70% processed
variants results from the fact that the IM gets more behavior as input, i.e., a
larger event log, and therefore, detects a more suited pattern which leads to a
more precise process tree in this case.

In Fig. 7c the precision values are depicted. These influence the f-measure
most because we guarantee perfect fitness w.r.t. the added trace variants. Also
here we can see that for most of the processed variants the LCA approach delivers
more precise models. However, if we add more than 70% of all variants, the
IM algorithm suddenly delivers more precise models. For fitness (Fig. 7d) the
differences between LCA and IM are minor.

The higher f-measure of the LCA approach in many cases compared to the
IM algorithm can be explained by the differences in the representational bias [3].
The LCA approach may return models that have duplicate labels, i.e., the same
activity can occur in multiple leaf nodes. In comparison, the models returned
by the IM algorithm do not allow for duplicate labels. Note that also the model
repair algorithm allows duplicate labels.
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6 Conclusion

In this paper, we presented a novel algorithm to incrementally discover a process
tree. The approach utilizes the hierarchical structure of a process tree to localize
the deviating subtree and rediscovers it. The conducted experiments show that
the obtained process models have in many cases better quality in comparison
to models produced by a process discovery and model repair algorithm with
same guarantees about the resulting model, i.e., replay fitness. Actually, it is
surprising that our incremental discovery approach works so well. We do not use
domain knowledge and see many ways to improve the technique. The potential
to outperform existing approaches even further is therefore high.

While most process discovery algorithms are fully automated, i.e., they
assume an event log and return a process model, the LCA approach is able
to incrementally add behavior to an existing model. Therefore, it can be used to
evolve a process model trace by trace. This makes it easy for the user to see the
impact on the process model when a trace is added. Thus, by the incremental
selection of traces by a user, the usually separated phases of event data filtering
and process discovery are connected. Hence, our approach enables the user to
interactively discover a process model by selecting iteratively which behavior
should be covered by the process model.

As future work, we plan to investigate both the impact of the initially given
model and the ordering of traces incrementally given to the LCA approach on
the resulting process model. Furthermore, we plan to explore different strate-
gies for determining the deviating subtree next to the LCA calculation. We also
plan to further develop this algorithm into an advanced interactive process dis-
covery algorithm that provides further user interaction possibilities next to the
incremental selection of traces/observed behavior.
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EDOC 2010, Vitória, Brazil, 25–29 October 2010, pp. 79–88. IEEE Computer
Society (2010). https://doi.org/10.1109/EDOC.2010.13
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Abstract. Ontologies as a means to formally specify the knowledge of
a domain of interest have made their way into information and commu-
nication technology. Most often, such knowledge is subject to continuous
change, which demands for consistent evolution of ontologies and depen-
dent artifacts. In this paper, we study ontology evolution in the context of
a model-based approach to engineering of secure software, where ontolo-
gies are used to formalize the security context knowledge which is needed
to come up with software systems which can be considered secure. In
this application scenario, techniques for detecting ontology changes and
determining their semantic impact are faced with a couple of challeng-
ing requirements which are not met by existing solutions. To overcome
these shortcomings, we adapt a state-based approach to model differ-
encing to OWL ontologies. Our solution is capable of detecting semantic
editing patterns which may be customly defined using graph transforma-
tion rules, but it does not depend on information about editing processes
such as persistently managed change logs. We showcase how to leverage
semantic editing patterns for the sake of system model co-evolution in
response to changing security context knowledge, and demonstrate the
feasibility of the approach using a realistic medical information system.

Keywords: Software engineering · Model-based security · Security
context knowledge · Ontology evolution · Semantic editing patterns

1 Introduction

Ontologies as a means for formal and explicit specification of knowledge of a
domain of interest have made their way into contemporary information and
communication technology, e.g., to foster information semantics and semantic
interoperability in various kinds of information systems [9]. Often, the knowl-
edge of a domain is subject to continuous change. This demands for continuous
evolution of the respective ontologies and, depending on the application scenario,
the consistent co-evolution of dependent artifacts. Managing such ontology evo-
lution is faced with a multitude of technical and organizational challenges [7,19].
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In this paper, we focus on the task of detecting ontology changes and deter-
mining their semantic impact, which must be supported by a technical solution
that accommodates application-specific requirements [27]. We study ontology
evolution in the context of a model-based approach to secure software engineer-
ing called S2EC2O (Secure Software in Evolving Contexts via CO-evolution)
[4]. Developing secure software systems requires expert knowledge which is inde-
pendent of the actual system. Such knowledge, referred to as Security Context
Knowledge (SCK) in the sequel, comprises, e.g., information on which encryption
algorithms can be considered secure and which are known to be compromized.
In S2EC2O, ontologies are used as a means to formally capture and exploit
SCK. However, SCK changes over time due to, e.g., newly discovered attacks or
regulatory changes. In case the system is insecure regarding the evolved knowl-
edge, it needs to be co-evolved such that the essential security requirements are
preserved. In this application scenario, tool support for managing ontological
change is faced with a set of requirements which may be summarized as follows
(cf. literature pointers for a more detailed discussion of each of the requirements):

(1) Atomic, low-level changes such as adding or deleting single ontology elements
are too fine-grained to determine their semantic impact. Instead, changes
must be handled on the level of more coarse-grained, semantic editing pat-
terns, also referred to as composite, complex or high-level changes [21,25].

(2) Since changes to the knowledge base may occur ad-hoc and largely undocu-
mented, occurrences of semantic editing patterns must be detected after the
fact by comparing the old and new version of an ontology. In particular,
they cannot be recorded through a controlled change management process
and tool chain [29].

(3) The set of semantic editing patterns supported by the change detection facil-
ity must be customizable and extensible. This enables the configuration of
domain- and system-specific countermeasures addressing different kinds of
security threats [5].

(4) To (semi-)automatically execute configured countermeasures, occurrences of
detected semantic editing patterns must be amenable to model-driven engi-
neering tools [3].

While a number of approaches to support ontology evolution have been pre-
sented that cope with the lifting of atomic ontological changes to semantic edit-
ing patterns [6,12,13,21,24–27] (requirement (1)), none of them meets all of
the above mentioned requirements. Most of them [6,12,13,21,26,27] rely on a
well-defined ontology evolution process and assume all ontological changes to
be captured through a dedicated tool and/or persistently managed in form of a
change log. Ad-hoc changes and exchanging ontologies across tool boundaries,
which demand for a state-based comparison after the fact (requirement (2)),
are not supported. Some approaches [24,25] get rid of the restriction of per-
sistently managed change logs, however, only support a fixed set of semantic
editing patterns which cannot be adapted (requirement (3)). None of the pro-
posed approaches reports occurrences of semantic editing patterns in a form
which is amenable to model-driven engineering tools (requirement (4)).
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To overcome these shortcomings, our technical solution to detect ontologi-
cal changes draws from recent advances in the field of model comparison and
versioning. In particular, we adopt a state-based approach to model differencing
which assumes the old and new version of an ontology to be available, but no
information about editing processes such as the existence of a change log [18].
We work on a structural, graph-based representation of ontological models using
a fixed meta-model as type graph. Thereupon, graph transformation rules are
used as an intuitive means for specifying semantic editing patterns. In summary,
the paper makes the following contributions:

– An approach to detect occurrences of semantic editing patterns, specified as
graph transformation rules, between two versions of an ontology formulated
using the Web Ontology Language (OWL) [23].

– A prototypical implementation of the approach based on the Eclipse Model-
ing Framework (EMF) technology stack [30], along with an open catalog of
semantic editing patterns on OWL ontologies implemented in the Henshin
transformation language [31].

– A case study of how to leverage semantic editing patterns for the sake of sys-
tem model co-evolution in model-based secure software engineering, including
an application to the medical information system iTrust [10].

We introduce our application scenario and resulting problem motivation
in more detail in Sect. 2. Sections 3 and 4 are dedicated to our contributions.
Related work is considered in Sect. 5 before we conclude the paper in Sect. 6.

2 Background and Problem Motivation

2.1 The S2EC2O Approach to Secure Software Engineering

Model-based secure software engineering fosters the usage of modeling languages
such as UMLsec to gradually refine and transform high-level requirements into
executable software, incorporating security requirements into software develop-
ment from the very beginning [14]. A particular feature of the S2EC2O approach
(Secure Software in Evolving Contexts via CO-evolution) is that it accommo-
dates the fact that a system’s security may be affected by external security knowl-
edge. Consider an information system which processes private data and which
shall meet the Essential Security Requirement (ESR) that all database com-
munications must be encrypted using a secure encryption algorithm. Obviously,
what can be considered a secure encryption algorithm is not system-specific but
part of a more general body of knowledge to which we refer as SCK. ESRs
are called essential since they cover abstract, technology-independent security
needs, while the SCK provides the knowledge required to properly implement
ESRs for a specific system. In our example, the SCK provides information on
which encryption algorithms can be considered secure.

In S2EC2O, ESRs are refined to concrete security requirements using the
SCK. These security requirements can then be linked to appropriate security
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Fig. 1. Objective of the S2EC2O approach to model-based secure software engineering.

mechanisms and finally to model-based system implementations through a series
of design decisions and using well-established approaches for secure, model-based
software engineering. This includes the selection of concrete implementation
technologies. We refer to the design artifacts describing a concrete software sys-
tem in terms of architecture and/or behavior as system model.

Figure 1 illustrates the relation between the SCK (top) and the system model
(bottom). When a system is initially developed, it is ideally compliant with all
of its ESRs regarding the security knowledge, i.e., it passes a security analysis
(middle left) [14]. However, SCK changes over time due to, e.g., newly discovered
attacks or regulatory changes. When the SCK evolves (evSCK), an appropriate
co-evolution (evModel) needs to be determined such that the co-evolved system
model passes the security analysis again. The overall goal of S2EC2O is to detect
security-relevant changes to the SCK, determine the impact on the system’s
security, and to facilitate co-evolutions to recover the compliance with the ESRs.

2.2 Ontological Modeling of Security Context Knowledge

A basic prerequisite of S2EC2O is the formal and explicit representation of SCK.
To that end, S2EC2O adopts an ontological approach leveraging the Web Ontol-
ogy Language (OWL) as standardized by the W3C [23].

While its semantics is based on description logics (DLs) [1], the OWL nota-
tion is largely motivated by terminology known from object-oriented program-
ming: Objects (or entities) are called individuals, and each object is an instance
of a dedicated class. On the type level, OWL supports the definition of inheri-
tance hierarchies through subclass relationships. On the instance level, so-called
object properties may be attached to an individual by relating it to other individ-
uals. Type and instance level correspond to what is usually referred to as TBox
(“terminological part”) and ABox (“assertional part”) in DLs, respectively.

An ontological model of SCK is structured into three layers, each of them
having a specific security focus. Lower layers may import and use the concepts
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Fig. 2. Example of an ontological model of security context knowledge subject to evo-
lution: an encryption algorithm is discovered to be vulnerable.

defined by upper layers (in DL terminology, elements of the upper ontology are
part of the TBox, domain and system ontologies can contain elements of both
TBox and ABox):

Upper The upper ontology is independent of a particular software domain or
application. It represents the most general software security concepts, such
as security property or attack [5,8].

Domain Domain ontologies capture domain knowledge as well as concrete secu-
rity issues and measures. They have to be created for each domain anew and
can be shared by different systems in the same domain.

System System ontologies express the security-relevant knowledge about a con-
crete system. They can be produced or enriched from existing artifacts, such
as a UML-based system model.

Figure 2 shows an excerpt of an ontological model of SCK which is relevant
for our example. In the initial version 1 on the left, it includes elements from
different layers, namely a security property (Secure Encryption), system com-
ponents and concepts (Database Connection, Communication Path), and an
encryption algorithm (RC4) which is considered to provide secure encryption.

SCK is usually gathered from natural language documents of various kinds,
e.g., the IT baseline protection guidelines proposed by the German Federal Office
for Information Security1, or attack and vulnerability reports as provided in the
Common Vulnerabilities and Exposures (CVE) database2. Moreover, community
1 https://www.bsi.bund.de/EN/Topics/ITGrundschutz/itgrundschutz node.html.
2 https://cve.mitre.org.

https://www.bsi.bund.de/EN/Topics/ITGrundschutz/itgrundschutz_node.html
https://cve.mitre.org
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knowledge regarding known vulnerabilities and mitigations is available, e.g., in
terms of the Common Weakness Enumeration (CWE) database3. Finally, indi-
vidual persons such as white hats or developers can contribute to the SCK.

2.3 Security Context Knowledge Evolution

As already mentioned, SCK may change over time. This holds in particular for
domain and system knowledge, while we assume the upper ontology to be stable.
An example of such SCK evolution is illustrated in Fig. 2. The initial version of
the ontological model evolves into version 2 shown on the right. Essentially, Weak
Encryption of RC4 is added as a new Threat. Detecting such semantic changes
is faced with the following organizational and technical challenges.

From an organizational point of view, ontologies representing the SCK may
be updated by a variety of different tools and processes in a largely uncontrolled
and ad-hoc manner. In some cases, parts of the ontological model of SCK are
automatically extracted from external knowledge sources [11], which means that
there is no dedicated editing process at all but parts of the SCK are simply
replaced by a new version. As a consequence, occurrences of semantic editing
patterns as the one in our example must be detected after the fact, i.e., by
comparing the old and new version of an ontology [29]. They cannot be recorded
through a dedicated tool or software library such as the OWL API of Protégé4.

Session 1 Session 2 Session 3

ACL

SCL

Atomic
Change Log

Semantic
Change Log

{AddIndivual, AddSubclassOf, AddObjectProperty}

[[ ]][ ]1 4 6 73 52 8 [ ]...

Fig. 3. Low-level change log (top) vs. semantic editing patterns (bottom) comprising
a set of intermixed low-level changes.

Technically, even if all changes would be applied through a common tool or
API, the generated change logs capture ontological changes on a level of gran-
ularity which is way too fine-grained to determine the semantic impact of the
recorded changes [24,25]. Moreover, different semantic editing patterns can be
performed in an interleaved manner [29]. As an example, consider the changes
between the two ontology versions 1 and 2 in Fig. 2. Assume that, according to
the illustration in Fig. 3, a security expert performs this task in two editing ses-
sions (Session 1 and Session 3) which are interrupted by an externally triggered
change (Session 2)5. In Session 1, (s)he adds the individual WeakEncryption,
3 https://cwe.mitre.org.
4 https://protege.stanford.edu.
5 The effect of Session 2 is not illustrated in Fig. 2.

https://cwe.mitre.org
https://protege.stanford.edu
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and (s)he completes the editing task in Session 3 by declaring WeakEncryption
as an instance of class Threat and by adding an object property targeting RC4.
Logging through the OWL API would result in a stream of low-level changes
as illustrated in the upper part of Fig. 3. Note that in OWL, relationships are
represented as first class citizens connected to their source and target elements.
Thus, the addition of each of the relationships introduced in Session 3 boils
down to first adding the element representing a relationship which is then con-
nected to its source and target. Consequently, all low-level changes need to be
grouped to form occurrences of pre-defined semantic editing patterns such as
“addEncryptionThreat”, as the lower half of Fig. 3 exemplifies.

3 Approach

3.1 Structural Representation of Ontologies

As illustrated in the previous section, semantic editing patterns rely on a struc-
tural, graph-based representation of ontologies. To that end, we adopt the con-
cept of meta-modeling that has been established in model-based software engi-
neering. Following this approach, an ontology is considered as a typed attributed
graph, the meta-model defines the allowed types of the nodes and edges. Concep-
tually irrelevant details, notably the layout of an external diagram notation such
as the one used in Fig. 2, are ignored. In our prototypical implementation, we
work with a MOF6-based meta-model for OWL7. MOF-based meta-models are
based on basic principles of object-oriented modeling. In particular, node types
are specified by classes which can be related by generalization relationships. Edge
types are specified by associations equipped with multiplicity constraints.

Figure 4 shows an excerpt of our MOF-based OWL meta-model. Entities,
i.e., NamedIndividuals, Classes and ObjectProperties, do not have attributes
that make them distinguishable directly, but their “identity” is given by relating
them to a URI node via an edge of type entityURI. Instance-of relationships are
represented by ClassAssertions relating an individual to its class via edges of
type individual and classExpression. ObjectProperties relate two individ-
uals via edges of type sourceIndividual and targetIndividual.

3.2 Rule-Based Specification of Semantic Editing Patterns

Using a graph-based representation of ontologies, we consider the effect of apply-
ing a semantic editing pattern as an in-place graph transformation and use the
transformation language Henshin [31] for specifying editing patterns of interest.
Henshin is based on graph transformation concepts, which enables us to spec-
ify editing patterns as declarative graph transformation rules. A Henshin rule
r : L → R consists of two graphs L and R referred to as left-hand side and

6 https://www.omg.org/mof.
7 https://www.w3.org/2007/OWL/wiki/MOF-Based Metamodel.

https://www.omg.org/mof
https://www.w3.org/2007/OWL/wiki/MOF-Based_Metamodel
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NamedIndividual

Entity

ClassObjectProperty

Axiom URI
value: EString

ClassAssertion

[1..1]
classExpression

[1..1]
entityURI

[1..1]
targetIndividual
[1..1]
sourceIndividual

[1..1]
individual

Fig. 4. MOF-based meta-model serving as type graph for the structural, graph-based
representation of OWL ontologies.

5 71

6 8
ni1:NamedIndividual

:URI
value="cwe326#Weak_Encryption

entityURI

sourceIndividual

targetIndividual

objectPropertyExpression

individual

classExpression

cla1:ClassAssertion

opa:ObjectPropertyAssertion

:URI
value="cwe326#Encryption

:URI
value="upper#threatens

:Class

:ObjectProperty

:URI
value="upper#Threat

ni2:NamedIndividual

:Classcla2:ClassAssertion

entityURI

entityURI

entityURI

individual

classExpression

Rule addEncryptionThreat

Fig. 5. Rule-based specification of a semantic editing pattern updating the SCK: Addi-
tion of a Threat to an existing Encryption of the Security Context Knowledge.

right-hand side, respectively. The notation L → R symbolizes a partial map-
ping which, by adopting notations from set theory loosely, induces the graph
patterns to be found and preserved (L ∩ R), to be deleted (L \ R), and to be
created (R \ L) by a rule. In the visual Henshin transformation language, the
left- and right-hand side of a rule are integrated in a “unified graph”, the graph
patterns L∩R, L \R and R \L are marked by stereotypes 〈〈 preserve 〉〉, 〈〈 delete 〉〉

and 〈〈 create 〉〉, respectively.
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Semantic Editing Patterns

v1

v2

SCK

SCK
Ontology 
Matching

Difference 
derivation

Pattern 
Detection

Pattern 
occurrences

Low-level changesCorrespondences

Fig. 6. Processing pipeline of the model differencing tool SiLift [16] adapted to detect
occurrences of semantic editing patterns in evolving OWL ontologies.

To give an example, Fig. 5 shows the Henshin rule addEncryptionThreat,
which formally specifies the semantic editing pattern turning version 1 of the
ontology shown in Fig. 2 into its revised version 2. The parts which specify the
changes illustrated in Fig. 3 are indicated by dashed ellipses. Change actions indi-
cated by 1 specify the creation of an individual named WeakEncryption (repre-
sented by nodes of type Class and URI with value cwe326#Weak Encryption).
Change actions indicated by 5 and 7 specify the creation of an instance-of
relationship (node of type ClassAssertion) which declares the new individual
to be an instance of Threat (represented by nodes of type Class and URI with
value upper#Threat). The class Threat itself already exists, it is imported from
the upper ontology. Change actions indicated by 6 and 8 specify the attach-
ment of the object property threatens (nodes of type ObjectProperty and URI
with value upper#threatens) to the new individual. The object property tar-
gets an individual (node of type NamedIndividual) which is an instance of
Encryption (represented by nodes of type ClassAssertion, Class and URI with
value cwe326#Encryption. Analogously to the class Threat, the object property
threatens as well as the individual which is an instance of Encryption already
exist (imported from the upper ontology).

Note that the manual specification of semantic editing patterns may be sup-
ported by semi-automated techniques, e.g., by learning from examples [15] or
past evolutions [20]. Their exploration is out of the scope of this paper.

3.3 Recognition of Pattern Occurrences

Our approach to recognizing occurrences of semantic editing patterns between
two versions of the structural representation of an OWL ontology adopts the
model differencing approach and tool known as SiLift [16]. The differencing
pipeline implemented in SiLift basically consists of the three successive steps
depicted in Fig. 6. While a detailed description of the generic aspects of each of
these steps is out of the scope of this paper and maybe found in [18], we give
a brief illustration for the sake of self-containedness, concentrating on how we
adapt the pipeline to OWL ontologies.

In the the first step, a model matcher identifies the corresponding elements
which are considered “the same” in both versions v1 and v2. The matcher is
an exchangeable component within the SiLift framework. Currently, we use a
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rather simple one which matches entities based on their URIs, relying on the
assumption that equally named entities refer to the same conceptual elements.
Relationships are matched if they connect the same source and target elements.
In principle, this rather simple matching strategy implemented in our research
prototype can be replaced by more sophisticated matchers, such as an adaptable
model matcher [17] or more semantically oriented ontology matcher [22].

Subsequently, a low-level difference is derived from the matching. Elements
of v1 which do not have a corresponding element in v2 are considered to be
deleted. Analogously, elements exclusively comprised by v2 are considered to be
created. The low-level difference derivator is a generic component which can be
adopted from the SiLift framework without the need for any adaptation.

Finally, a pattern detection algorithm recognizes occurrences of semantic
editing patterns in a given low-level difference. The pattern detection engine is
configured by formal specifications of semantic editing patterns using the Hen-
shin transformation language, as presented in the previous section. Essentially,
SiLift exploits the fact that the application of a semantic editing pattern leads
to well-defined change pattern in the given low-level difference. All low-level
changes involved in such a change pattern are grouped to a so-called semantic
change set, a set of low-level changes as indicated by the semantic editing log in
the lower part of Fig. 3.

Pattern occurrences may be accessed through the SiLift API. Basically, all
rule graph elements comprised by the respective Henshin rule can be traced to
their occurrence in the low-level difference between the two versions v1 and v2.
Hence, semantic editing pattern occurrences being observable in the evolution
of the SCK can be automatically processed in subsequent steps of S2EC2O, as
we will illustrate in the case study presented in the following section.

4 Case Study

In what follows, we will introduce a concrete security evolution scenario and
show how semantic editing patterns detect the addition of threats and how this
can be leveraged to co-evolve dependent artifacts of a subject system.

4.1 Security Vulnerability by Context Evolution

The evolution of security-relevant context knowledge indicated by the example
shown in Fig. 2 represents a security vulnerability that has actually taken place,
broke assumptions and led to the necessity that software systems needed to be
adapted. The cipher suite RC4 has been popular over a long period of time
and was used in Transport Layer Security (TLS) to provide security for HTTP
sessions. However, after the publication of an attack that could be carried out in
merely 75 h [32], the use of RC4 has been prohibited in a Request for Comments
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(RFC) by the Internet Engineering Task Force [28]. At that time, the estimation
of TLS traffic relying on RC4 was approximately 30%. Moreover, numerous
business applications communicating through HTTP-based REST-APIs were
affected by this vulnerability. All of the affected web servers and distributed
systems needed to be adapted.

4.2 Maintaining Security by Leveraging Semantic Editing Patterns

To mitigate security vulnerabilities as introduced in the previous section,
S2EC2O follows a rule-based approach to security maintenance using so-called
Security Maintenance Rules (SMRs) [2]. The goal of a SMR is to recover the
security of a system when a threat is discovered w.r.t. an ESR. Therefore, a
SMR proposes possible adaptations of the system model mitigating the threat.
In general, SMRs follow the Event-Condition-Action principle: An external event
triggers a SMR which, if its condition evaluates to true, causes a set of adap-
tations to be carried out as the action part of the SMR. In particular, SMRs
may be triggered by changes in the SCK, and they may leverage occurrences of
semantic editing patterns to determine possible adaptations.

SMRs are specified by implementing three hook methods, each of them is
dedicated to a specific part of the Event-Condition-Action principle. While the
event part may be implemented in a generic way by polling for changes in the
SCK, we concentrate on the condition and action part which need to be tailored
for a particular threat:

– checkConditions(deltaList DeltaList) is used to realize the Condition
part. By using the parameter deltaList, the SMR may access occurrences
of semantic editing patterns on the evolving SCK and, if a threat is discovered,
generate proposals on how to mitigate the treat.

– As soon as the user or an algorithm has selected a proposal, the method
apply(proposal Proposal) is called, realizing the Action part. The proposal
which is to be used by the SMR to co-evolve the system model is supplied as
a parameter.

1 checkConditions(DeltaList deltaList) {
2 currentAlgorithms = queryModelForUsedAlgorithms ();
3 alternativeAlgorithms = querySckForAlternativeAlgorithms();
4 for (pattern : d.getSemanticEditingPatterns ()){
5 if (pattern.getName ().equals("addEncryptionThreat")){
6 threatened = pattern.getParameter("alg");
7 threatenedAlgorithms.add(threatened);
8 if (currentAlgorithms.contains(threatened)){
9 for (alternative : alternativeAlgorithms){

10 Proposal.addAlternative("Replace" + threatened + " by " +
alternative);

11 }
12 }
13 }
14 }
15 }
16
17 apply(Proposal p) {
18 for (cp : queryModelForCommunicationPaths) {
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19 if (threatenedAlgorithms.contains(cp.getAlgorithm)){
20 alterModel(p.getChoice ());
21 }
22 }
23 }

Listing 1.1. Condition and action part of the SMR mitigating the detection of a weak
encryption algorithm in the evolving SCK.

To give an example, Listing 1.1 shows the SMR which is dedicated to the
knowledge evolution declaring RC4 as a weak encryption algorithm. Its condition
and action part are illustrated using pesudo-code.

In the condition part, first, all currently used encryption algorithms are
queried from the system model (line 2). After that, all alternative algorithms
are gathered (line 3). Therefore, the SCK is queried for encryption algorithms
that are currently not threatened. Next, we walk through the changes in the
SCK (for-each loop in line 4), checking for the occurrence of the semantic editing
pattern “addEncryptionThreat” (line 5). The threatened encryption algorithms
are obtained from the occurrence of the semantic editing pattern through the
SiLift API (line 6) and added to a globally accessible collection (line 7). Next,
the SMR checks whether the threatened algorithm is currently also used in the
system model (line 8). If so, for every possible combination of exchanging this
specific algorithm with a non-threatened one, a proposal mitigating the threat
is generated and added to the collection of proposals (line 10).

After a developer has made a choice on which proposal shall be selected to
adapt the system, the action part of the SMR is being executed (lines 17–21). It
iterates over all communication paths of the system model, and every threatened
encryption algorithm is replaced according to the chosen proposal.

4.3 Prototypical Tool Support

The S2EC2O tool is realized as an extension of the Eclipse platform. Figure 7
gives an overview of the part of the architecture which we use in this paper.

The tool architecture consists of two sub-systems and uses a set of external
components (arrows between components represent dependencies):

Process is the main component of the core sub-system. It realizes an engine
for the S2EC2O process, supporting both automated and interactive parts. More-
over, the core sub-system provides access to the SCK and ESRs.

We implemented three components to support the evolution and co-evolution
of OWL ontologies (representing the SCK) and system models (realized as
UML(sec) models). OWL Evolution is responsible for the transformation from
API-based representations of OWL ontologies to instantiations of the EMF-
based OWL meta-model, i.e., the structural representation we work with
(see Sect. 3). OWL Rulebase adapts the SiLift model differencing framework
in order to recognize occurrences of semantic editing patterns in evolving
OWL ontologies. The component UML Evolution realizes model co-evolution
for UMLsec models by interpreting Security Maintenance Rules, as illustrated
in the previous sub-section.
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Fig. 7. Overview of the used prototype components.

As for external tools, we chose Protégé to manage OWL knowledge bases,
and we use EMF-based implementations of the OWL and UML meta-model,
respectively. Finally, the model transformation framework Henshin is not only
used by SiLift, but also used by the S2EC2O tool (e.g., for a declarative specifi-
cation of Security Maintenance Rules).

4.4 Application to a Larger Subject System

To apply S2EC2O to a larger subject system, we chose the medical information
system iTrust [10], which supports the electronic communication of all partic-
ipants (patients, doctors, lab technicians, etc.) of the medical processing in a
smart hospital. To date, iTrust comprises 39 use cases being implemented in
about 120k lines of code distributed over more than 900 Java classes. Thus, the
system is of a size that bares the risk of overlooking details when managing
security without proper tool support.

Figure 8 shows a deployment diagram of iTrust. Its concrete security require-
ments are specified using the UMLsec approach and its 〈〈 secure links 〉〉 annota-
tion. Concrete encryption algorithms are annotated. The deployment reflects
the typical setting of a distributed information system: There is an application
server, executing the iTrust application as well as the database. Apart from that,
there are two kinds of devices (medical staff and patients) to act as clients, both
running a browser. The database runs on the same node as the iTrust appli-
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Fig. 8. Deployment diagram for iTrust with security annotation 〈〈 secure links 〉〉.

cation, and it thus does not require communication path encryption. On the
contrary, the communication between the server and the clients shall ensure the
integrity and the secrecy of the data transmitted over the communication paths.

At a point in time before the vulnerability of RC4 is discovered, according
to the SCK, RC4 is selected as the encryption algorithm to secure the commu-
nication paths between the application server and the client devices’ browsers.
As illustrated in the previous sections, the vulnerability of RC4 is identified by
detecting an occurrence of the semantic editing pattern “addEncryptionThreat”
in the evolving SCK, being a trigger for the SMR shown in Listing 1.1. In subse-
quent steps, S2EC2O first checks if a risky encryption algorithm is in use and, if
so, guides the user to selecting appropriate, state-of-the-art alternatives (again,
by using the SCK). This way, the iTrust system model could be successfully
adapted in a (semi-)automated fashion.

In sum, we analyzed three kinds of context changes that have the potential
to put security on stake: changes to privacy laws, trust in external libraries,
and encryption algorithm exploits. For full details of the study, we refer to [4].
We investigated concrete contextual changes that lead to the following secu-
rity vulnerabilities, all of them can be categorized in CWE catalog entries (the
vulnerability of RC4 is categorized by CWE-327):

– CWE-284: Improper Access Control,
– CWE-311*: Missing Encryption of Sensitive Data,
– CWE-732*: Incorrect Permission Assignment for Critical Resource,
– CWE-327*: Use of a Broken or Risky Cryptographic Algorithm,
– CWE-20: Improper Input Validation, and
– CWE-502: Deserialization of Untrusted Data.

The entries with an asterisk are among the 2011 CWE/SANS 25 most dangerous
software errors8. In every case, we were able to show that changes leading to these
8 http://cwe.mitre.org/top25/.

http://cwe.mitre.org/top25/
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vulnerabilities can be detected by analyzing evolution in ontologies, and S2EC2O
guided the user to manage the risk by recommending alternatives.

We used Protégé to analyze the complexity of the ontologies representing
the SCK in our study. The highest complexity measure was identified as ALU
(attributive language with concept union). However, the complexity regarding
the description logic is not relevant for SiLift, which works on a syntactical
level rather than inferring logical relations. Regarding the runtime performance
of our tooling, detecting semantic editing patterns took at most 17 s for the
considered evolution scenarios. The time for a complete run of S2EC2O, including
the generation of co-evolution proposals, took no longer than 30 seconds. Given
that we are experimenting with a research prototype which is not optimized for
performance, we believe that the obtained results demonstrate the applicability
of our approach in a real-world setting.

5 Related Work

Ontology evolution as the process to adapt and change ontologies and dependent
artifacts in a consistent manner has been studied in the literature for many years,
surveys can be found in [7,19,33,34]. Various techniques have been proposed to
support dedicated tasks of this process. The most closely related approaches to
ours deal with the management of changes. The first approach which distin-
guishes changes on an atomic, composite and complex level has been presented
by Maedche et al. [21], where ontological changes are recorded through a dedi-
cated tool known as OntoLogging. A configurable approach to detect ontological
changes has been presented by Plessers et al. [26,27]. They introduce a change
definition language which allows tool users to define sets of change patterns.
The detection is realized by interpreting change definitions as temporal queries
on a persitently managed ontology version log. Thus, in contrast to ours, their
approach is still bound to the restriction of logging ontology change information
through a dedicated tool environment. The same limitation applies to approaches
which have been later proposed by Djedidi et al. [6] and Javed et al. [12,13].
The approach proposed by Papavassiliou et al. [24,25] gets rid of this limitation,
however, only supports a fixed set of semantic editing patterns which cannot be
extended by customly defined change patterns. In sum, none of the proposed
approaches fully meets our specific requirements described in the introduction.

6 Conclusion

We presented an approach and prototypical implementation to detect occur-
rences of semantic editing patterns in evolving OWL ontologies. Compared to
existing approaches that aim at semantic lifting of low-level ontological changes,
the most distinguishing features of our approach are that it does not rely on tool-
specific information such as persistently managed edit logs, and that the set of
supported semantic editing patterns can be easily customized and extended.
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We motivated the need for these features in the context of a model-based
security engineering approach which incorporates so-called security context
knowledge into system design and evolution, and a case study on a medical
information system demonstrates the applicability and usefulness of the devel-
oped techniques. However, application scenarios leading to similar requirements
can be found in other areas as well. In software engineering, for example, knowl-
edge management is increasingly considered as a key aspect having a strong
impact on the maintainability of various quality attributes of software systems.
Besides traditional development artifacts, manifold information such as rationale
for development decisions may need to be gathered. Whenever such knowledge
is documented and exploited through the use of ontologies which may undergo
uncontrolled and ad-hoc change over time, we believe that our approach provides
a suitable basis for successfully managing the respective ontology evolution.
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Abstract. With the current trend of patient-centric health-care,
blockchain-based Personal Health Records (PHRs) frameworks have been
emerging. The adoption of these frameworks is still in its infancy stage
and is dependent on a broad range of factors. In this paper we look at
some of the typical concerns raised from a centralized medical records
solution such as the one deployed in France. Based on the state of the art
literature in terms of Electronic Health Records (EHRs) and PHRs, we
discuss the main implementation bottlenecks that can be encountered
when deploying a blockchain solution and how to avoid them. In par-
ticular, we explore these bottlenecks in the context of the French PHR
system and suggest some recommendations for a paradigm shift towards
patients’ empowerment.

Keywords: Blockchain · Empowerment · Health-care · PHR ·
DMP-France

1 Introduction

In recent years, there has been a clear interest to modernize and digitalize health-
care services. Many health-care projects have been geared toward information
systems advances. Specifically, we have seen developments in the area Electronic
Health Records (EHRs) and Personal Health Records (PHRs). The Harvard
School of Public Health website, defines the difference between EHRs and PHRs
as follows: “Whereas an electronic health record (EHR) is a computer record that
originates with and is controlled by doctors, a personal health record (PHR) can
be generated by physicians, patients, hospitals, pharmacies, and other sources
but is controlled by the patient”. Patients are then responsible of managing
their own PHR, which is in step with the concept of patients’ empowerment
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[2]. Empowerment is defined by the World Health Organization (WHO) as “a
proactive partnership and patient self-care strategy to improve health outcomes
and quality of life among the chronically ill” [3]. Patients are no longer only
the passive recipient of treatments, but also share an active role with health
practitioners. In terms of data management, this can be translated to patients’
ownership of their medical records and autonomy in terms of data access control
policies. These ownership and control points are crucial in the health-care sector
where patients’ data are particularly sensitive.

In this paper we look at challenges faced by a centralized PHR solution. The
situation is illustrated by analyzing the French use case and the specific issues of
the French context. We elaborate on the key problems and establish relationships
with state of the art solutions that use the blockchain to secure patients’ data
and empower them. Indeed, the blockchain was designed as a “system based on
cryptographic proof instead of trust, allowing any two willing parties to transact
directly with each other without the need for a trusted third party” [23]. This
concept of decentralized trust was used in the context of medical records as we
see in the later sections.

The paper is organised as follows: Sect. 2 explains the context of personal
health records in France along with relevant aspects of the current architec-
ture. In Sect. 3, we detail some fundamental concepts of the blockchain. Then,
in Sect. 4, we present the related blockchain-based solutions for EHR/PHR as
they provide answers to some of the current shortcomings. Finally, in Sect. 5,
we propose enhancements to the current architecture and conclude with some
general recommendations.

2 PHR Solution in France

Among the efforts that have been made towards digital health-care data in
France, we note the following.

1. In 2004, the French ministry devised a plan to create a generalized digital
personal health record, (“Dossier Médical Partagé” or DMP)1. The primary
aim of this initiative was to have a unique centralized source of information
for every patients.

2. Due to the project lack of momentum in its early stages, the French minister
of Health decided in 2013 to overhaul the project with a second generation
DMP. With this overhaul, the focus shifted from a generalized PHR to a
more modest objective of primarily focusing on the elderly and patients with
chronic diseases.

3. A national health-care road-map planned for 2022 (“Ma santé 2022”) is
deployed for the advancement of medical data digitalization. Among other
aims, this road map seeks to accelerate the deployment of numerical services
such as the DMP. [7].

1 The official websites describes the project as a “carnet de santé numérique” which
is owned by patients in its paper form.
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The French DMP contains all records relevant to patients’ care. This includes
physician’s diagnosis results, medical (biological, imaging) test results, allergies
and any other relevant background medical data2. Furthermore, the DMP can
be used by patients to enter personal medical data they deem relevant. Accord-
ing to the article R1111-26 of the French Civil Code3, the DMP is “designed
to encourage a preventive, qualitative, constant and coordinated healthcare ser-
vice”4. The DMP has elements of both EHRs and PHRs [20]. It is an EHR to the
extent that health care providers can use the DMP once authorized, and some
content can be made temporarily invisible to the patient for medical reasons. It
is a PHR as the initial creation is dependent on patient’s initiative, and they
can feed-in additional content.

An illustration of the current centralized PHR is presented in Fig. 1. Most of
the data records are stored in government accredited servers and are accessed
using unique identifiers. For patients, these identifiers are the French national
insurance numbers (“numéro de carte vitale”) whereas health-care professionals
(HCP) use a health-care specific national registration number “carte CPS”. In
the next section, we detail some key elements relevant to patients’ empowerment
in this architecture.

Fig. 1. An illustration of the current architecture

2.1 Patients’ Empowerment in the Current Technical Architecture

We look at three points in the DMP architecture that are relevant to patients’
empowerment. Namely, we look at the ownership status, access right manage-
ment rules and usage transparency.
2 https://www.ameli.fr/haute-garonne/medecin/sante-prevention/dossier-medical-

partage/dmp-tout-ce-que-professionnels-de-sante-doivent-savoir.
3 https://www.legifrance.gouv.fr/affichCodeArticle.do?idArticle=LEGIARTI0000328

43719.
4 The translation is by the authors.

https://www.ameli.fr/haute-garonne/medecin/sante-prevention/dossier-medical-partage/dmp-tout-ce-que-professionnels-de-sante-doivent-savoir
https://www.ameli.fr/haute-garonne/medecin/sante-prevention/dossier-medical-partage/dmp-tout-ce-que-professionnels-de-sante-doivent-savoir
https://www.legifrance.gouv.fr/affichCodeArticle.do?idArticle=LEGIARTI000032843719
https://www.legifrance.gouv.fr/affichCodeArticle.do?idArticle=LEGIARTI000032843719
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Patients are the legal owners of their DMP [25]. But in reality, there is an
ambiguous ownership status whereby despite the legal status, patients lack the
tools for exercising their agency over their data. The ambiguous status of the
ownership is illustrated by two examples.

1. Without a derogation, DMP holders can not refuse data entry to their DMP
if the HCP deems the data important for the patient’s care. The definition
of a valid derogation is not detailed in the text and is open to interpretation.

2. Second, upon requesting the deletion of the DMP, the regular process is exe-
cuted only 10 years after the demand is made. Patients need to make a specific
request for prompt deletion [25].

Similarly, access rights are managed by patients. They can choose to grant or
revoke access to every piece of information to HCP. However, consent for access
is given orally and is thus difficult to prove. Also, by default, the access right is
defined at the “health-care unit level”. This means that patients granting access
to one particular physician are implicitly granting access to the entire health-care
team [25].

The DMP also offers a mechanism for usage transparency and traceability.
Indeed, time stamped access logs and transactions are recorded in the DMP [25].
This provides users with a historical log that helps them ensure their privacy
is respected. According to the current regulations, in addition to the patient,
the patient’s treating physician and the data entry author can access these logs.
These logs, as the points mentioned above, are a step towards increasing patients’
power over their data and hence their empowerment. However, there still remains
some challenges for a paradigm where patients are actors in the system and not
only users. We detail in the next section some of these challenges.

2.2 Current Challenges

Some studies have raised concerns regarding data ownership and control in the
context of centralized solutions [24]. These concerns are not unjustified. For
instance, the French health ministry kick-started in December 2019, a project
entitled “health data hub” which serves as a platform for data science projects
to exploit the national collection of medical data. The platform guarantees the
security of the data by having the code of the different projects run within the
platform itself without exporting patients’ data [5]. Nevertheless, this initiative
has been taken without explicit consent from patients and still raises ownership
questions.

The early adoption of the DMP has been hindered primarily by agency and
security concerns [24]. In terms of agency, the governance of the DMP and hence
the inherent governance of the critical medical data is entrusted to the French
government insurance organization (“Caisse Nationale d’Assurance Maladie” or
CNAM). Technically, the data are hosted on a national server for the most
part and in specialized health organizations for others [24]. However, decisions
regarding the access and control mechanisms remain one sided and constitute
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administrative and technical barrier to patients’ empowerment. For example, if
legislation’s regarding the access rights of data were to change, patients would
potentially not be included in the decision making process.

Similarly, because of the centralized governance of data, no real guarantees
of records security and immutability can be provided. A successful attack on
the hosting servers would potentially compromise the entire national database.
Access logs are a step towards transparency but suffer the same centralization
weakness. Some example privacy infringements with regards to medical records
in France have been advanced in [24]. For instance, on the 16th of June 2011,
The French National Commission on Informatics and Liberty raised formal com-
plaints about the SMG society for a lack of sufficient security measures with
regards to patients’ data [24].

Recently, the blockchain has emerged as a technology that addresses the
above issues by relying on a decentralized consensus mechanism. This decentral-
ized mechanism can serve towards more transparency and users’ participation
which is a step towards patients’ empowerment. Even if this technology had been
initially designed with crypto currencies in mind, it has evolved towards different
use cases among which we find EHRs/PHRs. In other countries, some initiatives
have already been taken to use the blockchain at state level to counterbalance
the perceived disadvantages of a centralized solution. The Estonian government
is largely believed to have been the first to consider blockchain technology as a
security layer for protecting patients’ data [22]. Similarly, a national health-care
project in the United Arab Emirate’s was recently launched to have a blockchain
system for recording and sharing health-care data [15].

3 Technical Concepts of Blockchain

A myriad of blockchain implementations, both public and private are now devel-
oped. The blockchain sparked interest both inside and outside of cryptography.
The trend was accentuated by financial speculations on crypto-currencies which
somewhat tarnished the reputation of the technology and shifted the focus away
from the real advantages. Nonetheless, the increased interest also pushed for the
development of valuable technology that rest on the technical properties of the
blockchain. We explain in this section some of the important aspects that need
to be understood for the development of blockchain-based applications [8,27].

The blockchain can be thought of as a secure decentralized ledger. The ledger
is duplicated across a public network of peers that are globally responsible for
maintaining the integrity of the records. At the heart of the blockchain, lies
a consensus protocol first formalized in [23], which ensures that the ledger is
immutable, transparent, and privacy preserving. These algorithmic properties
are essential for performing transactions at large scale without relying on trusted
third parties (such as banks or state institutions) for guarantees.
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3.1 Cryptographic Primitives

Two concepts from cryptography, hash functions and digital signatures, are used
as building blocks for the blockchain.

Cryptographic Hash Functions (CHF). A mathematical algorithm that
maps an arbitrary size input to a fixed size output. In the context of the
blockchain, hash functions are used to uniquely identify data (fingerprint) and
ensure integrity. A successful CHF should be deterministic, distributed, efficient,
pre-image-resistant and collision-resistant [11].

Digital Signatures. Digital signatures are codes attached to electronic doc-
uments which authenticate a persons’ identity. Using public key cryptography,
a simple digital signature protocol can be made whereby the sender encrypts
a message (or the hash of the message) using his private key and the receiver
attempts to decrypt the message using the sender’s public key. If the decryption
succeeds, the receiver can authenticate the sender’s identity.

3.2 Consensus Protocol

The consensus protocol serves to find an agreement (consensus) between the
nodes so that they all have the same version of the ledger. In the bitcoin’s
blockchain implementation, the protocol used is called Proof of Work (PoW).
The computational effort needed to verify nodes comes in the form of a math-
ematical puzzle nodes need to solve. The puzzle consists of finding a number
(nonce), that if hashed with the blockchain ledger, produces a binary hash
smaller than the current target of the network. As a reward for validating trans-
actions (mining), nodes receive bitcoins. Figure 2 illustrates this mechanism with
three user (nodes). In addition to the PoW, new blocks need to reference hashes
of past transactions.

The bitcoins’ PoW consensus protocol works well for public blockchains with
many participants as the robustness of the mechanism relies on having voting
capacity proportional to computational power. In the context of medical records,
the number of participants may be limited, especially in a first phase. And thus
a PoW protocol can be risky as any attacker with 51% computational power
could cause a denial of service. For private (or permissioned) blockchain (with
read and/or write access restrictions to some participants) the PoW consensus
protocol may not be the most suitable. Other implementations such as Proof of
Stake (PoS) or Byzantine Fault Tolerance (BFT) exist and the choice should be
based on the intended usage of the blockchain. A list of consensus protocols are
described in [17] in the context of health-care applications.

3.3 Smart Contracts (SC)

SC expand the initial idea of financial transactions to a more complete set of
instructions that are distributedly run on the blockchain. With SC, the properties
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Fig. 2. An illustration of the Proof of Work (PoW) consensus protocol

that were true of bitcoin’s transactions, now extend to complex protocols. In
the health-care sector, smart contracts have been used, among other things, for
health insurance, health records and tele-medicine. For instance, a patient can
now subscribe to an insurance plan through a smart contract and avoid going
through lengthy and often varying procedures for filing an insurance claim. The
patient only needs to comply to the conditions he first agreed upon on signing
to have guarantees that a prompt and automatic reimbursement will take place.

Although simple in appearance, the blockchain has had a radical impact on
the way we perceive data transfers. Whereas before, it was difficult for digital
assets to inspire trust, the blockchain made digital assets unique and non repro-
ducible. From these properties, technologies that where previously impossible
have been put to practice.

4 Related Work

Electronic health-care initiatives have been extensively used for translating the
empowerment concept into concrete measures [2]. Hordern et al. [14] classify
these initiatives into five main categories (Peer-to-peer online support Groups/
Health Related Virtual Communities, Self Management/Self Monitoring, Deci-
sion Aids, Personal Health Records and Internet Use). PHRs has been shown to
be linked to empowerment [2,14] and particularly among frequent users of the
health-care system. Some of the advantages reported by these patients are an
easier access to data from different sources and a larger sense of control over the
care process.

The blockchain furthers these advantages by allowing the development of a
patient-centric solution. Especially, the blockchain improves upon server-based
or cloud based solutions in terms of data integrity, digital access rules, and data
audit. In the next sections, we present some of the relevant studies on blockchain
in the health-care sector in general, then focus on PHR/EHR solutions.
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4.1 The Blockchain in the Health Sector

Because of the properties it possesses, the blockchain has been recently investi-
gated in relations with medical applications [1,8]. Especially, there has been an
increased interest in using the blockchain for storing health or medical records.
Although the hype seems justified, a lack of proper understanding of the mech-
anisms to put it in place have thus far prevented the technology from being
broadly adopted [16].

The authors of [22], introduced some of the efforts that have been made
towards using the blockchain in the health-care sector. They emphasize “the
disruptive character which underlies blockchain technology, [which] will strongly
affect the balance of powers between existing market players in the health-care”.
Similarly, Gordon et al. [13] discusses the shift towards more “patient mediated”
and “patient driven” health data exchange in EHRs. The authors argue that a
blockchain-based solution can help bridge the gap between the increasing need of
data liquidity and interoperability and the privacy and security issues associated
with patient-centric solutions.

Esposito et al. [10] also look at blockchain-based solutions for storing PHRs
but they focus on the challenges that need to be faced for it to be a viable option.
For instance, they ask what certification of validity can be obtained for data
collected by patients. Further, they also ask whom should be legally responsible
for misdiagnosis based on inaccurate information in the PHRs. These an other
relevant questions need to be addressed for a solution to be applied in practice.

In a review paper of the use of blockchain in the biomedical domain, Drosatos
et al. [8] classify the reasons that have been advanced in the literature for the use
of the blockchain. For studies dealing with Medical records or Personal records,
the main reasons presented are:

1. Data Integrity: data should be tamper-proof.
2. Access Control: ownership should be restricted and provable
3. Data Audit: audit operations should be made easy and verifiable.

In the next section, we look at how these issues were solved in the EHR/PHR
literature and highlight some relevant studies with frameworks that could be
implemented in the DMP context. In particular, we look at studies that focus
on blockchain-based solutions.

4.2 EHR/PHR Solutions

A fundamental paper by Zyskind et al. [30] addresses the above three points and
offers a solution that exploits the advantages of the blockchain for data sharing.
The authors suggest an architecture whereby personal data remain outside the
blockchain while data pointers (in the form of hashes), and access rights poli-
cies are stored on the blockchain. With the addition of these mechanism on the
blockchain, users can establish data ownership, define personalised access rules
and verify access transactions. Indeed, even though with the proposed architec-
ture data records remain physically stored on external servers, users can claim
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and prove ownership easily by fingerprinting and digitally signing records. The
authors also outline a data encryption scheme that can be used in such a plat-
form. They suggest that data stored outside the blockchain be encrypted using a
symmetric key and that data owners shares this symmetric key with every user
authorized to view the data using an asymmetric key exchange protocol. Based
on the above mentioned ideas, a host of papers were published that develop more
or less similar lines.

Ekblaw et al. [9] implemented a solution for blockchain-based EHRs using the
Ethereum blockchain. The solution proposed contains three modules that handle
identity registration, access management, and transactions history logs to offer
patients a summary view of their data. Other studies improved upon this scheme
by introducing complementary cryptographic protocols in the architecture. Liu
et al. [19] for example, suggest adding a cryptography scheme called Cascaded
Encryption Scheme (CES) to an architecture similar to that of Ekblaw et al.
[9]. Their idea is that medical documents can contain several pieces of personal
information which a user might not want to disclose entirely to every access
recipient. The scheme encrypts and signs the documents in several parts so that
access is given in a modular way. Dagher et al. [6] improve on the architecture
primarily by adding a proxy re-encryption scheme whereby encryption keys are
stored on the blockchain. This protocol is explained in [4] as follows: “A proxy re-
encryption scheme allows an untrusted party to convert ciphertext between keys
without access to either the original message or to the secret component of the
old key or the new key.” The idea is to create an additional “proxy key” P (A,B)
which, when coupled with the encrypted message, converts the message intended
to be decrypted by user’s A public key, to a message decryptable by user’s B
public key This is handy in the context of blockchains where such schemes can
be hosted in smart contracts simplifying the exchange of data.

Other solutions focused more on the practical and legal aspects of
blockchains. For instance, Zhang et al. [29] approach the problem from the legal
point of view. They propose a solution to cater for the technical requirements
from the Office of the National Coordinator for Health Information Technology
(ONC). Their proposal details every requirement for a health data system by
the ONC and suggests a blockchain-based architecture that satisfies it. Simi-
larly, in [6], the authors design their solution for meeting the Health Insurance
Portability and Accountability Act (HIPAA) requirements.

Regardless of the focus point, the fundamental idea behind blockchain-based
health records remains constant. Medical records are stored off chain and hash
pointers to the data sources are stored on a decentralized ledger. In Table 1 we
summarize the main components of each of the relevant papers. In terms of
implementation, most solutions use Ethereum for its inherent Smart Contracts
(SC) functionality that we will explain in Sect. 3. In terms of external storage,
recommendation are mostly dependent on the problem context and can either
consist of specific service provider databases or cloud storage solutions. The use-
cases found all revolve around registering access policies on the blockchain along
with some sort of digitally signed data pointers to the records themselves. These
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mechanisms constitute the crux of the proposals and are complemented with
other functionalities such as logs of transactions, identity management mecha-
nisms, or advanced encryption policies.

4.3 Discussion: Technical Difficulties in the Health-Care Domain

From the above properties, it is tempting to think of the blockchain as a panacea
for electronic health records management. But before going further, some of
these properties can be challenges in themselves as we have seen in the related
literature. First transparency in the health-care context is double edged. Indeed,
as every node can potentially verify every transaction in the blockchain, all nodes
have access to the entire data contained in the blockchain. This is obviously
problematic in the context of health-care records as patients may not want to
share their medical history with the entire network. Second, transactions in
the blockchain often consist of very simple data transfers. Large volumes of
data are not handled well by design as the data is duplicated on every node in
the network. However, health-care data are often prohibitively voluminous with
records ranging from large unstructured documents to imaging results. Third,
in the context of the European General Data Protection Regulation (GDPR),
users have the right to request the deletion of their data at any moment. This
principle goes against the immutability property is of the blockchain ledger and
would of course not be possible if medical records were to be stored directly on
the blockchain. All of these issues have been dealt with using data pointers as
we have seen in the related literature. However, there remains institutional and
market challenges that have been rarely addressed in the literature. We look
at all these points in the next section. Also, we explain some of the technical
details underlying the blockchain technology. These concepts will then allow us
to suggest improvements on the current French framework.

5 Lessons Learned and Recommendations: A Blockchain
Framework

To counteract some of the limitations of a centralized PHR solutions and head
towards a patients’ empowerment paradigm, we offer suggestions on technical,
institutional and market factors that can hinder the deployment of a blockchain-
based solution [16]. Specifically, we follow on the guidelines of Janssen et al. [16]
that recommend “an integrated understanding of the various factors ranging
from governance to technology to create blockchain applications that work, fulfil
the benefits of users and service providers and are acceptable by the society”.
By facing these challenges, the solution could be more inline with a balanced
distribution of power.

5.1 Institutional Factors

Because of the paradigm shift the blockchain operates on electronic data, legisla-
tive, cultural and governance considerations have to be taken into account. As
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Table 1. Properties of related blockchain-based EHR/PHR framework in the literature

Article Blockchain use External
storage

Blockchain
technology

Cryptographic
protocols

[30] Data access
policies

Distributed
Hash Table
NoSQL

Bitcoin Symmetric
and
asymmetric
key encryption

[9] Identity
management
Access policies
Reference
pointers
Summary logs

Providers DB
storage

Ethereum Digital
signatures
Encryption
(no details)

[28] DB actions log
for auditing

Existing DB
infrastructure
Authenticator
Server

Proprietary Digital
signature
Asymmetric
encryption

[12] Reference
pointers Hash
of EMRs
Summary logs

Providers DB
(unspecified)

Proprietary Digital
signature
Symmetric
and
asymmetric
key encryption

[6] Identity
management
Hashes of
reference
pointers
History
summary
Access policies
Proxy
re-encryption

Providers’ DB
storage

Ethereum Symmetric
and
asymmetric
key encryption
Proxy
re-encryption
signature

[19] Access policies
Reference
pointers
Access logs

Cloud storage Smart
Contract
based -
unspecified

Symmetric
and
asymmetric
key encryption
Content
Extraction
Signature

[29] Identity
Verification
Access policies
Reference
pointer

Providers’ DB
storage

Ethereum Digital
Signature
Symmetric
and
asymmetric
key encryption
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far as legislation, the European General Data Protection Regulation (GDPR)
imposes strict rules for data protection and users’ privacy insurance [26]. Among
those rules we can mention “the right to be forgotten” which requires data con-
trollers to remove users’ data either on their request or if the data is no longer
relevant for the initial intended usage. The right to provide data exports of
users’ data, the ability for users to easily give and revoke access, and necessary
encryption and pseudonymisation mechanisms [26].

But as we have seen in related literature, the blockchain layer need not con-
tain any medical record in itself but only pointers and hashes of data. As such
these requirements are implicitly satisfied. In addition, security features such as
encryption mechanisms and pseudonymity are inherent in the blockchain mech-
anisms. Data hosts such as the CNAM are already government accredited and
strictly observe the GDPR requirements.

5.2 Market Factors

Janssen et al. [16] define market factors as “the operating of an organisation in
its environment’ and suggest to be mindful of related changes that could occur
when implementing blockchain technologies. In particular, the authors address
changes in market structure, contracts and agreements and business processes.
In terms of market structure, the maintenance of a blockchain-based EHR sys-
tem requires bandwidths and processing power to validate the blocks and secure
the network. As one possible solution, the authors of [9] suggest that health
data providers handle the validation process singlehandedly arguing that they
are already the “trusted keepers of medical data”. This approach nonetheless
concentrates agency in the hand of healthcare data providers. Alternatively,
patient’s or patient’s union could participate by providing the required process-
ing power with the incentive of increased agency over their data. For, contracts
and agreements, there would be inevitable changes as exchanges between patients
and HCP would have to be redefined and encoded in SC. However, as the terms
of those SC would be accessible and transparent to everyone, they are likely
to be more readily and widely adopted. Finally, in terms of business processes,
both patients and HCP could improve their experience as HCP could be alle-
viated from some service provision tasks now processed directly from the SCs
and patients would gain agency and decision power. Additionally, if patients feel
more empowered, it is likely that they will be more willing to register for the
DMP, which has been a one major blocking point for the development of the
project until now [21].

5.3 Technical Factors

Adding a blockchain layer to the DMP architecture is not disruptive with respect
to the existing data hosting solution. Indeed, we do not suggest moving patients’
data to the blockchain but instead using the blockchain for developing an addi-
tional layer that adds security and transparency guarantees as recommended in
the blockchain-based PHR literature [1,8,30].
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Most blockchain implementations come with many resources to facilitate the
development of SC. For instance, on the Ethereum blockchain, development
is made easy with a Turing-complete programming language called “Solidity”.
Once the SC are developed, framework for interfacing with them are also widely
available and are usually packaged into a user-friendly interface in the form of a
website.

To illustrate an example architecture, we detail below SC that could be imple-
mented on an Ethereum blockchain implementation to guarantee decentralized
identity management, data integrity guarantees, access control, and data audit
capacities.

Fig. 3. An illustration of the proposed architecture with the added blockchain layer.
Transactions are shown in dashed lines.

– Identity Management:
Registration of patients to the DMP currently passes through the CNAM
servers. They authenticate patients and maintain a list of registered patients.
Managing the identity of patients on the blockchain instead would serve a
double purpose. First it would democratize the governance of the registration
process and render the rules for registration clear and transparent. Second, it
would serve as a platform for authenticating patients and HCP and allowing
them to prove their identity so that they can participate in the consensus pro-
tocol and in other SC functionalities. In an nutshell the blockchain can serve
as a secure decentralized certificate of authority. For instance, a blockchain
system was developed by the United Nations (UN) to help refugees without
identity papers and qualifications to hold a certificate of identity [18].

– Access Management:
For access management, the blockchain could store user-defined access control
policies in the form of SC. Access control policies stored on the blockchain
would serve as immutable references for the access rights of the different
actors to the different aspects of users’ data. For instance, whenever a HCP
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would request access to some patient’s data, the patient could add the HCP
in the list of authorized users for the duration of intervention. Patients would
then be the sole accountable for modifying these access rights. Encryption
mechanisms such as those described below could also be coupled to the access
control policies so that encryption and decryption tools secure the exchange
of data.

– Data Integrity:
The blockchain can host data hashes to ensure data integrity. Data hashes
allow user to fingerprint their medical records guaranteeing that the original
copy is never tampered with. Modifications to the data on the server would
produce a completely different hash result and be a mark of data alteration.
In addition, the proxy re-encryption scheme [6] and the Content Extraction
Signature (CES) scheme [19] are two powerful mechanisms that can be used
to facilitate secure data sharing. The CES scheme allows user to share spe-
cific parts instead of whole records to designated recipients. The proxy re-
encryption scheme facilitates data sharing by allowing a SC to re-encrypt a
already encrypted message with a new recipient’s public key without disclos-
ing any content of the original message.

– Data Audit:
As transactions are natively immutable on the blockchain, data audit becomes
much simpler and secure. A “Summary Logs” SC could serve as a bread-
crumb mechanism as suggested in [9] for patients to verify the usage history
of their PHR. The advantage of having the summary logs inside the blockchain
instead of on the DMP, is that patients are guaranteed that the logs are not
tampered with.

The overall architecture of the system is illustrated in Fig. 3. The blockchain
layer consists of the SC detailed above and which, once deployed, serve as an
interface between the users and the data providers. The user layer consists of the
patients and the HCP which interact with the deployed SC. As mentioned above,
this interaction can be done through a web interface or mobile app connecting to
the smart contracts using one of the many freely available interface frameworks
(e.g web3.js for the Ethereum blockchain). Finally, the data layer serves only
as a data provider which checks for access permissions and logs access history
through the blockchain. A “database keeper” such as the one described in [9] can
be deployed on the Data Host layer to listen to incoming data requests, query
the smart contracts for access rights, and respond appropriately to the users.

6 Conclusion

In this paper we analyzed the main challenges encountered with a centralized
framework for health records. The context of the DMP project in France was
used to illustrate these challenges. Based on this analysis, we suggested adding a
blockchain layer following from the state of the art literature of blockchain-based
EHRs/PHRs solutions. The blockchain-based layer adds security and trans-
parency guarantees to traditional EHR/PHR platforms as well as introduces the
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decentralization paradigm. This paradigm is a step towards patients’ empower-
ment in the sense that with it, patients become actors of their security and their
data.

For a blockchain solution to remain user-centric and keep the properties and
guarantees that makes it attractive, it is essential that it’d be used in accor-
dance with the original principles of its founders. Consequently, even in private
blockchains, the consensus protocol should not be designed to be exclusively in
the hand of a single-interest party. Having a biased consensus protocol would
defeat the purpose of the technology and serve the classical paradigm of a cen-
tralized authority.

Similarly, the code developed for the different SC should be optional for
patients to use. The smart contracts described only serve as example tools that
work in favor of patient guarantees for transparency and access management.
Ideally, computer savvy users would develop their own SC and host them on
an open platform where patients can choose from. This is already in line with
the way SC are deployed today whereby any user can anonymously choose to
participate after reviewing the specifications.

We organized the recommendations in terms of technical, institutional and
market factors to address the complete picture of challenges faced when imple-
menting this new framework and provide an overall vision on the challenges that
can serve to enact these changes.
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Abstract. In their daily practice, most enterprises collect, store, and
manage personal information for customers in order to deliver their ser-
vices. In such a setting, privacy has emerged as a key concern as com-
panies often neglect or even misuse personal data. In response to this,
governments around the world have enacted laws and regulations for pri-
vacy protection. These laws dictate privacy requirements for any system
that acquires and manages personal data. Unfortunately, these require-
ments are often incomplete and/or inaccurate as many RE practitioners
might be unsure of what exactly are privacy requirements and how are
they different from other requirements, such as security. To tackle this
problem, we developed a comprehensive ontology for privacy require-
ments. To make it comprehensive, we base our ontology on a systematic
review of the literature on privacy requirements. The contributions of this
work include the derivation of an ontology from a previously conducted
systematic literature review, an implementation using an ontology defini-
tion tool (Protégé), a demonstration of its coverage through an extensive
example on Ambient Assisted Living, and a validation through a com-
petence questionnaire answered by lexical semantics experts as well as
privacy and security researchers.

Keywords: Privacy ontology · Privacy requirements · PbD ·
Conceptual modeling

1 Introduction

It is common practice for most companies today to collect, store, and manage
personal information to deliver their services. Therefore, privacy has emerged
as a key concern since such companies need to protect the privacy of personal
information in order to comply with various privacy laws and regulations (e.g.,
GDPR in the EU [1]) that many governments have enacted for privacy protec-
tion. Accordingly, dealing with privacy concerns is a must these days [2]. How-
ever, most of such concerns can be tackled if the privacy requirements of the
system-to-be were considered and addressed properly during requirements engi-
neering [3,4]. Unfortunately, most requirements engineers are unfamiliar with
c© Springer Nature Switzerland AG 2020
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privacy requirements and how they differ from other requirements, such as secu-
rity or vanilla quality requirements [5]. Even when requirements engineers have
familiarity with privacy concerns, they focus mainly on confidentiality, and over-
looking important privacy aspects such as unlinkability, unobservability [3].

Although privacy concepts have been studied for more than a century, they
are still elusive and vague concepts to grasp [3,6]. In recent years, there have
been numerous attempts to define privacy based on various related concepts such
as confidentiality, anonymity, risk, transparency, etc. [6–9]. However, there is no
consensus on the definitions of many of these concepts nor which of them should
be used to analyze privacy [6]. In addition, many of these concepts are overlap-
ping, thereby contributing to the confusion while dealing with privacy. Ontologies
have proven to be a key factor for reducing the conceptual vagueness and ter-
minological confusion by providing a shared understanding of related concepts
[10]. In this context, the main objective of this work is to propose, implement,
evaluate and validate a well-defined ontology that captures key privacy-related
concepts.

Privacy is a social concept in that it depends on how others treat an individ-
ual’s personal information and it strongly depends on the social context where
that information is captured and used [5]. Accordingly, the privacy ontology
should conceptualize privacy in their social and organizational context. In pre-
vious research [5], we worked toward addressing this problem by proposing a
preliminary ontology for privacy requirements that has been mined through a
systematic literature review.

In this paper, we propose COPri (a Core Ontology for Privacy requirements
engineering) that has been mined from the results of what is proposed in [5]
with new and more refined concepts concerning both personal information and
privacy. Moreover, we implement the ontology, apply it to an Ambient-Assisted
Living (AAL) illustrative example, and then validate it by querying the ontology
instance (the AAL example) depending on a set of competency questions. Finally,
we evaluate the ontology against common pitfalls in ontologies with the help of
some tools, lexical semantics experts, and privacy and security researchers.

The rest of the paper is organized as follows; Sect. 2 presents an illustra-
tive example, and we describe the process we followed for developing COPri in
Sect. 3. Section 4 presents the conceptual model of COPri, and we implement
and validate COPri in Sect. 5 and 6 respectively. We evaluate the ontology in
Sect. 7. Related work is presented in Sect. 8, and we conclude and discuss future
work in Sect. 9.

2 Illustrating Example: The Ambient-Assisted Living
(AAL) System

Our motivating example concerns an old person called Jack that suffers from
diabetes disease. Jack lives in a home that is equipped with an AAL system,
which relies on various interconnected body sensors (e.g., Continuous Glucose
Monitoring (CGM), location, and motion sensors). These sensors collect various
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information about Jack’s vital signs, location, and activities. This information is
transmitted to Jack’s Personal Digital Assistant (PDA) that assesses his health
situation and provides required notifications accordingly. Jack’s PDA may also
forward such information to a nearby caring center, where a nurse called Sarah
can monitor such information, and she can also monitor some of Jack’s activities
(e.g., watching TV, sleeping, etc.) by collecting location and motion related-
information. Sarah can detect unusual situations and react accordingly, she also
has access to all Jack’s health records and she may contact the required medical
professional that might be needed depending on Jack’s situation. Jack, like many
other users, wants to preserve his privacy by controlling what is collected and
shared concerning his personal information, who is using such information, and
for which reasons.

3 The Process for Developing the COPri Ontology

The process for developing COPri (depicted in Fig. 1) has been constructed based
on [11,12], and it is composed of five main phases, two of them (in gray) were
addressed in [5] while the remaining three are addressed in this paper:

– Step 1. Scope & objective identification, COPri aims at assisting software
engineers while designing privacy-aware systems by providing a generic and
expressive set of key privacy concepts and relationships, which enable for
capturing privacy requirements in their social and organizational context.

– Step 2. Knowledge acquisition aims at identifying and collecting knowledge
needed for the construction of the ontology. In [5], we have conducted a sys-
tematic literature review for identifying the concepts and relationships used
in the literature for capturing privacy requirements as well as the semantic
mappings between them1. The systematic literature review has identified 38
privacy-related concepts and relationships.

– Step 3. Conceptualization aims at deriving an ontology that consists of key
concepts and relationships for privacy [12]. In [5], we have proposed a prelim-
inary ontology consisting of 38 concepts and relationships. In this paper, we
extend and refine our earlier proposal to a comprehensive ontology consisting
of 52 concepts and relationships.

– Step 4. Implementation aims at codifying the ontology in a formal language.
This requires an environment that guarantees the absence of lexical and syn-
tactic errors from the ontology, and an automated reasoner to detect incon-
sistencies and redundant knowledge.

– Step 5. Evaluation and Validation aims at ensuring that the resulting ontol-
ogy meets the needs of its usage [12]. Following [13], we validated COPri by
applying it to the Ambient-Assisted Living (AAL) illustrating example and
querying the ontology instances depending on Competency Questions (CQs).
Then, evaluating whether the ontology captures enough detailed knowledge
about the targeted domain to fulfill the needs of its intended use.

1 A detailed version of the systematic literature review can be found at [14].



COPri - A Core Ontology for Privacy Requirements Engineering 475

Step 1. 
Scope & 
objective

Step 2. 
Knowledge 
acquisition

Step 3. 
Conceptualization

Step 5. 
Evaluation & 

Validation 

Key concepts 
and relations 

Formalized 
ontology

Validated 
ontology

   The conceptual 
model

Ontology scope    
& objective of the 

Step 4. 
Implementation

Fig. 1. The process for developing the COPri ontology

4 The COPri Ontology

The ontology is presented as a UML class diagram in Fig. 2. For reasons of
readability, multiplicity and other constraints have been left out. The concepts
of the ontology are organized into four main dimensions:
(1) Organizational dimension includes concepts for capturing the social and
organizational aspects of the system, which are organized into several categories:

Agentive entities captures the active entities of the system, and it includes
the following concepts: Actor represents an autonomous entity that has inten-
tionality and strategic goals, and it covers two entities: a Role represents an
abstract characterization of an actor in terms of a set of behaviors and function-
alities. A role can be a specialization (is a) of one another; an Agent represents
an autonomous entity that has a specific manifestation, and it can play a role
or more, where an agent inherits the properties of the roles it plays.

Intentional entities includes the following concepts: a goal is a state of
affairs that an actor aims to achieve. When a goal is too coarse to be achieved,
it can be refined through and/or-decompositions of a root goal into finer sub-
goals, where the first implies that the achievement of the root-goal requires the
achievement of all of its sub-goals, and the latter implies that the achievement
of the root-goal requires the achievement of any of its sub-goals.

Informational entities includes the following concepts: Information repre-
sents a statement provided or learned about something or someone. Information
can be atomic or composed of several parts, and we rely on partOf relationship
to capture the relationship between an information entity and its sub-parts. We
differentiate between two types of information: Public information, any informa-
tion that cannot be related (directly or indirectly) to an identified or identifiable
legal entity, and Personal information, any information that can be related to
an identified or identifiable legal entity (e.g., medical records).

Sensitivity level & situation, personal information has a sensitivity level
[4,15]. Based on [16], we adopt four different sensitivity levels ordered as
(R)estricted, (C)onfidential, (S)ensitive, and Secre(T), where Secre(T) is the
most sensitive. Moreover, the sensitivity of personal information can be linked
to when and where such information has been collected and for what purposes,
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i.e., the context/state of affairs related to such information. Thus, we also adopt
the concept of situation as a mean to determine the sensitivity level.

Information use is a relationship between a goal and information, and it
has three attributes: (1) Type of Use (ToU), our ontology provide four types of
use, we consider sufficient for covering main information processing tasks: Pro-
duce, Read, Modify, and Collect, indicates that information is created, consumed,
altered and acquired respectively. (2) Need to Use (NtU) captures the necessary
of use that has two types: Require and Optional, wherein the first the use of
information is required for the goal achievement, and in the later is not [17].
(3) Purpose of Use (PoU), we differentiate between two types: Compatible and
Incompatible, where the first indicates that the purpose for which information
is used is compliant with the rules that guarantee the best interest of its owner;
and in the later, it is not compliant.

Describes is a relationship where information characterizes a goal (activity)
while it is being pursued by some actor2.

Ownership & Permissions includes the following concepts: Own indicates
that an actor is the legitimate owner of information. Permission is a consent that
identifies a particular use of a particular information in a system. Information
owner (data subject3) has full control over the use of information it owns, and it
depends on permissions for such control. In COPri, a permission has a type that
can take as values (P)roduce, (R)ead, (M)odify and (C)ollect, which cover the
four relationships between goals and information that our ontology proposes.

Entity interactions: the ontology adopts three types of interactions: (1)
Information provision captures the transmission of information among actors,
and it has a type that can be either confidential or nonConfidential, where the
former guarantee the confidentiality of the transmitted information, while the
last does not. (2) Delegation indicates that actors can delegate obligations and
entitlements to others, where the source of delegation called the delegator, the
destination is called delegatee, and the subject of delegation is called delega-
tum. The concept of delegation is further specialized into two concepts: Goal
delegation, where the delegatum is a goal; and Permission delegation, where the
delegatum is a permission. (3) Adoption is considered a key component of social
commitment, and it indicates that an actor accepts to take responsibility for the
delegated objectives and/ or entitlements from another actor.

Entities social trust: the need for trust arises when actors depend on one
another for goals or permissions since such dependencies might entail risk [18].
Trust has a type that can be either: (1) Trust means the trustor expects that the
trustee will behave as expected considering the trustum (e.g., a trustee will not
misuse the trustum), and (2) Distrust means the trustor expects that the trustee
may not behave as expected considering the trustum. Moreover, the concept of

2 The Ontology has been extended with Collect and Describes to capture situations
when information describing some activities performed by a data subject (personal
information) is being collected by others.

3 We treat “information owner” and “data subject” as synonyms.
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Trust is further specialized into two concepts GoalTrust, where the trustum is a
goal; and PermissionTrust, where the trustum is a permission.

Monitoring: is the process of observing and analyzing the performance of
an actor in order to detect any undesirable performance. We adopt the con-
cept of monitoring to compensate for the lack of trust or distrust in the trustee
concerning the trustum. The concept of monitor is further specialized into two
concepts GoalMonitor, where the subject of the monitoring is a goal; and Per-
missionMonitor, where the subject of the monitoring is a permission.
(2) Risk dimension includes risk related concepts that might endanger privacy
needs at the social and organizational levels:

A vulnerability is a weakness in the current state-of-affairs that may be
exploited by a threat.

A threat is a potential incident that threatens personal information by exploit-
ing a vulnerability concerning such information [19]. Threat has a probability
that measures the likelihood of its occurrence, and it is characterized by three
different values high, medium or low. In COPri, we differentiate between two
types of threat: (1) Incidental threat that is a casual, natural or accidental
threat that is not caused by a threat actor nor does it require an attack
method. (2) Intentional threat is a threat that require a threat actor and
includes a presumed attack method [14].

Threat actor is an actor that intends to achieve an intentional threat [19].
Attack method is a standard means by which a threat actor carries out an

intentional threat [10,19].
Impact is the expected consequence of a threat over the personal information.

An impact has a severity that captures the level of the impact [10], and takes
values high, medium or low.

(3) Treatment dimension includes concepts to mitigate risks:

A privacy goal defines an intention to counter threats and prevent harm to
personal information by satisfying privacy properties.

A privacy constraint is a design restriction that is used to realize/satisfy a
privacy goal, constraints can be either a privacy policy or privacy mechanism.

A privacy policy defines permitted and forbidden actions to be carried out
by actors toward information.

A privacy mechanism is a concrete technique that operationalizes a privacy
goal. Some mechanisms can be directly applied to personal information (e.g.,
anonymity, unlinkability).

(4) Privacy dimension includes concepts to capture the actors’ privacy
requirements/needs concerning their personal information:



COPri - A Core Ontology for Privacy Requirements Engineering 479

Privacy requirements capture information owners’ privacy needs. Privacy
requirements can be interpretedBy privacy goals, and it is further specialized
into seven more refined concepts4:

Confidentiality means personal information should remain inaccessible to inci-
dental or intentional threats [4,6,15]. We rely on three principles to analyze
confidentiality: (1) Non-disclosure, personal information can only be dis-
closed if the owner’s consent is provided [4,6,15]. Therefore, non-disclosure
can be analyzed depending on the existence of read permission as well as
the confidentiality of information provision. (2) Need to Know (NtK), can
be analyzed depending on Need to Use (NtU) that captures the necessity of
use, i.e., personal information can only be used if it is strictly necessary for
completing a certain task [4]. (3) Purpose of Use (PoU), personal informa-
tion can only be used for specific legitimate purposes and not in ways that
are incompatible with those purposes [6,15], i.e., if the PoU is compatible
with the rules that guarantee the best interest of its owner.

Anonymity means personal information can be used without disclosing the
identity of its owner [6,7,15]. Personal information can be anonymized (e.g.,
removing identifiers) depending on some privacy mechanism.

Unlinkability means that it should not be possible to link personal information
back to its owner [3,7,20]. A privacy mechanism can be used to remove any
linkage between personal information and its owner.

Unobservability means the identity of information owner should not be
observed by others, while performing an activity [3,7]. Unobservability can
be analyzed relying on the describes relationship, which enables for detect-
ing situations where personal information that describes an activity (goal)
being pursued by a data subject is being collected by some other actor [21].

Notice means information owner should be notified when its information is
being collected [6,15]. Notice can be analyzed depending on collect relation-
ship and its corresponding permission. In the case where personal informa-
tion is being collected and there is no permission to collect it, a notice viola-
tion will be raised. Providing a permission to collect implies that the actor
has been already notified and agreed upon the collection of his information.

Transparency means information owner should be able to know who is using its
information and for what purposes [15], we rely on two principles to analyze
transparency: (1) Authentication a mechanism aims at verifying whether
actors are who they claim they are, and it can be analyzed by verifying
whether i) the actor is playing a role that enables the identification of its
main responsibilities; and ii) the actor is not playing any threat actor role.
(2) Authorization a mechanism aims at verifying whether actors can use
information in accordance with their credentials [15].

Accountability means information owner should be able to hold information
users accountable for their actions concerning its information [15]. We rely

4 The right to erasure (right to be forgotten) is essential in several privacy laws, yet
we did not consider it since the use of information is limited to a specific, explicit,
legitimate purpose (a goal), i.e., information will not be kept after achieving the
goal.
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on the non-repudiation principle to analyze accountability, which can be
analyzed relying on the adoption relationship, i.e., if a delegatee did not
adopt the delegatum, a non-repudiation violation can be raised.

This ontology extends the one proposed in [5] by new concepts concerning
personal information and privacy requirements. Accordingly, we have extended
and refined the organizational, risk, treatment and privacy dimensions to cover
the new extensions, and to allow for performing a more comprehensive analysis.

5 The Implementation of COPri5

We have implemented the COPri ontology6 using the on Protégé tool7 that sup-
ports the creation, modification, visualization and consistency-checking for an
ontology. Protégé also offers a plug-in for using SPARQL to query an ontology.
In particular, we have implemented COPri relying on classes and object prop-
erties (relationships) in Protégé, had to amend and/or create new classes and
relationships during this process. Moreover, for each class that has attributes
with quantitative values, we have created a class (called a Value Partition pat-
tern) to present such attributes, and several individuals (instances) to cover all
quantitative values of their corresponding attributes.

In our implementation, all primitive siblings classes (e.g., Personal and Pub-
lic Information) have been made disjoint, which helps the reasoner to detect
inconsistencies. Moreover, we have used Probe Classes, which are classes that
are subclasses of two or more disjoint classes to test and ensure that the ontology
does not include inconsistencies. Additionally, we have used a covering axiom to
solve the open-world assumption in OWL-based ontologies, where a covering
axiom is a class that results from the union of the classes being covered. Prop-
erties are used to link individuals from domain to range classes. Thus, we have
defined the domain and range for each of the object properties, which can be
used by the reasoner to make inferences and detect inconsistencies. Moreover, we
defined only one inverse property to minimize the number of object properties.
Finally, we have used cardinality restrictions to specify the number of relation-
ships between classes depending on at least, at most or exactly keywords.

6 The Validation of COPri8

We validated the COPri ontology by applying it to the AAL illustrating example,
and then query the ontology instance relying on Competency Questions (CQs)
and check whether these queries can return comprehensive answers. In particular,

5 Available in greater detail in [22].
6 The COPri ontology is available in OWL formal at https://goo.gl/AaqUxx.
7 http://protege.stanford.edu/.
8 Available in greater detail in [22], formalization of the CQs (SPARQL queries), and

the validation we performed.

https://goo.gl/AaqUxx
http://protege.stanford.edu/
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CQs represent a set of queries that the ontology must be capable of answering
to be considered competent for conceptualizing the domain it was intended for
[11,13]. The CQs are meant to assist and guide requirements engineers while
dealing with privacy requirements by capturing main wrong/bad design decisions
(we call violations) related to the four dimensions of our ontology. 26 CQs9 have
been defined (shown in Table 1), which we consider sufficient for capturing all
violations to the privacy requirements considered in our ontology.

In particular, CQ1–3 are dedicated for organizational aspects, e.g., identi-
fying violations related to permissions delegation without trust or monitoring
(CQ1 ), the existing of trust and monitoring concerning the same trustum that
is considered as a bad design decision (CQ2 ), and CQ3 can be used for return-
ing different sets of personal information based on their sensitivity levels (e.g.,
Secret, Sensitive, etc.).

CQ4–13 are dedicated for risk aspects, e.g., identify violations related to
existing vulnerabilities and information subject to them (CQ4 ), threats that can
exploit such vulnerabilities (CQ5 ), unmitigated vulnerabilities (CQ6 ), existing
threats (CQ7 ), and CQ8 can be used to identify threats based on the severity
levels of their impact (e.g., Low, Medium, or High). CQ9–11 can be used to iden-
tify existing intentional threats, threat actors and attack methods respectively.
While CQ12 can be used to identify existing incidental threats, and CQ13 is
used to identify different sets of threats based on their probability levels (Low,
Medium, or High).

CQ14–15 are dedicated for treatment aspects, e.g., identify violations
related to unrealized privacy goals (CQ14 ) and CQ15 can be used to iden-
tify privacy mechanisms and personal information that such mechanisms are
applied to.

CQ16–26 are dedicated for privacy requirements violations. In particular,
CQ16–19 are used for analyzing Confidentiality, where CQ16–17 are used for
analyzing non-disclosure by detecting and reporting when personal information is
read without the owner’s permission (CQ16 ), or it has been transferred relying
on non-confidential transmission means (CQ17 ). CQ18 is used for analyzing
Need to Know (NtK) principle by verifying whether personal information is
strictly required by goals using them, i.e., if the Need to Use (NtU) of the goal
is optional, CQ18 will report such violation. CQ19 is used for analyzing the
Purpose of Use (PoU) principle by verifying whether personal information is
used for specific, explicit, legitimate purposes that have been permitted to be
used for, i.e., if the PoU is incompatible, CQ19 will report such violation. CQ20
is used for analyzing Anonymity by verifying whether the identity of information
owner can be sufficiently identified, i.e., if personal information has not been
anonymized relying on a privacy mechanism, CQ20 will report such violation.
CQ21 is used for analyzing Unlinkability by verifying whether it is possible to
link personal information back to its owner, i.e., if an unlinkability mechanism
has not been applied to personal information, CQ21 will report such violation.

CQ22 is used for analyzing Unobservability by verifying whether the identity
of information owner can be observed by others while performing some activity.

9 Note that the main focus of the CQs is privacy requirements, not goal analysis.
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Table 1. Competency questions for validating the COPri ontology

Organizational dimension
CQ1. Who are the delegators that delegate produce, read, modify, or collect permis-

sion, which is not accompanied by trust nor monitoring?
CQ2. Who are the delegators that delegate produce, read, modify, or collect permis-

sion accompanied by both trust and monitoring?
CQ3. Which is the personal information of sensitivity Restricted [Confidential, Sen-

sitive or Secret]?
Risk dimension

CQ4. Which are the existing vulnerabilities and which personal information are sub-
ject to them?

CQ5. Which are the existing vulnerabilities and which are the threats that can
exploit them?

CQ6. Which are the existing vulnerabilities that are not mitigated by privacy goals?
CQ7. Which are the existing threats and which is the personal information that are

threatened by them?
CQ8. Which are the existing threats that have an impact with severity level Low

[Medium, High] over personal information?
CQ9. Which are the existing intentional threats and which is the personal informa-

tion that are threatened by them?
CQ10. Who are the threat actors and which are the intentional threats that they

intend to perform?
CQ11. Which are the existing attack methods and to which intentional threats they

can be used for?
CQ12. Which are the existing incidental threats and which is the personal information

that are threatened by them?
CQ13. Which are the existing threats of probability Low [Medium | High]?

Treatment dimension
CQ14. Which are the privacy goals that are realized by privacy constraints?
CQ15. Which are the existing privacy mechanisms and which is the personal infor-

mation that such mechanisms are applied to?
Privacy dimension

CQ16. Which is the personal information that is read without read permission?
CQ17. Which is the personal information that is transferred relying on non-

confidential provision?
CQ18. Which is the personal information that is used by a goal, where their usage

(NtU ) is not strictly required (i.e., optional)?
CQ19. Which is the personal information that is used by goals, where their purpose

of use (PoU ) is incompatible with the best interest of its owner?
CQ20. Which is the personal information that is not anonymized?
CQ21. Which is the personal information that can be linked back to their owners?
CQ22. Which is the personal information that describes a goal, and it is also being

collected by some actor?
CQ23. Who are the actors that are collecting personal information without collect

permissions?
CQ24. Who are the actors that do not play any role or they play a threat actor role?
CQ25. Who are the actors that are using (producing, reading, modifying, or collect-

ing) personal information without the required permission?
CQ26. Who are the delegatees that have not adopted their delegatum?

Consider for example that Jack does not want his activities to be monitored
while he is in the bathroom. Then, “Jack’s location” should not be collected
when he is in the bathroom since such information can be used to infer activities
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that Jack does not want it to be observed. If such information is collected,
CQ22 will report such violation. CQ23 is used for analyzing Notice by verifying
whether personal information is being collected without notifying its owner. In
case, personal information is being collected and there is no permission to collect,
CQ23 will detect and report such violation.

CQ24–C25 are used for analyzing Transparency, where CQ24 analyzes the
authentication principle by verifying whether an actor can be authenticated
based on the role(s) she/he is playing10. Accordingly, CQ24 will report whether
an actor can be authenticated. While CQ25 analyzes the authorization principle
by verifying that actors are not using personal information without the required
permissions. Finally, CQ26 is used for analyzing Accountability relying on the
non-repudiation principle by verifying that actors cannot repudiate that they
accepted delegations, which can be done depending on the adoption concept, if
there exists a delegatee without an adopt relationship to the delegatum, CQ26
will detect and report such violation.

The formulation of the CQs was an iterative process i.e., several CQs have
been refined before having the final set of CQs. Note that the concepts of the
ontology have been refined and extended as well while formulating the CQs
because some limitations in the ontology have been revealed.

7 Evaluation

We evaluate the COPri ontology against the common pitfalls for ontologies iden-
tified in [23], where the authors classify 20 of these pitfalls by criteria under 1
- Consistency pitfalls verify whether the ontology includes or allows for any
inconsistencies; 2 - Completeness pitfalls verify whether the domain of interest
is appropriately covered; and 3 - Conciseness pitfalls verify whether the ontol-
ogy includes irrelevant elements or redundant representations of some elements
with respect to the domain to be covered. The pitfalls classification by criteria
is shown in Table 2, where we can also identify the four different methods we
followed to evaluate the COPri ontology:

1 - Protégé & HermiT Reasoner11: Both Protégé & HermiT have been
used. In particular, HermiT is able to detect cycles in the hierarchy (P6.). P4.
has been verified depending on OntoGraf plug-in that enables for visualizing the
ontology. Concerning P10., we have already made all primitive siblings classes
disjoint. We have manually checked whether the domain and range of all object
properties have been defined (P11.). Moreover, we verified P14. depending on
Probe Classes. COPri ontology cannot suffer from P15. since we did not use com-
plement operators to describe/define any of the classes, i.e., all defined classes
have been defined depending on both necessary and sufficient conditions. The
concepts of the ontology are general enough to avoid both P17. and P18.. No
miscellaneous class have been identified (P21.), since the names of all classes
and their sub-classes have been carefully chosen.
10 If an actor is not playing any role, it will be impossible to authenticate it.
11 http://www.hermit-reasoner.com/.

http://www.hermit-reasoner.com/
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2 - Evaluation with OntOlogy Pitfall Scanner (OOPS!): OOPS! is a web-
based ontology evaluation tool12 for detecting common pitfalls in ontologies. The
COPri ontology was uploaded to the OOPS! pitfall scanner, which returned an
evaluation report13. In particular, two suggestions have been returned, propos-
ing to characterize both is a and partOf relationships as symmetric or transitive.
We took these suggestions into account, characterizing both of these relation-
ships as transitive. 53 minor pitfalls (P13.) have been identified. However, as
mentioned earlier we defined only one inverse property to minimize the number
of properties/relationships in the ontology. Finally, only one critical pitfall has
been identified stating that we are using is a relationship instead of using OWL
primitives for representing the subclass relationship (rdfs:subClassOf). However,
is a relationship is used in most Goal-based modeling languages, where we have
adopted many of the concepts and relationships of the COPri ontology. There-
fore, we chose not to replace it with the subClassOf relationship.

Table 2. Pitfalls classification by criteria and how they were evaluated
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P7. Merging different concepts in the same class - � � -
P14. Misusing “allValuesFrom” � - - -
P15. Misusing “not some” and “some not” � - - -
P18. Specifying too much the domain or the range � - - -
P19. Swapping intersection and union - � - -
P24. Using recursive definition - � � -
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P4. Creating unconnected ontology elements � � - -
P9. Missing basic information - - - �
P10. Missing disjointness � � - -
P11. Missing domain or range in properties � � - -
P12. Missing equivalent properties - � - -
P13. Missing inverse relationships - � - -
P16. Misusing primitive and defined classes � - - -
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ss P2. Creating synonyms as classes - � � -

P3. Creating the relationship “is” instead of using
“subclassOf”, “instanceOf” or “sameIndividual”

- � - -

P17. Specializing too much a hierarchy � - � -
P21. Using a miscellaneous class � � � -

12 http://oops.linkeddata.es/index.jsp.
13 Evaluation with OOPS! has been performed after evaluating the ontology with

Protégé & HermiT, i.e., several pitfalls have been already detected and corrected.

http://oops.linkeddata.es/index.jsp
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3 - Lexical semantics experts: Two lexical semantics experts with main focus
on Natural Language Processing (NLP) have been provided with the COPri
ontology, and they were asked to check whether the ontology suffers from P1,
P2, P7, P17, P21, and P24 pitfalls14. Several issues have been raised by the
experts concerning P2, P21 and P24. Each of these issues has been properly
addressed. The experts’ feedback and how it was addressed can be found in [22].
4 - A survey with researchers: The main purpose of this survey was eval-
uating the adequacy and completeness of the COPri ontology in terms of its
concepts and relationships for dealing with privacy requirements in their social
and organizational context (P9.). The survey was closed, i.e., it was accessi-
ble through a special link that is provided to the invited participants only to
avoid unintended participants. In total 25 potential participants were contacted
to complete the survey, and they were asked to forward the email to anyone
who fits in the participating criteria (e.g., has good experience in privacy and/or
security). We have received 16 responses (64% response rate). The survey tem-
plate15 is composed of four main sections: S1. General information about the
survey, S2. Participant demographics, S3. Evaluation questions, and S4. Final
remarks.
S2. Result of Demographic Questions: 15 (93.8%) of the participants are
researchers and 1 (6.2%) is a student. Concerning experience with privacy and/or
security: 2 (12.5%) of the participants have both academic and industrial experi-
ence, and 14 (87.5%) have pure academic experience. Moreover, 3 (18.8%) have
less than one year, 7 (43.8%) have between one and four years, and 6 (37.5%)
have more than four years of experience.
S3. Result of Evaluation Questions: This section is composed of 10 subsec-
tions, each of them is dedicated to collect feedback concerning the adequacy and
completeness of a specific dimension/category of concepts and relationships. In
each of these subsections, we provide the definitions of the concepts and relation-
ships of the targeted dimension/category as well as a diagram representing them.
Followed by a mandatory question, asking the participant to grade the complete-
ness of the presented concepts and relationships with respect to system aspects
they aim to capture on a scale from 1 (incomplete) to 5 (incomplete). The result
of the evaluation for each of these sections is summarized in Table 3. The result
tends to demonstrate that most of the targeted dimension/category of concepts
and relationships are properly covering the aspects they aim to represent.

Additionally, we have added an optional question in each of the 10 sections to
evaluate the adequacy of the concepts and relationships by collecting suggestions
to improve the category/dimension under evaluation. Some feedback suggested
to refine, include or exclude some of the concepts/relationships, we took some
of these suggestions into account while developing the final ontology.
S4. Result of Remarks Question: Most of the feedback was valuable, has
raised important issues and ranged from complementing to criticizing. For exam-
ple, among the encouraging feedback, we received “COPri covers a wide range of

14 The experts evaluation template can be found at https://goo.gl/ZEhLnN.
15 The survey template can be found at https://goo.gl/bro8nG.

https://goo.gl/ZEhLnN
https://goo.gl/bro8nG
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privacy-related concepts, with actor and goal-oriented perspectives, which looks
promising. We look forward to seeing it used to capture real-world privacy prob-
lem context”. Another feedback and suggestion was “I think it is very precise
and very good work. Maybe some other concepts could be expressed somewhere”.
One of the comments we received was “How satisfaction of privacy requirements
can be verified using it?”. We also received criticisms such as the following one
“I have no idea how good it is unless it is applied to many real cases. I’m con-
cerned that it is not grounded in reality. It’s also very complicated, which makes
it hard to apply in the industry”. However, such criticism opens the way for
future research directions.

Table 3. The result of the evaluation

Strongly
disagree

Disagree N. agree/n.
disagree

Agree Strongly
agree

Q1. Agentive cat. 0 (0%) 1 (6.3%) 3 (18.8%) 6 (37.5%) 6 (37.5%)

Q2. Intentional cat. 0 (0%) 1 (6.3%) 4 (25.0%) 7 (43.8%) 4 (25.0%)

Q3. Informational cat. 0 (0%) 2 (12.5%) 4 (25.0%) 4 (25.0%) 6 (37.5%)

Q4. Goals & info cat. 0 (0%) 2 (12.5%) 2 (12.5%) 6 (37.5%) 6 (37.5%)

Q5. Ownership cat. 0 (0%) 1 (6.3%) 1 (6.3%) 5 (31.3%) 9 (56.3%)

Q6. Interactions cat. 0 (0%) 1 (6.3%) 1 (6.3%) 6 (37.5%) 8 (50.0%)

Q7. Social Trust cat. 0 (0%) 0 (0.0%) 4 (25.0%) 7 (43.8%) 5 (31.3%)

Q8. Risk dim. 0 (0%) 3 (18.8%) 0 (0.0%) 8 (50.0%) 5 (31.3%)

Q9. Treatment dim. 0 (0%) 0 (0.0%) 3 (18.8%) 7 (43.8%) 6 (37.5%)

Q10. Privacy dim. 0 (0%) 2 (12.5%) 2 (12.5%) 5 (31.3%) 7 (43.8%)

Threats to the validity of our study, we have identified the following threats:
1. Authors’ background, the authors have good experience in goal modeling (espe-
cially in i* languages). This may have influenced the selection and definitions
of the concepts of the ontology. However, i* languages have been developed to
capture requirements in their social and organizational context, which is also
a main objective of our ontology. 2. Survey result validity, the number of par-
ticipants can raise concerns about the validity of the result. However, most of
them are experts with good experience in privacy. 3. Extensive evaluation, the
ontology has been evaluated against the common pitfalls in ontologies with the
help of some tools, lexical semantics experts, and privacy researchers, yet it has
not been applied in industry. However, applying our ontology to real case studies
from different domains is on our list for future work.

8 Related Work

Several ontologies have been proposed for dealing with privacy and security.
For example, Palmirani et al. [24] proposed PrOnto, a first draft privacy ontol-
ogy for supporting researchers and regulators while analyzing privacy policies
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through SPARQL queries. Oltramari et al. [25] developed PrivOnto, a semantic
framework for analyzing privacy policies, which rely on an ontology developed
to represent privacy-related issues to users and/or legal experts. On the other
hand, Kalloniatis et al. [3] introduce PriS, a security requirements engineering
method that considers users’ privacy requirements as business goals and pro-
vides a methodological approach for analyzing their effect on the organizational
processes. Dritsas et al. [15] developed an ontology for developing a set of secu-
rity patterns that can be used to deal with security requirements for e-health
applications. In addition, Labda et al. [4] propose a privacy-aware Business Pro-
cesses framework for modeling, reasoning and enforcing privacy constraints. In
summary, most existing works do not appropriately cover all four concept cat-
egories (e.g., organizational, risk, treatment, and privacy) we consider in this
work, which was clear based on the results of the systematic literature review
we conduct.

9 Conclusions and Future Work

We proposed the COPri ontology for privacy requirements, and since it is based
on a systematic literature review; it is more comprehensive in coverage than
all ontologies included in our systematic review. Moreover, the ontology has
been implemented and applied to an AAL illustrative example. In addition, we
have validated it depending on CQs. Finally, we have evaluated the ontology
against common pitfalls for ontologies with the help of some software tools, lex-
ical semantics experts, and privacy and security researchers. The main purpose
of developing COPri is assisting requirements engineers while eliciting privacy
requirements for systems that handle personal data by providing a comprehen-
sive set of necessary and sufficient concepts that allow for analyzing privacy
requirements in their social and organizational context.

In this paper, we provide a preliminary validity check for the comprehen-
siveness of our proposal, which needs to be complemented in the future with
empirical validation through controlled studies. The next step in this work is to
develop a tool and a systematic methodology for privacy requirements that are
founded on the COPri ontology. We also aim at better analyzing how the sensi-
tivity level can be determined based on the situation, and how it can be used to
facilitate the identification of privacy requirements. We will refine the analysis of
the PoU property as compatible/compatible are too abstract to characterize such
important property, and we will investigate how PoU can be determined based
on the characteristics of the goal. Additionally, we are planning to develop a goal-
oriented framework based on our ontology to be used for eliciting and analyzing
privacy requirements.
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Abstract. In this paper the video change detection method that allows for data
privacy protection is proposed. Signal change detection is based on the tensor
models constructed in the orthogonal tensor subspaces. Tensor methods allow
for processing of any kind of multi-dimensional signals since computation of
special features is not required. The proposed signal encoding method makes that
person identification in the processed signal is very difficult or impossible for the
unauthorized personnel. It is demonstrated that despite the input being distorted
for encryption, the proposed tensor based method can still correctly identify video
shots in real-time. Compared with the non-distorted signals, the obtained accuracy
is only slightly lower, at the same time providing data privacy.

Keywords: Data privacy · Image encryption · Video analysis · Tensor models ·
HOSVD · Real-time algorithms

1 Introduction

Signal change detection in video signals finds application mostly in the surveillance
systems, in the video summarization platforms, as well as in the search engines, to name
a few. For this purpose many methods were proposed, which either specialize in certain
type of video sequences, such as sport and news, or try to operate on general video
signals. We only outline the problem here – a broader treatment of the subject of video
summarization can be accessed in many works, such as [2, 10, 14, 21, 22, 24]. However,
there are at least two significant problems related to this task. First is a great variety of
video content, as well as problems with clear definition of a video signal change. The
second problem is the requirement on data privacy protection. In this paper we address
both problems by proposing an extension to the recently developed tensor based video
change detection method that also allows for data privacy protection.

Details of the aforementioned video change detection method are provided in the
paper by Cyganek [10]. Here we only outline its basic properties and present details of
its extensions that allows for data privacy protection. The method treats input signals
as multi-dimensional tensors and does not assume any feature detection. It starts with
composition of the input tensors, from which the model is computed based on construc-
tion of the orthogonal tensor subspace (OTS). In the next steps, the incoming tensors
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(frames) are compared with the current model; It is then is either updated or entirely
rebuilt, based on the statistical inference procedure. The method was shown to reach the
topmost performance both, in accuracy, as well as in the execution time, allowing for
the real-time operation. However, to ensure data privacy protection – which gained on
importance in the video surveillance, as discussed in many papers [3–5, 7, 12, 13, 19,
23] – the aforementioned method has been endowed with the data encryption module.
Its primary role is a reliable data protection with the de-identification option. However,
special attention has also been devoted to the availability of behavior recognition and
also to the recoverability. The latter option allows person identification but only to the
authorized persons e.g. for the law enforcement, etc. In this paper we outline connection
of the two modules, as well as we show its operation, properties, as well as the future
directions.

2 Method Description

In this section the basic architecture of the proposed method is presented. More
concretely, we start with the overall view of the main processing blocks. After that
descriptions of the tensor shot detection and data encryption methods follow.

Figure 1(a) presents a general view on the method proposed in this paper. There are
two main blocks: (I) the visual data preprocessing module, which does data encryption
in order to preserve the required level of data privacy and (II) the video stream shot
detector, which reveals remarkable scene changes in the encrypted signal, still allowing
for further video analysis and summarization.

Fig. 1. Overall architecture of the video shot detection method assuring data privacy (a). The
XOR based color image encoding scheme which allows data protection, behavior analysis and
recoverability to the authorized users (b).

Figure 2 depicts an overall viewof the proposed tensor basedmethod for video stream
analysis from Fig. 1(a). The input video stream is split into a number of contiguous
partitions, from which the tensor model is built. If the consecutive tensor-frames fit to
this model, then the model is only updated; Otherwise, it is rebuilt. The method is able
to operate on signals encrypted for data privacy protection, as will be discussed.

As already mentioned, the method relies on a tensor analysis which will be outlined
in the next section.



492 B. Cyganek

Fig. 2. Scheme of the tensor based method for video stream analysis.

Operation of the tensor based video shot detection method is as follows. The input
multi-dimensional video signal is modelled as a tensor – that is, as a stream of multi-
dimensional cubes of data. From these, an initial window of the width W is composed,
which constitutes an input to the tensor model. The input tensor is then decomposed to
form the OTS, which can be viewed as a multi-dimensional equivalent to the well known
orthogonal vector subspaces. OTS has a number of useful features. First of all, it allows
for a multi-dimensional signal representation in a succinct form.

A model based on the OTS can be also used to measure a fitness of the incoming
tensor-frames from the input video stream. In a consequence, each new frame which
conforms to the model is used for its update. On the other hand, frames that significantly
differ from the model, which indicate a signal shot, trigger the model rebuilt process.

As alluded to previously, the presented method is based on the thumbnail tensor
method, whose details are presented in [10]. Here we only outline the most important
steps of OTS construction and model build and update procedures (Fig. 2), which are
based on the higher-order singular value (HOSVD) tensor decomposition.

2.1 Introduction to Tensor Representation and Decomposition

Tensors are mathematical objects which fulfill precise transformation rules on a change
of the coordinate systems [1, 15].However, in themulti-dimensional data analysis tensors
represent cubes of data inwhich each dimension corresponds to a differentmeasurement.
Since video streams are four dimensional, without much loss of generality let’s start with
the definition of a 4D tensor [1, 8–10, 15, 20].

T ∈ �N1×N2×N3×N4 , (1)

where Nj stands for a j-th dimension of T (1 ≤ j ≤ 4). However, with no loss of
information each tensor can be represented in a matrix representation, known as a tensor
flattening. Namely, for a tensor T , its flattening alongside its k-th dimension is defined
as follows:

T(k) ∈ �Nk×(N1...Nk−1Nk+1...N4). (2)
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It is obtained from the tensorT by selecting its k-th dimension for the row dimension
of T(k), while a product of all other indices makes its column dimension.

The next concept is the k-th modal product of a tensor T ∈ �N1×...×N4 and a matrix
M ∈ �Q×Nk : The result of this product is a tensor S ∈ �N1×...Nk−1×Q×Nk+1×...N4 whose
elements are defined as follows [8]:

Sn1...nk−1qnk+1...n4 = (T ×k M)n1...nk−1qnk+1...n4 =
Nk∑

nk=1

tn1...nk−1nknk+1...n4mqnk . (3)

Consequently, the HOSVD decomposition of T can be defined as follows [20, 10]

T = Z ×1 S1 ×2 S2 ×3 S3 ×4 S4, (4)

where Sk are Nk × Nk unitary matrices, ×k is a k-th order tensor matrix product. On the
other hand, the tensorZ ∈ �N1×N2×...Nm×...Nn×...NP represents the core tensor, fulfilling
the sub-tensor orthogonality and decreasing energy value properties [10]. Computation
of the HOSVD requires a series of SVD decompositions on flattenings (2) of T .

What is important, due to the commutative properties of the k-mode multiplication,
for each mode matrix Si in (4) the following sum can be constructed

T =
N4=W∑

h=1

Dh ×4 sh4. (5)

Further, it can be shown that the tensors [8, 10]

Dh = Z( :, :, :, h) ×1 S1 ×2 S2 ×3 S3 (6)

are orthogonal, while the vectors shP are columns of the unitary matrix SP [10]. Because
of the orthogonal property, they form the orthogonal base, spanning a subspace (OTS).
This space is used to construct the tensor based model of the consecutive frames in the
video stream, as depicted in Fig. 3.

Fig. 3. Tensor model construction framework. TheW frames in the input stream are stacked into
the 4Dmodel tensorT . After its HOSVDdecomposition theW basesDw are obtained. A distance
of a test tensor to the model tensor T is measured as its projection onto the subset of bases {Dw}.
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2.2 Frame to the Tensor Model Fitness Measure

A series of the W input frames is modelled as a subspace spanned by the tensors Dh

defined in (6). The subset ofDh is then used to compare the incoming frames (tensors).
That is, a distance of a test frame F to the tensor model, is computed as follows [10]:

R =
U≤W∑

u=1

〈Du,F〉2, (7)

where U ≤ W is a method parameter. The values of R computed for the model frames,
as well as computed for all other frames in the video, are used for the statistical analysis
of abrupt signal changes in that video. Namely, the differences �R are used for this
purpose. More concretely, the following error function is proposed

�Ri ≡ Ri − Ri−1. (8)

For detectionof the video shotswith slowly changing content, the following statistical
measure is used

∥∥�RF − R̄�

∥∥ < a σ� + b. (9)

where a ∈ [3.0–4.0], and b is an additive component in the range (0.5–2.5). The parame-
ters R̄� and σ� stand for the mean and standard deviation obtained from the differences
of the fit measure in (8) for the model. These are computed as follows

R̄� = 1

W

W∑

w=1

R�w, σ 2
� = 1

W − 1

W∑

w=1

(
R�w − R̄�

)2
. (10)

Each new tensor is checked to fit to the above model in accordance with (10). If it
does not fit, the model is rebuilt. Further details on operation of the video shot detection
method are provided in [10].

2.3 Video Encryption Method

In this work for the privacy encryption the pixel-by-pixel exclusive-or (XOR) encoding
is proposed, as shown in Fig. 1(b). AlthoughXOR is not a strong data encryptionmethod,
in our system it fulfills all of the requirements, that is: (1) the method allows a sufficient
privacy (person identity protection), (2) it is fast, (3) it can be implemented close to the
camera’s sensor, (4) it allows for behavior analysis or scene shot observation, as well as
(5) it is recoverable. For the latter, a value of the mask needs to be known. Moreover,
longer masks can be used which provide the higher encryption levels. However, in
our system a practical trade-off of 1–3 bytes is sufficient. We experimented with various
permutations of the bytes from the set {0xAA, 0x55, 0xCD}. In the future,more advanced
encryption methods are planned to be investigated as well.
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3 Experimental Results

The proposed method was implemented in C++. The experiments were run out on the
computer with 64 GB RAM, the Intel® Xeon E-2186 processor, andWindows® 10. For
tensor decomposition the DeRecLib framework was used [11].

Figure 4 shows results of image encoding with the proposed XORmasking of pixels
in each of the color channels with only 1 byte in the mask. The method is extremely
simple and fast, at the same time allowing for the high level of privacy protection, as
visible. On the other hand, behavior patterns in the stream can be still discernible.

Fig. 4. Color data encoding for privacy protection. Each color channel is independently processed
with a 1 byteXORmask.This encoding is fast, can be implemented in hardware andmakes person’s
and object’s details identification very difficult or impossible (right). Images from the Open Video
Database [16] (left) – ‘The Voyage of the Lee’, segments 05 and 15.

Due to the colormangling, personal details of face and person posture are not possible
for identification. Similarly, some texts and other details identifying objects are also
concealed, as shown in the last row in Fig. 4. Nevertheless, the proposed simpleXOR’ing
method is relatively easy to be broken (decoded). Therefore, further research will be
devoted to the development and investigation of other data encryption methods, which
allow for efficient video shot detection, at the same time ensuring a sufficient level of
data protection. Exemplary plots of the detected scene shots computed by the presented
tensor based method, operating on the encrypted video sequence no 60 and 61 from
the ‘The Voyage of the Lee’, segments 05 and 15, of the Open Video Database [16],
are shown in Fig. 5, respectively. Detailed results for each video from the database are
presented in Table 1. For measurements the ground truth data from the work by de Avila
et al. [6] has been employed. The measures CUSA = nAU /nU and CUSE = ~nAU /nU are
used, where nA denotes a number of matching keyframes from the automatic summary
(AS) and the user annotated summary, ~nAU is the complement of this set, whereas nU is
a total number of keyframes from the user summary only (US). Also the P (precision),
R (recall) and F measures are used [9, 10, 17, 18, 21, 24]. An average F measure of the
proposedmethod is 0.75, which is only by 0.03 less than the average F measure obtained
on the not encrypted (pure) video signals presented in the paper [10]. This shows that
both research tasks were fulfilled. That is, the sufficient level of data encryption, which
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disallows person identification, joined with an efficient tensor based real-time method
of signal change detection were attained.

Fig. 5. Plots of the detected scene shots computed in the privacy encrypted video sequences no.
60 and no. 61 from the Open Video Database. These frames are shown in Fig. 4.

Table 1. Results of the proposed tensor based change detection method obtained on the privacy
encoded video streams from the Open-Video Database.

Video No. CUSA CUSE P R F

21 0.64 0.36 0.64 0.64 0.64

22 0.75 0.25 0.75 0.75 0.75

23 0.88 0.13 0.88 0.88 0.88

24 0.55 0.18 0.75 0.55 0.63

25 0.50 0.08 0.86 0.50 0.63

26 0.63 0.38 0.63 0.63 0.63

27 0.75 0.19 0.80 0.75 0.77

28 0.74 0.09 0.89 0.74 0.81

29 0.63 0.13 0.83 0.63 0.71

30 0.60 0.10 0.86 0.60 0.71

31 0.85 0.08 0.92 0.85 0.88

32 0.67 0.56 0.55 0.67 0.60

33 0.67 0.17 0.80 0.67 0.73

34 1.00 0.00 1.00 1.00 1.00

35 0.42 0.25 0.63 0.42 0.50

36 0.60 1.20 0.33 0.60 0.43

37 1.00 0.40 0.71 1.00 0.83

38 0.85 0.46 0.65 0.85 0.73

(continued)
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Table 1. (continued)

Video No. CUSA CUSE P R F

39 0.83 0.25 0.77 0.83 0.80

40 1.00 0.50 0.67 1.00 0.80

41 0.92 0.33 0.73 0.92 0.81

42 0.89 0.33 0.73 0.89 0.80

43 0.89 0.22 0.80 0.89 0.84

44 0.90 0.30 0.75 0.90 0.82

45 0.89 0.33 0.73 0.89 0.80

46 0.50 0.50 0.50 0.50 0.50

47 0.80 0.00 1.00 0.80 0.89

48 0.88 0.75 0.54 0.88 0.67

49 0.87 0.20 0.81 0.87 0.84

50 0.89 0.78 0.53 0.89 0.67

51 0.71 0.29 0.71 0.71 0.71

52 1.00 0.38 0.73 1.00 0.84

53 0.83 0.33 0.71 0.83 0.77

54 0.86 0.00 1.00 0.86 0.92

55 0.80 0.20 0.80 0.80 0.80

56 0.78 0.11 0.88 0.78 0.82

57 0.86 0.29 0.75 0.86 0.80

58 0.69 0.00 1.00 0.69 0.82

59 0.80 0.00 1.00 0.80 0.89

60 0.50 0.00 1.00 0.50 0.67

61 1.00 0.43 0.70 1.00 0.82

62 1.00 0.00 1.00 1.00 1.00

63 0.86 0.29 0.75 0.86 0.80

64 0.69 0.25 0.73 0.69 0.71

65 0.88 0.50 0.64 0.88 0.74

66 0.75 0.38 0.67 0.75 0.71

67 0.63 0.63 0.50 0.63 0.56

68 0.75 0.25 0.75 0.75 0.75

69 0.80 0.50 0.62 0.80 0.70

70 0.60 0.20 0.75 0.60 0.67

F_av =
0.75
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The above results place the propose method at the top of the state-of-the-art methods
in the field of video shot detection. A detailed comparison of the thumbnail tensor
approach with other methods can be found in the paper [10]. However, contrary to other
methods, the proposed one allows for seamless operation in the domain of data encoded
for privacy protection. This is the main novelty presented in this paper. Moreover, the
method allows up to 160 frames/s, placing it in the group of fastest real-time methods.

4 Conclusions

The paper presents a video stream change detection method based on the orthogonal
tensor decomposition models. The method fulfills the of data privacy constraint and
allows for real-time operation on encoded signals. One of the characteristic features
of the proposed tensor method is operation on multi-dimensional signals without any
specific feature extraction. Thanks to this universality, the method is able to work also
with encrypted data in order to attain data privacy protection. For the latter, the XOR
masking is proposed, which achieves a number of goals. Although it is not a strong
encryption method, it allows for reliable and reversible operations by the authorized
personnel. On the other hand, XOR can be efficiently implemented, very close to the
image sensor, allowing for high data privacy protection and fast in-hardware operation.
To some extend this paper opens the subject of video signal change analysis in an
encrypted domain, which surely will gain on attention. Further research will be devoted
to an analysis of other encryptionmethods, which fulfill the stated goals of video analysis
and data privacy protection at the same time. Also, an important research direction is
operation in a domain of signals preprocessed with properly trained deep networks,
which allow for more in-depth treatment of semantic data properties.
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Abstract. When financial institutions are found to have their customers conduct
money laundering through them, they are subjected to large fines. Moreover, the
reputation of those institutions suffers greatly through public exposure. Conse-
quently, financial institutions invest significant resources in building systems to
automatically detect money laundering in order tominimize the negative impact of
money launderers on their reputation. This paper investigates a graph algorithm
called Anti-TrustRank and demonstrates how it can be used to identify money
launderers. Our approach to using Anti-TrustRank is not replacing money laun-
dering detection systems, rather is generating additional inputs to feed into such
systems in order to improve their overall detection accuracy.

Keywords: Financial institutions · Money laundering · Terrorist financing ·
Money laundering detection systems · PageRank · TrustRank · Anti-TrustRank

1 Introduction

A graph-as-a-service is one that uses a knowledge graph to enable interrelated data to
be retrieved, using the concepts of nodes, edges and properties to represent and store
those data. A well-known example is Google’s knowledge graph, which is used by its
search engine. Another example is a financial knowledge graph, which is a network of
data and relationships between them that matter to financial institutions.

Today financial institutions regularly store and retrieve transaction and payment data.
As a result, they can utilize those data to improve their ability to identify money laun-
derers. While human experts can identify suspicious transactions, a manual review of
transactions is impractical due to the amount of data. Therefore, in a typical scenario,
money laundering detection systems will automatically identify a suspicious transac-
tion, raise a flag, and route the transaction to human experts, who will confirm that the
transaction is money laundering [5].

Many existing money laundering detection systems are based on a set of business
rules that detect suspicious transactions or anomalous payment events. For example,
a business rule might look for payments for a given customer where the amount is
significantly above the average payment for that customer. Although these rules are
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effective for some cases, money launderers can often circumvent such rules. Moreover,
the rules often cannot automatically discover new patterns of money laundering, are not
scalable and are difficult to maintain and update over time [4].

Therefore, more recently financial institutions have been applying machine learning
techniques to identifymoney launderers. For example, a financial institutionmight utilize
a supervised learningmodel that uses various features of the current transaction aswell as
historical transaction stream to detect a suspicious transaction. However, many existing
money laundering detection systems have been directed toward supervised machine
learning techniques such as regression modelling, decision trees or random forests as
well as unsupervised machine learning techniques such as clustering, whereas graph
algorithms are relatively new and not as widely used [5].

In this paper, we will explore a graph algorithm called Anti-TrustRank and demon-
strate how financial institutions can apply it for the purpose of money laundering
detection.

2 Anti-TrustRank

Anti-TrustRank is a variant of TrustRank, which in its turn is a variant of PageRank.
PageRank [1] is a graph algorithm used by Google in its search engine to determine

the order in which pages will be shown in the search results. Pages that appear near
the top of search results are more worthy to visit, whereas pages that are shown at the
bottom are likely to be spam pages. The algorithm views the web as a graph, where
pages are nodes and links between pages are edges. The algorithm computes scores for
each page. These scores indicate the “goodness” of pages: the higher score a page has,
the more likely a web surfer will visit that page. The surfer starts from a random page
on the web and follows a sequence of steps. In each step, the surfer may take one of two
possible actions: (1) choose one of the links on the page and follow it; or (2) “jump” to a
randomly selected page. Therefore, the score of a page is the probability that the surfer
will end up at that page.

The basic idea of PageRank is that a page is good if it is linked by many other good
pages. Initially, each page is assigned the same non-zero score. After computation, good
pages will get high scores, whereas spam pages will get low scores.

The formula for computation of a page score is:

p = α · T× p + (1 − α) · d
where p is a page score vector, T is a transition matrix – it is built from the graph, α is a
damping factor (usually 0.85) – it is needed to limit an effect of loops in the graph, d is
a uniformly distributed random vector. Instead of following links to other pages, a web
surfer can just jump to a random page chosen according to d.

Since PageRank computes page scores based upon the link structure of the web, one
popular technique for increasing the scores of spam pages is through complex linking
structures called spam farms. TrustRank [2] seeks to combat spam farms. It is a topic-
sensitive PageRank, where the “topic” is a set of pages believed to be trustworthy. A
web surfer can start only from a page in the topic and can jump only to a page included
in that topic.
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The basic idea of TrustRank is that good pages seldom link to spam pages. If we
trust good pages, we can also trust pages pointed by good pages. This way trustability
can be propagated through the link structure of the web. Before computation, a “topic”
of highly trustworthy pages is created as a seed set, which a very small set of all pages
on the web. Each of the pages in the seed set is assigned the same non-zero initial score,
whereas other pages are initialized with a zero score. After computation, good pages
will get high scores, whereas spam pages will get low scores.

The formula for computation of a page score is:

t = α · T× t + (1 − α) · dτ

where t is a page score vector, T is a transition matrix, α is a damping factor (usually
0.85), S is a seed set.

d τ
p =

{
1/‖S‖, if p is in trust seed set S
0, otherwise

.

Anti-TrustRank [3] is the inverse of TrustRank. The formula for computation of a
page score is the same as that for TrustRank. The only difference is that the seed set
consists of pages that are already known to be spam. After computation, spam pages
will get high scores, whereas good pages will get low scores.

3 Using Anti-TrustRank in Money Laundering Detection

Traditionally, Anti-TrustRank is used to find out spam pages. However, applications of
the algorithm are not limited to the web. In this paper, we demonstrate that the algorithm
can also be used to detect money laundering based on the link structure of the ownership.
In practice, even one or two money launderers in the ownership structure are a good
indicator of money laundering.

In our approach to using Anti-TrustRank, customers are viewed as pages, and there
is a link between customers if these customers are related in terms of shares. Given
the postulate “Customers related to money launderers are more likely to be themselves
money launderers”, we look for money launderers (spam pages) that appear near to a
seed set of customers who make suspicious transactions or anomalous payments. In
this context, money laundering detection is supervised, as some customers are already
labeled as money launderers. After running the algorithm, the customers who are not
yet labeled as money launderers but have high scores are the ones we want to find. The
higher scores of customers, the more vulnerable those customers to money laundering.

Our approach goes through the following steps:

1. Compute an ownership structure. This is a directed graph of shareholder rela-
tions between customers, where customers are nodes and shareholder relations are
indicated by edges, which display the direction of ownership.

2. Create a transition matrix from the graph.
3. Select customers who are already known to be money launderers and label them as

a seed set.
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4. Run the algorithm against the transition matrix and the seed set.
5. Find customers with high scores.

Figure 1 shows an example of customer scores for a sample ownership structure.
Customers from the seed set are shown in black, whereas customers identified by Anti-
TrustRank as vulnerable to money laundering are shown in grey. As can be seen, the
probability ofmoney laundering diminisheswith increase in distance between customers
and the seed set.

Fig. 1. Ownership structure with Anti-TrustRank scores.

4 Related Work

Money laundering detection started in 1970 when financial institutes began reporting
suspicious transactions to their governments. Statistical methods such as Bayesian mod-
els and temporal sequence matching were used in late 1990s to detect money laundering
[6]. Since 2004 machine-learning techniques such as C4.5 decision tree algorithms,
support vector machines and radial-based function neural network models have been
applied [7–9].

Recently, graph-based approaches have gained popularity. For example, Awasthi
et al. [10] combined a graph-mining algorithmwith clustering techniques to findmoney-
laundering communities. Chen et al. [11] applied fuzzy logic on various attributes of
transactions such as their timestamp and the amount transferred to detect suspicious
transactions.

Efficient methods to reduce the size of the original data set is crucial to money laun-
dering detection because large amounts of transaction and payment data are produced
daily from e-businesses, e-commerce and other online financial activities [4]. Therefore,
we proposed to take a different approach: instead of analyzing transactions and money
launderers communities,we analyzed the shareholder relations by usingAnti-TrustRank.
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5 Conclusion

Financial institutions may greatly benefit from using graph algorithms to identify cus-
tomers who may expose the institutions to money laundering. In this paper, we investi-
gated one of such algorithms: Anti-TrustRank. This algorithm calls for selecting a very
small set of customers to be evaluated by human experts as money launderers. Once
this set has been identified, the algorithm seeks out customers linked (either directly or
indirectly) to those money launderers. As a result, the reputation of financial institutions
will be better protected.

Our approach in using Anti-TrustRank has been evaluated against synthetic data.
In the future work, we plan to conduct experiments on real data gathered by financial
institutions. However, to protect the privacy of their customers and to maintain the
confidentiality of the customers activities, financial institutions safeguard transaction
and payment data with utmost diligence [12].

Furthermore, not only Anti-TrustRank can be used to combat money laundering,
but also to fight the financing of terrorism – even one or two terrorists in the ownership
structure are a good indicator of terrorist financing. Thus, in the future, Anti-TrustRank
can be used to prevent financial institutions from being misused for these purposes as
well.
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Abstract. Punctuation restoration is the process of adding punctuation symbols
to raw text. It is typically used as a post-processing task of Automatic Speech
Recognition (ASR) systems. In this paper we present an approach for punctuation
restoration for texts in Slovene language. The system is trained using bi-directional
Recurrent Neural Networks fed by word embeddings only. The evaluation results
show our approach is capable of restoring punctuations with a high recall and
precision. The F1 score is specifically high for commas and periods, which are
considered most important punctuation symbols for the understanding of the ASR
based transcripts.

Keywords: Punctuation restoration · Automatic speech recognition · Text
processing

1 Introduction

The goal of punctuation restoration is to identify positions in raw text where punctuation
symbols are missing or could be added to improve the readability and semantic value
of text. It is typically used in combination with ASR systems that produce sequences of
words without any punctuation symbols. The text is then improved by the insertion of
punctuation symbols to positions where they fit according to specific rules.

The ability to accurately restor punctuations is found to be very important, not just for
an understanding of the recognized text, but also for further processing such as providing
quality translations. In this paper we describe an approach for punctuation restoration
that uses bi-directional neural networks for punctuation predictions.

The rest of the paper is structured as follows: Sect. 2 provides related works, Sect. 3
the method used, Sect. 4 the dataset that we used and Sect. 5 the evaluation results. Short
conclusion is given in Sect. 6.

2 Related Works

The challenge of punctuation restoration is not new. A lot of efforts have been made to
restore punctuation symbols automatically. In terms of how the punctuation restoration
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problem is modeled, the existing approaches can be categorized into three categories [1].
The first category comprises approaches that model punctuations as hidden inter-word
states and use n-gram language models or hidden Markov chains to restore punctuations
[2]. Approaches in the second category deal with the punctuation restoration as with a
sequence labeling task where labels are punctuations, and words are objects to which
labels are assigned. It has been shown in the literature that feature-rich models such as
Condition RandomFields (CRFs) are specifically suited for the task at hand. Approaches
that are based on CRFs achieve F1 scores around 55% for English datasets [3]. In the
third category there are approaches that use neural networks (NN), specifically deep
neural networks (DNN) to predict punctuations in text.

As for many other Natural Language Processing (NLP) tasks, it has been shown also
for the punctuation restoration problem that NNs outperform other known approaches.
Several NN architectures have been proposed in the literature for this purpose. Improve-
ments in punctuation restoration accuracy have been demonstrated with different NN-
based architectures, such as convolutional NN [4], long short-term memory NN [5], bi-
directional recurrent NNwith attention mechanism [6], recurrent NN encoder-decoder
architecture with attention layer [7], etc.

In this paper we focus on the punctuation restoration for Slovene language. The
approach that we describe is based on NN, with a bi-directional recurrent architecture
and attention mechanism. On the input we only use lexical features, including word
embeddings. We are not aware of any prior work that would address the problem of
punctuation restoration for Slovene texts. The only known attempt that we are aware
of was focused on comma replacement and correction [8] employing various machine
learning techniques. As we show in this paper, our approach is superior as it achieves
considerably higher accuracy for the comma prediction problem. Moreover, the predic-
tion accuracy of punctuation restoration is in general better for Slovene texts than it is
usually reported for English (cf. [3–7]). Although this comparison does not necessarily
make sense, as linguistic features differ from language to language, it may represent
an interesting observation, worthy of further research. Most importantly, the prediction
accuracy is in particular high for commas and periods that are considered themost impor-
tant punctuation symbols for improving human readability of ASR generated texts and
its further machine processing.

3 Method

The model that we use in our approach is built along the NN architecture suggested
by O. Tilk and T. Alumäe in [6]. In simple words, the model works as follows: at each
step t the model calculates the probabilities of missing punctuation symbols pt between
the current input word xt and previous input word xt−1. The sequence of words X=
(x1, x2, … xT ), in which each word is represented as a one-hot encoded vector xi, is
first processed by two recurrent layers. One processing the sequence in forward and
the other in backward direction. Optionally, if we want pre-trained word embeddings to
replace one-hot encoded word vectors, the two recurrent layers are preceded by a shared
embedding layer with weights We.

The hidden state at step t of the forward recurrent layer is calculated with GRUwhere
tanh is used for the activation function: hidden_f t = GRU

(
hidden_f t−1, xt ∗ We

)
.
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The hidden state of the backward recurrent layer hidden_bt is computed in the same
way, except that for a reverse input sequence order. Then both hidden states hidden_f t
and hidden_bt are concatenated: hiddent = concat

(
hidden_f t,hidden_bt

)
.

Like suggested in [6], the bi-directional recurrent layer is proceeded by a unidi-
rectional GRU layer with an attention mechanism. While the GRU layer sequentially
processes the states of the previous layers and keeps track of the position in the sequence,
the attentionmechanism focuses on potential relationships amongwords before and after
the current position, signaling important information for the punctuation decisions. The
output state s at step t is then calculated as st = GRU (hiddent, st−1). The state s is
finally late fused [12] into f t and fed to the output layer.

The punctuation probabilities yt at position t are calculated using Softmax function
as follows: yt = Softmax

(
f t ∗ Wy + by

)
, where by is a bias vector.

4 Dataset and Data Preparation

To train NN, large datasets are usually required. In our case we used the corpus Gigafida
2.0, which represents a reference corpus of written Slovene [9]. The corpus is comprised
of articles from newspapers, magazines, a selection of web texts, and excerpts from
different types of publications, i.e. fiction, schoolbooks, and non-fiction. Altogether it
includes 60 million sentences out of which 40 million were used for training.

Prior to the training process, we labeled sentences in the corpus with information
on predictive classes, i.e. which tokens represent punctuation symbols that we would
like to learn how to predict. We did that by replacing punctuations with special labels,
defined for each punctuation symbol separately. By these transformationswe assured that
punctuation symbols would be treated as separate tokens rather than as being additional
characters of words. In addition, we decapitalized all sentences, since this information is
not available in ASR generated texts and we did not want the NN to become dependent
on it.

In the data preparation phase, we also trained word embeddings. We did the training
from scratch (using GloVe [14]) since all the embeddings that are available for Slovene
language capture semantic similarity of words only.

5 Experiments and Results

5.1 Punctuation Restoration Accuracy

For the experimentation, 10% of the Gigafida 2.0 dataset was reserved for validation
and testing and the rest for training.We experimented with several word representations,
including one-hot encoding, pre-trained GloVe embeddings for Slovene language, and
GloVe embeddings, specifically trained for the purpose of punctuation restoration.

For the NN hyperparameters, such as learning rate and the number of hidden layers,
we followed suggestions reported in related works. We used 256 hidden layers and a
learning rate of 0.02.

The results are shown in the table below. The numbers noWe column correspond to
experiments, in which we did not use word embeddings. The vocabulary was created
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from 200.000 most frequently used words in the corpus. Columns PreWe and SpecWe
with pre-trained and newly trained GloVe embeddings, respectively.

As it can be noticed, best performance can be achieved with embeddings that are
specifically trained for the punctuation restoration task. This was expected, as words in
the pre-trained embeddings appear in their lemmatized form, while for the punctuation
restorationwe assume it is better to distinguish between different forms of the sameword.
Slovene is one of the languages where word forms may depend on cases – a feature that
is known for Balto-Slavic languages plus few others, like German. In German, cases
are mostly marked on articles and adjectives, while in Balto-Slavic languages they are
marked on nouns. With lemmatization we lose this information, which might not be
irrelevant for predicting punctuation positions in a text (Table 1).

Table 1. Punctuation restoration results

Punctuation Precision Recall F1 measure

noWe PreWe SpecWe noWe PreWe SpecWe noWe PreWe SpecWe

Comma 0.776 0.864 0.905 0.692 0.798 0.872 0.731 0.830 0.888

Period 0.661 0.798 0.862 0.545 0.834 0.869 0.598 0.816 0.865

Ques. m. 0.352 0.655 0.722 0.027 0.487 0.527 0.050 0.559 0.609

Exc. m. – – 0.520 – – 0.030 – – 0.070

Overall 0.731 0.823 0.881 0.620 0.799 0.859 0.671 0.811 0.870

5.2 Comparison with the Best-Known Results for Slovene

In Table 2we compare our results with the best-known results for punctuation restoration
in Slovene texts. We are not aware of any other work to compare with except for the
one in [8], where the authors deal with the problem of comma placement and correc-
tionwhile other punctuations are not considered. Hence, the comparison was performed
only for punctuation symbol comma. In [8] the authors evaluate various machine learn-
ing approaches by using grammar-based features that they generate specifically for
the problem at hand. The classification methods they test are random forests, support
vector machines, naive Bayesian classifier, RBF network, alternating decision trees,
AdaBoost.M1, and decision table. The best performing methods are random forests,
alternating decision trees, and decision table. The results in Table 2 show that our model
significantly improves accuracy for the comma placement problem on the same dataset,
i.e. Šolar1.

5.3 Comparison with Punctuation Restoration Accuracy for Other Languages

Table 3provides results of punctuation restoration for three different languages,Estonian,
English and Slovene. The results for English and Estonian are taken from [6].

1 http://eng.slovenscina.eu/korpusi/solar.

http://eng.slovenscina.eu/korpusi/solar
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Table 2. Comparison between supervised ML approaches and bi-directional RNN with attention
mechanism for comma restoration problem on the dataset Šolar

Punctuation Precision Recall F1

NaiveBayes 0.269 0.861 0.410

RandomForest 0.913 0.542 0.680

ADTree 0.916 0.426 0.581

DecisionTable 0.920 0.577 0.709

Bi-directional RNN 0.890 0.837 0.863

Table 3. Comparison between languages

Language Precision Recall F1

Comma Period Comma Period Comma Period

English 0.655 0.733 0.471 0.725 0.548 0.729

Estonian 0.816 0.738 0.754 0.773 0.784 0.755

Slovene 0.905 0.862 0.872 0.869 0.888 0.865

Even though the results do not reveal much about the methods used, as they were
in all the three cases similar, i.e. a bi-directional RNN with attention mechanism, it is
interesting to notice that for Slovene language we can achieve amuch higher punctuation
restoration accuracy than for the other two languages. The relatively high difference can
be attributed to different reasons, but we believe it indicates that the Slovene grammar
is relatively rich comparing to English and Estonian language in terms of information
the NN can exploit when learning how to predict punctuation places in Slovenian text.

6 Conclusion

Punctuation restoration is an important process that is typically used in combination
with ASR systems to place missing punctuations in the output text of the recognizer.
The punctuations that set sentence boundaries are particularly important, as they improve
the readability of the output text and facilitate further machine processing, such as for
example machine translation.

In this paper we focused on the problem of punctuation restoration for Slovene
language that has not been addressed yet in this manner. Taking into account the findings
of related works that deal with the same challenge on other languages, we employed
DNN to predict missing punctuations. The NN architecture uses recurrent GRU gates in
bi-directional mode, plus an attention mechanism to give the network additional context
information for punctuation decisions. The evaluation results show the suggested model
is able to achieve a much higher prediction accuracy than previously evaluated machine
learning techniques. More surprisingly, the results demonstrate using nearly the same
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NN architectures significantly higher prediction accuracy can be achieved for Slovene
than for English or Estonian language.
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Abstract. Personal data is a necessity in many fields for research and
innovation purposes, and when such data is shared, the data controller
carries the responsibility of protecting the privacy of the individuals con-
tained in their dataset. The removal of direct identifiers, such as full
name and address, is not enough to secure the privacy of individu-
als as shown by de-anonymisation methods in the scientific literature.
Data controllers need to become aware of the risks of de-anonymisation
and apply the appropriate anonymisation measures before sharing their
datasets, in order to comply with privacy regulations. To address this
need, we defined a procedure that makes data controllers aware of the
de-anonymisation risks and helps them in deciding the anonymisation
measures that need to be taken in order to comply with the General Data
Protection Regulation (GDPR). We showcase this procedure with a cus-
tomer relationship management (CRM) dataset provided by a telecom-
munications provider. Finally, we recount the challenges we identified
during the definition of this procedure and by putting existing knowl-
edge and tools into practice.

Keywords: Anonymisation · De-anonymisation · Data sharing ·
GDPR

1 Introduction

Personal data contains information about individuals and is used for the advance-
ment of many research fields and for fostering innovation in the industry. Trace
data being used for the optimisation of public transportation and query logs for
improving information search are some of the benefits of collecting and processing
personal data. However, such data contains private, sensitive information about
individuals whose privacy must be protected. The data controllers carry the
responsibility of protecting the privacy of the individuals in their datasets, and
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they need to be cautious when collecting, processing, and sharing such datasets,
while being able to extract value from them, and complying with regulations.

Simply removing direct identifiers, such as full name and address, is not
enough to protect the privacy of the individuals, because of the quasi-identifiers
(QIs). QIs are attributes that do not directly identify individuals, but, when
combined, could serve as a unique identifier. Research on de-anonymisation has
proven that only a few QIs can uniquely identify the majority of individuals in
a dataset. For instance, the combination of ZIP code, date of birth, and gender
uniquely identifies 87% of the U.S. population [10], and four data points of
location and time uniquely identify 95% of the individuals in a trace dataset [2].

In order to counter the risks of de-anonymisation, privacy models that rely
on modifying the original values of a dataset have been introduced. The most
prevalent of which are k-anonymity [11], l-diversity [8], and differential privacy
[3]. Such models define a privacy principle that a dataset needs to conform to,
and offer various degrees of privacy represented by parameters. We refer to Ji et.
al’s survey [6] for a broad and diverse overview on the topics of anonymisation
and de-anonymisation.

Conforming to such anonymity models, however, results in the decrease in
the utility of the dataset and, therefore, the value one can extract from it; the
higher the privacy is, the more distorted the original values are. Before sharing
their datasets, data controllers need to reach a decision on how much privacy
is enough, while still having a valuable dataset. While there exists literature
on quantifying this trade-off [7], this topic remains highly subjective due to the
dynamic context of, and the value one intends to extract from data sharing.

The de-anonymisation of an individual is considered a privacy breach and it is
subject to legal action against the data controller. Many regulations worldwide
have been put in place addressing this issue and, in this paper, we take into
consideration the General Data Protection Regulation (GDPR), and the opinions
published by the Article 29 Working Party (WP29). Recital 26 of the GDPR and
Opinion (Op.) 05/2014 of WP29 call for the data controller becoming aware of
the risks of de-anonymisation in their datasets, the effort, in terms of cost, time,
and know-how, required for it, its likelihood, and the severity of its consequences.
Op. 05/2014 states that this knowledge should be used in deciding the extent to
which anonymisation measures are applied and that the “the optimal solution
should be decided on a case-by-case basis”.

In the context of the Horizon 2020 (H2020) Safe-DEED research project,
we need to investigate the de-anonymisation and anonymisation of the use-case
data of the project in a data sharing setting, in order to raise privacy “red
flags”. To do so, we defined a procedure that takes into account the GDPR,
raises the awareness of data controllers on the de-anonymisation risks in their
datasets and helps them in deciding the appropriate anonymisation measures.
While there exist anonymisation guidelines published by the WP29 and other
authorities [5], we did not follow any specific one, but we incorporated elements
from most of them in our defined procedure.
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Table 1. Assets table example.

Assets

Customer
ID

Asset
ID

Activation
Date

Deactivation
Date

Asset
Status
ID

Initiation
Channel

Initiation
Dealer
ID

Portability Loop
Type

Asset
Status
Reason

Asset
Status
Reason
Descr.

Provider
Dest.

Provider
Source

U9ECH9 1YTZDN9 25/01/2013 02/04/2019 0 Store NS Chania Yes Active Termination Unpaid
Bills HOL OTE

B6CCF1 ZZANCX4 17/12/2013 - 1 Store NS Irakleio Yes Active - - - OTE

Table 2. Invoices and Support Requests (SRs) tables examples

Invoices Support Requests (SRs)
Month AssetID Revenue Type Revenue Contact Type Contacts
10/2014 1YTZDN9 Monthly Fee 20.08 Technical Problems Internet 3
10/2014 1YTZDN9 Usage International 4.36 Technical Problems TV 1

In Sect. 2 we describe the use-case dataset of Safe-DEED, and in Sect. 3 we
present the aforementioned procedure and describe how we applied it on the
provided dataset. In Sect. 4 we recount the challenges we identified during the
definition and execution of this procedure. We conclude the paper in Sect. 5.

2 Use-Case Dataset

Forthnet (FNET) is a Greek telecom provider that offers telephony, internet and
TV services. Through their participation in Safe-DEED, FNET applied all the
necessary GDPR processes and provided an anonymised customer relationship
management (CRM) dataset, that did not contain any direct identifiers of indi-
viduals, for a limited time (May 6–10, 2019) on their premises, allowing us to
apply the procedure described in Sect. 3. The provided dataset consisted of 3
data tables (Tables 1 and 2): assets, invoices, and support requests (SRs).

The table assets contains information about FNET’s customers contracts,
whether active or not. The table contains, among other attributes, the activation
and deactivation date of a contract and an identifier of the initiator which, also,
contains information on the customer’s city of residence. Assets contains 11 QIs
- all attributes except Customer ID and Asset ID. The table invoices contains
the monthly invoices FNET sends out to its customers for offering their services,
i.e. the revenue FNET generates per month per contract. The provided subset
consisted of all the invoices sent out between October 2018 and March 2019,
resulting in a total of 48 QIs (6 months x 8 revenue types). The table SRs
contains the support requests customers have made to FNET regarding their
contracts. The provided subset consisted of all the SRs made between October
2018 and April 2019, resulting in a total of 91 QIs (7 months x 13 SRs types).

FNET provided ∼1.25 million lines of the table assets, out of which ∼570k
had at least one invoice and ∼480k had at least one SR. The merging of the 3
tables resulted in a sparse 150-dimensional dataset.
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3 The (De-)Anonymisation Procedure

In this section, we present the procedure we defined in order to investigate the
(de-)anonymisation of datasets and we describe how we applied it on the pro-
vided CRM dataset. The procedure consists of 3 steps: data landscape analysis,
threat analysis, and anonymisation measures.

3.1 Data Landscape Analysis

In this step, the data controllers become aware of the de-anonymisation risks in
their dataset, the effort, in terms of time, costs, and know-how required for a
de-anonymisation, and they get to know how an attacker would de-anonymise
individuals in their dataset. This step consists of manual work and includes:

1) Gathering external information: The data controller needs to spend time
looking for sources of information that could be matched to the information
contained in their dataset. The search for personal information indicates the
effort an attacker would have to make to acquire enough information for a
de-anonymisation. The costs of de-anonymising individuals are indicated in
the case where private information, that could de-anonymise individuals, may
be purchased from companies or data brokers. The most prominent sources of
publicly available information, where individuals share many potential QIs,
are social media platforms, such as Facebook, and forums, such as Quora.

2) Processing the data: After gathering as much information as possible,
data controllers need to know how this information could be matched to
their datasets. More specifically, they need to become aware of the know-how
required in order to process their dataset in a way that would de-anonymise
individuals with the acquired information. The processing could be as simple
as importing a file into a database, or it could require complex methods in
order to extract further information from the dataset (e.g. sentiment analysis
for product reviews).

For FNET’s dataset, we searched for personal information on FNET’s Face-
book and Twitter feeds, Youtube channel and a tech forum where FNET’s cus-
tomers ask for support and FNET provides it. In this step, FNET became aware
of the information their customers publicly reveal, and the effort required to
process their dataset and match the gathered information to their dataset.

3.2 Threat Analysis

In this step, data controllers become aware of the likelihood of de-anonymisation
by an attacker that already possesses enough information for a de-anonymisation.
This step is carried out with the help of tools that analyse the de-anonymisation
risks of a dataset from a statistical point of view. The state-of-the-art anonymi-
sation tool ARX [9] contains such risk analysis modules, and to meet one
of the requirements of Safe-DEED, i.e. the potential future integration of
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(de-)anonymisation tools in a data market platform, we developed a risk anal-
ysis tool1, which we also applied on FNET’s dataset. Such tools reveal the
extent to which a dataset is de-anonymisable and the QIs that are critical in
de-anonymisation.

3.3 Anonymisation Measures

After becoming aware of the de-anonymisation risks and judging the severity of a
de-anonymisation in their dataset, data controllers need to take the appropriate
anonymisation measures. Data controllers should follow anonymisation guide-
lines published by authorities (e.g. [5]) to decide the appropriate anonymisation
measures for their dataset in order to protect the privacy of the individuals.

Additionally, the data controllers are helped by the output of the previous
two steps in deciding the extent to which the anonymisation measures should be
applied; the degree of privacy their dataset conforms to, while still being useful.
For instance, if, through data landscape analysis, the data controller finds that
information about certain QIs can be easily acquired, then they might consider
not releasing them or distorting them more than the rest of the QIs.

After studying anonymisation guidelines and literature, we had to decide
which anonymisation measures should be taken for FNET’s dataset. Since we
investigate data sharing in a setting where a dataset is handed over to a recipient,
giving them complete control of the dataset, and since the dataset does not
contain any sensitive attributes, conforming to k-anonymity is a good enough
measure to mitigate the de-anonymisation risks. In order to achieve as less loss
of information as possible, we decided to use local recoding as a transformation
method, through generalisation and suppression.

For k-anonymising FNET’s dataset, we used ARX [9] which, among others,
offers local recoding k-anonymity. However, its latest version (3.7.1), at the time
of the given access to FNET’s dataset, could not handle the complete dataset
due to its high dimensionality (150 dimensions). Therefore, we decided to k-
anonymise the assets table for k∈[2,10], and generate aggregate information of
the tables invoices and SRs: sum of revenue per type of revenue per contract,
and sum of requests per type of request per contract, respectively.

4 Challenges

During the definition of the procedure in Sect. 3 and by putting existing knowl-
edge and tools into practice, we identified the following challenges.

Lack of Awareness on (De-)anonymisation: In general, laypeople are not
aware of the risks of de-anonymisation, and anonymity is viewed as simply remov-
ing the direct identifiers. The same situation, unfortunately, exists in the industry
as well, as reported by popular news media2.

1 https://github.com/alex-bampoulidis/safe-deed-risk-analysis.
2 https://www.nytimes.com/2019/07/23/health/data-privacy-protection.html.

https://github.com/alex-bampoulidis/safe-deed-risk-analysis
https://www.nytimes.com/2019/07/23/health/data-privacy-protection.html
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Lack of Detailed Guidelines: Privacy in data sharing is a complex issue
and it should be studied in more detail and have a broader coverage in the
regulations and guidelines. Even though WP29 and other authorities provide
such guidelines, more details should be provided on anonymising datasets case-
by-case and, especially, on the balance between privacy and utility.

Lack of Open-Source Tools for Complex Data: As mentioned in Sect. 3.3,
we could not k-anonymise the complete FNET dataset due to its high-
dimensionality. The scientific literature on anonymisation [6] consists of many
methods that could anonymise high-dimensional datasets whose source code,
however, is not open-source or not available. For example, Ghinita et. al’s [4]
method could be adapted to FNET’s dataset and be used to anonymise it with
an acceptable information loss, but its source code is not available.

5 Conclusion

In this paper, we presented the procedure we defined taking into consideration
the GDPR, and which a data controller should follow before selling, releasing,
or exchanging their datasets, and showcased this procedure on a CRM dataset.
While defining and applying this procedure, we identified certain challenges
which may be faced by: 1) authorities and news media promoting awareness
on the dangers of de-anonymisation and appropriate anonymisation measures,
2) authorities providing more detailed guidelines on anonymising datasets, and
3) researchers and developers reproducing existing anonymisation methods and
developing them as open-source tools.

We are going to revisit this procedure in the context of the H2020 TRUSTS
project, apply it on its use-case datasets, and use PrioPrivacy [1], the anonymi-
sation tool we developed, inspired by applying this procedure on FNET’s data,
and which is capable of outperforming ARX.

Acknowledgments. The authors are partially supported by the H2020 projects Safe-
DEED (GA 825225) and TRUSTS (GA 871481), funded by the EC.
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Abstract. A lot of research has been conducted all over the world in
the domain of automatic text summarization and more specifically using
machine learning techniques. Many state of the art prototypes partially
solve this problem so we decided to use some of them to build a tool for
automatic generation of meeting minutes. In fact, this was not an easy
work and this paper presents various experiments that we did using Deep
Learning, GANs and Transformers to achieve this goal as well as dead
ends we have encountered during this study. We think providing such a
feedback may be useful to other researchers who would like to undertake
the same type of work to allow them to know where to go and where not
to go.

Keywords: Text summarization · Text generation · GAN · Deep
learning · Meeting summarization

1 Introduction

According to a Microsoft survey1, employees globally spend an average of 5.6
hours a week in meetings and, one of the most sensitive and unpleasant things
to do in a meeting is probably to write its minutes. However, in any organiza-
tion, writing meeting minutes is essential for the life of project teams in order
to keep track of what was said throughout the projects, the decisions made, the
tasks performed, etc. Generating meeting minutes is within the scope of text
summarization [8,11,15], a subfield of natural language processing. Two main
approaches can be distinguished: extractive summarization and abstractive sum-
marization. In the first approach, the main idea is to extract the top-k sentences
of an input text, that is, the most important ones, and merge them to pro-
duce the summary as an output. In the second approach, the ultimate goal is

This work has been carried out as part of the REUS project funded under the FUI
22 by BPI France, the Auvergne Rhône-Alpes Region and the Grenoble metropolitan
area, with the support of the competitiveness clusters Minalogic, Cap Digital and TES.
1 https://tinyurl.com/yx2bz6pv.
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to understand the meaning of the most important ideas developped in the input
text and then produce, as an output, the summary of those ideas using words
or sentences that may not be in the input text.

Obviously, abstractive summarization is far more difficult than extractive
summarization. Nevertheless, the latter approach doesn’t fit the task of summa-
rizing meetings. Indeed, meetings are made up of dialogues, especially follow-up
project meetings that we want to address. Therefore, the structure of a meeting
is very different from the structure of normal texts and this can be a difficult
problem. The issue with a dialogue is that an extractive method just copies parts
of the input text without understanding the important underlying relationships
between them and thus the underlying meaning of the whole conversation. This
is why we focus on abstractive summarization techniques and the reader inter-
ested in a detailed survey on that domain can refer to [6]. Thus, the aim of this
paper is twofold. Firstly, it presents experiments we did to design a tool for gen-
erating automatically the minutes of meetings. Secondly, it describes the dead
ends encountered to solve this issue.

2 Supervised Deep Learning Approaches

2.1 Using the Bottom-Up Abstractive Summarization System

In the context of our study of text summarization techniques for meeting minutes
generation, we decided to use the Bottom-up Abstractive Summarization proto-
type presented by Gehrmann et al. in [3]. It combines extractive and abstractive
summarization techniques. In a first part, the system is trained to learn an
extractive summarizer that is used to extract the most significant parts of the
text. In a second part, the system uses the selected parts of the text to build an
abstractive summary. It integrates the most advanced techniques of the moment
(seq2seq, attention, pointer-generator, language models, etc.) and can be con-
sidered as an improved version of the system presented by See et al. in [16].

There are many parameters to tune for the training step2 to efficiently run
the prototype. We followed the authors’ recommendations and used a 128-
dimensional word-embedding, and 512-dimensional one layer LSTM. On the
encoder side, as the prototype uses a bidirectional LSTM, the 512 dimensions
were split into 256 dimensions per direction. The maximum norm of the gradient
was set to 2, and a renormalization was done if the gradient norm exceeded this
value and there was no dropout.

To apply this supervised approach, we need as an input some pairs of texts
with their associated summaries. Various datasets have been used in that context
such as the DUC dataset [14], the Gigaword dataset [13] or the CNN/Daily Mail
dataset [7,12] to cite the most famous ones but for meeting summarization,
there exists only one dataset called the AMI dataset [1]. It is made up of 142
written transcriptions of meetings with their associated abstractive summaries

2 More details can be found here: http://opennmt.net/OpenNMT-py/Summarization.
html.

http://opennmt.net/OpenNMT-py/Summarization.html
http://opennmt.net/OpenNMT-py/Summarization.html
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written by humans. Those meetings are real meetings that were held as role-
playing games, each of them having an approximate average duration of one hour.
We mainly carried out three experiments, the results of which are presented in
Table 1 in terms of the ROUGE measure [9]. First we trained the system on 80%
of the AMI dataset and tested it on the remaining 20% (first column). Second we
trained the system on CNN/DM and tested it on AMI (second column). Finally
we trained the system on a part of CNN/DM and tested it on this dataset (third
column) to confirm the results presented in [3].

Table 1. Performance of the system trained and tested on the AMI and CNN/DM
datasets

Metric AMI AMI CNN/DM AMI CNN/DM CNN/DM

ROUGE-1 Recall 0.21788 0.03991 0.43652

ROUGE-1 Precision 0.69117 0.23391 0.41798

ROUGE-1 F-measure 0.32103 0.06540 0.41323

ROUGE-2 Recall 0.07578 0.00676 0.19465

ROUGE-2 Precision 0.25072 0.04199 0.18575

ROUGE-2 F-measure 0.11241 0.01145 0.18376

ROUGE-L Recall 0.20664 0.03490 0.40367

ROUGE-L Precision 0.65332 0.20982 0.38710

ROUGE-L F-measure 0.30406 0.05748 0.38239

In the first column we can observe that the precision is quite good at 69.11%
but the recall is only equal to 21.78% according to ROUGE-1, this is due to a
training step on a really small dataset that does not provide enough vocabulary
and an important variety of sentences. This is why we tried to solve this issue by
training the system on CNN/DM and the second column of values shows that
the results were very poor in terms of recall. In fact, the vocabulary and the style
of sentences in CNN/DM have nothing to do with those of the AMI dataset, that
explains the fact that the system is not able to generate interesting sentences.
The third column confirms that the system has quite good performances (with a
F-measure equals to 0.41 compared to 0.065 or 0.32 obtained previously) when
trained on CNN/DM and tested on CNN/DM the most popular dataset for text
summarization research that is quite large.

2.2 Enlarging the Dataset

Based on those unsatisfying results, we then thought it was necessary to find
a way to increase the size of the AMI dataset. Thus, we first investigated the
GAN approach [4] and more specifically the LeakGAN [5] system which is the
state of the art in the domain of GANs for generating texts. Unfortunatelly,
LeakGAN performed badly on the AMI dataset. Thus, we decided to explore



A Study of Text Summarization for Generating Meeting Minutes 525

another approach consisting of paraphrasing texts. Unfortunately, to build a
model for paraphrasing, we need a dataset composed of pairs (source/target)
where source is an original sentence and target is a paraphrase, but AMI was
not designed for that purpose. To tackle the above problem, we decided to use the
ParaNMT-50M dataset [17] to train a model that can paraphrase any sentence
into another semantically similar sentence. By using this model on the AMI
dataset we have been able to generate new meetings similar to the ones of the
AMI dataset.

Table 2 shows a comparison of the ROUGE score of the abstractive bottom-up
summarization model built on the AMI dataset and on the AMI + paraphrased
AMI dataset.

Table 2. ROUGE scores of the Bottom-up model learned on AMI (col. 2) or
AMI+ParaAMI (col. 3) datasets and BertSUM (col. 4)

Metric AMI AMI+ParaAMI BertSUM

ROUGE-1 Recall 0.21788 0.30832 0.32509

ROUGE-1 Precision 0.69117 0.49864 0.48588

ROUGE-1 F-measure 0.32103 0.37215 0.37622

ROUGE-2 Recall 0.07578 0.08704 0.09100

ROUGE-2 Precision 0.25072 0.13995 0.13852

ROUGE-2 F-measure 0.11241 0.10463 0.10684

ROUGE-L Recall 0.20664 0.28506 0.29171

ROUGE-L Precision 0.65332 0.46423 0.44001

ROUGE-L F-measure 0.30406 0.34554 0.33987

It can be easily seen that there are some significant improvements in terms of
recall but obviously the precision decreases. Nevertheless, if we consider the F-
measure, we can observe a very significant improvement of this one for ROUGE-1
and ROUGE-L.

2.3 Using Transformers

As text summarization has been recently addressed with models based on trans-
formers such as BERT [2] or an extended version, BertSUM [10] able to generate
abstractive text summaries, we decided to use this last one in the context of
meeting minutes generation.

As for the use of Bottom-up, we used the AMI+ParaAMI dataset split into
training, validation and test sets as previously. Table 2 Column 2 shows the
results we obtained on this dataset with BertSUM and we can see that the
results obtained with BertSUM are quite similar to those obtained with Bottom-
up which is a little bit disappointing given the promises about transformers in
the literature.
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In fact, as all meetings of the AMI+ParaAMI dataset are very long, we
thought that it was difficult for BertSUM (as well as for Bottom-up) to cap-
ture the entire content of each meeting. To overcome this problem and try to
improve the results provided by BertSUM, we decided to preprocess each meet-
ing of the AMI+paraAMI dataset to select the more relevant sentences given
its associated summary. So first, we split each meeting in the training set of
AMI+paraAMI into sentences, tokenized them and learned their representation
vector using the BERT model. For each meeting summary, we also learned a
representation vector using BERT. Then, for each meeting of the training set,
we compared the representation vector of each sentence with the representation
vector of its associated summary using the cosine similarity measure. Finally,
we kept any sentence that had a cosine similarity value greater than a given
threshold. After this preprocessing, we ran the BertSUM system on these new
training sets. Table 3 presents the results obtained with AMI and ParaAMI pre-
processed with the most significant values of the threshold, that is 0.7, 0.75 and
0.8. The column labelled BertSUM recalls the results of BertSUM applied on
the AMI+ParaAMI dataset without any preprocessing while the three columns
on its right show the results of BertSUM applied on the AMI+ParaAMI dataset
after the preprocessing step where the threshold has been fixed respectively to
0.7, 0.75 and 0.8.

Table 3. ROUGE scores for the BertSUM and improved BertSUM models, trained
and tested on AMI+ParaAMI

Metric/Model BertSUM BertSUM (0.7) BertSUM (0.75) BertSUM (0.8)

ROUGE-1 Average R 0.32509 0.30876 0.35090 0.32499

ROUGE-1 Average P 0.48588 0.51284 0.50482 0.50407

ROUGE-1 Average F 0.37622 0.37579 0.40448 0.38385

ROUGE-2 Average R 0.09100 0.09331 0.10237 0.09682

ROUGE-2 Average P 0.13852 0.15712 0.14665 0.14280

ROUGE-2 Average F 0.10684 0.11425 0.11737 0.11081

ROUGE-L Average R 0.29171 0.27736 0.31751 0.29574

ROUGE-L Average P 0.44001 0.46260 0.45962 0.45628

ROUGE-L Average F 0.33987 0.33801 0.36729 0.34840

As we can see, the best values in terms of the recall and F1 ROUGE mea-
sures are obtained with a threshold equals to 0.75. In that context, the BertSUM
system obtains a value of F1 measure improved by 10% compared to the results
obtained without any preprocessing of the AMI+ParaAMI dataset (0.40448 ver-
sus 0.37622 for ROUGE-1 for example). Moreover, when we read the content of
the summaries that are generated, we can observe that the information provided
is more accurate and the sentences are more grammatically correct.
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3 Conclusion

A tool that can generate meeting minutes would be invaluable to companies
today because of the importance of meetings in their daily lives and the human
cost that this task can have if done carefully. This is why we tried to build
such a tool using state of the art technologies. We hope we have convinced the
reader that the task is not easy but we have provided guidance on what kind of
approach can work and what kind of limitations such state of the art tools may
have. We think it is clear that this research field still needs a great amount of
work before we can provide an operational tool.
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Abstract. Our lives are rewritten by technology and data, making it
crucial for machines to understand humans and their behavior and react
accordingly. Technology systems could adapt to different factors such
as affect (Affective Computing), personality (Personality Computing),
or character (Character Computing). Character consists of personality,
affect, socio-cultural embedding, cognitive abilities, health, and all other
attributes distinguishing one individual from another. Ontology-based
conceptual models representing individuals i.e. their character and result-
ing behavior in situations is needed for providing a unified framework for
building truly interactive and adaptive systems. We propose CCOnto, an
ontology for Character Computing that models human character. The
ontology is to be used for adaptive interactive systems to understand
and predict an individual’s behavior in a given situation, more specifi-
cally their performance in different tasks. The developed ontology models
the different character attributes, their building blocks, and interactions
with each other and with a person’s performance in different tasks.

Keywords: Character Computing · Ontology · Personality · Affect

1 Introduction

Nowadays, where technology and data are an integral part of our lives, it is nec-
essary for machines to understand humans to predict and adapt to their behavior
more now than ever. Accordingly, frameworks for developing adaptive systems
are in high demand. Many approaches for adapting to affect and personality
already exist. While Affective Computing [16] and Personality Computing [19]
focus on affect and personality, respectively, Character Computing [8,10,12,13]
advocates that affect and personality alone are not enough to capture the essence
of a person and their behavior. Modeling affect and personality on their own is
a complex task. However, adding other factors to it (e.g. culture, health) as well
as distinguishing between different situations, makes it exponentially more com-
plex. Developing conceptual models, i.e. ontologies, is one often used approach
for representing and modeling such a complex interaction. Several approaches
c© Springer Nature Switzerland AG 2020
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have been proposed for using ontologies in similar endeavors related to human
personality, emotions, and behavior. For example, EmOCA, an emotion ontol-
ogy can be used to reason about philia and phobia based on emotion expression
in a context-aware manner [5]. EmotionsOnto is another emotions ontology for
developing affective applications and detecting emotions [3]. In [2], an ontology
of psychological user profiles (mainly personality traits and facets) is presented.
LifeOn is an “ubiquitous lifelong learner model ontology” (with a highlight on
learner personality) for adaptive learning systems [15]. An ontology for insider
threat risk detection and mitigation through individual (personality, affect, ide-
ology and other similar attributes) and organizational sociotechnical factors is
presented in [14]. For different extensive overviews of ontologies related to human
behavior and affective states refer to [1,6]. An ontology of human character is
necessary to enable machines to understand people and people to understand
themselves and each other. It also provides a unified foundation for building
adaptive systems that interact with users, moving persons further to the center
of computing. The character is the individual person with all his/her defining
or describing features, such as stable personality traits, variable affective, cog-
nitive and motivational states, history, morals, beliefs, skills, appearance, and
socio-cultural embeddings. However, the character cannot be understood alone
but rather has to be investigated through its effect on behavior in a given situa-
tion (denoted the Character-Behavior-Situation (CBS) triad [9]). The developed
ontology, CCOnto, serves as a formal foundation for understanding and shar-
ing knowledge about human character and its interactions. It is also a unified,
reusable knowledge base which can be leveraged in building various adaptive
or interactive systems within the framework of Character Computing (see [11]).
The ontology model is based on the behavior of a specific individual in a given
situation. Currently, the situation is constrained to performing specific tasks and
the behavior is measured as the score or the performance within these tasks.

2 CCOnto Model

The model of CCOnto distinguishes between three main concepts: situation,
behavior, and character. As discussed above, for the purpose of this paper, we
only consider the performance (behavior) of an individual within a specific task
(situation), measured by a score. The person is the central concept of the ontol-
ogy relating all the others together. One can think of it in terms of a person
with character x performing task y (situation) and has score z (behavior). The
x in turn consists of many components x1, x2, ..., xn representing the person-
ality, affect, emotion, culture, etc. Based on the different character attributes,
persons can be further categorized into different subsets, as will be discussed
below. The character attributes can be divided into two sets of groups: stable
traits and variable states. Most of the states have trait counterparts e.g. affect
(trait) and emotions (state) or general and current health. We represent these
attributes through the same concepts (classes) and only distinguish between
them through different properties (representing the stable and variable coun-
terparts). We focus on the more commonly represented components to be able
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to compare the results to other work and evaluate CCOnto. As such, the top-
level concepts for these character attributes are added into the ontology without
going into their representation details. The most relevant character traits and
states that are extensively represented in the CCOnto ontology are personality
traits, affect, and emotions. Initial steps to support cognitive capabilities, socio-
economic standard, and culture are also taken. CCOnto distinguishes between
person “types” based on certain character components which eases querying the
ontology and applying rules to it which is needed for any application. Distinguish-
ing persons based on personality traits (e.g., extrovert, introvert or energetic,
laidback) is taken from the Personality Insights project by IBM. We also distin-
guish between individuals based on culture and age. The ontology is developed in
a modular manner, enabling the addition of any further models representing the
existing character attributes or adding new ones. The ontology design is based
on common ontology development practices and makes use of already existing
ontologies: the ontology of psychological terms [4] and the EmOCA ontology [5].

Fig. 1. An overview of character. The entities integrated from EmOCA are depicted
in a different color. The dotted boxes represent components making up the header
concept. Not all entities of character are represented due to space constraints.

3 CCOnto Implementation

The main purpose of this work is to provide a generic model ontology of charac-
ter for developing applications that can model and adapt to a person’s character
when performing a specific task. The classes, and the properties between them,
are derived based on our Character Computing model developed by the team
of computer scientists and psychologists based on the research literature. The
ontology is implemented using Protégé 5.2.0 and OWL 2. One main advantage
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Fig. 2. An overview of the different human categories based on their character
attributes. The categorization is based on personality traits, facets, culture, and age.

Table 1. A fragment of the classes representing traits, facets, emotions and tasks. Due
to space constraints some subclasses/individuals were not included.

Class Subclasses - Individuals

Trait Openness - highOpenness, lowOpenness

Conscientiousness - highConscientiousness, lowConscientiousness

Extraversion - highExtraversion, lowExtraversion

Agreeableness - highAgreeeableness, lowAgreeableness

Neuroticisms - highNeuroticisms, lowNeuroticisms

Facet Imagination - highImagination, lowImagination

Emotionality - highEmotionality, lowEmotionality

Adventurousness - highAdventurousness, lowAdventurousness

ArtisticInterests - highArtisticInterests, lowArtisticInterests

Intellect - highIntellect, lowIntellect

Liberalism - highLiberalism, lowLiberalism

Emotion Anger, Disgust, Fear, Happiness, Sadness, Surprise (same naming for
classes and individuals, for different modeling purposes)

Task GfTask - Form Boards, Paper folding, Spatial Relations, Letter Sets, ..

GcTask - WJ Picture Vocab, WAIS Vocab, Antonym Vocab, ..

MemoryTask - Logical Memory, Paired Associations, Free Recall

SpeedTask - Digit Symbol, Pattern Comparison, Letter Comparison
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of using ontologies is ontology reuse. Of special relevance was the EmOCA ontol-
ogy [5] from which the classes Person, Trait, Impact and Emotion were taken
as a basis for modeling the interaction between the abstract version of per-
sons with traits and emotions. Figure 1 shows EmOCA’s main classes and how
they were extended and embedded into the CCOnto ontology. The classes were
integrated into the character hierarchy by specifying the emotion as part of the
character and the trait as a super concept of the different personality traits avail-
able in the included models. All concepts that are already available in the APA
Psychology Terms [4] ontology were reused to ensure inter-operability. Table 1
details the constructs that make up character, personality and emotion/affect,
respectively. The categorization of the different implemented task types is inte-
grated from [18]. To represent the score of every individual in a specific task i.e.
the tertiary relationship between person, task and score, the class TaskScore
is added. The different types of persons are shown in Fig. 2. We define which
classes are disjoint with each other e.g., Introvert and Extrovert, which is
necessary when querying or reasoning on the ontology. The relationships and
interactions between the character attributes are represented through proper-
ties. All main relations related to character are shown in Fig. 1. has impact,
pertains to, is defined by and has trait have been integrated from the
EmOCA ontology. The behavior of the first three properties is the same as in
the original ontology, which serves to represent emotions as they result from stim-
uli and are impacted by the personality traits of the Five Factor Model (FFM)
[7]. To differentiate between stable trait-like emotions i.e. affect and variable
state-like emotions we have the hasAffect and hasEmotion which both map a
person to an emotion (either discrete or continuous). The has trait property
has seven sub-classes representing the currently implemented traits (five from
the FFM and two from the BIS/BAS [17]). The individual trait properties also
indicate personality facets by mapping a person to the individuals of type facet
(e.g. x hasExtraversion ‘‘highCheerfullness’’). Other important proper-
ties are the belongsTo and ofTask which map a TaskScore to a person and a
task respectively and the Task’s data property hasScore which maps it to a
score (xsd:int). Additionally, a person has hasCulture and hasAge properties
mapping to (one or many) Culture individual(s) and an age (xsd:int).

4 Conclusions and Future Work

We presented an ontology of character from the perspective of Character Com-
puting. The main focus of the ontology was modeling personality and affect,
alongside other character components and their relation to a person’s perfor-
mance in a specific task. The ontology is to be used for developing character-
aware adaptive applications. The developed ontology can then be integrated
into and extended for the purposes of any application that puts the individual
at the center by considering different characteristics and their impact on the
person’s behavior. More models representing the included and remaining char-
acter attributes can still be added to CCOnto. Character-specific visualization
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and editing capabilities need to be added to facilitate the use by domain experts.
The ontology should be applied to multiple adaptive and predictive applications
and use-cases (validated by both Computer Scientists and Psychologists). This
would enable us to evaluate the model and extend it accordingly.
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Abstract. The Decision Model and Notation (DMN) is a decision mod-
elling standard consisting of two levels: the decision requirement diagram
(DRD) level which depicts the dependencies between elements involved
in the decision model, and the decision logic level, which specifies the
underlying decision logic, usually in the form of decision tables. As the
decision tables and DRD are modelled in conjunction, the need to ver-
ify the consistency of both levels arises. While there have been some
works geared towards the verification of decision tables, the DRD-level
has been strongly neglected. In this work, we therefore present a tool for
the model verification of DMN models at both the logic and the DRD
level, along with the performance assessment of the tool.

Keywords: DMN · Decision model and notation · Tool support ·
Consistency checking · Automated feedback · Model evolution ·
Camunda

1 Introduction

The Decision Model and Notation (DMN) [14] has at its the core the busi-
ness rule decision logic usually modelled by means of decision tables (decision
logic level). The standard can also provide decision requirement diagrams (DRD
level), which allow specifying the requirements and relations of decisions involved
in the decision model [8,10,11].

While DMN standardizes how to represent decision logic and decision require-
ments, no means are provided to guide experts in consistently modelling the two
levels. In result, modelling errors can easily occur. This can be seen in Fig. 1,
which show an inconsistent DMN decision model. First, there are errors within
the decision logic, specifically, the income conditions for rules 1 and 2 are over-
lapping (when the input is exactly 20). Second, the DRD level and the decision
table are inconsistent because the Assets requirement is missing on the DRD
level.
c© Springer Nature Switzerland AG 2020
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Fig. 1. DMN model: DRD (left) and decision table (right) with modelling errors.

Such modelling errors are a problem currently faced in practice, as proven by
interviews with key practitioners who unanimously report problems in verifying
the correctness of DMN models [15]. Also, empirical results on detected mod-
elling errors within the decision logic of a large insurance company are presented
in [1]. This calls for automated means to support companies in the verification
of decision models.

Table 1 shows an overview of existing DMN verification approaches. As can
be seen from the DRD level verification capabilities in Table 1, recent research is
sparse. In a previous work [7], we presented means to detect a selection of decision
logic level verification capabilities as proposed in the business rule management
capability framework [15]. In the work at hand, we present novel verification
capabilities for the DRD level, as well as some novel decision logic level capa-
bilities derived from [9]. To the best of our knowledge, our tool is the first to
provide such an extensive set of verification mechanisms. As can be seen from
Table 1, this work extends the verification capabilities of [7] with the following
verification capabilities: unused predefined value verification, missing predefined
value verification, missing in-/output value verification, missing in-/output col-
umn verification, idle data input data verification, missing input verification,
multiple input verification and inconsistent type verification. We will discuss
these capabilities in detail in Sect. 2. We refer to the work in [7] for the deci-
sion logic level verification capabilities that were part of that work and are also
incorporated in the tool presented here.

2 Tool Description and Usage Example

The developed tool relies on the camunda-dmn1 library and is available for
demonstration2. The tool allows to upload and analyze DMN models directly in
the browser. The tool presented in this work extends the one presented in [7]
with the following novel decision logic and DRD level verification capabilities
derived from [9]:

1 https://github.com/camunda/camunda-engine-dmn.
2 https://bit.ly/2OEPEpH.

https://github.com/camunda/camunda-engine-dmn
https://bit.ly/2OEPEpH
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Table 1. Overview of verification capabilities covered by existing approaches (where
X = full support, o = partial support. * = co-authors of this work).

Decision logic level DRD level
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Calvanese et al. (2016) [4] X o X X X

Laurson et al. (2016) [12] X X o X o X

Batoulis et al. (2017) [2] X X X X

Calvanese et al. (2017) [6] X o X o X X

Ochoa et al. (2017) [13] X X

Batoulis et al. (2018) [3] X X X o

Calvanese et al. (2018) [5] X o X o X o X

Corea et al. (2019)* [7] X X X X X X X

This work X X X X X X X X X X X X X X X X X

Decision Logic Verification Capabilities (Verification of Decision Logic
Within a Decision Table):

– Missing predefined value verification. Detecting if there is a value in a
rule which is not part of the predefined values.

– Unused predefined value verification. Detecting whether there are pre-
defined values for a column, but no rule for that value.

– Missing input value. Detecting whether there is an output value of another
table (where that table is an input to the table under consideration), but the
table does not have a corresponding input value (missing rule).

– Missing output value. Detecting whether there is an input value in a table,
but the subdecision does not have a corresponding output value (and thus,
the current rule would be unreachable).

DRD Level Verification Capabilities (Verification of Interconnection
Between Logic Modules, I.e., Between Different Decision Tables in
the DRD, as Well as Between Input Data and Decision Tables):

– Missing input column verification. Given a decision and a subdecision,
detecting whether the subdecision has an output column, but the decision
table of the higher-level decision does not have a corresponding input column.

– Missing output column verification. Given a decision and a subdecision,
detecting whether the higher-level decision has an input column, but the
subdecision table does not have a corresponding output column.
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– Idle data input verification. There is a data input node that is not used.
– Missing (data) input verification. There is (data or subdecision) input
that is used in a decision, but it is missing in the DRD.

– Multiple (data) input verification. For any input column, detecting
whether there are too many inputs.

– Inconsistent type verification. Given a decision and a subdecision, detect-
ing whether the corresponding columns have the same data type.

Figure 2 provides a usage example of the tool. The user can upload and verify
a DMN model (1). Note that modellers can easily switch from the DRD-level to
the table level by clicking on an individual table. The tool identifies all errors
based on the shown verification capabilities and displays error messages (2). The
tool can highlight the errors and allows the user to quickly browse the issues.
Next to this issue, the tool suggests actions to remedy the modeling issues and
allows the modeller to select one, which is then automatically performed by the
tool (3). Additionally, the modeller can then re-verify the resulting model (see
checkbox next to (1)). This way, the modeller can incrementally apply actions
to restore a consistent model. The tool can be used to verify arbitrary DMN
models, but can also be connected to workflow engines such as Camunda. Here,
the user can deploy the updated and verified decision model directly from the
tool (4).

Fig. 2. The DRD view of the DMN verification tool.

3 Maturity and Outlook

For a preliminary evaluation, we performed run-time experiments and analysed
a total of 900 synthetic decision models. As parameters for generating these
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models, our custom generator3 accepts the number of rows and columns in a
single decision table, as well as the number of overall nodes on a DRD level. As
the novel DRD level capabilities are the focus of this work, we continue discussing
the results for a varying number of DRD level nodes in the model. Please see
[7] for further experiments on the decision logic verification capabilities with a
varying number of columns and rows.

For the experiments, we selected {18, 36, ..., 180} as the number of nodes
on the DRD level, and {10,20, ..., 100} as the number of rules per table from
(i.e., 10× 10 possible combinations). Note that most models in literature employ
less than 20 nodes and at most a few tens of rules per node. For each of the 100
possible combinations of rows and nodes, we generated 9 decision models as
follows: on the DRD-level, the decision tables and input nodes were connected
at random, which allowed to create synthetic decision models with actual errors
such as missing or redundant input data. The respective rules of these tables were
generated by using random integer conditions (see [7] for details). The number
of columns for each decision table ranged from 2 to 5 at random. Consequently,
for each of the 10× 10 combinations, we applied the verification tool for the
9 respective models and computed the average run-time for each parameter
configuration, as shown in Fig. 3. The experiments were run on Ubuntu Xenial
with E312 processor and 16GB RAM.
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Fig. 3. Run-time statistics for the analyzed synthetic decision models with up to 180
nodes on the DRD-level and 100 rules per table.

As it can be seen in Fig. 3, the run-time for analysing a model with 180 DRD
nodes and 100 rules per table averages to roughly 0.4 seconds. Thus, for the
analysed data set, our tool allowed for a feasible analysis.
3 An interface to use our generator can be found at https://bit.ly/31q1U2r.

https://bit.ly/31q1U2r
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4 Conclusion

The tool presented in this report allows to analyze DMN models both on a logic
level and on a DRD level, which is a current issue faced in practice. As shown in
Table 1, our work contributes to closing existing research gaps by implementing
all depicted verification capabilities in a unified tool. Our tool supports the
current DMN standard, allowing companies to perform model verification on
their DMN models. Through a direct integration with workflow management
systems, our tool can be used for consistent model evolution and thus facilitates
sustainable business rule management. In future work, we aim to apply our tool
to industrial data sets and to conduct usability studies with practitioners.
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13. Ochoa, L., González-Rojas, O.: Analysis and re-configuration of decision logic in
adaptive and data-intensive processes (short paper). In: Panetto, H., et al. (eds.)
OTM 2017. LNCS, vol. 10573, pp. 306–313. Springer, Cham (2017). https://doi.
org/10.1007/978-3-319-69462-7 20

14. OMG: Decision Model and Notation (DMN) 1.2 (2019)
15. Smit, K., Zoet, M., Berkhout, M.: Verification capabilities for business rules man-

agement in the Dutch governmental context. In: International Conference on
Research and Innovation in Information Systems, pp. 1–6. IEEE (2017)

https://doi.org/10.1007/978-3-319-73805-5_28
https://doi.org/10.1007/978-3-319-73805-5_28
https://doi.org/10.1007/978-3-319-69462-7_20
https://doi.org/10.1007/978-3-319-69462-7_20


Text as Semantic Fields: Integration
of an Enriched Language Conception
in the Text Analysis Tool Evoq R©

Isabelle Linden1(B) , Anne Wallemacq1,2, Bruno Dumas1 , Guy Deville2,3,
Antoine Clarinval1 , and Maxime Cauz1

1 NAmur Digital Institute (NADI), University of Namur, Namur, Belgium
{isabelle.linden,anne.wallemacq,bruno.dumas,

antoine.clarinval,maxime.cauz}@unamur.be
2 NAmur Institute of Language, Text and Transmediality (NaLTT),

University of Namur, Namur, Belgium
guy.deville@unamur.be

3 Institut de Recherches en Didactiques et Education de l’UNamur (IRDENa),
University of Namur, Namur, Belgium

Abstract. Analysis of interviews transcripts plays a key role in many
human sciences research protocols. Numerous IT tools are already used
to support this task. Most of them leave the interpretation task to the
analyst, or involve an implicit conception of language which is rarely
questioned.

Developed in the context of the EFFaTA-MeM (Evocative Frame-
work For Text Analysis - Mediality Models) trans-disciplinary research
project, the Evoq software takes a radically innovative approach. It vol-
untarily integrates concepts from post-structuralism theory which are
thus offered as a reading sieve at the analyst’s disposal.

This demo paper briefly introduces the main concepts of post-
structuralism, then it presents how these concept are modelised in a
formal system. Finally, it shows how this approach is integrated in the
Evoq software and how the human scientist can benefit from its func-
tionalities.

Keywords: Data analytic · Text analysis · Human sciences ·
Structural analysis · Evoq R©

1 Yet Another Software to Support Text Analysis

Several pieces of software exist that support text analysis. In an in-depth study
of their functionalities, Lejeune [1,2] organizes them into 5 families (lexicom-
etry, concordance, automata, dictionaries/registers, reflexives) around 2 axes
(compute/show and explore/analyse). In his conclusions, he underlines that
even though these functionalities are really helpful, none of them replace the
researcher’s ability to bring out a stimulating interpretation of the text. Indeed,
this ability requires a powerful theoretical and methodological framework.
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If we look at text visualisation from the point of view of mediality [8], exist-
ing extraction and visualisation tools display an implicit conception of language
which is rarely questioned. This question needs to be investigated, however,
not only from an epistemological point of view but also from a heuristic point
of view: How can a visualisation foster the analyst’s creativity in developing a
new understanding of a text? In typical visualisations (as these refered by [3]:
enriched texts, line plots, ...), as a matter of fact, this conception is character-
ized by linearity, univocality, a firm distinction between author and reader –
as producer/consumer –, low interaction, a frontal relation to the language and
2D visualisation. This conception leads to a reduction of natural language to a
formal language understandable by a computer. In order to allow a novel under-
standing of the semantic universe built by a text, we propose to rely on a richer
conception of language.

The EFFaTA-MeM Research Project explores a different approach. It intends
to explore an enriched conception of language and wants to focus on the text
with an approach to language that is more architectural, plurivocal, interac-
tive, immersive and multi dimensional than what has been done until now. The
research reported here relies on a conception of language developed in the struc-
turalist theory and its reformulation in post-structuralism [4–7].

In this demo paper, we present the first step of the formalisation and specif-
ically address the following research questions. On the one hand, a fundamental
research question: how to express post-structuralism in a formal model. On the
other hand, a more pragmatic question: how to integrate this formal model into
a usable and pleasant tool?

The paper is structured as follows. Section 2 briefly introduces the main con-
cepts of post-structuralism. Then, Sect. 3, addressing the first research ques-
tion, introduces the formal concept of Semantic Field used to formalise post-
structuralism. Next, proposing an answer to the second research question, Sect. 4
summarises the main elements of the implementation and introduces the Evoq
tool. Finally, Sect. 5 draws some conclusion.

2 Post-structuralism

One of the essential goal of the EFFaTA-MeM project is to conceive ways of
interacting and visualising texts that foster new insights in their analysis. This
means that we investigate (i) the mediality of texts and of graphical and pictorial
representations, (ii) the intermedial transposition from the textual semiotic sys-
tem to a pictorial semiotic [9–13], and (iii) the meaning enrichment opportunities
offered by this transposition.

The theoretical background used to develop the mediality presented in this
paper is based on a deep reformulation of the post-structuralist principles. From
a mediality point of view, post-structuralism is interesting because it fundamen-
tally questions and re-frames the linearity of the text. Post-structuralism opens
a very interesting conception of language that can be described as follows.
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– The text is seen as a field of forces rather than a continuum extending from
a beginning to an end. Structuralism will consider a text as synchronic. It
means that the beginning and the end of the text are considered in the same
way and with the same status.

– Rather than phrases or words, basic units of the text are couples of words1 in
opposition, such as White/Black. The couple is enriched by the whole cloud
of cross evocations that are part of the discourse or implicitly supposed by it
(White + pure + good/Black + dirty + bad).

– The meaning of words is therefore larger than the simple denotation. White
is far more than a simple colour. Opposed to black it conveys the semantic
universe of purity, angel, paradise, untouched.

– The meaning is no longer intrinsic but relational: it is based on its dynamic
place in the system of the text. If White is now opposed to Red, its meaning
changes: since Red is life, warmth, White becomes cold, death: a very different
semantic field compared to the White/Black example.

– This system of opposition and association is called a semantic field. These are
not always explicit but are more often assumed than explicitly mentioned.
This refers to a famous structuralist distinction between the level of language
and the level of discourse. In turn, it implies that a speaker never has a
complete mastery of what he is saying since his discourse is embedded in
these semantic fields that are collectively produced and taken for granted.
The semantic field has thus to be considered as surrounding the speaker.

– As Derrida [6] puts it, these semantic fields are not a quiet equilibrium but
always in power tension according to the idea that there are dominant rela-
tionships between competing semantic fields.

– The aim of structural analysis is to reveal the semantic fields underlying the
explicit and conscious discourse together with the power relationship which
takes place in the defining dominant world-vision underlying a text.

3 The Knowledge Model in Evoq

In the post-structuralist approach as presented in the previous section, a text
becomes much more than a linear sequence of words. It involves a domain knowl-
edge, implicit representations and tensions which are captured by relations.
Before going to the development of a tool integrating this view, we developed
a formal model to capture this approach and formalise it. In this model, the
global object of the analysis is not only a text but a complete Semantic Field.
This section presents the formal model which is composed of Text, FieldWord,
FieldRelation and Knowledge.

Formally, the minimal definition of a semantic field can be given by a tuple
(t, wl, rl, k) in SemanticField = Text×FieldWord∗×FieldRelation∗×Knowledge
where

1 For the sake of simplicity of the report we use “word” in this paper to denote “word
or expression in their canonical form”.
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– t ∈ Text , is the text object of the analysis,
– wl ∈ FieldWord∗ = (Word × Colours)∗ is the list of purposeful words asso-

ciated with colours,
– rl ∈ FieldRelation∗ = (Word × Word × Boolean)∗ is a list of pairs of Words

with a boolean denoting if the relation reflects an evocation or an opposition
(also called association and dissociation),

– k ∈ Knowledge, is an embedded knowledge which basically consists in dictio-
naries, lemmatisers, synonyms dictionaries, antonyms dictionary and domain
knowledge.

3.1 Enriched Views of a Semantic Field

Based on this minimal representation, enriched concepts are built that inte-
grate various element of the Semantic Field tuple. So, for a given SemanticField
(t, wl, rl, k), one defines the following objects.

– Enriched Text : the text in which the words that appear in wl (or whose lemma
appears) are tagged and associated with the same colour as in wl.

– Field Dictionary : the list of purposeful words associated with their colour and
a boolean denoting the presence/absence of the word in the text;

– Field Relation Dictionary : the relation field, rl, where each word is augmented
with a boolean denoting is presence/absence in the text.

Direct access to these enriched objects provides to the human scientist an
enriched perception of the text, and guides him into the interpretation process.

3.2 Semantic Field Construction

The model presented above formalises a post-structuralist enhanced model of a
text, as the result of an analysis, and the enriched views on the information. The
most challenging question remains to address: how to build such a model from a
fresh text? Expressed in our formalism: how to transform an original (t, ∅, ∅, k)
into an analysis (t, wl, rl, k) and its associated enriched objects? This short paper
does not offer the space to provide a full formalisation of this process. Let us
mention here some of the main principles.

First of all, let us remind that we do not aim to offer a tool that will fully
automate the analysis but a tool that will, on the one hand, stimulate the analyst
and, on the other hand, facilitate some tasks of encoding or research. That is
to say that only a part of the knowledge k requested to lead the analysis can
be fully formalised and implemented, an important part of it remains in the
analyst’s brain.

With this in mind, the analysis process can be formalised as a sequence of
transformation that will, step-by-step, transform a semantic field (t, wl, rl, k),
and

– extract words from the text and/or the knowledge using the text and/or the
(integrated or human) knowledge, and
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– add these words, with their associated colour, to wl,
– identify relations among the words, from the text and/or the knowledge, and
– add these relations, with their associate boolean, to rl.

The support offered by Evoq mainly consists in (i) offering visualisations
of the enriched concepts (ii) proposing interactions that give a user-friendly
realisation of the operations described above (and their cancellation), and (iii)
making propositions for words extraction and relations identification.

4 Implementation: Evoq

Figure 1 presents the analysis of Zen in the art of archery by Herrigel [14] realised
with Evoq. The various (resizeable and re-positionable) panels present synchro-
nised views of the Semantic Field resulting from the analysis. The top left panel
presents the Enriched Text, where the words of the Field Dictionary are delin-
eated in bold and colours. The bottom left panel presents the Field Relation
Dictionary as a matrix. The right panel offers a presentation of the Field Rela-
tion Dictionary as a force-directed graph.

At first sight it must seem intolerably degrading for Zen - however the reader may understand this word ̇- to be 
associated with anything so mundane as archery. Even if he were willing to make a big concession, and to find 
archery distinguished as an 'art’, he would scarcely feel inclined to look behind this art for anything more than a 
decidedly sporting formof prowess. He therefore expects to be told something about theamazing feats of 
Japanese trick−artists, who have the advantageof being able to rely on a time− honoured and unbroken 
traditionin the use of bow and arrow. For in the Far East it is only a few generations since the old means of 
combat were replaced by modern weapons, and familiarity in the handling of them by no means fell into disuse, 
but went on propagating itself, and hassince been cultivated in ever widening circles. Might one not expect, 
therefore, a description of the special ways in which archery is pursued to−day as a national sport in Japan? 
Nothing could be more mistaken than this expectation.By archery in the traditional sense, which he esteems as 
an art and honours as a national heritage, the Japanese does not understand a sport but, strange as this may 
sound at first, a religious ritual. And consequently, by the " art " of archery he does not mean theability of the 
sportsman, which can be controlled, more or less, by bodily exercises, but an ability whose origin is to be sought 
in spiritual exercises and whose aim consists in hitting a spiritual goal, so that fundamentally the marksman aims

+ Export Hide Links Components

+ Export

Fig. 1. Analysis of Zen in the art of Archery by Herrigel in Evoq R©.

Each of these panels offers interactivity that supports field construction func-
tionalities, mainly adding/modifying words in the Field dictionary and relations
in the Field relations dictionary. The node-link diagram has a prominent role.
Indeed, together with a very synthetic view on the Relation Field Dictionary, it
offers interactions that suggest new relationships (by clicking on the + near the
nodes). Moreover, the (relative) positions of the node express/suggest implicit
knowledge that stimulate the analyst’s thinking. (More on interaction in [15].)
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5 Conclusion and Future Work

The Evoq software is an innovative tool to support human scientists in their text
analysis. It embeds an approach based on a post-structural methodology in its
visualisations and interaction. In this paper, we have introduced a formal model
that translates this methodology and underlines its implementation in Evoq.

The software is currently available at https://projects.info.unamur.be/evoq,
free account for research can be obtained by contacting the first author.

The usability of the interface and the user interaction process has been stud-
ied on V.1.0 of Evoq presented in [15], V2.0 results from the integration of the
conclusion of this work. At the time of writing this paper, a campaign of user
confrontation to the V.2.0 is being planned. Its aims are multiple: to assess the
usability, to identify met/unmet user expectations, to enhance the contribution
of the tool with respect to other tools Many questions are still open: what should
be the initial position of the graph? Should other interactions be integrated? As
many other questions which would bring us outside the size limite of this paper.
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Abstract. The complexity of modelling languages and the lack of intelligent tool
support add unnecessary difficulties to the process of modelling, a process that
is in itself already demanding, given the challenges associated to capturing user
requirements and abstracting these in the correct way. In the past, the MERODE
method has been developed to address the problem of UML’s complexity and lack
of formalization. In this paper, we demonstrate how the formalization of a multi-
view modelling approach entails the possibility to create smart and user-friendly
modelling support.

Keywords: Conceptual modelling ·Modelling tool · UML ·Model-driven
engineering · Consistency checking

1 Modelling Difficulties

Model-driven engineering (MDE) aims to create software from models. One of the
key assumptions behind MDE is that models can be made sufficiently complete and
correct to generate code from them. While the “general purpose” character of UML
makes it widely applicable, it is also its weakness. The UML contains a large number of
constructs, making it difficult to use. And when those models are intended to generate
code from them, the problem is exacerbated as generating code fromaUMLmodel is only
possible if the models are sufficiently detailed, which requires a thorough knowledge of
the UML. UML is not the only language facing a too large complexity. Several authors
have already pointed out that many modelling languages (including the UML) are too
“noisy” with various concepts, which inevitably results in creating erroneous models [1,
2]. Also modelling tools are complex, and pose additional challenges to modelers [3],
even though good tool support had been proved to lower the likelihood of model quality
problems [4].

The MERODE modelling method [5] targets conceptual modelling and addresses
these challenges by offering a UML-based modelling approach that allows creating
models that conceptual in nature (as opposed to technical designs), yet are sufficiently
precise and complete to generate code from them with no more than three clicks. In
addition, intelligent tool support has been developed to support the modeller in the best
possible waywhile modelling. The goal of this demo is to demonstrate the features of the
MERLIN modelling environment, including multi-view support and intelligent model
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consistency checking. Themodelling environment is freely available since January 2020
at http://www.merlin-academic.com.

2 Simplification of the Modelling Language

To ease the use of UML for conceptual modelling, theMERODEmethod uses a minimal
set of concepts fromUMLrequired to capture domainmodels. Three views are supported:
structural modelling bymeans of aUML class diagram, behavioural modelling bymeans
of state charts, and interaction modelling, using a matrix-technique. The three views are
directly supported by MERLIN.

In MERODE, the Class diagram only uses the concepts of class, binary associa-
tion and inheritance associations. More complex concepts such as Association Class,
composition and aggregation are deliberately not used so as to ease the modellers’
task. Moreover, MERODE requires each binary association to be of a one-to-many or
of one-to-one type, expressing existence dependency of one object type on the other.
Transformation rules from a “classical” UML diagram to such an existence-dependency
only class diagram are provided by the method. The following example illustrates the
inherent difficulties associated to UML, and how such transformation process results in
more precise models, while using a limited number of concepts.

Figure 1 identifies three object types1 (customer, order and salesperson) and two
associations: an order is placed by a customer, and is managed by a salesperson. Because
both associations are graphically identical, they fail to capture the inherently different
semantics of the underlying domain rules: Whereas the customer of an order remains
the same for the whole duration of the order, the salesperson managing the order may
change over time. In other words, the association end is placed by labelled with a “1”
next to customer is not modifiable or frozen, whereas the association end is managed by
labelled with a “1” (next to salesperson) is modifiable. Figure 1 is not incorrect but is
incomplete as it does not allow to discern between frozen andmodifiable association ends
labelled with multiplicity “1”. Depending on the transformation rules, both association
ends would either be implemented as modifiable or as frozen, as there is no way to
make a distinction based on the UML diagram. In order to obtain a model that captures
this difference and can be correctly and automatically transformed to code, we need to
express these different semantics by means of different modelling constructs.

Fig. 1. Example class diagram

In this case, the MERODE rules dictate to reify the association between order and
salesperson as show in Fig. 2, thus identifying the concept of ‘Sales Person Duty’ as

1 In the remainder of this book we will follow the convention that object types are written in
smallcaps and that association names will be underlined.

http://www.merlin-academic.com
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a separate business concept. Reification is also advocated for many-to-many associ-
ations, shared aggregation and for composition associations not expressing existence
dependency from the part on the whole.

State charts allow modelling a domain object’s behaviour. The UML bases its state
chart notation on Harel State charts, offering a rich pallet of concepts, including paral-
lelism and decomposition. MERODE however uses only the basic notions: start, inter-
mediate and end states, and requires each class to have just one state chart defining its
behaviour.

Fig. 2. Class diagram with reified association

Likewise, interaction modelling is simplified. In the UML, object interaction aspects
are modelled by means of sequence charts and collaboration diagrams, thus forcing a
conceptual modeller into premature commitments. In contrast, MERODE follows an
event-driven approach that raises events to the same level of importance as objects,
and recognizes them as a fundamental part of the structure of experience. In particular,
“business events” are captured as the phenomena of interest at the interface between the
real world and the information system [6]. An event-object interaction table, inspired
from the “CRUD” matrix2, allows defining the interaction between business events and
business objects and using the events as triggers for state transitions in the state charts.

3 Intelligent Tool Support

Modelling typically requires describing the same socio-technical system from different
perspectives (data, behaviour, authorisations, etc.). Some aspects may however be mod-
elled in more than one scheme, e.g. a business object type appearing in a class diagram
and as data object in a BPMN diagram. While many modelling tools focus on one par-
ticular diagram, the modelling environment of MERODE allows viewing two models
side-by-side, see Fig. 3.

Obviously, some kind of consistency checking between different views is required
to ensure the quality of the model [7, 8]. This consistency checking can vary from a
simple syntactic correspondence to a full semantic match between diagrams. In the past,
continuing efforts have beenmade to provide UMLwith the needed formal underpinning
[9–14]. Nevertheless, these efforts have not entailed an agreed-upon set of consolidated
rules, as a result of which authors define their own set of rules [8]. However, to achieve
true consistency, the integration of different views is needed. Recently, the integration
between the data and business process perspective is also gaining ground as exemplified
by artefact centric approaches [15–17].

2 Captures how processes create, read, update or delete data.
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InMERODE, the concept of existence dependency is based on the notion of “life” of
an object, and this induces a natural sequencing of creating and ending of objects [14].
AMERODE class diagram is therefore-in spite of its appearance- not a pure data model,
but also defines a default behavioural model. This facilitates consistency checking with
other diagrams intended to capture the behavioural aspects of the domain. In contrastwith
existing tools like Enterprise Architect, Visual Paradigm, etc. that treat the class diagram
in a totally independentway from the behaviouralmodels,MERODEdefines consistency
between the staticmodel and the behavioural model [5]. In particular,MERODE sustains
three modes of consistency checking [18]:

Fig. 3. Viewing the class diagram and state charts side by side.

• Consistency by construction, is the most powerful, and means that the tool “auto com-
pletes” model elements based on consistency rules. Figure 3, right, shows the default
state chart that is automatically generated for each class, including the generation of
default creating and ending events.

• Consistency by analysis means that an algorithm is used to detect all potential incon-
sistencies in the model. The modeller can thus construct the model without caring
about temporary incompleteness or contradicting elements. Upon request, a verifica-
tion algorithm can be run against the models to spot errors and/or incompleteness in
the various views. Such verification could be done manually as well, but obviously
automated support substantially eases model verification, and is likely to ensure more
thorough verification as well. Assume for example, that in an Order Management
model, the modeller created a state chart like in Fig. 4. Running a model checker will
then result in a report mentioning the problems of non-determinism and backward
inaccessible state shown in Fig. 5.

Fig. 4. Erroneous state chart
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• Consistency by monitoring, allows checking new specification against correctness
rules when entered in the tool. This allows to maintain the correctness of a model, but
it should be used with parsimony as a too stringent verification procedure will turn
the input of new model elements into a frustrating activity.

The major advantage of this consistency checking is that this saves a lot of input
effort while improving the completeness of the model in one go. Moreover, the auto
complete functionality avoids the input of inconsistent specifications by completing the
entered specifications with their consistent consequences. The result is a much more
user-friendly environment. Figure 6 shows how model settings in MERLIN allow the
user switching on auto complete functionality, the first of which leads to the automatic
creation of creating and ending business events and methods when adding a business
object type to the class diagram.

Fig. 5. Sample model checking report

Fig. 6. Autocomplete functionality in MERLIN

4 Conclusion

The MERLIN modelling environment demonstrates how the formal underpinning of a
modelling method, and the formal definition of consistency rules allows offering intelli-
gent and user-friendlymodelling support for creating domainmodels. Besides the benefit
for the modeler in terms of modelling effort, the quality of the resulting models entails
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easy code generation. In the case of MERLIN, the files can be exported to an xml-format
allowing the generation of full functional code with a single click. This contributes to
model quality too as the generated application is enriched with didactic features helping
the modeller to assess the quality of the model [19].

For the purpose of conceptual modelling, MERLIN offers more easy modelling
compared to existing tools such as Visual Paradigm and Enterprise Architect: less input
is required to achieve a model fit for code-generation, and more consistence checks are
offered. On the downside, MERLIN offers a very limited set of modelling constructs,
as result of which design choices (such as e.g. navigability of associations, sequence
charts) are set by default or part of transformation process. In the future, we plan an
XMI-export so that high-level MERLIN-models could be imported in commercial tools
to detail the models further.
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Abstract. For many decades, Business Intelligence and Analytics
(BI&A) has been associated with relational databases. In the era of big
data and NoSQL stores, it is important to provide approaches and sys-
tems capable of analyzing this type of data for decision-making. In this
paper, we present a new BI&A approach that both: (i) extracts, trans-
forms and loads the required data for OLAP analysis (on-demand ETL)
from document stores, and (ii) provides the models and the systems
required for suitable OLAP analysis. We focus here, on the on-demand
ETL stage where, unlike existing works, we consider the dispersion of
data over two or more collections.

Keywords: Business Intelligence and Analytics · Document stores ·
ETL · OLAP

1 Introduction

With the advent of big data and NoSQL stores that have been primarily devel-
oped, more than a decade ago, NoSQL offered a new cost-effective method,
schema-free and built on distributed systems, which makes it easy to scale and
shard. While the use of NoSQL stores is widely accepted today, Business Intel-
ligence & Analytics (BI&A) has long been associated with relational stores. In
fact, from the earliest days of data warehousing, the qualities of the relational
model have been highly valued in the quest for data consistency and quality. The
question that quickly arose about NoSQL was how does this relate to BI&A?
Can it be of use in data warehousing?1

Today, exploiting NoSQL data for analytical purposes lacks maturity, trace-
ability, and metadata management. For this, we introduce a new approach that
aims to extract, transform, and load NoSQL data sources on-demand. This app-
roach is hybrid that has and takes into account both data sources schemaless
1 https://www.dataversity.net/nosql-and-business-intelligence/.
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nature and analytical needs in order to explore several NoSQL stores in an effi-
cient way. Specifically, the distinguishing features of our approach are: (i) to the
best of our knowledge, there does not exist a global BI&A approach dedicated to
NoSQL data sources that covers all the decision-making chain starting from the
ETL process and that reaches OLAP analysis; (ii) here, we focus on document
stores (DSs), and unlike existing works, our approach is not limited to one col-
lection, as we consider the dispersion of data across several collections; and (iii)
we shed light on the on-demand ETL phase. We also enlighten the challenges
triggered by the join operator of two schemaless sources.

The paper outline is as follows: In Sect. 2, we discuss the related literature.
In Sect. 3, we give an overview of our approach, where its first stage is detailed
in Sect. 4. Finally, we draw the conclusion in Sect. 5.

2 Related Work

As our main objective is to provide an on-demand ETL process over DSs, and
to facilitate their OLAP analysis, we present, in this section, existing works that
were carried out around this issue. We identify two main streams: (i) approaches
that have dealt with the problem of ETL and schema extraction of DSs and (ii)
approaches that have proposed contributions for OLAP analysis on DSs.

2.1 ETL over Document Stores

Few researchers have addressed the problem of ETL in the context of NoSQL
stores, particularly the document-oriented ones [1]. For example, in [8], authors
proposed a tool called BigDimETL. Data are extracted from a DS to be converted
to a column-oriented store in order to apply partitioning techniques. Further-
more, the majority of prior research tended to focus on the transformation of a
multidimensional conceptual model into a document-oriented one, rather than
applying ETL phases over DSs [4,11].

On the other hand, several works have focused on how to extract a schema,
i.e., a list of document fields with their types, from DSs. Since it is an essential
step in an ETL process dealing with DSs, we have studied these different con-
tributions. In [2], Baazizi et al. were interested in schema inference of massive
JSON datasets. The distinguishing feature of their approach is that it is para-
metric and allows the user to specify the degree of preciseness and conciseness
of the inferred schema. Besides, Gallunicci et al. [6] have extended the level of
schema extraction of a collection of JSON documents with schema profiling tech-
niques to capture the hidden rules explaining schema variants. Previous studies
have almost exclusively focused on the early stage of the BI&A chain. In the
following, we provide an overview of works dealing with OLAP analysis on DSs.

2.2 OLAP Analysis over Document Stores

Very few works have tried to find solutions for OLAP analysis on DSs. Chouder
et al. [5] have proposed an approach to enable OLAP on a DS in the context
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of self-service BI. This approach extracts the global schema of one collection of
nested JSON documents and generates a draft multidimensional schema. Then,
the decision-maker can define his query, which is validated by mining approx-
imate functional dependencies (FDs). Similarly, the approach proposed in [7]
enables OLAP directly on a collection. But, unlike [5] where the research for
FDs is done on-demand, this approach looks for all the approximate FDs.

Our study of the literature showed that several works have proposed solutions
for the ETL and the schema extraction of DSs. Although they are almost similar,
the distinction lies in how each work approaches the problem of schema discovery.
On the other hand, existing works that have dealt with OLAP analysis on DSs,
have considered only one single collection. However, in the context of BI&A, data
are often scattered over several collections. Besides, On-demand approaches are
worth of interest and are not yet used for the ETL in the context of DSs [3,10]. To
the best of our knowledge, no prior works have proposed a global BI&A approach,
based on the on-demand methodology, that starts from schema extraction of
multiple DSs, performs ETL operations, and reaches OLAP analysis. In the
following, we introduce our new approach that palliates this shortage.

3 Overview of Our Approach

We propose a new approach that have the advantage to both extract, transform,
and load DSs and provide the dedicated solutions for OLAP analysis. As shown in
Fig. 1, our approach operates in two main stages: (i) on-demand ETL where ETL
operations are only performed on the pertinent data that meets the decision-
maker requirements; and (ii) OLAP analysis of this data.

Fig. 1. Approach general architecture as a glance

In this paper, a first objective is to consider a document-oriented data model
taking into account schema variety. We consider scattered data over several
collections. Moreover, we take into account the three types of data storage model
in JSON documents: (i) normalized: the JSON related objects are represented
separately from the original document and are referenced using identifiers; (ii)
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denormalized: the JSON related objects are nested in the original document;
and (iii) semi-normalized: there are both nested and separate objects. Fetching
relevant data, often needs to access more than one collection of JSON documents.
This multiple access is increasing the complexity since it requires finding the
“pivot” connecting fields. To do so, our approach is built upon two main stages:

– Stage 1: On-demand ETL aims to extract, transform and load only, the
relevant data for each specific analysis. It operates in two phases:

• Phase 1: Global schema extraction: extracts the global schema of
each collection, in order to deal with the schemaless and variety nature
of DSs. This phase is automated and processed when the user is offline.

• Phase 2: Global schema and data integration where Facts’ mea-
sures and Dimensions’ attributes (called multidimensional attributes) are
extracted from one or more sources attributes. Starting from several col-
lections, this phase aims to: (i) perform a mapping between multidimen-
sional attributes and collections schemas; (ii) perform ETL operations;
and (iii) create the DW which is a collection of JSON documents. It is
worth mentioning that this phase is processed when the user is online,
since it requires interaction with him, as depicted in Fig. 1.

– Stage 2: OLAP analysis: the aim of this stage is to ensure an OLAP
analysis adapted to DSs. The decision-maker expresses OLAP queries that is
then translated into a DS native query language. Due to space limitation the
description of this stage is left to forthcoming paper and we introduce only
the first stage in the following section.

4 On-demand ETL

In this section, we present the core stage of our approach, which is divided into
two phases: (i) global schema extraction of DSs; and (ii) global schema and data
integration.

4.1 Stage 1.1: Global Schema Extraction

DSs have a dynamic schema, mainly obvious through the presence or absence
of certain fields with a variety of types. Inferring the overall schema of each
collection is of paramount importance for the data integration. This latter is an
upfront processing to extract the global schema of each collection (Definition
2). Obviously, the number of global schemas is less than or equal to the initial
number of collections because several collections can share the same schema.

Definition 1. Document flat schema: a list of fields with their associated types.
Let SD = {(p, t)i/1 < i < k} be the schema associated to a JSON document D.
It consists of k pairs (p, t), such that: (i) p is the field path from the document
root. It is the unique identifier of each field; and (ii) t is the field type.

Definition 2. Collection global schema: the global schema of a collection C
is SG(C) =

⋃l
j=1 SDj

, where SDj
is the flat schema associated with a JSON

document Dj that belongs to the collection C and l denoting the number of
distinct documents schemas that exist in a collection C.
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4.2 Stage 1.2: Global Schema and Data Integration

This stage aims to extract relevant data that meets the analysis requirements. To
do so, we have two main steps: (i) mapping; and (ii) performing ETL operations
to load data into the DW.

Mapping. The goal of this phase is to ensure a mapping between collections
global schemas and the multidimensional attributes so as to unveil the collections
of interest that will be included as input in the rest of the phases.

Definition 3. Decision-maker requirements: decision-maker requirements are
expressed as a multidimensional schema. A multidimensional schema, denoted
with MS, is a triple MS = (D,M, f) where:

– D = {di, 1 < i < l}: a finite set of dimensions di. Each dimension is associ-
ated to a finite set of hierarchy levels hj(di).

– M = {(m, o, a)i, 1 <= i < n}: the set of measures to be analysed, where:
m: label of the measure to be analysed.
o :

o =

{
Computation formula,
∅, otherwise

a: aggregation operator associated with each measure mi (AVG, MAX,
etc.).

– f : a function that associates each measure to a finite set of grouping fields,
such that f : M → G where G is a set of grouping fields.

Definition 4. Mapping: given the multidimensional schema and the set of col-
lections global schemas, a mapping is defined by the function: ϕ : {G,M} → SG

a �→ ϕ(a)
where: (i) {G, M} is the set of multidimensional attributes, i.e., dimensions and
measures; and (ii) SG is the set of collections global schemas.

This phase is semi-automatic since it requires an interaction with the
decision-maker. In fact, a multidimensional attribute can be found in more than
one collection. In this case, the decision-maker validates manually the mapping
proposed by the system.

Performing ETL Operations. ETL is a crucial part of the BI&A chain where
most of the data curation is carried out [9]. The latter is made up of a set of
operations. Since, our approach starts from several collections, a join operation is
required. The latter is a complex operation to ensure, while no prior definition of
foreign keys. While joining tables in relational data sources is assured by dint of
a precise join key, in DSs, collections are unlikely to have an exact join key due to
the absence of integrity constraints. So, identifying key fields that are necessary
for joining two collections is a real challenge on which we are working. On the
other hand, DW creation relies on ETL operations processing. In fact, the DW is
a collection of JSON documents. Its collection schema is constructed by fetching
each multidimensional attribute from the corresponding source collection.



Business Intelligence and Analytics: On-demand ETL over Document Stores 561

5 Conclusion

In this paper, we have proposed a new BI&A approach, covering the hole chain,
that extracts-transforms-and-loads only the data required for OLAP analysis
from DSs with dispersed data across several collections. As part of our future
work, we plan to improve our approach on both its theoretical ground and its
technical implementation. We also intend to perform larger experimentations
over real-life datasets to better study the efficiency and the boundaries of our
approach. On the long run, we plan to consider the OLAP analysis stage and to
extend our approach to support additional NoSQL data models.
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Abstract. This research in progress paper introduces a novel academic abstract
sentence classification system intended to improve researcher literature discovery
efficiency. The system provides three key functions: 1) displays abstracts with
visual identification of each sentence’s indicated literature characteristic class,
2) conversion of unstructured abstracts into structured variants and 3) categorised
class sentence extraction available for export toCSValongside literaturemetadata.
This functionality is made possible by a web application connected to a Python
instance via PHP, integration with an open access literature index via an API and a
deployed academic abstract sentence classification model. The contribution of the
proposed system is its ability to enhance researcher literature discovery. This paper
provides context and motivation behind the development of the system, outlines
its functionality and provides an outlook for future research.

Keywords: Abstracts · Literature discovery · Abstract sentence classification

1 Introduction

As a result of the large volume of academic literature available on the Internet [9],
identifying literature relevant to a research undertaking can be a tedious task. This is
due to the information overload associated with unprecedented widespread accessibility
to literature. Even though academic literature indices and databases provide access to
a significant number of digitally accessible literature, junior researchers are often at a
loss as to where to begin searching for content and experienced academics often find
themselves in echo chambers seeking an alternative method to identify novel research.

This paper introduces a system which can assist researchers hone in on literature
within their research scope. This is achieved through the novel deployment of academic
abstract sentence classification modelling into a software system designed specifically
for researchers. Such modelling is an artefact of the computer science research field of
natural language programming, concerned with the classification of academic abstract
sentences into structured abstract format classes. Examples of these classes include ‘Pur-
pose’, ‘Methodology’, ‘Findings’ and ‘Contributions’. The deployment of thismodelling
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capability enables the software to provide three primary functions: 1) display abstracts
with visual identification of each sentence’s indicated literature characteristic class, 2)
conversion of unstructured abstracts into structured variants and 3) categorised class
sentence extraction available for export to CSV alongside literature metadata. These
functions are intended to enable researchers to utilize the advancements in academic
abstract sentence classification modelling to enhance literature discovery capability and
improve literature review efficiency. The system proposed is the first known example of
the deployment of academic abstract sentence classification capability into a software
system specifically for academic researchers and with demonstrated integration with an
academic literature index.

This paper is structured as follows. Firstly, some context on structured abstracts and
academic abstract sentence classification will be outlined as well as the motivations
for the development of the system. The paper will then introduce the system, before
outlining our ongoing research on its development and the study of its utilisation.

2 Background

This section will introduce structured abstracts and academic abstract sentence classifi-
cation modelling, key concepts underpinning the utility of the proposed system.

The approach to authoring abstracts is not universal across academic disciplines.
Some journals and conferences enforce a structured approach, requiring a set of literature
characteristics to be explicitly identified. The set of characteristics utilised in a structured
abstract is known as a format [13]. Common examples of structured abstract formats
from thebiomedical discipline include IMRAD(‘Introduction’, ‘Methods’, ‘Results’ and
‘Discussion’) and the 8-heading format, which varies from IMRAD with the inclusion
of ‘Setting’, ‘Patients’, ‘Interventions’ and ‘Outcome Measurements’.

The utility of structured abstracts has been well documented in the literature. Of
particular note is the understanding that the adoption of structured abstracts increases
relevant literature discovery capability [1, 7, 10, 11]. For example, Budgen et al. [2]
conducted quantitative research on the utility of structured abstracts through a survey
of 64 researchers and students. They determined that non-structured free text abstracts
“are likely to omit substantial amounts of relevant information” (p. 457) and that struc-
tured variants “are significantly more complete and clearer than unstructured abstracts”
(p. 457). These findings are supported by further research conducted by Budgen et al.
[3].

The adoption of structured abstracts also benefits researchers in the computer science
research field of natural language processing, as they provide a unique source of cate-
gorised sentence level observations suitable for training machine/deep learning models.
Thesemodels are capable of classifying non-structured abstract sentences into structured
heading format classes, such as ‘Purpose’, ‘Method’, ‘Findings’ and ‘Contributions’.
Table 1 outlines state-of-the-art academic abstract sentence classification models iden-
tifying the origin paper , algorithm/modelling approach adopted and some performance
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characteristics. Themodels shown demonstrate the high-performance capability of these
artefacts, most of which reach ~90% precision when classifying biomedical structured
abstract sentences sourced from the PubMed 20k/200k [5] datasets.

Table 1. Summary of state-of-the-art academic abstract sentence classification models

Paper Algorithm Performance

Dernoncourt et al. [6] Neural Network PubMed 200k [5]: F1-score:
89.9%

Cohan et al. [4] Bidirectional Encoder
Representations from
Transformers (BERT)

PubMed 20k [5]: 92.9% accuracy

Gonçalves et al. [8] Neural Network PubMed 20k [5]: 90.9% precision,
90.8% recall/F1-score

Jiang et al. [12] Text convolutional neural network
(CNN) + bidirectional recurrent
neural network (bi-RNN)

PubMed 200k [5]: 94.4% accuracy
(p. 8)

3 Motivation

Our research has not identified a system that deploys academic abstract sentence clas-
sification modelling capability, particularly for academic researchers. We also have not
identified a system that demonstrates the integration of abstract sentence classification
with academic literature indices or databases for on demand abstract sentence classi-
fication. Having greater access to relevant literature will ultimately save researchers’
valuable time and resources. Therefore, we propose a system that can enhance the abil-
ity of researchers to find relevant literature more accurately and efficiently. We are
also motivated to contribute to the information systems and computer science bodies of
knowledge through the demonstration of how academic abstract sentence classification
capability can be operationalised, and how it’s introduction and adoption in the literature
discovery activity impacts the ability of researchers to acquire relevant material in their
efforts to produce novel research.

4 Proposed System

The proposed system is dependent on two key components: 1) the framework enabling
the classification of abstract sentences and 2) the deployed classification model(s). The
framework comprises of a web application, connected via PHP to a Python instance run-
ning Flask (http://flask.palletsprojects.com/en/1.1.x/), a web framework enabling REST
request dispatching. The Python instance processes queries from users via the web
application, forwarding these on to the open source academic literature index DOAJ

http://flask.palletsprojects.com/en/1.1.x/
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(Directory of Open Access Journals) to retrieve literature metadata. The connection to
DOAJ serves as an example of connectivity - other literature indexes/databases may be
connected in the future. Flat files (CSVs) of exported metadata from academic literature
index searches can also be loaded and queried. Figure 1 provides a high level overview
of the framework.

Once retrieved, abstracts are scored by the model, which in preprocessing splits each
abstract’s sentences before classifying them according to the programmed structured
abstract headings. The model also provides confidence scores for each classification.
The web application is then served enriched metadata via the Python instance, allowing
three functions to be performed. Firstly, the application can visually highlight sentences
according to the classification indicated by the model, as demonstrated in Fig. 2. Sec-
ondly, the application can convert unstructured abstracts into structured variants, as
shown in Fig. 3. Alternatively, a CSV can be exported which contains returned literature
metadata, and for each row an extract of structured heading sentences appended together.
An example is shown in Fig. 4, filtered on ‘design/methodology/approach’.

Fig. 1. High level overview of the proposed system
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Fig. 2. Highlighting of sentences according to the classified structured abstract class.

Fig. 3. Structuring of an unstructured abstract. Heading classes are identified in bold.

Fig. 4. Structured class content and metadata extracted to CSV. Filtered on ‘findings’ extracts.

To demonstrate the utility of the system we trained a sentence classification model
using the XLNet [15] modelling method, which has achieved state-of-the-art status for
several classification challenges [15]. A XLNet model was trained using the Emerald
20k dataset [14], containing 201,452 classified sentences from 20,000 multidisciplinary
abstracts. Sentences in the dataset are classified into the following structured abstract
heading classes: purpose, design/methodology/approach, originality/value, practical
implications, social implications and research limitations/implications. The model
achieved 73.3% precision when tested on a holdout subset. Whilst performance of
the model is not state-of-the-art, it served the purpose of demonstrating the system’s
ability to classify academic abstract sentences on demand. Future system development
will look towards the deployment of state-of-the-art models, such as those identified in
Table 1. This highlights the adaptability of the system, in that it permits the deployment
of pre-trained models that enable classification via a Python instance. It is also possible
to deploy several classification models and for alternate models to be used for scoring
depending on characteristics of the abstract or query, such as the origin discipline.



Towards an Academic Abstract Sentence Classification System 567

5 Ongoing Research

We are conducting research exploring the utility of the system, specifically what role it
plays as a facilitating tool in the literature discovery activity conducted by multidisci-
plinary researchers. Our examination will adopt a theoretical framework which permits
the analysis of researchers adopting the system into their research efforts. We antici-
pate this research will yield both quantitative and qualitative insights into the value of
the academic abstract sentence classification, thereby directing any future research and
development into the deployment of such capability. We will also be working to enhance
the system through state-of-the-art model deployment, user experience improvement as
well as alternative academic literature index and database integration.

Acknowledgments. The authors wish to acknowledge the Australian Government Research
Training Program Scholarship which enabled this research to take place.
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Abstract. The notion of processing purpose, as set out in the EU Gen-
eral Data Protection Regulation (GDPR), comprises a crucial part of a
software system’s privacy policy. Processing purposes are meant to char-
acterize the usage of personal data within a system. In this work, we pro-
pose a formal type language for defining purposes as the communication
exchanges between a system’s entities, based on session types enhanced
with privacy notions. In order to provide software engineers with the
means to easily define processing purposes, we encode the formal lan-
guage syntax to a UML-based domain model and we present DiálogoP,
a tool that supports the graphical model definition and subsequently
translates it into formal language definitions.

1 Introduction

The European Union applied the General Data Protection Regulation
(GDPR) [2] in order to face the challenge of protecting personal data. The GDPR
imposes the notion of purpose in privacy policies, defining that “personal data
shall be collected for specified, explicit and legitimate purposes and not further
processed in a manner that is incompatible with those purposes”.

In software engineering, validation of privacy policies against software sys-
tems is either done by testing techniques, or by human auditing. Alternatively, a
formal verification method can guarantee the compliance of a system to its pri-
vacy policy, by relying, for instance, on type checking techniques. Proposals for
validating privacy requirements in software systems include [9], where automata
are used as a formalism for designing and enforcing privacy policies on social
networks. Other works aim to extract and model requirements out of regulatory
text [12], or to model laws by using primitives, such as roles and norms, and
the relationships between them [5]. In [8], the authors present RSLingo4Privacy
Studio, a tool for supporting the specification and analysis of privacy policies in
software systems, using the RSL-IL4Privacy domain specific language proposed
in [1], for the specification of privacy-aware requirements. In turn, [7] employs
UML diagrams to define the design of a software’s architectural structure, facili-
tating software engineers in implementing the desired functionality and achieving
c© Springer Nature Switzerland AG 2020
F. Dalpiaz et al. (Eds.): RCIS 2020, LNBIP 385, pp. 569–575, 2020.
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privacy by design and by default. Finally, we mention [11], where a two-tiered
UML representation of the GDPR is presented, aiming towards a cost-effective
method that will help the business sector systems achieve GDPR compliance.

Our work shares similar aims to the above-mentioned works and complements
them by adopting a formal approach towards rigorously verifying that software
systems comply to their privacy requirements. We propose thus, a language for
formal specification of processing purposes in software systems based on session
types [3,4,10] and the Privacy Calculus [6]. Furthermore, we propose a graphi-
cal modelling language for privacy policies and a methodology for transforming
graphically defined privacy policies into formal type language definitions. We
present DiálogoP, a tool for defining purposes as diagrams through a domain
model and a toolbox, without requiring knowledge of the formal language. We
utilise Domain Specific Languages (DSL) covering privacy purpose for any soft-
ware system. Each diagram is translated into a formal specification using the
introduced transformation process.

Use Case: A Healthcare System. As a use case, we consider an automated
medical system for hospitals, for which the responsible authority, i.e. the Ministry
of Health, defines the functionality and the privacy policy, and each hospital is
responsible to implement its own system. A part of the system handles appoint-
ments as follows: the system knows the full name, the date of birth and the
hospital id number of each patient that has an appointment. At the entrance, a
patient scans her hospital identity card, which stores the above data. The sys-
tem compares the data from the card and the booked appointment and, if they
match, it allows the patient to proceed with the visit. The data cannot be used
in any other way. The system retrieves from the database the patient’s record,
i.e. all visits and diagnoses, and forwards that information to the doctor without
reading the data. The doctor reads the data, examines the patient and adds
information for symptoms and latest diagnosis to the record.

2 A Formal Language for Defining Purposes

We build on multiparty session types [4], to formally define processing purposes,
enriching them with the notion of personal data stores inspired by the Privacy
Calculus [6]. Session types are based on message exchanges between the entities
of the system. In our language, in each purpose definition a number of distinct
sessions can be set up, able to run in parallel and be interleaved, the entities
participating in each session and their interactions. Entities belonging to the
same session can exchange messages including personal data either by directly
sending them to each other, or based on conditions’ evaluation. Such interac-
tions should occur in a specific defined sequence within each session. In order to
integrate the notion of personal data we exploit the structure of personal data
stores, first defined in the Privacy Calculus [6], including a unique id and a set
of data. Each store has an owner entity. Other entities of a system may obtain
references to stores, and use them to access the respective personal data.
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Figure 1 presents the syntax. Metavariable, g, denotes ground types such as
integer and boolean. Exchange types, U , include ground types, g, annotations, α,
and private data types, pd[U]α. Annotations, α, are identifiers used to annotate
private data. Private data type, pd[U]α, is used to type a reference on private
data storage that contains private data of type U . We also assume labels for true,
tt, and false, ff, and a set of participants p, q, . . . ∈ P. A global type, G, defines
a multiparty session type able to describe privacy purpose. Global type end is
the termination type. Type p → q : U.G describe that participant p sends to
participant q an exchange value U and then proceeds with global type G. Global
types include α → p : U.G and p → α : U.G describing the reading from or the
writing to a store annotated by α personal data of type U , respectively. Finally,
conditional branching type, p → q : (U op U ′){tt : G1, ff : G2}, describes the
choice that takes place on participant p based on the type of the expression
U op U ′ and, moreover, participant q is informed and proceeds accordingly.

Ground Types g ::= int | bool | . . .
Exchange Types U ::= g | pd[U]α | α

Global Types G ::= end Termination
| p → q : U.G Value Exchange
| α → p : U.G Personal Data Read
| p → α : U.G Personal Data Storage
| p → q : (U op U ′){tt : G1, ff : G2}

Conditional Branching

Operators op ::= = | ≥ | ≤

Fig. 1. Multiparty session types for privacy purpose

3 DiálogoP - A Graphical Tool for Defining Purposes

Aiming to simplify the procedure of specifying purposes we elevate the defini-
tion to diagrams that are subsequently automatically translated to session types
through DiálogoP. The tool was developed using Eclipse Sirius, through Obeo
Designer1 and EMF (Eclipse Modeling Framework) modelling.

Meta-Model. The first step was to create an EMF meta-model, shown in
Fig. 22, the source code of which is then generated and imported into new mod-
elling projects, allowing to define purposes as diagrams and dictating the struc-
ture that such diagrams should have. PDataStoreReference, PersonalData, and
Operator, were defined as types. Purpose is the main kind of entity, composed
of a set of Sessions, composed in turn out of one or more Ends and sets of Com-
municating Entities, Messages, and Conditions. Communicating entities may be

1 https://www.obeodesigner.com/.
2 Full-size figures can be found at http://www.cs.ucy.ac.cy/seit/dialogop/.

https://www.obeodesigner.com/
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Fig. 2. DiálogoP metamodel

either Receiving Entities or Sending Entities. Each session needs to have pre-
cisely one initial entity, that will be a Sending Entity. Sending Entities may
be Single Entities or Personal Data Stores. Receiving Entities may be Single
Entities, Personal Data Stores or blocks of Multiple Entities. Conditions are
composed of two sets of Data that will be compared based on an operator, as
well as exactly one message for evaluating the condition as True and exactly one
message for False. Sending Entities can be connected to at most one Condition
or at most one Message, Messages can be connected to exactly one Receiving
Entity, Receiving Entities can be connected directly to a Sending Entity, and all
entities can be connected to an End.

Graphical Designer. New modelling projects can be created by the user in
order to design models, either via the tree view or via the palette. The tree
form allows the addition of children and siblings for each model entity. The tree
structure root is a Purpose entity that can only have Session entities as children.
In each Session, new children can be added including Single Entities, Multiple
Entities, Personal Data Stores, Messages, Conditions and Ends, as shown in
Fig. 3. All other entities cannot have any children added, except a Condition
that can have Data, True Message and False Message entities as children. Each
added entity has a set of properties that can be set up by the user, including
its attributes values and relations with other entities. Different class instances
are represented by different icons3. Figure 4 shows the palette that includes the

3 Iconset source: https://www.iconfinder.com/iconsets/message-and-communication-
sets, under Creative Commons License Attribution 3.0 Unported (CC BY 3.0).

https://www.iconfinder.com/iconsets/message-and-communication-sets
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Nodes section with all entities, and the Edges section, with all relations. The
attributes are set. To add a node, one should first click on the respective icon
from the palette, and then click on an already existing entity which is higher in
the hierarchy and already placed on the canvas. Figure 5 displays the purpose
diagram for the healthcare use case.

Translation into Formal Session Types. The purpose model is extracted
in an XML (Extensible Markup Language) format and is fed into the custom
made parser, implemented in Java, to be translated into session types definition.
Two main classes, PurposeEdge and PurposeEntity, are used. The parser recog-
nises all nodes and edges (with xmi:type equals to “diagram:DEdge”) by their
ownedDiagramElements tag, and subsequently all inner tags semanticElements,
from the XML document. All recognised objects with their data, are stored in
lists. The lists are then parsed, recognising sessions, and the sequence of actions
beginning with the initial entity and following all edges towards the end of the
session by calling function findPath. Each situation is then handled in a different
manner, e.g. in the case of conditional statements the function is called recur-
sively for the two possible paths. Figure 6 shows the translation of the running
use case to session types, as given automatically by the tool.

Fig. 3. New entities in a session Fig. 4. Palette

Fig. 5. The graphical purpose
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Fig. 6. The translation output

4 Conclusions

We have presented our work towards an automated process for compliance of
software systems to privacy policies, focusing on the GDPR notion of purpose.
We have defined a formal language for purpose using session types, and we have
created a graphical modelling environment that allows the definition of purposes
for systems using the introduced meta-model, and the automatic transformation
to the formal language. As future work, we intend to use the output to perform
compliance analysis, and to extend our approach to other areas of GDPR.
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Abstract. Enterprise Architecture Frameworks (EAFs) have been around since
the last decades of the 20th century. They are a proven practice to analyze, describe,
organize, implement and manage changes in the global architecture of an enter-
prise’s data, processes, applications and technology. Recently, new promising
technologies such as big data, machine learning, and the always-and-everywhere
connected Internet of Things (IoT), have made their way into all sorts of business-
generating activities. Thevast number of possible connectable devices,with almost
infinite useful applications throughout an enterprise such as operations, human
resource management, communications, and customer service, demonstrates the
holistic nature of IoT. Because of that, making use of IoT cannot be treated in isola-
tion, but should be integrated in all aspects of Enterprise Architecture. Therefore,
this paper identifies the main architectural challenges and derived requirements of
IoT systems for an EAF. A literature study and a questionnaire aimed at industry
EA experts have been used as main data sources.

Keywords: Enterprise Architecture · Enterprise Architecture Frameworks · The
Internet of Things · IoT

1 Introduction

Enterprise Architecture Frameworks (EAFs) have been around since the last decades of
the 20th century, a time where memory and storage were very costly for an enterprise.
However, technology has drastically evolved over the years, bringing along new types of
business processes and data applications, and making unclear whether current EAFs are
prepared to facilitate themanagement of such evolving technologies, data, and processes.
One of the promising new technologies that finds itself in the adoption phase is the
Internet of Things (IoT). More and more does IoT find its way in the daily lives of our
society, opening a whole world of business opportunities.

IoT is still often seen as not more than a money-bleeding gimmick which has yet to
prove itself as being a potential value-adding asset. It remains to be seen if the oppor-
tunities of IoT can outweigh the challenges it faces, or it becomes a liability instead of
delivering business value. This is where an EAF could help by providing methodologies
for constructing a to-be architecture including IoT, reference material to aid the process
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of building such architecture, and means to inform and collect input from different kinds
of stakeholders on different abstraction levels. The question is: can current EAFs support
the new challenges that IoT brings? This paper will therefore focus on identifying the
challenges that IoT brings for EAFs and to derivewhat requirements should be addressed
to deal with those requirements.

The rest of this paper is organized as follows. Section 2 presents the methodology
used in this paper to answer the research questions along with related works about
EAFs, IoT, and EAFs specifically designed with IoT in mind. In Sect. 3, the results of
the questionnaire and the interviews are elaborated on. Section 4 presents the identified
IoT challenges and consequently the requirements for an EAF. Finally, this paper finishes
with a discussion and possible future research in Sect. 5.

2 Research Method and Related Work

The methodology used in this paper is twofold. First, a literature study was performed to
understand the current state of the art concerning IoT and EAFs, including those explic-
itly aimed at IoT. For the literature, around 30 papers on the topics of IoT, EAFs, EAFs
for IoT, Enterprise modeling, IoT architecture, and Enterprise ArchitectureManagement
have been thoroughly researched using Google Scholar. Also, multiple surveys such as
[1] have been used as source of input.

In the literature study, the challenges that IoT brings are identified. Based on these
challenges, requirements that an EAF needs to satisfy to support IoT are determined.
To identify the challenges, research was done on existing papers that focus on IoT
challenges, e.g. [2–6]; papers that focus on EAFs’ challenges, e.g. [7–9]; and papers that
overlap in both topics, e.g. [10–13]. From these papers, a list of challenges was derived.

To allow for a more holistic approach towards the identification of requirements and
challenges, a questionnaire aimed at Enterprise Architects was performed. Questions
were asked to determine: 1) the professional profile of the expert, 2) strengths and
weaknesses of the EAFs in use, 3) EAFs support for IoT. We also asked the experts if
they would be willing to be interviewed. These interviews allowed for additional context
on some of the responses that were given in the questionnaire. Both the literature study
and the responses of the experts were used to refine the identified IoT challenges and
requirements.

3 Experts’ Responses

A total of 35 EAF experts answered the questionnaire of which 4 were interviewed.
Their demographic information is provided in Table 1. Figure 1 shows the EAFs that
were most used by these experts at their workplace. On the question whether IoT is
being used or is planned on being used within the company of the experts, around 62%
responded with ‘definitely yes’, 19%with ‘probably yes’, and 12%with ‘might or might
not’. Only 8% of the questioned experts indicate that the company they work at is not
planning on using IoT to deliver business value. Over half of the respondents (58%) do
not believe that new EAFs that would be specifically designed for IoT scenarios would
be different from the existing EAFs, while 42% believes the opposite. While the opinion
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Table 1. Demographic info

Demographic Count %

Number of respondents 35

Average age 47.17

Years of experience in EA field

10+ 24 69%

5–10 4 11%

2–5 4 11%

0–2 3 9%

Years of working experience

10+ 33 94%

5–10 1 3%

2–5 1 3%

(rounded to nearest integer, not all
percentages add up to 100%)

Fig. 1. EAFs in use at the
respondents’ company

of the experts is leaning towards the former, it is clear that there is no firm consensus on
this topic yet. According to the experts who think current EAFs are not entirely suited for
IoT, EAFs lack, among others: deployment models, device management, and reference
architectures. The experts who think current EAFs are suited often cite that IoT is a
technology as any other and that the EAFs they use have a high enough abstraction level
to fit in new technologies.

4 IoT Challenges and Requirements for an EAF

This section presents the most important challenges that stem from the literature or were
raised by the experts that were questioned. To define a set of requirements that an EAF
needs to be able to address, the challenges that IoT brings need to be analyzed. In the
following we summarize the challenges and the extracted requirements:

Multiple Stakeholder Perspectives: In an IoT systemmultiple stakeholders geograph-
ical distant and with a different level of interest and expertise often collaborate [3, 14].
Decision making can be a lengthy and a challenging process with multiple levels each
required to approve a particular decision. Therefore, aligning the business objectives
with IoT can be challenging from a governance perspective. To deal with this challenge,
the EAF needs to provide a means of governance.
Primary requirements: life cycle management, governance, stakeholder management
Derived requirements: change management, reference architecture

Data Management: Devices of all kind, with diverse capabilities for IoT, can generate
enormous amounts of data. This heterogeneous data needs to be processed and stored,
often in a distributedway [15]. Themanagement and storage of this data is a big challenge
because current architectures are not prepared yet for this amount of information [2].
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To address this challenge, an EAF needs to support adequate data management, data
analytics, and device management.
Primary requirements: data management, complexity management
Derived requirements: change management, integration & interoperability, security,
scalability & maintainability

Privacy and Security: Sincemany stakeholders are involved, a robust security strategy
is required to ensure data privacy. The data that finds itself within the IoT system needs
to be stored safely and with respect for privacy of the stakeholders. Especially in a
European context, where the General Data Protection Regulation (GDPR, Regulation
2016/679) is in place since May 25, 2018, the way how data is handled is essential since
failing to meet the requirements could have a severe financial impact on an enterprise.

Because of the severe impact a breach could have on data integrity and privacy,
security is one of the most critical challenges that an EA faces [16].
Primary requirements: security, privacy
Derived requirements: change management, complexity management, risk management

Integration: Service-oriented architectures, which is the case with IoT, need integra-
tions on multiple levels with a potentially enormous amount of different heterogeneous
systems. A challenge is that different objects need to be able to work together in a
standardized way. Today there is a lack of standardization and semantic interoperability
on multiple levels. Because of the complexity of the involved systems, an EAF suited
for IoT would benefit from reference architectures. Being able to model IoT-specific
capabilities would be a valuable capability that an EAF could offer. To be able to react
quickly, proper change management along with an agile supporting lifecycle manage-
ment are required. Finally, it is also important to talk about the challenge of integrating
IoT in an already existing architecture.
Primary requirements: integration & interoperability, complexity management, lifecycle
management, reference architecture
Derived requirements: change management, governance, risk management, stakeholder
management

Financial Cost: Implementing a new technology such as IoT brings along important
investments. Estimating potential long-term effects of the implementation of an IoT
system can be complicated. The uncertain nature of IT, the immaturity of IoT, and the
rapid pace of technological advances are challenges that need proper risk assessment
and control [2–17]. An EAF should be able to provide means to estimate the needed
financial investment to develop the to-be EA.
Primary requirements: risk management
Derived requirements: change management, lifecycle management, stakeholder man-
agement

Reliability, Performance, and Scalability: Fallback systems are no unnecessary lux-
ury. Not only high-availability is a must, but also the performance of communication
between the different components is a crucial factor [16]. In addition, an EAF for IoT
systems needs to address the fact that IoT systems can have a large scale of operations
that require abstractions at different technology layers [16–18].
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Primary requirements: quality management, scalability & maintainability
Derived requirements: change management, integration & interoperability, lifecycle
management, risk management

EA Design Process SomeEAFs have extensive reference architectures to aid the design
of an architecture. It can be challenging to find adequate reference material that fits the
wanted scenario. The reference models of these reference architectures can serve as tem-
plates and best-practices on how to build the system on an enterprise-scale [19]. Another
challenge during the process of conceiving an architecture is that of the continuously
changing business requirements.
Primary requirements: change management, lifecycle management, reference architec-
ture
Derived requirements: complexity management

5 Conclusions, Discussion, and Future Research

The challenges and derived requirements of IoT that have been analyzed in this paper
indicate that the needs of an IoT system are of a specific nature. Integration and interop-
erability are of the most important aspects that an EAF for IoT systems would need to
address. Also, when addressing integration challenges, being able to model IoT-specific
capabilities such as cloud integrations, wireless communication, and autonomous func-
tionalities, would be a valuable EAF feature. For this, the requirement of architecture
modeling is very important. Other important requirements that have been identified
related to the integration challenge are security management, lifecycle management,
change management and complexity management.

Remarkably, none of the experts stated explicitly the usability of a framework as
an important requirement for an EAF. Usability should be a factor in the decision-
making process on whether an existing EAF currently in use should be extended for IoT
scenarios within a company or another more suited EAF should be chosen. However,
the requirements of change management, lifecycle management, and risk management
could be expanded to include this topic. Being able to quickly and effectively introduce
and implement a new EAF, which could have a steep learning curve, into an enterprise
is a factor that should not be underestimated. Depending on what EAF one is familiar
with, and how deep one’s knowledge is about an EAF, it is likely that one comes to a
different conclusion on which EAF to finally use.

Future research would require deepening and refining the specifications of the iden-
tified requirements, and executing a complete comparison of established EAFs such as
TOGAF, the Zachman Framework, DoDAF, and the UAF versus newer EAFs specif-
ically aimed at IoT such as ESARC. These EAFs could be compared on basis of the
identified requirements stated in this paper to determine the level of suitability of each
EAF for IoT systems and to identify particular gaps that should be addressed to improve
this suitability. Specifically, because the lack of best practices and reference architectures
is a recurring theme amongst the inquired experts and current EAFs, future research in
this area would be highly beneficial for EAFs in regard to IoT.
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Abstract. Businesses take various precautions and measures to protect
their assets, and at the centre of their computer systems are users. Many
data breaches originate from accidental human error, which has last-
ing damaging financial or reputation loss. Although companies intend
to change behaviour, one of the biggest problems with this approach is
the lack of Psychology informed theories to understand why and how
users are targeted. To understand why users defy compliance procedures
and policy, despite warnings and training, we need to understand every
internal and external factor that contributes to such behaviour. The liter-
ature proposes that users are the main cause for system dysfunction, and
this is accentuated by media headlines that portray users as the source
of the problem. One of the biggest problems is that, research continues
to evaluate surface level problems, rather than explore or acknowledge
more systemic factors that can have damaging results. In this paper, we
discuss factors, that could impact the way that information is processed
and how this is translated into action or no action. Also we, identify how
an environment can encourage or discourage desired behaviour.

Keywords: Human factors · Psychology · Cyber security

1 Introduction

There is a sporadic growth pertaining to Internet usage, with more than 3.9
billion worldwide users. The Office National Statistics release, 2019 suggest that
[1], virtually all adults aged 16 to 44 years in the UK were recent internet users
(99%). As the world embrace hyper-connected components, malicious groups
exploit existing pathways and have created paths for numerous attacks to gain
unauthorised access to the most sensitive information. Some businesses have
taken precautionary steps to protect their assets; some enrol employees in cyber
training courses, while others recruit specialists to manage their network. Despite
the investment to educate users and in turn change behaviour, the business risk
posture remain an easy target for cyber criminals. A criminologist, Ronald Akers,
claimed that, people do not comply to security measures because they do not
perceive the risks or they fail to fully understand the correct behaviour [2], and
therefore act in ways best understood to them despite cyber security training.
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The lack of noticeable change in behaviour creates uncertainty about the
effectiveness of cyber security training. Although there are thousands of cyber
security training aimed to increase user knowledge, and in turn minimise user
risk to the business through user error. There is little work to interrogate the
shortcomings of cyber security training from a Psychology perspective; a domain
that centers attitudes and behaviours.

One of the ways to change behaviour is through fear appeals, these are defined
as an aim to scare people by describing terrible things that will happen to
them if they do not do what the message recommends [3]. In other words, it
presents a risk, the vulnerability to the risk and a protective action. A common
example from Health Psychology is the use of diseased lungs on cigarette pack-
ets. Research has proven this deterrent technique has falliable results, as these
behaviours have not changed with lung cancer on the rise [4].

A fear appeal has similar inclinations as the Protection Motivation theory
in Psychology, it is concerned with how individuals process threats and select
responses to cope with the danger brought about by those threats [5]. Although
fear appeals have good intentions there have been limited success, some have
argued it creates fear, uncertainty and doubt, a concept in the computing realm
that has proven to invoke maladaptive behaviour [6].

One of the main purposes for this paper is to evaluate existing literature,
define the loopholes that do not encourage behaviour change, which will aid
the sketch for furture. This paper aims to address this gap, we suggest individ-
ual differences need to be evaluated and encompass these in design to and how
human factors in design can reduce unintentional user error. This study looks
specifically at behaviour change in organisations, we consider the effectiveness
of existing awareness and training courses for organisations and assess factors
that inhibit memory retention from a psychology perspective. We examine lit-
erature corresponding to behaviour change and propose research questions to
address loopholes in the literature in Sect. 2, then we evaluate risks to a business
and how user error contribute to this in Sect. 3, followed by the effectiveness of
cyber security training in Sect. 4, then we present the next phase of research
methodology in Sect. 4.2, then we observe approaches to change behaviour in
Sect. 5, followed by challenges from the presented cases in Sect. 6, and lastly
future directions for future work in Sect. 6.1.

To tackle this problem, we propose to use Psychological models to show
relationships between knowledge, attitudes and behaviour [7].

2 Research Questions

In this section, we foremost capture various schemes to develop mindfulness
of the cyber security phenomena through training campaigns. Then we assess
literature and loopholes with existing training campaigns and identify how these
factors demote behaviour change. We propose research questions that could fill
the missing link between users and a desired change towards cyber security.
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2.1 Gender Related User Behaviour

The general consensus in the Information Security community is that human
beings are the weakest link in a cybersecurity environment [8]. Some researchers
have recognised the need to evaluate users to develop an effective cybersecu-
rity training, and therefore propose to interrogate disparity in attitudes and
behaviour towards cyber security from both men and women [9]. One research
study examined compliance between men and women and identified that males
appear to have lower security policy compliance intentions compared to females.
This is an initial baseline to understand the differences between men and women,
this research aim to take this a step further by investigating the drivers that com-
pose this mindset [10]. A qualitative research approach will tailor questions to
disparities and categorise them as part of the methodology. If the results suggest
there is a difference, future training material can tailor this to fit the criterion.

– Research Question: Gender related user behaviourDoes gender impact user
understanding for cyber security risks and training material?

2.2 External Influence on Behaviour

Cyber security awareness campaign and training material take a blanket app-
roach, which is a one size fits all approach [11]. It is important that policy makers
and commissioners take steps to address the social, environmental, economic and
legislative factors that affect people’s ability to change their behaviour [7]. The
narrative suggests that the user context, i.e. their work environment is not con-
sidered in the design of cyber material [12]. Therefore, the next question we need
to consider is, can the dynamics of a user environment affect how they respond
to security warnings?

– Research Question: Can user environment contribute to how users interpret
information?

2.3 Pyschology Theories

Until now, most training towards sustainable behaviour has focused on fulfilling
functions, rather than aim to change the user profile into a more sustainable
direction [13]. Research into behaviour change proposes that to change attitudes
a persuasive appeal must be tailored to match the underlying attitude functions.
[14]. The main reason to understand attitudes first is because attitude change
is a precursor to behaviour change [15]. Since Psychology plays a pivotal role in
the way the human mind works and how it influences behaviour [16], we would
like to investigate how the study and implementation of Psychology theories
and concepts such as, characteristics, behaviours and traits can enhance desired
behaviour.

– Research Question: Can Psychology theories enhance behaviour change
through awareness training?
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3 Related Work

3.1 Human Error in Information Security

There is an increased state of inter-dependency which is pertinent to information
sharing, from one user to another [17]. Yet, substantial research imply that a
large proportion of security breach originate from inside the organisation mainly
due to the users’ ignorance or careless behaviours; some of which include shar-
ing personal passwords and opening deceptive innocuous emails [18]. The gen-
eral premise stakeholders and design architects hold about users, is they lack
computer system knowledge. Many users lack the baseline knowledge of how
operating systems, applications, email and web work or even how to distinguish
the difference between them [19].

The Anti-Phishing Working Group, conducted a cognitive walkthrough on
approximately 200 sample attacks within a “Phishing Archive” backdated from
September 2003 [20]. The study depicted that users do not have the skills to
distinguish forged from legitimate headers, nor do they have accurate knowledge
of security indicators. For example, many users do not know that a closed pad-
lock icon in the browser indicates that the page they are viewing was delivered
securely by SSL.

Cyber criminals have identified loopholes in user systems, manipulated this
for their own financial gain and exacerbate circumstances, by denying user entry
and at times bring a system to a complete halt [14]. According to the National
Institute of Standards and Technology [21] the people factor is paramount to
providing an effective and appropriate level of security. However if people are
the key, but are also a weak link, more attention must be paid to this, hence an
increase for cyber security training.

4 Cyber Security Education Awareness and Training

History depicts that cybercriminals have moved away from the random type of
attacks to more sophisticated methods, many of which consist of spying, hijack-
ing and manipulating another person’s computer [22]. As a result of this, 15% of
these businesses and 17% of these charities have engaged in additional training
and communications [23], with the expectation to equip employees to identify
risks to the business. The objectives of these training campaigns tend to back-
fire, as they lack appropriate training cues, rewards and motivation to create
and nourish a healthy security culture [14].

As organisations become ingrained in technology to achieve business objec-
tives, some businesses have recognised the need to enhance the security aware-
ness culture in organisations and to transform this culture into actual security
conscious behaviours [24].

4.1 Reduce Human Error Through Education

Seven in ten businesses have taken, or are currently taking action to protect their
organisation from further breaches [23]. Cyber security awareness campaigns are
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often disseminated through non-electronic methods (posters, newsletters and
instructor-led training) and electronic communication methods (email notifica-
tions and eLearning) [25]. One of the biggest challenges this approach has to
change behaviour is that it takes a blanket approach, it does not adopt Psy-
chology theories that can help understand individuals, for example social choice
theory or individual values [26]. One of the ways to ensure, this study does not
repeat the error of the former is to use Psychology theories as a barometer to
measure effectiveness in approach.

4.2 Approach

This paper adopts an inductive approach; a systematic procedure for analyzing
the qualitative data in which the analysis refers to approaches that primarily use
detailed readings of raw data to derive concepts, themes, or a model through
interpretations made from the raw data [27].

The study adopts a mixed methodology approach, with quantitative and
qualitative research strategy. The initial part of the research, will begin with
quantitative research, this presents a survey that features a range of attitude
and knowledge questions. The baseline results will enquire interview questions
to further probe thoughts and feelings on the subject matter. The next stage of
the research will be a qualitative study where we will adopt thematic analysis
to compile common themes across participants. The little work in this research
area means, this study will mirage trends and patterns from individuals, to
propose a framework to train individuals and maintain retention and desired
behaviour [28].

The qualitative phase of the study will adopt interviews as a data collection
tool. Interviews are flexible, they are a useful method for data collection and
effective for collecting participant experiences, beliefs and behaviours towards
a particular subject area [29]. We considered alternative and additional data
collection tools, such as overt observations, however research demonstrates that
this method can create a hawthorne effect. This is where the researchers’ presence
can influence the participants behaviour due to assumption or apprehension,
this has a way of manipulating data and in turn creates a set of unreliable data
[30]. Similarly, we considered focus groups as a research strategy. It is defined
as a planned series of discussions designed to gather perceptions on a particular
subject area, in a non bias or non-threatening environment [31]. Generally, group
members influence each other by responding to ideas and comments of others
[32]. However, one of the biggest limitations with this approach is there is a
tendency for certain types of socially acceptable opinions to arise [33], which
means some individuals may withhold their true thoughts and feelings, in fear of
being socially rejected. The collected data becomes questionable to whether it
is inclusive of the minority, for example introverts who find it difficult to speak
in public.

After a thorough evaluation of, it became pronounced that interviews are the
most effective and appropiate for this research.
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The inclusion criteria for the research are small and medium sized enterprises
(SMEs) [34], operating within Dorset, UK with potentials to expand to the South
West and have not already certified in Cyber Essentials.

5 Discussion

From the literature insight, one of the common themes identified is the lapse in
user attentiveness to identify risks and how their actions can further populate
opportunities for attackers misuse. The literature put a contentious onus on user
flaws, and claim that users are completely incapable of understanding or using
the technology. In this section, we explore areas where user interest is considered
to change behaviour.

5.1 User Centred Design Approach

The development of User Centred Design (UCD) considers human interaction
and usability as important drivers for a successful system design [35] and is
often used alongside security by design to meet user requirements. The user
requirements are often gathered at the initial phase of the design cycle, but there
is limited scope to understand users from Psychology perspective. For example,
the rational choice theory assume human actions are based on rational decisions;
they are informed by the probable consequences of that actions, as supposed to
what compliance or rules suggest [2]. We propose in the future work, to evaluate
how users derive at their choice of reasoning from qualitative research and hone
cyber security training to encompass these differences.

5.2 Psychology Approach to Change Behaviour

Although a business can adopt precautionary measures and invest in their Infor-
mation Security infrastructure, it will not change situations, unless the users at
the epitome of the system are fully understood. From a Psychological perspec-
tive, behaviour begins with an attitude. An attitude is a summary evaluation
of an object of thought. An object can be anything a person favours or dislikes
[10]. The importance of an attitude to behaviour in cyber security, is if users
have a negative trigger towards cyber security they are likely to be unrespon-
sive and avoid security features, whereas if they have a positive trigger they will
embrace compliance and security features. Before, system administrators can
place a demand on users, a root cause analysis to investigate the real cause of
the problem needs to be conducted to, understand the intrinsic values of users
and what triggers defiance and behaviour.

6 Conclusion

The literature review suggest there is still a gap between system design and
intended user behaviour from a security perspective and a psychology perspec-
tive. The results demonstrate that, intrinsic values that compose a user have
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not been fully explored nor have they been adopted in new or improved system
design, therefore the risk maintains a linear position in literature and reality.
The future work aim to explore these themes and hypothesize that an adoption
of these key features will change behaviour.

In addition to this, most cyber security training or awareness campaigns fail
to acknowledge individual differences, and how these differences affect how infor-
mation is processed. Furthermore, the design of cyber security training does not
measure memory retention or ways to strengthen or encourage desired behaviour,
which could explain a lack of compliance even after training.

6.1 Future Work

The next level of research to address the aforementioned questions, will incorpo-
rate 300 small to medium sized enterprises (SMEs), it will begin with an initial
baseline survey. The survey has two sections; the first set of questions relate
to user attitude towards Information Security, while the other focuses on users
general knowledge about Information Security and Risks. In the attitude survey,
likert scaled will be used to gauge extreme thoughts and feelings. To maintain
objective and reliable results, statements will remain neutral, peradventure there
are leading positive questions, they will be matched with a negative question.
This is a useful method to ensure participants are being consistent and are actu-
ally reading the questions through. The project will record what department the
individual works in, for example the IT team, and this will help derive narratives
about attitude and perception per department.

The survey has been designed with input from business experts and reviewed
by external agency, with a rigorous regressive process to minimise bias, misun-
derstanding or misconception.

The second phase of research is the qualitative questions, the benefit of adopt-
ing a mixed method approach is to grasp reasoning behind answers and generate
useful themes and information that is not easily classified. The users will embark
on a training activity, which contextualises prominent security risks to SMEs in
video based scenarios. The users finalise their activity, by completing the ini-
tial attitude and knowledge survey. The post survey means we can identify the
effectiveness of the training, which is measurable against the second survey.

The data gathered from the mixed methods will enable specific analysis, to
address and close certain research gaps. For example, this approach will demon-
strate differences in attitudes and general knowledge from gender to gender; it
will identify what age range have a better insight to Information Security, for
example 18–25 year olds or 50+. Furthermore, a mixed method approach means
we can see if there is a correlation between attitudes and knowledge, if there
is no gap identified, we can further interrogate why users do not comply with
precautionary security measures, despite having full knowledge or awareness to
this need, as supposed to a blanket approach to all genders.
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7 Research Validation

The initial part of the research begins with a baseline test, which is dissected into
two parts. Part 1 relates to the users aptitude, it brings sheds light on the impor-
tance that SME’s place on cyber security, SME’s awareness of existing practicies
in place, the SME’s perceive cyber risk and whether they understand the effect
this can have on organisational productivity. While Part 2 is the knowledge
questions.

Participants will be recruited through partner networks such as Silicon South
(Creative Digital cluster), Wessex Entrepreneurs, Dorset Home Care Providers,
Local Charities, GP Surgeries, Industrial Park Groups, Sports and Leisure Clubs.

7.1 Data Analysis Techniques

The initial part of analysis will be an Analysis of Variance (ANOVA) [36], which
captures significant differences between groups from survey data at baseline.
The second part of analysis is Analysis of Covariance (ANCOVA), which blends
ANOVA and regression, we aim to test interaction effects on dependent variables.

7.2 Data Anonymity

To maintain participant confidentiality, we ensure data is anonymised, which
will minimise the risk of data compromisation, especially if there is no key to
identify the company. In order to map trends, participants will be classified in
terms of size and industry sector.
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Abstract. Internet of Things (IoT) structures are pervasive, incredibly
complex, heterogeneous, based on various architectures and infrastruc-
ture. IoT exposes users to a number of different privacy threats that are
related to leakage of personal information and loss of service. User pri-
vacy is the most important aspect of IoT environments as user’s data are
transmitted among connected devices without user’s intervention. There-
fore, the challenges that IoT privacy and security analysts are facing is
relating to having difficulties to analyse and design such complex, het-
erogeneous systems by guaranteeing the protection of the exchanged user
data. Accordingly, tools to support and guide the analyst are needed, in
order to make them to design IoT systems that are compliant with pri-
vacy policies. In this paper, preliminary results are provided for design-
ing a tool-supported, theoretical framework, including a privacy policy
language and a model for the analysis of IoT systems to enforce the
protection of user data in IoT environments. In this work, the litera-
ture review is illustrated for identifying the concepts and relationships
needed for such a framework, an outline our preliminary design of it and
the included components.

Keywords: Internet of Things · Privacy engineering · Security
engineering · Requirements engineering

1 Introduction

Internet of Things is defined as “the network of physical objects that contain
embedded technology to communicate and sense or interact with their internal
states or the external environment.” [1]. IoT has several fields of use where it can
provide really valuable services, including healthcare, transportation, infrastruc-
ture and home. Sensors and wearable devices could be used in healthcare to mon-
itor patients and senior citizens’ medical conditions, help drivers to become fully
aware of driving conditions and in a home setting there are various operations to
automate task such as temperature control, lighting, multi-media, window and
door operations etc. It is a collection of devices attached to the Internet that
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uses nodes (a node is a connection point that can receive, create, store or send
data along distributed network routes) and controllers to collect and exchange
data.

Madakam, S et al. define IoT as [2] “An open and comprehensive network
of intelligent objects that has the capacity to auto-organize, share information,
data and resources, reacting and acting in face of situations and changes in the
environment”.

Internet of Things is an emerging technology and is designed to support any
device without regard to its software, hardware or even supported protocols.
There are possible opportunities of attacks (also known as attack surface) as
IoT expands and more devices join the network. There are many issues with
IoT Devices as most of them are mass-produced and are similar in design, which
means one attack can be executed in multiple systems. Additionally, many IoT
Systems are poorly designed and implemented, using diverse protocols and tech-
nologies that create complex configurations.

Security scientists have found increasing weaknesses in several IoT systems
which could have been avoided by taking account standard security measures
throughout the development phase [3]. Throughout implementation, the action
of performing security analysis, guarantees that the end product fulfils particular
security standards. Applying secure practises early in the development cycle, is
a method recommended by the area of requirements engineering. Requirements
engineering modelling is conducted by specifying the specifications of the actors
in the development process in order to achieve security requirements.

Thus, this project work is focused on a privacy framework to design and
analyse IoT systems by introducing a model-driven approach. A modelling lan-
guage would be developed to model an IoT system. The modelling language,
will include the characteristics with which define a model of an IoT system. The
system’s privacy posture could be analysed depending on the model’s details.
The method of analysis will be formalised through a collection of algorithms.
The algorithms will introduced in a software tool which supports the Frame-
work application. Concepts defined are used to build a modelling language in
the area of diagrams, to construct modelling cases of IoT systems.

The framework uses concepts from the areas of study of security and privacy
requirements engineering. The concepts defined are used to build a modelling
language in the context of diagrams, to construct modelling cases of IoT systems.

The rest of the paper is as follows. In Sect. 2 the Research Challenges and
Questions that are derived from the literature. In Sect. 3 the Literature Review
illustrates preliminary results extracted from the evaluation of existing frame-
works. Finally, in Sect. 4 a proposed solution that will be implemented in the
future is outlined.

2 Research Challenges and Questions

IoT applications have a range of characteristics and challenges to analysis that
emerge at various levels. From creating an IoT framework to implementing it
and maintaining its life cycle.
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An important challenge faced with IoT is the interoperability [13], as there are
heterogeneous and decentralized IoT networks for the distribution and utilization
of range of informations and services. Interoperability is a characteristic of IoT
system that should be articulated in a modelling language.

Equally important challenge is the identification-based connectivity that is
developed between a thing and the IoT system, depending on the identification
of the thing [14]. IoT applications are required to communicate to networks that
provide user’s credentials without their assistance. In IoT contexts, at the pro-
duction phase, identifiers of a device could be given. Consequently, an identifier
of an object is a resource element included in the language of modelling.

Strong-level privacy challenges relate to the linked complexity of a “thing”
that leads to major security threats, including disclosure threats, authenticity,
data and services dignity as well as confidentiality [15]. This drives to the result
that a modelling language requires to express threats and vulnerabilities.

Likewise, manageability challenges should be tackled using formal processes
at the modelling level, as IoT applications mostly of the times work automatically
without human intervention [16].

IoT is unique in the fact that it incorporates traditional and robust technol-
ogy with modern untested technology. The combination of developed technology
with new technology leads to security and privacy concerns. Due to the unique
complexities, IoT’s existing solutions face the main objective of the research,
which determines to what degree an engineer in IoT systems can extract secu-
rity as well as privacy requirements. The prior argument could be broadened to
the following questions of research:

2.1 Research Questions

– (RQ1) Research Question 1: What are the core aspects of privacy speci-
fication for an IoT network?

– (RQ2) Research Question 2: What existing Privacy Requirement Engi-
neering (PRE) tools capture privacy concepts and are they applicable for the
Internet of Things environments?

– (RQ3) Research Question 3: How can we coherently model IoT privacy
and what are the required components of a modelling language to elicit IoT
Privacy Requirements?

– (RQ4) Research Question 4: How can we check compliance of IoT systems
with privacy policies?

Starting from RQ1, a comprehensive and detailed analysis of the litera-
ture was conducted. The literature review was performed to recognize IoT’s
unique characteristics including relevant IoT Privacy issues. Furthermore, Pri-
vacy Requirements Methodologies will be investigated towards deciding if they
are applicable to IoT. This will be helpful to understand the difference between
traditional Privacy Requirements Engineering practises and developers’ privacy
practises in the context of IoT in order to resolve RQ2. Accordingly, a concep-
tual model which will be a part of a privacy framework will be proposed in order
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to tackle RQ3. The main components of the IoT Privacy Framework will be the
Terminology used to address terms which classify the concepts of the privacy
framework suggested. The terminology would encourage the reasoning regard-
ing an IoT system’s privacy by creating a language between privacy engineers.
The Modeling language which offers elements for constructing an IoT system
model which collects the information that privacy engineer requires to conduct
an IoT system’s privacy analysis. The conceptual model, language semantics, and
language notation will be part of the modeling process. The methodology used
to create model instances of an IoT system for requirements elicitation by secu-
rity engineers. The methodology will include guidelines along with limitations
on how modelling instances are generated using the modeling language. Lastly,
to address RQ4 which extends RQ3 an analysis processes will be employed on
models and formalized. After the formalization is done, a case study will be
used to evaluate and check compliance or non-compliance of IoT systems with
security and privacy policies.

3 Research Methodology

The purpose of this study is to develop a deep knowledge of the concerned
area with a reference to solving these issues, therefore a design-science research
methodology (DSR) [17] will be used. DSR will be applied to the problem area
as it is a dynamic problem-solving paradigm. It provides a simple step-by-step
approach which can be adopted in any project of information technology. This
method’s approach is to define particular issues as well as provide novel and
practical solutions using four artifacts: frameworks, models, methods and imple-
mentations. Once a problem is identified, an artifact is developed to provide a
solution. The artefact, in this case, will take the form Framework for Privacy
Compliance in IoT.

4 Literature Review

A quantitative Systematic Literature Review (SLR) was carried out to estab-
lish the current progress reported in the literature on approaches (methodologies,
policies, etc.) that support Internet of Things privacy-awareness [18]. To identify
relevant works for this review, several selection criteria have been set. Firstly, for
an article to be considered appropriate, it needed to rely on both the overall area
of privacy and IoT. Given that the overall emphasis of this research is on devel-
oping of IoT system’s privacy, modeling is a crucial factor to be considered. The
studies found required to be under the scope of model-driven engineering and
include “model-driven” methods to the design of IoT systems to be included
in the study. This study avoided methods such as algebraic modelling or any
other mathematical methods. Papers that were published in academic journals
were obtained from freely accessible scholarly literature search engines and dig-
ital libraries such as Google Scholar, IEEE, Research Gate, SCOPUS, Springer
and Science Direct. The keywords used for our searches were “internet of things
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privacy”, “internet of things challenges”, “privacy requirements engineering”,
“model-driven” AND “IoT Privacy”, “IoT*” AND “privacy requirements engi-
neering”.

To achieve complete overview of the research area, a preliminary literature
review was performed to address Research Questions 1 and 2 for identifying
concepts for designing a language for privacy policy compliance.

The literature presents us with privacy frameworks which are used to obtain
system privacy requirements. IoT is an area which includes specific requirements
and specifications. A privacy framework should be able to fulfil IoT character-
istics and requirements as mentioned in the Fig. 1, in order to be applicable
for security and privacy analysis. The preliminary evaluation of the frameworks
regarding the criteria is presented in Fig. 1).

Fig. 1. Evaluation of frameworks

The primary motivation behind the growing interest in policy-based services,
networks and security systems is to facilitate flexible adaptability of behaviour
by changing policy without coding or stopping the process. This indicates that
it should be feasible to dynamically alter policy rules interpreted by the decen-
tralised entities in order to adapt their behaviour.

Policies are extracted from goals and objectives, service level agreements or
trust relationships within or between entities. The refining of such conceptual
policies into policies referring to specific services and then into policies that can
be implemented by specific service-promoting devices is not easy and can not be
automated effortless.

Nonetheless, several efforts were made from a privacy and security perspec-
tive to resolve the security and privacy concerns. Certain academic studies recog-
nise IoT security and privacy threats and recommend potential approaches for
security researchers.
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In their work “A Context-Based Behavioral Language for IoT” [4], the
authors, proposed the use of scenario-based programming approach and specif-
ically the graphical language of live sequence charts (LSC). This addresses one
aspect of the specification growth issue by allowing a natural break-down of
the specification in alignment with the requirements. The other aspect of their
solution, aiming at further simplifying and shortening the specification, is based
on subjecting these scenarios to context–a key concept in IoT and autonomous
robot modelling. Their modelling language must be adaptive and facilitate sys-
tematic development as the specifications are typically not known in advance
and improvements would be made on an ongoing basis. Also, it should have
formal semantics, allow the specification of a generic functionality and support
error handling.

In this paper [5], a framework for ethical requirement elicitation eFRIEND
with automated reasoning is combined. In order to provide vulnerable users
with trustworthy and secure IoT in healthcare contexts, they have to implement
ethics in order to meet acceptable system requirements. Their project address
key principles such as accessibility, data protection, reliability, transparency, and
autonomy.

Aivaloglou, Gritzalis and Skianis [6], identified a set of requirements for the
development of sensing network that are aware of privacy. The suggested model
was developed from an awareness based on data security standards including
privacy issues. This recommendation proposes five concepts that are focused
on sensor networks, the foundation for the creation of omnipresent IoT-based
solutions that carry higher privacy risks.

In May 2008, a detailed privacy and security policy was published by the
Center for Democracy & Technology [7] to promote health data protection. This
framework is a modified version of the Common Framework published by the
Markle Foundation in the Connecting for Health (Markle Foundation, 2008) ini-
tiative. The framework includes 9 concepts based on a combination of legislative
action, policy and engagement from industry.

The U.S. National Health Information Technology Coordinator’s Office
(Local Coordinator’s Office, 2008) [8] also implemented a standardized system
for the digital sharing of personally identifiable information. A systematic study
and evaluation of these concepts were carried out by taking into account as
many differences as possible while also keeping in mind how they can be applied
to electronic data. The ONC framework incorporates eight principles which act
as guidance for public and private sector organizations keeping or sharing indi-
vidual health-related electronic data and helping direct the implementation of
health information technology by the government.

Alqassem and Svetinovic [9] published a taxonomy on the IoT’s criteria for
security and privacy in 2014. In an IoT smart grid case, the taxonomy provided
value characteristics which were enforced. The paper provides support for further
review of IoT-related vulnerabilities and threats to the expected privacy and
security. The four concepts mentioned specifically address IoT’s security aspects.
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Recently, in the scope of disabled people, AL-mawee [10], published a sur-
vey of security and privacy concerns in IoT healthcare applications. There has
been a broad range of IoT-based applications for the elderly. Such presenta-
tions described the applications ’ security and privacy concerns. In addition, key
approaches for such applications have been discussed extensively and notable
privacy and security requirements have also been identified for the impaired.

Furthermore, IoT development recommendations have been published by
Porambage et al. [11]. The recommendations proposed apply explicitly to educa-
tion, smart homes, public safety and supply management to tackle privacy issues
and concerns for different sectors. Moreover, the recommendations produced are
focused on analysing the related pieces of technology or application-specific data
security mechanisms and characteristics of the IoT network including the tech-
nical aspects and legislative regulations. While implementing an IoT privacy
system, it offers nine features to be included.

5 Research Outputs and Proposed Solution

The outputs of a various framework elements could be linked to both the goals
and research questions the above research study seeks to resolve (see Sect. 2.1).
More precisely, with respect to the first research question, this was addressed
with a review of the literature (RQ1) on both the key characteristics and criteria
of an IoT device. For (RQ2) the findings of the research study are used to define
the appropriate elements of the language of modelling. The language definition
will be based on current techniques and frameworks for the network security.
This will be done to make it easier for security engineering experts to use the
language. The purpose for that is to allow current tooling and workflows to use
Framework models, software, and processes.

The proposed contribution will be the theoretical approach and implemen-
tation of Internet of Things Privacy Policy Framework. This study also con-
tributes to the increasing demand for field studies in the field of privacy. The
obtained insights into developer approach for generating and analysing privacy
standards could provide the privacy field with useful information. The privacy
compliance product could not be incorporating with privacy techniques It also
requires analysing the problem from its root which in some cases might be in
the development phase. Maintaining IoT system’s security and privacy is a com-
plex task; the lack of open models from many frameworks and approaches is an
important issue throughout the review of the literature and the implementation
of the methodology. Although a number of frameworks and methods have been
classified, the majority have no examples of models or the analysis other than
the one incorporated in their publication.

This motivates the research project to contribute to the area of Internet of
Things with a conceptual model for IoT, a methodology to construct privacy
requirements and an extension in a security requirements framework that will
incorporate privacy to reason IoT. The core aim of the project is to model
requirement engineering privacy concepts relate to IoT throughout a conceptual
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model. To achieve the above existing model of Requirements Engineering as
well as models of IoT systems will be reused. The project will contribute by
incorporate and extending these models and enrich them with privacy concepts
required in IoT.

The novelty of contribution of the theoretical framework and the supporting
tool will incorporated with the following characteristics:

– An Internet of Things modelling language which includes concep-
tual model: a conceptual model will be designed to generate privacy require-
ments and privacy controls whenever the required data is received.

– Privacy for Internet of Things native devices: there is a huge growth in
the Internet of Things as different devices connect to the IoT infrastructure.
Currently privacy framework focus to secure specific applications or networks.
Even large corporations privacy frameworks are only considering a specific
range of devices. With Internet of Things these framework are limited, since
IoT network could be populated by any type of device which also includes
constraint devices such as sensors and actuators.

– Support Privacy Analysis during development and deployment: pri-
vacy mechanisms must be used while designing a device, and then modified
as it moves to different stages of development, in order to be effective. When
a product have already been released the assistance is limited. When a prod-
uct is launched, has to be investigated by privacy analysts to identify the
vulnerabilities. Based on the type of item there may be massively different
methods of monitoring. The suggested privacy framework would be able to
execute on both phases, development stage, as well as stage of deployment.

6 Conclusion and Future Directions

In this work, the steps towards the development of a privacy framework for design
and analysis of IoT systems along with the intermediate findings of the project
research are presented. In a preliminary way, RQ1 and RQ2 are addressed with
a literature review and individuation of the necessary concepts for a privacy pol-
icy language for IoT. On the basis of the results extracted from the preliminary
evaluation the design of a theoretical framework which includes a language, a
model for privacy policy compliance analysis and supporting tool, is currently
under development. The framework consists of various components that when
applied can model an Internet of Things environment which comply with privacy
requirements. The main components of such framework are the modelling lan-
guage to illustrate IoT environments, modelling methodology to produce models,
processes to check the model’s privacy and finally to present methods to extend
the privacy posture of the models. The design of the framework along with
the supporting tool will be as dynamic as possible. Currently existing privacy
frameworks are lacking the dynamic feature as their update cycle can be span
to several years which is consider quite static. The practical implementation and
the validity of the framework will be examined after its completion. The validity
of the artefact will be determined by a variety of case studies [12] that will use
the framework in order to mitigate privacy issues.
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Abstract. Natural disasters have several adverse effects on human lives.
It is challenging for the governments to tackle these events and to recon-
struct damaged areas with minimal budget and time, but still guaran-
teeing social benefits to the affected population. This article presents
an approach of decision-support system for post-disaster re-construction
planning of buildings damaged by a natural disaster. The proposed
framework determines a set of alternative plans which satisfy all con-
straints, accommodate political priorities, and guarantee social benefits
for the affected population. The determined plans are then provided to
public servants that select the plan to implement. The approach is generic
and it can be applied to areas of any extension as long as the decision
makers share the same goals. We will demonstrate the approach on the
L’Aquila city destroyed by an earthquake in 2009.

Keywords: Decision-support system · Natural disaster · Social
benefits · Political priority · Reconstruction planning

1 Introduction

Natural disasters1 have impact on the surrounding environment, population, and
societal future development. The produced effects are much higher if the disaster
happens close to a residential area, where infrastructures and buildings can be
heavily damaged [2].

Overcoming those effects, by assessing all the needs of the involved citizens,
private companies and public institutions, is a critical and difficult task. The task
is so difficult that the time after the disaster, called the post-disaster recovery
phase, is defined by Contreras et al. [4] as a complex multidimensional, long-
term process involving planning, financing, decision-making, and reconstruction.
Moreover, the post-disaster recovery phase can be divided into four sub-phases:

1 Such as, but not limited to, earthquakes, floods, and storms.

c© Springer Nature Switzerland AG 2020
F. Dalpiaz et al. (Eds.): RCIS 2020, LNBIP 385, pp. 604–612, 2020.
https://doi.org/10.1007/978-3-030-50316-1_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50316-1_44&domain=pdf
https://doi.org/10.1007/978-3-030-50316-1_44


Social-Based Physical Reconstruction Planning in Case of Natural Disaster 605

relief, early recovery, recovery, and development [9]. In the relief phase, as high-
lighted by [1,7], the priority is to save the lives of people through the deployment
of search-and-rescue (SAR) task forces. The main objective during the early
recovery and recovery phases is to bring back to the normality the destroyed
areas [1]. To achieve this goal, a recovery plan, composed of all the actions that
must be accomplished, is defined into the early recovery phase and ran during
the recovery phase.

In the early recovery stage, rubble is removed, the roads are rehabilitated,
damaged buildings are demolished, and temporary shelters begin to be removed.
While, in the recovery phase, through continuing implementation of the recov-
ery plan, essential services and urban facilities become fully functional, and the
removal of temporary shelters finishes. Reconstruction and/or repair of build-
ings and environmental rehabilitation is prominent in the recovery phase [3]:
monuments are erected to commemorate the disaster [1]; the construction of
buildings, parks, and monuments gradually decreases, and rehabilitation of the
environment continues [3].

One fundamental problem that needs to be effectively tackled, from the
national, regional, and municipal perspective is to define a post-disaster recovery
plan. The plan includes, but is not limited to, the definition of guidelines on how
to re-qualify the affected areas, defines which are the most important facilities
that are needed to be rebuilt at first, and describes all those actions that must
take in place to get back the area to the normality.

The public decision makers face the challenging issue of defining a recovery
plan that considers and balances all the involved formal and informal require-
ments and that guarantees the repopulating of the damaged area. On the one
hand, they must consider the benefits that come from optimizing some values,
e.g., the vulnerability of buildings, the budget and time required to accomplish
the building plan. On the other hand, the development plans, must be imple-
mented in accordance with the new strategies devised to drive future develop-
ment also taking into account the sustainability of the made decisions. Addi-
tionally, another unconsidered aspect, that instead should be taken into account
by the public decision makers, is the societal impact and relative benefits that
citizens experience from the implementation of a certain recovery plan. Indeed,
the societal impact and benefits are different from one plan to another, and they
should be key feature to consider in all post-disaster phases.

For the aforementioned complexities, the aim of this work is to provide to
public decision makers, servants and citizens a post disaster Rebuilding Plan
Provider (pd-RPP) mechanism that helps to effectively define and evaluate alter-
native rebuilding plans. The provided rebuilding plans can be employed, and
later on reformulated, during the early recovery, recovery, and development sub-
phases of the post-disaster recovery phase.

A rebuilding plan is the part of the recovery plan dedicated to schedule the
order of the buildings, or more in general of reconstruction units, that can be
rebuilt/rehabilitated. A reconstruction unit can be a private or public building,
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and, as first implementation, we are not considering any kind of public infras-
tructures (e.g., highways).

In this paper, we present an innovative post disaster Rebuilding Plan Provider
(pd-RPP) approach that takes into account the Physical features of the city, time
and budget constraints, and embeds Social needs and benefits in accordance with
Political priorities.

The approach is generic since, changing the input parameters (i.e, political
priority, considered area and social benefit model), it can generate different viable
plans. The generated plans can have different territorial extension under a single
municipality, satisfy different political constraints and consider different social
benefit models. The approach can be applied on a wider area involving several
municipalities if the decision variables are shared among the decision makers.
The presented approach will be the core of a decision-support system we aim to
implement.

The paper is organised as follows: Sect. 2 presents research challenges and
highlights our research questions. Section 3 presents the research methodology.
Section 4 sketches the used machine learning approach and reports some prelim-
inary results. The last section contains discussions and conclusions.

2 Research Challenges and Questions

Due to its complexity, the manual definition of the rebuilding planning is risky
and error-prone. In literature, there are several papers that face the problem
of post-disaster recovery. Opricovic et al. [8] developed a multi-criteria model
(MCDM) for analysis of post-disaster planning both at the economic and engi-
neering level. MCDM selects, among a set of alternative plans, the best one
by considering eight different parameters (e.g., location, magnitude of the earth-
quake, risk probability and reconstruction techniques). Fuzzy multi-criteria opti-
mization is used to convert the qualitative variables into quantitative ones. Dif-
ferently from [8], our pd-RPP mechanism considers required reconstruction time,
social benefits and political priorities. Moreover, [8] used Fuzzy set theory which
is not suitable to deal with real cases. Instead, we use Reinforcement learning to
determine plans that work better when big data are managed as in real situations
that we target.

Goujon et al. [6] proposed a multi-criteria decision support model to define
the priority and the evaluation of reconstruction projects taking into account the
population needs. Similarly, Tavakkol et al. [10] proposed a framework for the
post-disaster decision-making process about collapsed buildings, road closures,
and so on. Differently from our work, both papers do not combine in the model
reconstruction time, social benefits and political priorities and do not use the
reinforcement learning to generate plans.

Eid et al. [5] developed an innovative decision framework by adopting agent-
based approach. They have adopted short term and long term redevelopment
goals by considering three-dimensional vulnerabilities of communities like social,
economic, and environmental ones. For this purpose, they have used a residential
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agent, an economic agent, and a state disaster recovery agent. The main purpose
of the last one is to evaluate the recovery plan and prioritize the objective of the
recovery. In [5], time, social benefits and political priorities are not considered.

All the related works are focused on proposing reconstruction strategies with-
out giving an exact planning. As a result, none of the reviewed approaches can
give concrete support into a real-time complex scenario. The approach we pro-
pose is different from these ones since it explicitly considers the following aspects:

– any Physical dependencies among reconstruction units (like bridge/
flyover) that impose ordering in the building reconstruction.

– Political priority constraint that imposes a threshold on the plan in order
to guarantee that the building plan respects the set political strategies.

– Social benefits that, regarding the number of people who will use any unit/
building, describe how much the plan is beneficial for the affected community.

The treatment of such aspects as well as the implementation of a solution
algorithm that can be accurate and efficient in real situations, are very challeng-
ing. The research questions deriving from these challenges are:

– RQ1: Which is the best way to embeds the political constraints into the
rebuilding planning model?

– RQ2: Which is the best way to reflects local community needs - namely,
social benefits - and embeds them into the rebuilding planning model?

– RQ3: Which is the most appropriate approach to implement that effi-
ciently provides high quality rebuilding plans on real case studies?

– RQ4: How do we evaluate the proposed pd-RPP mechanism on the
real case study of L’Aquila city destroyed by a major earthquake in 2009?

Work Plan - The presented research project will be carried out in three years
PhD program and it considers all mentioned research questions. Currently we
are at the beginning of the second year. Figure 1 reports the established work
plan in the form of Gantt Chart which indicates how different tasks will be
accomplished.

Fig. 1. Activities of the project.
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3 Methodology

Figure 2 sketches the methodology we will implement for the research project.
It consists of three steps. The first step, namely Data Processing, collects data
about area to rebuild (such as a city) and the status of buildings. For the L’Aquila
case study, we collect all the information from the municipality using the USRA
(L’Ufficio Speciale per la Ricostruzione dell’Aquila) website. Such data also pro-
vides physical dependencies among buildings, their status, and how many people
resides in each building. This data is then integrated with political priority. In
this step, the collected data is processed and represented in the form of an un-
directed graph where each node is a building and the edges represent roads and
streets connecting the buildings. Thanks to map representation of the city (e.g.
through open street map or google maps) we are able to label the edges with
distances among buildings. Where such information is not explicit in the map, it
is estimated using geographical coordinates of building provided by the USRA
Web GIS (Geographic Information System).

Fig. 2. Research methodology

Figure 3 describes about physical dependencies and political priorities among
buildings. There are three buildings: Building 1 is physically dependent on Build-
ing 2 because it can be reached only through Building 2. Hence, Building 1 must
be reconstructed first. Moreover, political priority of Building 1 is higher than
Building 2 that’s another reason for Building 1 to reconstruct first. Similarly
Building 3 is accessed through Small Street (that represents a physical depen-
dency, namely edge e) from Building 1 and Building 2. If e is damage, e is
reconstructed first to access Building 3.

Using the produced graph and the definition of a function specifying the social
benefits, the second step of Fig. 2, i.e., RL Algorithm, implements a reinforcement
learning approach that generates a set of alternative reconstruction plans, all
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Fig. 3. Physical dependencies

satisfying budget, time, physical and political constraints. The RL Algorithm
leverages on agents that, in deciding about which node to add in the plan,
measures the social benefits, and verifies all the defined constraints.

Our definition of social benefits is inspired by the one reported in2. The
social benefit is measured directly through local affected community and the
social benefit of a plan P is defined as:

∑

v∈P

Sv ∗ (Te − Tv)

the sum of the benefit Sv gained by the reconstruction of each unit v in the plan.
Indeed, the benefit starts at the time of rebuilding completion of v (i.e., Tv) and
it continues until the end of the recovery phase (Te).

At the end of second step, the generated rebuilding plans will be analysed
by the decision-makers (politicians or affected citizens) in order to provide an
evaluation that takes into account end user perspective and not only analytical
measures. In final step a building plan will be selected.

4 Proposed Solution and Results

We will use reinforcement learning technique (Q-Learning algorithm) in pd-
PRP mechanism because it requires minimum computation and it can be easily
implemented for complex problems. Basically Q-Learning algorithm consists on
reward, action space and state space. When agents perform action according to
defined policies in any space/environment, the agents get a reward3. To use Q-
Learning in pd-PRP mechanism, we have to modify it according to requirements.
Additionally Q-Learning algorithm has to check if the priority of the whole
plan (calculated as the weighted sum of the priority set by politicians on each
building) is beyond a given threshold (RQ1). The decision on which plan to
implement will be taken by political administrators. The order of reconstruction
(which building to reconstruct first) in any plan depends on the social benefits of
every unit. If any unit has a maximum social benefit, it will be constructed first
2 https://www.economicshelp.org/blog/glossary/social-benefit/.
3 https://pathmind.com/wiki/deep-reinforcement-learning.

https://www.economicshelp.org/blog/glossary/social-benefit/
https://pathmind.com/wiki/deep-reinforcement-learning
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(RQ3). In our first implementation, the social benefit is measured as the number
of people who use that building (RQ2). On the other hand, if there would be any
physical dependency among units that are part of the plan, this dependency is
considered to determine the order of unit reconstruction (first part of RQ3). For
verification and validation of pd-PRP approach we consider L’Aquila city which
was destroyed from major earthquake in 2009 (RQ4). Data-sets are provided
from municipality of L’Aquila and it is of sufficient quality and quantity to test
our planning model.

Modeling in reinforcement learning consists of three parameters which are
Rewards (agent receives rewards/penalties on behalf of action) (RQ2), State
Space (information for agent) (RQ1) and Actions Space (movement of an agent).
Each agent takes into account all Physical features like (Physical dependencies,
Political priority, and Social benefits) as Reward, State Space and Action Space
as the follows:

Reward is dependent on agent actions. Some key points for the magnitude of
rewards/penalties according to agent behaviour are:

– The agent gets high positive reward if considers a unit which is beneficial to
the maximum number of people.

– Agent is penalized if it considers those units which are not beneficial for the
people.

– Agent is slightly penalized if it considers unit which is little beneficial for the
local community.

State Space defines policies for the agent to move in right direction. The policies
are outlined below:

– At least 80% of the buildings should be considered from overall damage ter-
ritory in every plan.

– If there is any physical dependency (bridge/flyover) among reconstruction
units, this dependency must be considered in the reconstruction plan.

– Cost should be at most as the defined budget.
– Distance between rebuilt units and new planned ones should be minimum.
– Reconstruction time must be at most as the defined one.

Action Space is the set of all actions agent can take in a given state space. An
action let the agent transit to a different state. In our model, action space allows
the Agent to move from one unit to any other units to reconstruct available in
the graph.

According to the Q-Learning algorithm, agent performs every action on
behalf of defined policy in the state space and gets a reward. Once the Q-learning
agent is fully trained on real data set, efficient results are obtained.

On behalf of the proposed methodology, after its implementation on a small
zone in L’Aquila data, the following provisional results are expected:
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R1: The proposed model is an efficient mechanism to define reconstruct plans
on behalf of social benefits.

R2: Proposed framework provides a set of alternative plans which contain dif-
ferent order of reconstruction units.

R3: The proposed model minimizes human errors in reconstruction planning.

R4: Every plan satisfies time, budget and political priority constraints.

R5: The proposed approach has the ability to identify and consider physical
dependencies among reconstruction units.

5 Conclusion

In this paper, we have proposed a generic approach of post-disaster reconstruc-
tion planning that will be the core of a decision-support system. The proposed
model will help to define the reconstruction plan on behalf of the social benefits
of local affected communities. Additionally, we will modify exiting Q-Learning
algorithm according to requirements of our model to determine a set of alterna-
tive reconstruction plans by satisfying all posed constraints.

Acknowledgements. This PhD project is part of Terrotori Aperti project funded by
Fondo Territori Lavoro e Conoscenza CGIL, CSIL and UIL.
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Abstract. This paper reports on the ongoing PhD project in the field of
explaining the clinical decision support systems (CDSSs) recommenda-
tions to medical practitioners. Recently, the explainability research in the
medical domain has witnessed a surge of advances with a focus on two
main methods: The first focuses on developing models that are explain-
able and transparent in its nature (e.g. rule-based algorithms). The sec-
ond investigates the interpretability of the black-box models without
looking at the mechanism behind it (e.g. LIME) as a post-hoc explana-
tion. However, overlooking the human-factors and the usability aspect
of the explanation introduced new risks following the system recommen-
dations, e.g. over-trust and under-trust. Due to such limitation, there
is a growing demand for usable explanations for CDSSs to enable the
integration of trust calibration and informed decision-making in these
systems by identifying when the recommendation is correct to follow.
This research aims to develop explainability design patterns with the
aim of calibrating medical practitioners trust in the CDSSs. This paper
concludes the PhD methodology and literature around the research prob-
lem is also discussed.

Keywords: Explainability · Decision support systems · User-centred
design · Trust

1 Context and Motivation

The development of Clinical Decision Support Systems (CDSSs) has led to a
surge of interest in systems optimised not only for expected task performance
and accuracy but also other critical criteria such as safety, transparency, avoiding
technical debt or providing explanations. While efforts to make CDSSs trans-
parent and explainable have been demonstrated [18,20,21], failing to calibrate
user trust is one of the new errors introduced by using these tools. For example,
Bussone et al. [3] studied the effect of the explanation on trust and reliance.
They concluded that overlooking the human factors and user experience in the
design of CDSSs explanation could lead to medical professionals over-trust the
system recommendation, even when it is wrong, i.e. over-reliance. In the same
way, the explanation that does not provide enough information could lead to
users rejecting the suggestions, i.e. self-reliance or under-trust [13].
c© Springer Nature Switzerland AG 2020
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Explainability in the medical domain is defined as a set of measurable, quan-
tifiable, and transferable attributes associated with the intelligent system that
the aim to calibrate medical practitioners trust [20]. While the increasing interest
in explainable clinical systems, it has become important to develop explainabil-
ity design solutions that better suit the clinical decision-marking with the focus
on their trust as a crucial factor. Here, the research distinguishes between the
explainable model which generates the explanation and the explainable interface
which makes the explanation usable and useful for the medical practitioners. This
research is limited only to the explainable interface and its relevant design fac-
tors and facets to support the medical practitioners’ decision-making and reduce
the errors of failing to calibrate user-trust issue, i.e. under-trust and over-trust.

Among the possible ways for trust calibration (e.g. algorithmic assurances
[1], automation reliability [11], personalisation [9], and explainablity [3]), this
research focuses on the latter aspect of the trust calibration. This research argues
that the effectiveness of the explanation design in relation to CDSSs can be
itself basis or solutions to contribute to calibrate medical practitioners trust.
Furthermore, this research is limited to the post-hoc explanation capabilities
which refer to explanation models that are applied after model training. This
PhD aims to develop HCI design patterns for post-hoc explanations in CDSSs
with the aim of reducing trust calibration errors.

Qualitative research is the baseline for achieving that goal. This is due to
the intense medical nature of the problem and solutions and the need for inten-
sive input from medical practitioners. Studies including a systematic literature
review, semi-structured interviews and think-aloud protocol are used to provide
a conceptualisation for various aspects of explainability in clinical decision sup-
port systems. The design patterns and the explainable interface are then will be
evaluated by means of two case studies (Prescribing breast cancer treatment and
screening Palbociclibii Cancer treatment prescription) on IQemoi1 prescribing
system to investigate the efficiency of the produced solutions in calibrating user
trust.

2 Background and Related Work

2.1 Human-Computer Interaction (HCI) and Explainability

The Human-Computer Interaction research community has identified several
benefits of generating explanations by artificial intelligence agents [15]. For exam-
ple, Samek et al. [17] present four social benefits aspects that are important for
users interacting with intelligent systems. Interaction techniques and user feed-
back with explainable agents such as recommender systems and expert systems
have widely studied in the literature of HCI. For example, Kuleza et al. [8] devel-
oped an explanatory debugging system that explains the decision and incorpo-
rates user feedback, which was shown to lead to better predictions, sounder

1 iQemo, from iQ HealthTech, is a complete managed chemotherapy patient manage-
ment and prescribing module. https://www.iqhealth.tech.

https://www.iqhealth.tech


Explainability Design Patterns in Clinical Decision Support Systems 615

mental models and higher user satisfaction. During the development of the
explainable system, the research community identifies a collection of explanation
properties and requirements that are important to generate useful and usable
explanations. Many of these aspects are built based on the literature of social
sciences, psychology and education to mimic the human to human explanations.
Sokol et al. [19] present 11 usability requirements for the explanations which
are: Soundness, Completeness, Contextfullness, Interactiveness, Actionability,
Chronology, Coherence, Novelty, Complexity and Personalisation. Also, the ini-
tial findings from this PhD research provide in-depth investigation about the
conceptualisation of the personalisation aspect in a previous work [14]. Since
the implementation of these aspects has been limited to low stake applications,
these principles and findings may not translate to high stake applications where
trust calibration and safety are crucial requirements. A lack of clearly defined
user experience aspects that the explainable interface should be considered in
high stake applications with trust-calibration is the main focus is still missing.

Additionally, the HCI research literature identifies the risks of the explainable
interfaces on users decision-making and their perception of the system. These
risks are likely to arise when the designers overlook the user experience factors.
For instance, users may feel that the system is trying to manipulate them when
the explanation does not contain enough information or consistent with their
prior beliefs [6]. The ongoing research findings identify six different possible
risks that could arise in the absence of user-centred approaches, which are: Over-
trust, Under-trust, Refusal, Perceived loss of control, Information overload and
Suspicious motivation [13]. Finally, the HCI research community argued the
ability of the explainable systems to be engineered to work in a long-term and
evolve during the time based on what has already explained to the end-users
before [12].

2.2 HCI Design Patterns

HCI design patterns are predefined and reusable design solutions that describe
and solve users’ problems. Alexander [2] argued that the pattern should capture
context where the pattern can be applied, the problem and its environments,
and the design guidance. Designers of new systems can take benefit from the
design pattern and save the efforts and resources to build usable systems. When
designing the explainable system, the development process needs to consider
the explainee characteristics, needs, usability aspect and safety requirements
[19]. Design pattern could help the baseline for such requirements by identifying
the possible design problem and make the design solution available for future
practice. For instance, TELL project [5] uses the design patterns to support the
understanding of the learning process that occurs within the network supported
collaborative learning. To date, very little work has investigated HCI design
patterns for the explainable interfaces e.g. Chromik et al. [4] present and discuss
several dark design patterns that designers of the explainable interfaces should
avoid it.
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2.3 Trust Calibration

Existing work has investigated how users develop their trust with the intelligent
systems with focusing on the factors that affect user trust in complex systems
(e.g. transparency) [7,9]. Trust is a dynamic and complex psychological and
sociological concept, when the trustee over-trust or under-trust the automation
system could lead to critical consequences, especially in safety-critical domains.
Madhavan et al. [10] defined the problem of failing to calibrate users trust as it
is a failure in the system design in balancing the actual safety and the users’ per-
ceived safety. Providing explanations is meant to be one of the factors that may
contribute to the problem. Users may over-trust the system when the explain-
able interface is not built on the user experience aspect [3]. Also, the explanation
may lead to users under-trust the systems, when the explanation is perceived
to have a limited quality or fitness to the user intentions and context [18]. The
challenge for HCI is to define the design properties and activities for achieving
the right balance between actual and perceived safety.

3 Research Aim

This research aims to develop explainability design patterns based qualitative
approach to calibrate user trust in CDSSs by making the medical practitioners
aware when to follow the system recommendations or not and potentially avoid
under-trust and over-trust issues. The PhD contributes to the literature by help-
ing the elicitation and customisation of the variability in the requirements and
design of CDSSs interface that support medical practitioners safe and effective
decision-making.

3.1 Research Questions

The research focuses on the explainbility user experience aspects and trust cali-
bration in CDSSs by asking the following questions:

RQ1: What are the user experience aspects of explainability?
RQ2: What makes the CDSSs explainable for medical practitioners?
RQ3: What are the explainability aspects and features that may contribute
to failing in calibrating user-trust?
RQ4: What explainability design features could future CDSSs have to cater
to medical practitioners calibrate their trust?

4 Research Objectives and Methods

Objective 1: Conduct a Systematic Literature Review to explore the explain-
ability user experience aspects in the literature and develop an understanding of
relevant user trust calibration problem.
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As a first step in achieving the goal of this research, the need to under-
stand explainability from artificial intelligence and Human-computer interac-
tion perspectives is important to formulate the explanation design space. The
empirical literature regarding how researchers and practitioners in the field pro-
vide explanations to end-users is reviewed to provide a foundation for satisfy-
ing the research aim and also to inform the exploratory studies and the pro-
totyping stage. The research reviews the literature concerning the explainabil-
ity aspect from both Explainable Artificial Intelligence and Human-Computer
Interaction perspective. In addition, trust calibration theories are reviewed with
its diversity of design guidelines. The literature on decision-making in medicine
is also reviewed to provide foundations to the solution and also to inform the
exploratory studies.

Objective 2: An empirical investigation into the post-hoc explanation capa-
bilities that may affect user trust in the CDSSs through series of qualita-
tive approaches. The empirical investigation is built on the result of the first
objective. This objective informs the research regarding the explanation design
requirements from healthcare professionals’ perspectives. Ultimately, the data
collection of the qualitative approach with the healthcare professionals and the
initial analysis of the results are in process with collaboration with IQ Health-
care2 and three hospitals in the UK. To achieve this objective, several steps and
methods are followed. The first study gauges the opinions of medical practition-
ers in relation to the functional and non-functional requirements for explain-
ability (e.g. the framing of the explanation, the content, the delivery methods
and modalities). This study uses a think-aloud protocol for the purposes of data
collection to allow participants to discuss their opinions about the existing litera-
ture around explainability. The second study utilises a semi-structured interview
to investigate what makes the CDSSs explainable and trustworthy for health-
care practitioners. This will help the design of the explanation in CDSSs that
influence user-trust. This stage also will develop a taxonomy of these findings
and their relation to trust-calibration.

Objective 3: Iterative prototyping through design sessions to build design pat-
terns toolkit for the explainable CDSS interface that calibrate user-trust.

In this objective, the research will attempt to develop explanation design
patterns for CDSSs that calibrate user trust. That means that the healthcare
professionals will be better informed about the CDSSs recommendations so that
the user trust is calibrated. In this stage, the consideration of participants’ roles
and requirements will be taken into account to help the analysis for better under-
standing the qualitative data. Ultimately, the researcher will attempt to find
aiding design patterns that help healthcare practitioner to use the CDSS in an
effective and safe way with a reduction to under-trust and over-trust errors. This

2 iQ HealthTech is a software development company, with a common goal, to improve
the way IT systems are used for healthcare.
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objective is achieved by means of design sessions. In the design sessions, various
scenarios will be shown with different interface designs. The participants will
be encouraged to find better designers, so they are better informed about the
CDSSs recommendations.

Objective 4: Design and conduct qualitative and quantitative user studies on
the prototype to evaluate the user trust, the effectiveness of the prototype and
validate the approach.

The resulting explainability design patterns for CDSSs will be tested for its
trust-calibration and the effectiveness of the design. Target users are medical
practitioners. Users will be asked to perform certain tasks with the developed
interface. These tasks will be based on the expected functionalities of the explain-
able interface. Two case studies will be used in this stage i) Expert system to
prescribe breast cancer chemotherapy treatment for breast cancer ii) Rule-based
system for screening prescription for Palbociclib cancer treatment. IQemo pre-
scribing system will be used to build and validate the design patterns toolkit.

Fig. 1. The PhD methodology for forming the design patterns for CDSSs.

4.1 Research Validity

To strengthen the external validity of the research, several aspects are addressed.
First, the target participants in this research are selected by a strategy combining
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convenience sampling and maximum variation sampling [16]. The use of this con-
venience sampling approach reflects the difficulty of gaining medical practitioners
in this kind of research. Any possible bias traditionally related to convenience
sampling tried to be mitigated by combining a maximum variation sampling
so that the approached hospitals covered different characteristics regarding size,
application domain, domain knowledge and practitioners experience. Second, the
research has interviewed at least two practitioners per session to reduce the risk
of bias and misinterpretation. Third, the participated hospitals were developing
prescribing and diagnosis systems from the oncology department. It is possible
that this factor may have an impact on our research findings. Therefore, it is
important to highlight that the findings of this thesis might be considered more
relevant to this type of expert systems (diagnosis and prescribing). However,
future research is needed to validate the research findings in different applica-
tion domain areas where the nature of the decision making strategy is different
(e.g. dentist decision support system).

5 Conclusion and Current Progress

Driven by the increasing interest in decision support systems in the clinical set-
tings, the understanding of potential user errors that might emerge is also essen-
tial. This paper present the ongoing PhD project that investigates explainability
solutions with the aim to avoid failing to calibrate user-trust, i.e. over-trust and
under-trust. Also, this paper elaborated on the status of the research problem
and identified three distinct research strands in the literature that are relevant
to the problem. Currently, the researcher is performing a continuous process of
analysing the qualitative data that emerged from the qualitative user studies
and identifying the properties of the explainability in the clinical settings. Once
it has been done, the researcher will develop multiple prototypes of the design
patterns and review the patterns with the potential end-users.

Acknowledgments. This work is partially funded by iQ HealthTech and
Bournemouth university PGR development fund.
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Tutorial Abstract

Typical workflow style process modelling languages have limits when design-
ing processes at strategic level and reasoning on their variability, flexibility and
adaptability. The Map [1, 2] process modelling formalism has been defined to
overcome these obstacles. It offers a novel vision of process modelling, namely
strategic process modeling, founded on an intention-oriented paradigm. Indeed,
modeling with Map consists in focusing on what the process is intended to
achieve – the intentions, and on how these intentions can be fulfilled – the strate-
gies. Various strategies can be defined to reach an intention, allowing in this way
to express the variability and flexibility in process specification and enactment.
Moreover, the approach allows to deal with different levels of abstraction. Not
only can operational processes be specified, but also high-level organizational
intentions and strategies can be formalized and serve as decision support.

Formally, Map is a process representation system based on a nondeterministic
ordering of intentions and strategies. Its graphical representation takes the form
of a labelled directed graph with intentions as nodes and strategies as edges
between intentions. The directed nature of the graph shows which intentions
can follow which one. An intention represents an objective that can be achieved
at a given point in the process. A strategy represents a specific manner to achieve
an intention. A triplet <source intention, strategy, target intention> is called
a section; it encapsulates a process activity, which can be executed as long as
the source intention has been achieved and the strategy to attain the target
intention has been selected.

Map also allows to formalize guidelines on how to progress in the process,
i.e. guidelines to select the next intention, the strategy to reach this intention,
and then to execute the underpinning activity. At enactment time, the order
of execution of process activities is not predefined; the process is constructed
dynamically considering various contextual criteria and the choices done by the
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actors executing the process. Each time an intention is reached (an activity is exe-
cuted), the model suggests what are the next possible intentions to achieve (the
activities that can be executed at the next step). Because of the strategic nature
of Map models, actors executing the process can be offered a variety of choices to
perform an activity as well as to progress in the process. At each step, the Map
model provides guidance to take the appropriate decision based on the current
process situation (available input artefacts, valid conditions, arguments, rules,
etc.). As a result, the path of the instance process is constructed dynamically.
We classify Map as an intention-oriented strategic process modelling approach.

Many researchers and practitioners have been using Map for about 20 years
now for modeling all kinds of processes and in different areas: method engineer-
ing [3], requirement engineering [4], decision making [5], enterprise knowledge
development [6], IS engineering [1], service co-creation process [7], and so on.

The attendees of the tutorial (students, advanced researchers as well as prac-
titioners interested in process modelling) receive a good understanding of the
concept of strategic process modelling and recognize the differences of this app-
roach from the workflow-based ones. The tutorial is highly interactive; it includes
theory and practice, so at the end the attendees are able to read and construct
strategic process maps.
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7. Ralyté, J.: Towards a method family supporting information services co-creation in
the transdisciplinary context. Int. J. Inf. Syst. Model. Des. 4(3), 50–75 (2013)

https://doi.org/10.1007/s007660050018
https://doi.org/10.1007/978-3-540-72677-7_9
https://doi.org/10.1007/978-3-540-72677-7_9
https://doi.org/10.1007/s00766-005-0019-0
https://doi.org/10.1007/s00766-005-0019-0
https://doi.org/10.1007/11568322_14
https://doi.org/10.1109/RCIS.2012.6240447
https://doi.org/10.1007/978-3-540-25975-6_3


Data-Driven Requirements Engineering:
Principles, Methods and Challenges

Xavier Franch(&)

Universitat Politècnica de Catalunya, Barcelona, Spain
franch@essi.upc.edu

In the last years, we are witnessing the advent of a data-driven approach to RE. The
exploitation of data coming from several sources may indeed become an extremely
useful input to requirements elicitation and management but it does not come for free.
Techniques such as natural language processing and machine learning are difficult to
master and require high-quality data, whilst their generalization remains as a challenge.
This tutorial introduces this approach, named data-driven requirements engineering
(DDRE). It is structured into eight parts:

1. Motivation. It shows some figures and numbers making evident that RE is still
challenging in software project development, and introduces the concept of DDRE
following Maalej et al.’s seminal paper [1]. It finalizes by presenting a DDRE cycle
[2] comprising several activities that are presented next.

2. Explicit feedback. This term denotes the feedback provided explicitly by the user.
From a research point of view, it is based on the combination of natural language
processing [3] and machine learning [4]. The tutorial presents a landscape of NLP
techniques applied to explicit feedback gathering, with several examples taking
from social networks as Twitter [5] and from App Stores [6].

3. Implicit feedback. This term denotes the feedback collected from the user without
her involvement. It mainly comes from log files and monitoring infrastructure. The
tutorial highlights the importance of context and presents the concept of contextual
requirements with an example involving the application of data mining techniques
over implicit feedback gathered through monitoring [7].

4. Combining explicit and implicit feedback. As a consolidation of the two parts
above, the tutorial briefly presents the combination of both types of feedback into a
single unified data source for eliciting requirements [8].

5. Repository mining. Whereas feedback management focuses on data gathered from
system usage, repository mining [9] extracts and analyses data from software
repositories as issue trackers and project management tools. The tutorial shows how
quality models can help to elicit quality aspects fed by the repositories using the
QUAMOCO approach [10] as running example.

6. Decision-making. This part of the tutorial deals with the decisional process that
build on the data collected through feedback collection and repository management.
Software analytics tools and dashboards are mentioned and the use of this data for
software release planning is also exemplified [11].

7. Processes. The tutorial revisits the cycle defined in the first part [2] and provides
further details on processes combining software engineering with data engineering
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[12]. Some lessons learned from the use of DDRE approaches in industry are
presented too [13].

8. Conclusions and road ahead. The tutorial summarizes the main points and pre-
sents future work both at the macro-level of DDRE as a research area inside RE [14]
and the micro-level on the different techniques used in DDRE [15]. A compendium
of DDRE-related resources is included also in the closing slides.

This tutorial is supported by the GENESIS project, funded by the Spanish
Ministerio de Ciencia e Innovación under contract TIN2016-79269-R.
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Abstract. Nowadays, machine learning techniques and algorithms are
employed in almost every application domain (e.g., financial applica-
tions, advertising, recommendation systems, user behavior analytics). In
practice, they are playing a crucial role in harnessing the power of mas-
sive amounts of data which we are currently producing every day in our
digital world. In general, the process of building a high-quality machine
learning model is an iterative, complex and time-consuming process that
involves trying different algorithms and techniques in addition to having
a good experience with effectively tuning their hyper-parameters. In par-
ticular, conducting this process efficiently requires solid knowledge and
experience with the various techniques that can be employed. With the
continuous and vast increase of the amount of data in our digital world, it
has been acknowledged that the number of knowledgeable data scientists
can not scale to address these challenges. Thus, there was a crucial need
for automating the process of building good machine learning models.

In the last few years, several techniques and frameworks have been
introduced to tackle the challenge of automating the process of Combined
Algorithm Selection and Hyper-parameter tuning (CASH) in the machine
learning domain [1]. The main aim of these techniques is to reduce the
role of human in the loop and fill the gap for non-expert machine learn-
ing users by playing the role of the domain expert. In this tutorial, we aim
to present a comprehensive survey for the state-of-the-art efforts in tack-
ling the CASH problem. In addition, we highlight the research work of
automating the other steps of the full complex machine learning pipeline
(AutoML) from data understanding till model deployment. Furthermore,
we provide a comprehensive coverage for the various tools and frameworks
that have been introduced in this domain. Finally, we discuss some of the
research directions and open challenges that need to be addressed in order
to achieve the vision and goals of the AutoML process. This tutorial is
intended to benefit researchers and system designers in the broad area
of machine learning. The tutorial would benefit both designers as well as
users of automated and interactive machine learning systems since a sur-
vey of the current systems and an in-depth understanding will be essential
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for choosing the appropriate system as well as designing an effective sys-
tem. This tutorial does not require any knowledge on automated machine
learning techniques but basic understanding of machine learning pipeline
is required. After attending this tutorial, the audience will have:

– An overview of the Machine learning pipeline (10min.).
– A good understanding of the challenges of implementing efficient and

high quality machine learning pipeline (10min.).
– A comprehensive review of the state-of-the-art in the domain of

automated combined algorithm selection and hyperparameter tuning
(25min.).

– A comprehensive review of the state-of-the-art of the centralized,
distributed and interactive AutoML frameworks (25min.).

– Highlights for potential research directions to improve the state-of-
the-art and support the efforts towards achieving the broad vision
of AutoML (10min.).

– A demo of our prototype iSmartML1, an interactive and user-guided
framework for automated machine learning (10min.).

The tutorial is timely and quite relevant for the data management and
machine learning research communities due to the rapid growth in the
applications of machine learning in almost every application domain. The
increasing momentum for developing AutoML frameworks would enrich
the discussion for potential directions to improve the usability and wide
acceptance of these tools among data scientists and domain experts.
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2005 and 2008 respectively. Radwa El Shawi’s research interest are Optimiza-
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1 Summary of the Project

Health services are among the most critical and vulnerable cyber-physical
infrastructures. The SAFECARE H2020 project aims to provide solutions that
improve physical and cyber security in a seamless and cost-effective way.

1.1 Objectives

The goal of the project is to provide an integrated solution for the management
of combined cyber and physical threats and incidents, their interconnections and
potential cascading effects. The main objectives are:

– Risk assessment of physical and cyber threats, with respect to current EU
regulatory bodies’ requirements, and cost efficiency of proposed solutions.

– Improve risk prevention capacities: analysis of vulnerabilities, risk assessment
and recommendations on operational active systems.

– Improve threat detection capacities: data fusion, cascading effects models
– Improve impact mitigation: manage hospital availability, inform the popula-

tion, increase user awareness about incidents impacts on critical assets.
– Provide impact propagation and decision support model that describes cyber

and physical assets, their vulnerabilities, incidents, and their impacts.

1.2 Expected Tangible Outputs

The SAFECARE project will produce the following main key results:

– A cyber threat detection system and a physical threat detection system
– A threat response system and a threat mitigation system
– A modular and scalable solution with standard communication protocols
– Dissemination throughout health-user community and scientific community
– Demonstration in three European hospitals
1 This project has received funding from the European Union’s H2020 research and
innovation programme under grant agreement no. 787002.
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2 Current Results: Impact Propagation Module

We present in this section the current work on the core module of the SAFE-
CARE project that is the impact propagation and decision support model (IPM).
This module relies on: (i) structural information about cyber and physical assets,
their intrinsic properties and theirs structural relationships, and (ii) on knowl-
edge about the occurred incidents and how to infer and propagate impacts. This
second knowledge evolves continuously and is more dynamic than the structural
knowledge. To cope with the static and dynamic knowledge and to confer more
stability to the IPM module, we propose a modular ontology, called Safecare-
Onto. At a high level of abstraction, the whole picture is depicted in Fig. 1.

Fig. 1. The modular structure of SafecareOnto

The core ontology captures essentially the static knowledge about critical
assets. It is centered on three main concepts: Asset, Vulnerability, and Threat.

These concepts are further refined and characterised, and their formalisation
can easily be extended. This formalisation is done in such a way that it can easily
be extended to meet emerging requirements. Other modules could incrementally
be defined upon the core ontology. The impact management module is one of the
possible extensions. It defines the concepts that are essential to the computation
of impact propagation and provides indicators for assessing the severity of inci-
dents and the likelihood of impacts. It relies on concepts such as Incident, Risk
and Impact. Other modules could also be added as a countermeasures module.

The propagation management relies on axioms and rules that are further used
to infer the impact of incidents. These rules result from several threat scenarios
defined with the help of cyber and physical security experts and the collaboration
of actors from European hospitals partners. A first version of a prototype that we
implemented simulates impacts propagation on a near-real scenario. A reasoner
is used to infer impacts propagation on assets. In this prototype, the IPM rules
were expressed in terms of OWL concepts (classes, properties, individuals) using
the JENA rule engine.
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1 Summary of the Project

1.1 Objectives

Over 2.5 million scientific articles are published annually, totaling 6,849.32 per day in
2015; in 2018 this value was increased to over 3 million articles, totaling 8.219,18 per
day [1]. Thus, finding the most relevant Research Outputs (ROs), such as articles,
theses, patents, among others, is increasingly difficult due, in part, to the existing
interfaces returning massive lists of results.

The project aims to develop and test a platform that incorporates social data for
capturing various usage metrics to define a new metric that we call Social Scholarly
Experience Metrics (SSEM) and a new visualization technique that, jointly, will sup-
port the fast access to find relevant ROs.

1.2 Expected Tangible Results

IViSSEM has four main tangible results, which are described in the following points:

1. SSEM - this is an algorithm based on weights and ponderation factors of citation-
based metrics and altmetrics to be collected from web platforms. SSEM also takes
into account the researchers’ profiles, which includes a measure of their influence in
the community [2];

2. Low-Fidelity Prototype – the main goal is to test the layout, information archi-
tecture, navigation model and visualization [3];

3. Big Open Linked Data Architecture (BOLDA) – this architecture allows the
implementation of the SSEM algorithm and store all the data needed and produced
in a triplestore (RDF);

4. Fully developed prototype - the main goal is the integration of the previous results
to demonstrate the effectiveness of the SSEM and visualization techniques used to
solve the problem.
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1.3 Summary of Current Project Results

According to the defined objectives, the current project results are describe in the
following points:

– BOLDA architecture, see Fig. 1;

– a low-fidelity prototype implementation to experiment some advanced information
visualization algorithms, see Fig. 2.

Acknowledgements. This work has been supported by IViSSEM: POCI-01-0145-FEDER-
28284, and FCT – Fundação para a Ciência e Tecnologia within the R&D Units Project Scope:
UIDB/00319/2020.
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1 Summary of the Project

Exploring and analyzing data is a key activity for any modern organization. It is an
activity through which various data sources are to be identified, analyzed, transformed
and aggregated in order to produce Key Performance Indicators (KPIs), necessary to
inform business managers and help them make better decisions. Most existing KPIs,
however, have at least two significant weaknesses; (i) they are opaque to the business -
business managers do not really understand how they are computed - and (ii) they are
owned by the technicians - any change request on a KPI necessarily passes by the “IT”
in order to be treated. This results in KPIs that fail to receive full confidence from
managers, who cannot easily assess the actual quality of an indicator exposed to them,
who do not see the potential treatments that have been applied to data so as to produce
the KPI, who do not grasp the full set of mathematical operations and aggregations
used to compute the KPI, and who as a result may not fully trust the indicator. This also
results in bottlenecks, because any update on KPIs mandatorily implies the IT. Put
together, these weaknesses lead to “Decision Support System” (DSS) with poor return
on investment and more critically, to business managers who do not have access to
trustworthy information. The SS-PM project investigates the possibility to make the
design and implementation of KPIs “self-service”.

2 Summary of Expected Tangible Outputs

This proposal is at the intersection between two research areas: Requirements Engi-
neering and Performance Management. It will focus first on the practice of identifying,
modeling, analyzing and validating requirements of business managers towards KPIs.
Various such models have been proposed in RE ([1, 2] or [3] are three notable
examples considered in this project, among many others), but none of them focus
specifically on indicators. It will also focus on Performance Management (PM),
referring to practices and models used in an organization to track and improve its

4 years project - Belgian national funds/FNRS (Expected 2021–2025).
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overall performance, by using famous PM models like the balanced scorecard [4].
Some room exists for improving the RE process of a PM system and to fix part of the
problem of KPI’s transparency and IT-ownership, mostly by letting users define
requirements by themselves. How so? With three propositions.

A) A new modeling framework for representing KPIs: various methods exist to define
KPIs. However, very few of them provide modeling support to actually formalize the
KPIs and the process to produce it: which transformation? On which data? Which
weights and decision rules? Why? When? This notation should be interpretable by
business people, and should ease the implementation of KPIs. Most importantly, it
would help business managers to have a clearer and more standard view on the KPIs;
B) AModel-Driven Engineering (MDE) framework for the computation of KPIs;DSS
systems rely heavily on the expertise of programmers (i.e., the “IT”), in charge of
developing and maintaining the solution. A change in the requirements results sys-
tematically in new developments by technicians. This takes money (cost of devel-
opment) and most importantly time, with a risk of bottleneck. We propose to design
and implement a processor for KPIs models (from Proposition A), which code and
internal functioning would depend on a business model produced by managers. This
model, under the form of simple visual artifacts, would allow managers to adapt their
indicators directly, without interference with analysts and technicians, and hence to
reduce the cost of implementing changes to indicators. This would also favor trust in
the indicators (managers know how the KPI is produced) and would ease comparison
with other instances of the same indicator (comparability, fairness, etc.);
C)Anew indicator processing visualization technique: MDE as discussed in A and B
does solve only part of the problem of trust in KPIs. Consumers of KPIs must have
access, somehow, to the mathematical/logical process applied in order to produce it.
MDE will drastically increase the trust that owners of the indicator have, but it will
not help improve the trust that all consumers of that indicator need in order to make
decisions. This project therefore also intends to produce a visualization tool,
building on the same MDE approach as in B, that will show to KPIs consumers the
process applied to compute an indicator. The visualization tool will not focus on the
indicator, but on the manipulations applied to raw data that have been used to
produce the indicator, with intermediary steps and values of that indicator.
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1 Summary of the Project

Modern software teams seek for a delicate balance between two opposing forces:
striving for reliability and striving for agility. In the former, teams optimise for
perfection; in the latter, they optimise for ease of change. Producers of software
intensive systems must deliver more features, faster without sacrificing product
quality. The drive towards faster release cycles only exacerbates the problem:
manual testing is not an option anymore; automating the bulk of the test load
is the only way out.

Objective. The objective of TESTOMAT is to advance the state-of-the-art in
test automation for software teams moving towards a more agile development
process. This allows to increase the development speed without sacrificing qual-
ity. To achieve this goal, the project improves software testing tools to make
them suitable for agile development. In agile development, tools should seam-
lessly integrate with today’s continuous integration environments. By applying
the state-of-the-art techniques on realistic use-cases provided by software testing
teams, the TESTOMAT Project consortium pushes the state-of-the-practice in
test automation to the next level.

Expected Tangible Results. The project will ultimately result in a Test Automa-
tion Improvement Model (TAIM) [1]. Inspired by similar improvement mod-
els like (CMMI, TMMI, . . . ) the model defines key improvement areas in test
automation, with the focus on measurable and achievable improvement steps
supported by tools for mutation testing, GUI testing and model-based testing
that are developed or improved in the project.

2 Achievements

Mutation Testing. The TESTOMAT consortium created two mutation testing
tools available under an open source license: Dextool and Timura. Dextool is
c© Springer Nature Switzerland AG 2020
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aimed at C++, mainly developped within SAAB Aeronautics1. Testura is aimed
at C# and is mainly developped by System Verification2.

GUI Testing. TESTAR [2]3 implements a scriptless approach for automated test
case generation at the GUI level via agents that use an action selection mecha-
nism. The TESTOMAT project has resulted in many extensions and improve-
ments of TESTAR: extracting a state model while testing, using genetic algo-
rithms to evolve the best action selection strategy and extending to the testing
of web application using the Selenium WebDriver.

Model Based Testing. There are several partners working on Model Based Test-
ing. Axini has a toolset AMS that supports a model-based testing for complete
automation of the testing process: automatic test-case generation, execution
and evaluation. The TESTOMAT project has resulted in many extensions and
improvements of AMS. To name a selection: model-based testing of documenta-
tion generation engines, visualization of complex transition systems via semantic
zooming, a modeling language for protocol/interface/api, an MBT course for the
University of Amsterdam and the Open University. We have applied our app-
roach and tool-set at Akka, ProRail and Achmea.

Measurable Improvements. The project defined three key-performance indica-
tors: Test Effectiveness, Test Speed, and Product Quality. The nine use case
providers in the project (SAAB, Kuveyt Türk, FFT, Alerion, Ericsson, Ponsse,
AKKA, Prodevelop, Bombardier) adopted an iterative approach and measured
the improvement on each of these KPIs. The results will be made publicly avail-
able at the end of the project.

Maturity Assessment. We conducted a test automation maturity survey, collect-
ing responses of 151 practitioners coming from 101 organizations in 25 countries.
We made various observations regarding the state of the practice and deduced
a benchmark for assessing the test automation maturity of an agile team. The
benchmark resulted in a self-assessment tool for practitioners to be released
under an open source license.

Increase Technology Readiness. The project operated in between technology
readiness levels 4 (validated in the lab) to 6 (prototype tested in intended envi-
ronment). Several tool prototypes (both academic and industrial) have been
deployed under realistic circumstances pilot projects. Several ideas have been
adopted by tool vendors and consultants in the project and are ready to be
incorporated in the normal offerings.

1 https://github.com/joakim-brannstrom/dextool.
2 https://github.com/Testura/Testura.Mutation.
3 https://github.com/TESTARtool/.
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1 Summary of the Project

1.1 Objectives

The vision of the H2020 funded project SPIDER (https://spider-h2020.eu/) is to deliver
a next-generation, extensive, and replicable Cyber Range as a Service (CRaaS) plat-
form for the telecommunications domain and its fifth-generation (5G). The proposed
solution takes into account all relevant advancements and latest trends and capitalizes
on the current state of the art offering a synthetic and sophisticated war-gaming
environment. Additionally, SPIDER features integrated tools for cyber testing
including advanced emulation tools, novel training methods towards active learning as
well as econometric models based on real-time emulation of modern cyber-attacks.
Indeed, SPIDER’s basic objective is not only to train professionals in 5G security but
also to provide tools able to improve the user capability of predicting the evolution of
cyber-threats and to analyse the associated economic impact and cost that is brought
with the attack.

Duration: 1st July 2019 – 30th June 2022 (36 months).
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1.2 Expected Tangible Results

The main expected outputs of the project is the delivery of a cutting edge CRaaS
platform able to offer to its intended users a digital gamified and serious game-based
learning environment capable of training experts and non-experts. The envisioned
platform represents also a serious gaming repository for sharing training material, as
well as a realistic cybersecurity training infrastructure and brokerage facility for
cybersecurity situation awareness, hands-on exercise experience and skills develop-
ment in key cyber defence areas.

2 Summary of Current Project Results

During the first 9 months of the project, the consortium partners conducted studies
towards the analysis, collection, and extraction of SPIDER user requirements that the
architecture development must address. A fundamental step during this preliminary
work was to define the 5G cybersecurity threat landscape, and the related SPIDER
actors, to outline the possible attack scenarios which the SPIDER’s training platform
should address. Based on these outputs, functional requirements have been extracted
and grouped by the identified SPIDER actors, assigned a priority. Finally, functional
requirements were mapped to non-functional requirements. In addition, and due to the
lack of real data containing attacks for training purposes, SPIDER has investigated the
application of Generative Adversarial Networks to the generation of synthetic network
attacks. The use case analysis led to the definition of three pilot use case scenarios,
described in the following:

A. CYBERSECURITY TESTING

A1. Cybersecurity Testing of 5G-ready applications and network services
The first use case focuses on representing the end-to-end network services through
their entire lifecycle, and on the orchestration of 5G ready applications and network
services. The goal is to validate SPIDER in terms of its ability to support testing,
performance evaluation and security assessments of new security technologies.
A2: Cybersecurity of Next Generation Mobile Core SBA
Here the objective is to develop and testing the use of new cybersecurity tools based
on machine learning which simulate adversarial techniques and tactics. The main
aim is to address the new risks produced by the pervasive encryption in the 5G
networks Control Plane (SBA).

B. 5G SECURITY TRAINING

B1: 5G Security Training for Experts
Experts will be trained on defending to potential threats using the SPIDER platform
both in team or self-paced scenarios. Also, blue and red team exercises will be
implemented and tested as there is an educational gap in the already existing
platforms.

A CyberSecurity Platform for vIrtualiseD 5G cybEr Range Services (SPIDER) 641



B2: 5G Security Training for Non-Experts
In this scenario, non-experts in cybersecurity will be introduced to cutting edge 5G
technologies and its evolving cybersecurity landscape. The goal of this use case is
to validate the 5G security gamification solution in realistic scenarios and provide
input to the exploitation of the solution aSter the end of the project.

C. CYBER INVESTMENT DECISION SUPPORT

The goal of this use case is to develop a decision support process integrated within the
cyber range that can assist the relevant stakeholders to not only determining optimal
investments to cybersecurity controls, but also in taking the necessary steps to
implement them.
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1 Summary of the Project

1.1 Objectives

The influence of software on our daily lives is continuously growing. Software is
everywhere. Unfortunately, high quality software is not everywhere. Studies show
that software failures exist and they have far-reaching implications in terms of
money, safety and privacy. Hence, guaranteeing the quality of software through-
out all the different development processes is increasingly important. However,
in practice many things often go wrong during software development projects
due to uninformed decisions being taken along the whole process. And these are
not isolated cases, some already go as far as arguing that there are signs of a
‘coming software apocalypse’ [1]. Reasons for taking the wrong decisions during
software development are: (1) the amount of information, and (2) the lack of
proper documentation.

During a typical development process there are interactions of many stake-
holders, at very different abstraction levels, and often over ambiguous and incom-
plete documents. This makes the integration and even more the maintenance of
software systems extremely difficult and costly. The DECODER project pro-
poses a solution to this problem having as its main objective:

Build a smart environment that could assist and help developers, analysts,
reviewers and testers to improve the software development process.

The DECODER environment will give support to properly handle project
knowledge derived from all different software development artefacts like: source
code, specifications, informal documents, tests, etc. DECODER will provide a
map through the software project intelligence fulfilling the need for instantaneous
access to its documentation, abstract models, verification data and traceability
matrix. This is needed to take better decisions.

This work has been developed with the financial support of the European Union’s
Horizon 2020 research and innovation programme under grant agreement No. 824231.
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Fig. 1. The Persistent Knowledge Monitor and its surrounding tools

1.2 Expected Tangible Result

One of the core results of DECODER is the Persistent Knowledge Monitor
(PKM). It will provide a “central” infrastructure to store, access, and trace
all the persistent data, information and knowledge related to a given software
or ecosystem. The rest of the project results are: tools for feeding the PKM with
artefacts from different phases of the development lifecycle, tools for querying the
PKM to obtain information to make the right decisions during different phases of
the development lifecycle. The PKM will have a common communication schema
to facilitate these interactions. This is depicted in Fig. 1.

2 Summary of Current Project Results

At the current status of the project, there is a first release of the PKM as a
MongoDB together with a PKM API for queries, creating reports and manage-
ment of users, access to artefacts or the traceability matrix. At the same time
the tools for feeding and querying are being connected and different techniques
are being researched for generating knowledge (see Fig. 1). A methodology has
been defined for different stakeholders on how the PKM can be used to assist
them in their responsibilities along the software development life-cycle. Stake-
holders that are distinguished are: developers, reviewers, and maintainers. Their
tasks, and the techniques they use, have been studied and the different artefacts
have been mapped onto these. Finally, the pilot systems have been defined and
research questions have been defined for the case studies that will evaluate the
DECODER results.
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1 Summary of the Project

The ELSE project aims to design and disseminate a strategy and appropriate ICT tools
to achieve the fundamental European goal of redesigning Higher Education, facilitating
the application of Bologna principles across Europe [1, 2]. Two fundamental principles
of Bologna remain unrealised: 1. Students continue to be peripheral to the process of
knowledge co-construction; 2. the potential for true pedagogical innovation through
new technologies that can enhance the learning experience is underexplored.

The ELSE project aims to design an innovative (ELSE) e-learning environment
based on learner-centred pedagogies which can activate students’ learning process
through problem-solving, learning-by-doing, gamification, and digital information
research. The Flipped Classroom paradigm is used where homework activities are
moved from after the class to before the class, students have a first touch with the
subject at home, and practice, extra material and questions are conducted later during
the class. The project also aims to demonstrate to teachers that these opportunities can
be realised through the application of Higher Order Thinking ICTs.

2 Summary of Current Project Results

The ELSE learning environment offers teachers with the opportunity to structure their
courses using multiple Moodle activities, three of which are novel and offered by the
ELSE project via three tools: EVOLI (https://evoli.altervista.org/), E-Core and E-Dash
(currently not accessible online). EVOLI is a video-tagging tool that enables teachers to
upload their own videos that students can access before class. Students can tag specific
time points of the video to demonstrate their comprehension, which teachers may
access and review. With E-Core teachers create their own game scenarios based on the
course they teach. By their performance in playing the game, students demonstrate their
comprehension of the specific subject. The E-Dash tool aims at harmonizing Moodle
with the flipped classroom concept. Moodle needs to accommodate the innovative
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activities that will be assigned to students for studying at home prior to the class. This
requires the integration of new external flipped classroom tools via Moodle’s LTI. With
E-Core and EVOLI integrated into ELSE Moodle, teachers can provide students with
links within each course’s content, enabling them to use these tools. A teacher is
allowed to combine the different tools within the same course and section. Conse-
quently, students’ learning data such as grades, progress and comments need to be
retrieved from the external tools and stored in the Moodle course, in order for the
teacher to have a complete image of the students’ performance and needs. This has led
to the need for the development of a comprehensive dashboard. The E-Dash tool thus
offers combined and mixed learning data, including grades, comments, questions and
more for each student. These data assist teachers to gain an overall picture of their
students’ performance, grades, and whether the students have tried the various activities
or not. For a teacher, a board combining the data of all students of a specific course, and
a separate personalized board for each student of the course are offered. For students,
their learning data for each enrolled course are presented separately. All learning
activities are categorized based on: (i) whether the activity is “mandatory”, “optional”
or “recommended”, and (ii) whether the activity is used as “flipping”, “during” (the
class), or “after” (the class). By selecting an activity, teachers and students have access
to a visual aggregated overview of the accomplishments, in different formats depending
on the data produced by each activity/tool.

The ELSE e-learning environment was recently presented to teachers across Europe
through a workshop. The aim was to collect initial feedback on design, functionality and
usefulness of the tools. Regarding the E-Dash tool in particular, the feedback collection
process included a large focus group session discussing aspects of the tool, and a user
survey (i.e. questionnaire). The responses to the user survey (70 participants) suggest
that the usefulness of the tool is evident. Due to space limitations, we will mention a few
key points on the results related to visualisation of data, since this is a key aspect in
monitoring and comprehending progress. Qualitative and quantitative feedback col-
lected on this aspect further illustrate the tool’s overall influence. We are currently in the
process of improving this aspect by considering qualitative comments, such as: “im-
prove visualisation”, “need of an achievement bar for students”, “data shown by the tool
is not exhaustive” in alignment with quantitative results such as: 93% prefer mixed data
(e.g. rubrics mixing quantitative and qualitative data) to better understand a student’s
progress in a course, and 78.6% prefer a combination of text and charts to view student
data. Beyond the project scope alone, results and improvements on visualisation aspects
will lead to contributions to the research, scholar and student communities in terms of
designing more effective, useful and pleasing data visualisation for student self-
monitoring and teacher monitoring of student progresses’ within e-learning platforms.
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1 Summary of the Project

1.1 Challenges and Objectives

“Extended Reality” (XR) systems are advanced interactive systems such as
Virtual Reality (VR) and Augmented Reality (AR) systems. They have emerged
in various domains, ranging from entertainment, cultural heritage, to combat
training and mission critical applications. As the complexity of these systems
keeps increasing, testing is getting more complex too. Current toolsets do no
propose XR testing technology beyond rudimentary record and replay tools
that only work for simple test scenarios. The following challenges need to be
addressed:

1. Fine-grained interaction space. XR systems more accurately reflect the
real world, so they allow fine grained, almost continuous, interactions. Also,
XR worlds are inhabited by independent and dynamic entities simulating
the corresponding real world entities. They interact with the user as well
as with each other, and often lead to emerging behavior. These result in an
interaction space far larger than in traditional interactive digital products,
and intractable by existing automated testing approaches.

2. Assessing user experience (UX). High quality UX is very important for
XR systems. If it is not smooth enough, is too boring, or too overwhelming,
the users become unhappy, annoyed or can make mistakes. The latter is a
serious concern for mission-critical XR applications. Since manually assessing
the UX quality is very labour intensive, automation is needed. Unfortunately,
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existing tools are too simplistic and lack deeper models of human emotion
and cognitive capabilities to be able to judge the different emotional states
that an interaction event might evoke on users. Moreover, they are not able
to deal with the diversity of users nor are they able to judge the progression
of the UX that is built up over time as users engage in long term interactions.

The IV4XR project aims to build a novel verification and validation technology
for XR systems based on techniques from AI to provide learning and reasoning
over a virtual world. The developed technology enables XR developers to deploy
powerful test agents to automatically explore and test the correct parameters of
their virtual worlds as they iteratively develop and refine them. In addition, user
experience is an equally important aspect for all XR systems. We will therefore
also develop socio-emotional AI to enable test agents to conduct automated
assessment of the quality of user experience and parameterization by different
demographic and socio economic types, such as male, female, young, and elderly.

1.2 Expected Tangible Result

1. A multi-agent framework to automate XR testing tasks featuring: reasoning
agents, search algorithms to generate test coverage, automated UX assessment
through a computational model of emotion, and automated learning AI. This
will be provided open source.

2. A set of guidelines on how to integrate IV4XR framework and target XR
systems. This will be supported by examples from the pilots that will be run
during the project.

3. Studies assessing the effectiveness of the IV4XR technology.

2 Summary of Current Project Results

An initial version of the underlying multi-agent framework of IV4XR, called
Agent Programming Library or aplib1, has been released [1]. Aplib is inspired
by the Belief-Desire-Intent(BDI) model of intelligent agents a la [2]. It fea-
tures a novel layer of tactical programming that provides an abstract way for
agent-programmers to exert imperative control on the underlying reasoning-
based behavior of agents. as they search for solutions. So-called tactics can be
defined to enable agents to strategically choose and prioritize their short term
actions and plans, whereas longer term strategies are expressed as so-called goal
structure, specifying how a goal can be realized by chosing, prioritizing, sequenc-
ing, or repeating a set of subgoals. A preliminary experiment on the viability of
using this framework to automate testing tasks showed a promising result2.

1 https://iv4xr-project.github.io/aplib/.
2 The experiment (using a configurable small 3D game) is available at https://github.
com/iv4xr-project/iv4xrDemo.
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