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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

The HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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Awareness and Working Knowledge
of Secure Design Principles: A User Study

May Almousa1, Mahsa Keshavarz2, and Mohd Anwar1(B)

1 North Carolina A&T State University, Greensboro, NC 27401, USA
manwar@ncat.edu

2 Northern Arizona University, Flagstaff, AZ 86011, USA

Abstract. Software systems are everywhere, and therefore, software
security breaches impact every enterprise system. Although the software
engineers and system developers are provided with various secure soft-
ware development guidelines and processes, attacks exploiting software
vulnerabilities are on the rise. The prevalence of software vulnerabili-
ties and the increasing number of hacked enterprise systems underline
the need for guidance in the design and implementation of secure soft-
ware. If the software engineers and system developers consider apply-
ing and implementing the Secure Design Principles (SDPs), the enter-
prise systems would be secured against many types of attacks. In this
research, we conducted a survey study among participants who have
experience in designing and/or developing software (such as native appli-
cation, browser application, or mobile application) to test their familiar-
ity and working knowledge of SDPs. We also explored if the demographic
variables (age, gender, experience, education) are associated with their
knowledge of SDPs. We also discovered misconception of secure design
principles and gathered participants’ opinions on the ways to implement
SDPs.

Keywords: Secure software engineering · Secure design principles ·
Survey · Software developers

1 Introduction

Nowadays, IT systems and software are predominantly used to conduct many
types of critical and important business and operational tasks. In many indus-
tries, such as healthcare, banking, finance, government, and e-commerce, the
information stored and communicated using IT systems is of confidential
nature [8]. The confidential nature of such information requires adoption of well-
designed security mechanisms in systems and software tools to keep the private
and confidential data of individuals and organizations protected from malicious
attacks, and unauthorized access.

In the software and system development field, security refers to the process of
implementing special purpose mechanisms that ensure confidentiality, availabil-
ity, and integrity of the system and information objects. Information security is a
c© Springer Nature Switzerland AG 2020
A. Moallem (Ed.): HCII 2020, LNCS 12210, pp. 3–15, 2020.
https://doi.org/10.1007/978-3-030-50309-3_1
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continuous process in a system that aims to maintain availability, confidentiality,
and integrity of the data stored or communicated by the system. With security
mechanisms, system developers target three key components of security:

• Integrity: Ensuring that information is protected from being modified by
unauthorized users.

• Confidentiality: Concealment of system’s resources, information, and pro-
cess against unauthorized access. It mainly refers to access control mecha-
nisms, which depend on policies of allowing or not allowing system access
requests.

• Availability: Availability requires a system to be accessible for the autho-
rized users.

In the field of software development, standardization of security mechanism
exists in different forms such as certification, encryption strength, authentication
metrics, etc. Together with the security standards, the software engineers and
system developers are expected to follow some secure design principles that
recommend best practices in implementation of security measures in a system.

In this research, we conducted a survey to examine the familiarity and under-
standing of secure design principles among participants who have experience in
designing and/or developing software.

Our contribution in this paper is to discover whether the software engineers
and developers are aware of and have working knowledge of the Secure Design
Principles. Also, our study investigates correlation between the knowledge gap
(e.g., examine the association and the demographic variables such as age, gender,
experience, education and the lack of knowledge of Secure Design Principles).

This paper is organized as follows. Section 2 provides background information
on secure design principles. Section 3 contains a discussion of related work, and
in Sect. 4, we discuss our approach on the study. In Sect. 5 we present our results,
and lastly, Sect. 6 concludes with a recommendation for future work.

2 Background Information

In the field of information systems, principles of secure design (also known as
secure design principles) operate as fundamental concepts that define the ways
various security mechanisms should be designed and implemented. The scope of
principles of secure design is not limited to just the technological aspects, rather
it also accounts for the human factor aspects of the system mechanism. Many
of the commonly adopted principles of secure design are derived from factors of
non-technical aspect of the system, such as the principle of least privilege. Each
of the security design principle establishes some level of restriction in allocating
privileges on basis of specific criterions or attempts to minimize the level of
complexity in security mechanism to reduce probability of failure in the security
mechanism [10]. According to [11], the secure design principles (SDPs) are as
follows:



Awareness and Working Knowledge of Secure Design Principles 5

– Principle of Least Privilege: In accordance with the secure design principle
of least privilege, a user should always be allocated only the access privileges
that are absolutely needed by the user to complete the assigned tasks. The
first line of defense of in security is applying principle of least privilege to
access controls.

– Principle of Fail-Safe Defaults: According to this secure design principle, as
a default system behavior, the system should deny a user access to an object
unless a user is explicitly provided access to that object. In addition, principle
of fail-safe defaults assures the ability of a user to rollback. For example, if a
user tries to complete a transaction and the system fails, the system should
be able to rollback.

– Principle of Economy of Mechanism: This security design principle states that
design of a security mechanism implemented in a system should always strive
to remain as simple as possible.

– Principle of Complete Mediation: The security mechanism implemented by
this principle requires that system must verify every access request to every
object before allowing access. In another words, every access request should
be mediated by the system.

– Principle of Open Design (Security by Obscurity): This principle stipulates
that the level of security achieved by a mechanism should not depend on the
secrecy of its design or deployment method.

– Principle of Separation of Privilege: As per this principle of secure design, in
design of a system, access to an object should not be granted on the basis of
a single access criterion getting satisfied.

– Principle of Least Common Mechanism: This principle of secure design
requires that the mechanisms that are used to access resources should not
be shared.

– Principle of Psychological Acceptability: This principle argues that human
interface needs to be designed for ease of use so that users routinely and
correctly apply the protection mechanisms.

The prevalence of software vulnerabilities and the increasing number of hacked
systems show the high demand to improve the development of secure software. If
the software engineers and system developers consider applying and implement-
ing these SDPs, their systems would be secured against many types of attacks.

3 Related Work

Secure Design Principles provide a general guideline to the system developers
in designing of security mechanisms, which are applicable for a wide variety
of software, web-tool, system, and application development processes [2]. The
Secure Design Principles exist as an abstract concept rather than a specific
requirement, allowing flexible and convenient adoption of the principles of secure
design.

The secure design principles are also applicable on the networking and com-
munication protocols. The versatility of secure design principles is useful for



6 M. Almousa et al.

deployment of security mechanisms in interconnected world of Internet of Things
(IoT) [7]. The use of design principles enables networking protocols to achieve
security while being lightweight and less burdensome on utilization of resources.

The secure design principles also emphasize practicality of the secure systems.
It is the theme of secure design principles that targets simplicity and thorough-
ness in security mechanisms [1]. In this manner, the secure design principles
require security mechanisms to not com-promise with usability or performance
of a system.

The US Department of Defense (DoD) widely uses secure design principles
for computer security. Some of the security experts like [11] list secure design
principles as a set of precisely worded statements. Others refer to these principles
as a collection of fundamental concepts. Since the first release of secure design
principles, more principles have been added such as easiest penetration, weakest
link, effectiveness, and adequate protection, which demonstrates a wider scope of
security thinking. However, Smith (2012) [13] believes that in modern informa-
tion security, some of these principles such as economy of mechanism, complete
mediation and psychological acceptability do not play a central role. Economy of
mechanism has been left far behind in both the profit-oriented and free software
communities. Due to the distributed nature of modern net-work security, com-
plete mediation has become impractical. Higher cost is a likely trade-off when
deciding to adopt the security measures that has “psychological acceptability,”
which has more importance now.

Understanding the secure design principles is a big challenge. Reference [6]
observes that access control, which is related to principle complete mediation,
is a big challenge in organizations. Developing a shared understanding of policy
between different stakeholders is a daunting task. The reason is that those who
make policies are not the same as those who implement these policies. In [6] 12
semi-structured interviews with security practitioners were conducted using a
new interface named AuthzMap to realize how people make sense, review access
of users, and to identify the challenges in reviewing implemented access policies.
The other challenge is expressing policies in role-based access control (RBAC)
for resource owners. Authors of [5] discussed about this issue and used natural
language to solve this problem. For understanding effective access policy in case
of conflicting access rules, [9] proposed a new UI named “expandable grid”.
Expandable grid helps end-users of commodity Operating Systems to understand
the access policy and solved the issue of conflicting access rules that happened
in Windows file system.

Researchers [15,16] describe principles for secure systems design with an
emphasis on groupware and believe that a reason for this concern is a lack of
principles of secure information system designs that may be used when selecting
or creating control measures. Most security experts agree that security by secrecy
is a flawed tactic as there is a chance of threats going undetected [4]. Sistla et al.
(2008) [12], designed a verification technique to check for the satisfaction of
complete mediation property directly on code from Java standard libraries.
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Issues such as lack of knowledge and not paying attention to principles will
cause security violations. For example, [3] studied on design flows of SmartApps.
They discovered that although SmartApps implements a separation of privilege,
principle of least privilege is not considered, and this causes design flaws. The
results estimate that over 55% of SmartApps in the store are over-privileged.

Syverson (1996) [14] discusses the limitations of design principles for crypto-
graphic protocols. The paper illustrates the limitations by examining principles
involving the encryption of signed data or signing of encrypted data. This paper
concluded that it is better to use design principles at the beginning for guiding
the preliminary design, in the middle by looking at the motivation for applying
the principle to see if the motivation best served by following the principle or
not, and at the end of designing a protocol to check that there is no possibility
for violating the design.

4 Study Design

Nowadays, there are significant increase in the number of flaws and security
vulnerabilities in different software and systems. Software developers spend years
releasing patches and updates to fix the design flaws in an ongoing basis.

A reason behind high number of flaws and security issues being present in
software is attributed to extensively complex software structure. Another reason
is the lack of information or awareness of best practices such as secure design
principles, which contributed significantly to the flaws and security issues in
systems.

Our research study attempts to assess whether software developers or design-
ers lack awareness and knowledge of the secure design principles. To test this
argument, a questionnaire-based survey method was utilized with the objective
of identifying the level of familiarity with principles of secure design among soft-
ware engineering students and software developers. Analysis of answers provided
by the survey participants will reveal whether or not secure design principles are
applied by software developers.

4.1 Survey Design

To achieve the goal of this study, we only recruited people who have experience
in software engineering and development. The survey started with informed con-
sent, where our participants can agree or disagree to participate in the survey.
The first set of survey questions are related to the participants’ demographic
information such as age, gender, experience, and education. The main part of
the survey included 30 questions designed to gain insights into knowledge, famil-
iarity, and use of the secure design principles among participants. To gain most
accurate information from the participants, questions will be asked in different
forms, including open-ended questions, and rating scale based questions (on 1–
5 Likert scale items - strongly agree, agree, undecided, disagree, and strongly
degree). These are some samples Likert items of the survey:
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– By default, the user should have full access rights (e.g., Read-Write-Delete).
– Applying more security mechanisms will help your system to be more secure
– The simplicity in design and implementation of software is helpful for decreas-

ing the possibilities of system errors.
– A security mechanism depends on secrecy of its design or implementation.
– Unless a user has explicitly been given access to an object, it should be denied

access to that object.
– If a user has been verified in the system once, the users should be treated as

a valid user for subsequent requests without the need for further verification.
– A secure design principle restricts a user from reassigning or sharing privilege

with another user.
– A secure software system should have a minimum number of mechanisms.

4.2 Survey Sample

To avoid any kind of bias in the data collection process, participants were selected
belonging to different age and education levels. Also, we used random selection
to reduce skewness. The objective of the survey is to get insights into knowledge
of principles of secure design among software engineers with experience of soft-
ware designing, therefore, only participants over the age of 19 were accepted as
participants. In the survey, all the participants are located in the USA and they
included 18 computer science graduate students and 33 software developers and
engineers working in the industry. The students were recruited through flyers
that were distributed among the computer science graduate students at North
Carolina A&T State University. The inclusion criteria were that the students
should have experience in software engineering and development. The students
experience in software development and security, and their knowledge of design
principles can be gained from the courses that they took during their studies
in graduate and undergraduate levels. The flyer is also posted in the Amazon
Mechanical Turk (MTurk) website.

For a research study to get accurate results from a sample population, it is
very important avoid selection bias. Keeping this into consideration, 33 partici-
pants got selected in an automated random manner by hiring services of Amazon
Mechanical Turk. This platform has millions of users ready to take a survey. How-
ever, we put premium qualifications for the Amazon Mechanical Turk workers.
So, only workers with the chosen qualifications can access the survey link.

4.3 Survey Distribution

The survey was distributed among all volunteers who met the inclusion (software
engineers/software developers or graduate level software engineering students)
and exclusion criteria (English speaking participants only). To make the survey
more convenient for the participants, we used a popular digital survey platform
“Survey-Monkey”. We collected 51 responses form the participants. All the par-
ticipants – students and MTurk workers received $5.00 gift card after completing
the survey.
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5 Results

The 51 participants in this research survey covered a wide range of demographics.
The most popular age category was 25 to 34 (42%), but 18 to 24 and 35 to 44
were also strongly represented at 18% and 28% respectively (as shown in Fig. 1
below). The remaining 12% was split evenly between 45–54 and 55–64. Both
females and males were represented at 30% and 70%, respectively.

Fig. 1. Distribution of participants’ age groups

Education was predominantly at a bachelor’s degree level (59%); 22% were
at master’s degree Level and 12% at PhD degree level. Those below a bache-
lor’s degree reported being at an associate degree level (8%) (as shown in Fig. 2
below).

The self-described level of experience in developing software was mostly Inter-
mediate (57%) with a slight skew to Advanced (27%) over Low (16%). Quantita-
tively, reported years of experience in software design and development showed
a similar distribution with the highest reported category being 1–3 years (35%),
and high levels of representation all the way to 10% in 10+ years. Only 15% of
respondents had less than one year of experience.

The results from this survey highlighted many areas where there is currently
a misunderstanding of secure design principles. For the 28 multiple-choice ques-
tions, only 23% of respondents were both correct and confident. Another 31%
were correct but not quite confident (e.g. “Agree” instead of “Strongly Agree”).
Consequently, the remaining 46% of responses were either uncertain or incorrect.
The “easiest” question in the set still only had 51% of respondents answering
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Fig. 2. Distribution of participants’ education level

correctly; the “most difficult” question saw no respondent answering correctly.
Figure 3 below demonstrates the participant’s performance in a box-whisker plot.

It can be tested whether respondent performance depends upon education
level. First, to investigate if there is any performance difference between respon-
dents with Associate and bachelor’s degrees, we conducted a t-test where the null
hypothesis is that there is no significant performance difference between these
two groups; the alternative hypothesis is that there is significant performance
differences between the respondents of two education levels. Using the mean
performances of Associate (56%) and Bachelor’s (53%) degrees, we computed a
t-value magnitude of 0.36. Since the critical magnitude for a two-sided test with
95% confidence is 2.04, the null hypothesis cannot be rejected; the performance
of Associate and Bachelor’s degrees are not discernibly different.

A similar analysis can be conducted to test if Master/PhD degrees perform
better than that of Bachelor’s degrees. The null hypothesis is that average perfor-
mances are equal; the alternative hypothesis is that master/PhD degrees outper-
form Bachelor degrees. Comparing the mean performances of Bachelor’s (53%)
and Master/PhD (55%), the associated t-value is 0.80. The critical magnitude
for a one-sided test with 95% confidence is 1.68. Therefore, the null hypothe-
sis cannot be rejected; the data does not suggest Master/PhD degrees perform
better than Bachelor’s degrees.

An ANOVA was used to test if any of the levels of experience influences
performance. The null hypothesis is that all levels of experience perform equally
well; the alternative hypothesis is that at least one of the categories performs
differently than the rest. Starting with the less than 1 year experience category
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Fig. 3. The participants’ performance on the Likert scale questionnaire

and progressing to 10+ years, the mean performances are 52%, 54%, 55%, 56%,
and 51%. The computed F-value is 0.17, less than the F-critical of 2.57. There-
fore, the null hypothesis cannot be rejected; no level of experience is discernibly
different in terms of the knowledge of secure design principles than the rest.

On the matching question on the definition of some secure design principles,
there was only 50% correctness on three of the five assignments, though, the most
popular answer for each assignment was correct. This is again only marginally
better than random selection.

The most troubling multiple-choice question on the knowledge of least privi-
lege principle was “Access rights of users should be assigned based on their roles
(higher role, more access rights)”. Here 53% of respondents agreed and a further
35% strongly agreed, opposed to the correct answer (only access rights should be
assigned that are required for assigned tasks): strongly disagree (0%), suggesting
that there is an overemphasis on the importance of user roles in the granting of
access rights.

Three other questions were also widely mistaken and showed a common
theme of knowledge gap:

– A complex security model ensures a secure software;
– More security mechanisms will always help a system to be more secure;
– A secure software system should have a minimum number of mechanisms.

For these questions only 6% (age group: 25–34), 2% (age group: 25–34), and
6% (age group: 25–34) of responses were fully correct, significantly outweighed
by the 78–88% undecided or incorrect. It appears there is an enormous gap in
understanding the primary design components of a secure mechanism and how
that is best carried out in practice.
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The question most correctly answered by respondents (51%) was a disagree-
ment to the following statement: by default, the user should have full access
rights (e.g., Read-Write-Delete); still, 27% of respondents were either uncertain
or incorrect.

No other question received more than 50% correctness, but following pattern
emerged when looking at the next best-answered questions:

– It’s better to grant a user a range of access rights (e.g., Read-Write-Delete),
even if the user does not need all;

– Unless a user has explicitly been given access to an object, it should be denied
access to that object;

– A secure design principle restricts a user from reassigning or sharing privilege
with another user.

– Respondents were best able to recognize that permissions should be granted
carefully and only for specific reason.

Grouping the questions by principle and analyzing performance, the Princi-
ples of Psychological Acceptability and Separation of Privilege were the two most
frequently correct answers at 60.8%. The most incorrectly answered questions
covered the Principles of Least Common Mechanism and Economy of Mecha-
nism, with only 46.8% and 44.1% correct responses. The other four principles
fell in the middle, between 54% and 60% (as shown in Fig. 4).

Fig. 4. The participants’ performance for each principle

Of the five questions where a design principle to be matched with their appro-
priate description, economy of mechanism was most correct (73%). In subsequent
order of recognition were: least privilege (60%), complete mediation (59%), sep-
aration of privilege (35%), and fail-safe defaults (32%).
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Statistically, the results are better than random chance, but what these
results seem to highlight most is how unique and recognizable the names of
the principles are, rather than any previous knowledge of the principles. In the
multiple-choice questions, a prevalent and erroneous view was that secure sys-
tems would have greater quantity and more complex mechanisms in place than
that of non-secure systems. This reveals the inability of respondents to correctly
identify the economy of mechanism, the most correct choice of the five principles
by far.

One possible metric of respondents’ interests in the secure design principles
perhaps is the length of responses to the essay question. The question asked
was, “what should be done to ensure that secure design principles are applied
in developing software?” We received a response from 46 of the 51 participants.
Of those who responded, only 19 provided a substantial answer with more than
100 characters; 15 were between 30 and 100 characters, and 12 were fewer than
30 characters (as shown in Fig. 5).

Fig. 5. The number of characters per response

The quality of the answers was comparable with the results from the previous
sections. It evidenced the misunderstanding of secure design principles and the
absence of knowledge on the topic seen in short, generic statements without men-
tion of underlying fundamentals. Some of the meaningful/concrete suggestions
from participants were:

– A balance of usability and security in needed since programmers lean on
usability too much thus throwing security out of the window.
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– Software development companies need security experts that are available to
do testing, and make sure that resources are being used accurately, and safely
to prevent risks to user’s data.

– Companies with software developers should have a training program held
every 1 to 2 years for its employees.

– Use of agile software development model help the developers to design, test,
implement, and review to achieve better security.

– Computer security is a continuous process dealing with confidentiality,
integrity, and availability on multiple layers of a system.

– Financial penalties for those who don’t do follow the secure design principles
will force them to follow all the principles carefully.

6 Conclusion and Future Work

In conclusion, security of software systems has a huge impact on our life. That is
why it is important for software developers and engineers to apply best practices
such as secure design principles and understand all principles of secure design. In
this paper we conducted a survey study to gauge if the software developers are
aware of or have working knowledge of the important secure design principles.
This study is very important, because there are many attackers who exploit
software vulnerabilities due to lack of knowledge of software developers. In this
paper, we gathered participants of different age, gender, education levels, and
levels of experience in developing software. Our participants include 18 computer
science students and 33 software engineers recruited from MTurk.

In this study various questions were asked to measure the participants’ knowl-
edge. By analyzing the results of this survey, we conclude that there is a knowl-
edge gap in secure design principles. It is shown that software developers are
not familiar with the concept of secure design principles or they do not know
how to apply and follow them in system design phase. We need to work more on
the problem of how we can improve the software engineers’ knowledge to pre-
vent security violations in the systems. Also, we need to make sure that there is
enough training, having knowledge about these principles is not enough. This is
a first step to understand the level of awareness of these principles, and further
studies are needed to understand more and find the ways to improve knowledge.

In the future, we plan to conduct a large-scale study and re-evaluate the
current survey instrument as well as test different hypotheses on the contributing
factors to the observed knowledge gaps. We will also consider the experience
levels of the participants in terms of different types of software development
environments as well as the types of software developed.
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Abstract. Human behavior is considered to be the weakest link in the
field of cybersecurity. Despite the development of a wide range of Aug-
mented Reality (AR) applications in various domains, no AR application
is available to educate users and increase their awareness of cybersecu-
rity issues. Thus, we developed a game based on AR techniques as an
Android app called CybAR. Since there have been few acceptance stud-
ies in the field of AR, it was particularly important to identify the fac-
tors that affect user acceptance of AR technology. This paper aims to
identify whether gamification features influence users’ acceptance of the
CybAR app and increase their cybersecurity awareness. The predictors
of CybAR app usage were derived from the extended unified theory of
acceptance and usage of technology (UTAUT2) with the addition of the
gamification factor. In this paper, we present the preliminary results of
a study addressing the impact of gamification features on acceptance of
the CybAR game. The theoretical model was tested in a quantitative
study using structural equation modelling, conducted in Australia, with
95 Macquarie University students. The findings indicate that there is
a significant relationship between gamification factors and behavioural
intention to use the CybAR app and actual use of the CybAR app.

Keywords: Cybersecurity · Gamification · Behavioural analysis

1 Introduction

While digital technology has enabled innovation, economic growth and produc-
tivity, it has also led to a dramatic increase in the number of cyber-attacks.
Several recent incidents of cyber-attack resulted in substantial financial losses to
a number of organizations [32]. Security professionals and researchers are there-
fore expending considerable effort to identify effective methods of increasing
cybersecurity awareness [14]. In this context, gamification is seen as a promis-
ing technology that can be integrated with cybersecurity awareness training to
tackle cybersecurity threats. Gamification can be defined as the application of
game design principles in non-gaming contexts [35]. The current project was
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motivated by the lack of research into the use of gamification through mobile
augmented reality (AR) techniques as an educational tool about cybersecurity
threats, with the aim of raising overall cybersecurity awareness. For this purpose,
an AR based game, CybAR, was developed for the Android platform to build
cybersecurity awareness. The main features of our AR game are its interactivity
and its graphic presentation of the negative consequences of careless cyberse-
curity behavior. Previous research on AR acceptance factors is scarce, leaving
an almost unexplored area of research. The UTAUT2 model was selected for
use in the present study since it incorporates the gamification feature construct,
thus providing opportunity for new insights into factors affecting the acceptance
of new technology. UTAUT2 is an extension of UTAUT, which had been iden-
tified as the most comprehensive and predictive technology acceptance model
[41,42]. Therefore, UTAUT2, with the addition of gamification factors, provided
the theoretical framework for this investigation of AR application acceptance.
Our study follows the authors’ recommendation in [6] that the UTAUT2 model
with gamification impact factor needs to be explored. Thus, in this study, gami-
fication was introduced as an independent variable in the conceptual framework
(see Fig. 1) to assess its relationship with the intention and use behaviour of
the AR app. The data were collected from 95 Macquarie University students in
Australia. Using PLS 3.0-SEM, the results showed that the gamification factor
had a positive association with behavioral intentions and use behaviour of the
CybAR app. Gamification can help to make cybersecurity awareness training
more enjoyable and increase users’ perceptions of the acceptance of a technology
[42]. To the best of our knowledge, the present study is the first to combine
UTAUT2 factors and gamification feature constructs in work on acceptance of
an AR app, using data from Australia. Hence it enriches the existing litera-
ture on AR app acceptance and provides new insights into how game techniques
influence individual behaviour toward risky cybersecurity practices.

2 Theoretical Background

2.1 Cybersecurity and Augmented Reality

The United States Army defines cybersecurity as a combination of the underlying
hardware, communication nodes, and a social layer of human and cognitive ele-
ments [17]. Dhamija et al. [18] reported that hackers could effectively target users
due to the public’s general lack of awareness about cybersecurity. Therefore, edu-
cation is vital to protect users against cyber-attacks. Many organizations provide
materials for preventing cyber-attacks, such as email bulletins or educational
websites. However, Kumaraguru et al. [25] found that these materials only work
if people continue to pay attention to them. Recently, gamification has emerged
as a promising technique to improve cybersecurity awareness and increase the
effectiveness of cybersecurity measures [22]. Several cybersecurity games have
been developed for this purpose to better engage users and change user behavior
to avoid cyber-attacks. The majority of these games are browser-based apps,
but it may be more effective to employ mobile phone game apps [43]. AR is
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a recently developed technology that enhances users’ experience by overlaying
computational information on to their reality [1,3]. In spite of the popularity of
widespread AR applications, there exists no AR based application that can be
used to educate users about cybersecurity attacks and help to raise their cyber-
security awareness. Azuma [5] defined AR as a type of interactive, reality-based
display environment that takes the capabilities of computer-generated display,
sound, text and effects to enhance the user’s real-world experience. AR combines
real and computer-based scenes and images to deliver a unified but enhanced
view of the world. AR systems have been used in different fields, such as educa-
tion, marketing, medicine, and tourism [4,26]. However, their application in the
context of education about a safe cybersecurity behavior has been less explored.
Accordingly, we developed an AR game, CybAR, whose purpose is to demon-
strate the negative consequences of risky cybersecurity behaviour and the value
of safe cybersecurity behavior. Our aim in this study is to identify the role of
gamification factor on affecting users’ acceptance of CybAR.

2.2 Unified Theory of Acceptance and Use of Technology (UTAUT)

Previous research in psychology and sociology has generated various theoreti-
cal frameworks to explain the relationship between technology acceptance and
usage. One of these is the unified theory of acceptance and use of technology
(UTAUT). UTAUT [41] was developed through a review and consolidation of the
constructs of eight well-known theories that previous researchers had employed
to investigate information systems’ usage behavior: the theory of reasoned action
(TRA), the technology acceptance model (TAM), the motivational model (MM)
[16], the theory of planned behavior (TPB), the PC utilization model (MPCU)
[40], innovation diffusion theory (IDT), social cognitive theory (SCT) [29], and
an integrated model of technology acceptance and planned behaviour (TAM-
TPB) [38]. The model identifies four factors [42]: performance expectancy, effort
expectancy, social influence, and facilitating conditions. Since its appearance,
the UTAUT model has been widely used to explore user acceptance of mobile
technologies [4], and has been tested and applied to several technologies [2,13].
Even though UTAUT provides a very detailed model, it has some limitations [33].
Therefore, the authors in [42] developed UTAUT2 in 2012, extending and adapt-
ing the theory to the consumer context. UTAUT2 now has seven factors: per-
formance expectancy, effort expectancy, social influence, facilitating conditions,
hedonic motivation, price value, and habit. Of the three new factors, hedonic
motivation was added due to its importance as a key predictor in much earlier
research [41], price because in a consumer context users must be able to afford
the costs associated with the service use, and habit, because previous studies
reported it to be a critical factor in the context of technology use [28]. In this
model, the moderating variables are age, gender, and experience; voluntariness
from the previous UTAUT is excluded. In our study, we dropped the moderat-
ing variables (age, gender, and experience) and the price construct because they
were not relevant in our study, and substituted them with gamification impact
as a construct variable.



Cybersecurity Avoidance Behaviour 19

2.3 Gamification

Mobile games are played by millions of adolescents and adults around the
world [9]. They are highly diverse in relation to their purposes, interactivity
and technology. Quality mobile games have been shown to improve concentra-
tion, enhance retention of information, and bring about behavioural change [34].
Over recent decades, mobile games - both serious games and gamification - have
been designed for serious purposes: to educate, motivate, and persuade users
in health, educational and other settings [11]. Serious games use gaming as the
primary medium, whereas gamification involves the addition of game elements
to non-game contexts as an innovative technique of influencing the motivation
or engagement of people to solve real problems [15], and driving behaviours
and producing the desired effect and results [11]. The potential for employing
serious games and gamification to educate users about cybersecurity has been
under-researched.

A small number of games to promote cyberattack awareness have been devel-
oped to better engage learners and change user behavior [22]. It has been claimed
that well-designed games for user education can effectively mitigate cyber threats
[43]. Examples of such games include CyberCIEGE [39] and anti-phishing gam-
ing tools [31,37]. Most of these games, however, are technically oriented and,
more importantly, are limited to web-based games. Although evaluations of these
games have demonstrated an improvement in players’ ability to identify phishing
websites, their designs are not particularly effective at teaching players how to
detect other forms of cybersecurity threat such as identity theft, ransomware
and phishing through social media networks. Accordingly, we incorporated in
our game all potential cyberattack techniques and which provides a more engag-
ing experience for the acquisition of practical and conceptual knowledge. In
this study, we show the potential effect of employing game mechanics and game
design techniques to influence users’ acceptance of an AR app using the UTAUT2
model.

3 Proposed Methodology

The research model proposed in this study is shown in Fig. 1. The theoretical
framework is based on a combination of factors derived from the unified the-
ory of acceptance and use of technology (UTAUT). The UTAUT factors are
performance expectancy, effort expectancy, social influence, hedonic motivation,
facilitating conditions and habit as predictors of behavioral intention. Behav-
ioral intention is also a predictor of use behaviour. The model also identifies
gamification factor as independent variable affecting behavioral intention and
use behavior.

3.1 UTAUT

UTAUT was considered to be the most complete model for predicting
information technology acceptance [30] until the development of UTAUT2
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Fig. 1. Research model.

(see Table 1). Compared to its predecessor, UTAUT2 shows significant improve-
ment in explained variance in studies of behavioral intention and technology
use [42]. It is therefore employed in the present study, which show the relation-
ship between independent variables (performance expectancy, effort expectancy,
social influence, hedonic motivation, facilitating conditions and habit) and
dependent variables, namely, behavior intention and initial use (adoption behav-
ior), in relation to an AR app.

Based on the results of previous studies, performance expectancy, effort
expectancy, social influence, hedonic motivation, facilitating conditions and habit
are expected to be the most important factors that directly influence the intention
of using the app [42]. Also, previous technology adoption studies mainly focused
on behavioral intent without actually assessing initial use. However, recent find-
ings have questioned the strength of the relationship between behavioral intent and
use behavior in various contexts [24]. In relation to the gamification factor, tech-
nology acceptance has attracted considerable attention in different areas but few
studies have applied UTAUT2 with gamification factor included in the model in
the context of Augmented Reality and cybersecurity awareness. Thus, the goal of
this study was to determine the impact of gamification as a predictor of behaviour
intention and use behaviour of the CybAR app. It is our belief that the use of
game techniques in a non-game context such as cybersecurity awareness will have
a strong impact, increasing the rate of users’ acceptance [6]. Therefore, the more
entertainment value the AR app can provide, the greater will be the acceptance
intention of users. Therefore, we hypothesised the following:

– Gamification impact will positively affect behavioural intention and use
behaviour of the CybAR app.
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Table 1. Comparison between UTAUT and UTAUT2

Constructs UTAUT definitions UTAUT2 definitions

Performance expectancy The degree to which an
individual that using the
system will help him or her
gains in job performance

The degree to which
technology will provide
benefits to consumers in
performing some activities

Effort expectancy The degree of ease associated
with the use of the system

The degree of ease
associated with the use of
technology

Social influence The degree to which an
individual perceives
important others believe that
he or she should use new
system

The consumers perceives
that important others
should use new technology

Facilitating conditions The degree to which an
individual believes that an
organizational and technical
infrastructure exists to
support use of the system

Consumers’ perceptions of
the resource and support
available to perform a
behavior

Hednise motivation Not considered The fun and pleasure
derived from using
technology

Price value Not considered Consumers’ cognitive
tradeoffs between
perceived benefits of the
applications and monetary
cost of using them

Habit Not considered The extent to which
people tend to perform
behaviors automatically
because of learning

3.2 Cybersecurity Awareness Game Using Augmented Reality
(CybAR)

There are some shortcomings in existing gamified approaches to education about
cybersecurity challenges. Thus, our goal was to replace training programs that
typically focus on reading about cybersecurity with a serious Augmented Reality
game that mimics the actual forms of cybersecurity attacks. One of the main
aims of CybAR was to provide more comprehensive education about cyberse-
curity attacks and to do so in a way that closely matches how they occur in
the real world. Another goal of CybAR was to educate a less technically sophis-
ticated audience to increase their awareness of the potential for cybersecurity
attacks in their day-to-day online behaviour, rather than to teach specific tech-
nical or management skills. Cybersecurity Awareness using Augmented Reality
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Fig. 2. (a) CybAR app. (b) CybAR main page.

Fig. 3. (a) Example of CybAR Task 1. (b) Example of CybAR Task 2.

(CybAR) is an AR mobile application game that not only teaches cybersecurity
concepts but also demonstrates the consequences of actual cybersecurity attacks
through immediate feedback. The CybAR application was developed using a
Unity and Vuforia platform (see Fig. 2) and incorporates a commercial AR tech-
nique developed for the Android platform. The main characteristics of the AR
game are interactivity and the display of the shocking consequences of careless
cybersecurity habits. Before players begin a CybAR game, they should download
and access an electronic booklet that contains all 20 tasks.

They can see the AR content for each task by moving the camera on the
SCAN ME QR code next to each task to view the answers (see Fig. 3).

Each task requires players to choose the right option for the given scenario.
This helps users to increase their cybersecurity awareness. CybAR includes
important game elements such as scores, progress, levels and a leaderboard.
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Fig. 4. (a) Correct answer feedback. (b) Wrong answer feedback.

Our goal was to replace traditional training programs that typically emphasise
reading about cybersecurity with an AR game that simulates the actual meth-
ods of cybersecurity attacks. For each completed task, we developed responses
inspired by protection motivation theory (PMT) [36] to trigger more secure
behaviour among users.

– If the user has implemented the task correctly, a coping message appears,
stating that it is easy to minimise the risk of cyberattack by making the right
decision fir the task (see Fig. 4(a)).

– If the user has implemented the task incorrectly, a fear appeal message
warns that their behaviour could leave them vulnerable to cyberattacks (see
Fig. 4(b)).

4 Data Collection

A total of 95 students played the CybAR game and then completed an online
questionnaire hosted on the Qualtrics platform. The study criteria required all
participants to be 18 years of age or older with experience using IT assets in
a professional capacity. Also, participants need an Android tablet or Android
phone. Invitations to participate were distributed to students at Macquarie Uni-
versity via email, social media (Facebook and Twitter) and flyers posted in
different locations on campus. All participants received information about the
purpose of the game and the nature of the study and gave informed consent.

4.1 Measurements

The questionnaire items have been derived from different literature. The ques-
tionnaire contains three parts: UTAUT2 data constructs, gamification questions
and general information and demographic characteristics. The items and scales
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for the UTAUT2 constructs were adapted from [41,42], the use behaviour from
[16] and gamification impact from [6]. In relation to the UTAUT model, the items
for each of the constructs (performance expectancy, effort expectancy, facilitating
conditions, hedonic motivation, social influence, habit, behavioral intentions and
use behavior constructs) were 5, 6, 4, 5, 3, 4, 3, and 2 items for each construct,
respectively. There are 3 adapted items for gamification factor. Thus a total of
35 items are used to measure the 9 constructs of our proposed theoretical model
(See Table 2). In both UTAUT components and gamification motivation factor,
a five-point Likert scale ranging from “extremely disagree” = 1 to “extremely
agree” = 5, is used to measure all the items.

5 Analysis and Preliminary Results

Two software tools were employed in data analysis. First, the survey data were
recorded by Qualtrics and imported to SPSS. SPSS software is readily available
and can be used to generate descriptive statistics and support the process of
data analysis. Various analyses were performed using SPSS. Descriptive statis-
tics were used to analyse each variable separately and to summarise the demo-
graphic characteristics of participants. Second, SmartPLS Version 3.0 was used
for analytics. The Partial Least Squares (PLS) was used in this study as it is a
rigorous technique for structural equation modeling (SEM). Before any analyses
were conducted, data normality for each measured item was tested for skewness.
The skewness values for the constructs were between −3 and +3. This indicated
that the items were almost normally distributed, so further calculations were
performed, as elaborated below.

5.1 Characteristics of Participants

We received far fewer responses than we had expected. Although the question-
naire link and invitation letter were sent to 300 respondents, and they were asked
to pass it on to their friends, only 124 questionnaires were received. After filter-
ing, 29 of these were found to be incomplete. There was a fairly equal distribution
of males (56%) and females (44%). Regarding the age groups, the largest group
of respondents (39%) was aged 25–34, followed by those aged 35–44 (22%), 18–24
(28%) and 45–54 (8%). Only 3% of participants belonged to the 55+ category.
Most respondents were highly educated; 62% were undergraduate university stu-
dents; 17% were postgraduate students; 16% were enrolled in a 2-year college
degree; and 5% were high school students.

5.2 Model Validation

This section describes the assessment and testing of the proposed model using
SEM. Because PLS does not provide goodness-of-fit criteria, the procedure for
testing PLS was performed in two stages: assessing the reliability and validity
of the measurement model; and testing the hypotheses in the structural model.
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Table 2. UTAUT items.

Constructs Items

Performance expectancy Using CybAR application would enhance my effectiveness in applying

cybersecurity threat prevention behaviour

Using CybAR application would improve my cybersecurity threat

prevention behaviour performance

Using CybAR application would increase my productivity in cybersecurity

threat prevention behaviour

I found CybAR application useful

Overall, using CybAR application is advantageous

Effort expectancy I found CybAR application Mobile App easy to use

Learning to use CybAR application was easy for me

The CybAR application is easy to navigate

My interaction with CybAR application was clear and understandable

It was easy for me to find information at CybAR application

It would be easy for me to become more skillful and experienced with

CybAR application

Facilitating conditions I have the resources/Knowledge necessary to use CybAR application

Detail instructions about CybAR application use is available to me

An assistant is available for help with using CybAR application

A specified person is available in case of difficulty with CybAR application

Hedonic motivation Using CybAR application is enjoyable

Using CybAR application is fun

The CybAR application is quite visually appealing

Using CybAR application is entertaining

Using CybAR application is pleasant

Social influence People who influence me would think that I should use CybAR

application to be aware of cybersecurity attacks

People who are important to me would think that I should use the CybAR

application to protect my devices from cybersecurity attacks

People whose opinions are valued to me would prefer that I should use

CybAR application to be knowledgeable about cybersecurity attacks

Habit The use of mobile games has become habit for me

I am addicted to use mobile games daily

I must use mobile games for my daily routine

Using mobile games daily has become natural to me

Gamification If CybAR app is more fun/enjoyable I probably use it more often

If using CybAR would give me great benefits, I probably use it more often

If CybAR is more fun I probably advise others to use it

Behavioral intentions I intend to use CybAR application

I will use CybAR application for adapting cybersecurity threat prevention

behavior whenever appropriate

I predict I will reuse the CybAR application frequently

Use behavior I will continue using CybAR application frequently

I will use CybAR application to avoid cybersecurity attacks

Measurement Model: The measurement model is evaluated by estimating
the internal consistency reliability. The internal consistency reliability is assessed
using the values for Cronbach’s alpha, composite reliability and average variance
extracted (AVE) [10]. Cronbach’s alpha is a measure of internal consistency that
measures the correlation between items in a scale. The Cronbach’s alpha for
each construct had to be greater than 0.7 [27]. Composite reliability is similar to
Cronbach’s alpha. It measures the actual factor loadings rather than assuming
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that each item is equally weighted. The standardised path loading of each item
should be statistically significant. In addition, the loadings should, ideally, be
at least greater than 0.7. AVE indicates the amount of variance in a measure
that is due to the hypothesised underlying latent variable. The average variance
extracted (AVE) for each construct has to exceed 0.5. Values greater than 0.50
are considered satisfactory. They indicate that at least 50% of the variance in
the answers to the items is due to the hypothesised underlying latent variable.

All scales reached a composite reliability value of at least 0.78 (ranging from
0.783 to 0.917). Thus, they exceeded the 0.70 threshold for composite reliability.
In addition, the scales exhibited high internal consistency; the lowest Cronbach’s
alpha was 0.76, which is well above the 0.70 threshold for confirmatory research.
The AVE for each construct was greater than 0.5 (ranging from 0.693 to 0.861).
Therefore, the internal consistency reliability for the constructs was confirmed.

Construct validity consists of convergent validity and discriminate validity.
Convergent validity is achieved when each measurement item correlates strongly
with its proposed theoretical construct. It is checked by testing the factor load-
ings of the outer model. The outer model loadings for all items are all above
0.50. Therefore, convergent validity was established [19]. Discriminant valid-
ity is achieved when each measurement item correlates weakly with all other
proposed constructs than the one to which it is theoretically associated. The
discriminant validity of the measurement model is tested using two criteria sug-
gested by Gefen and Straub [20]: (1) item loading to construct correlations is
larger than its loading on any other constructs; and (2) the square root of the
AVE for each latent construct should be greater than the correlations between
that construct and other constructs in the model. The lowest acceptable value
is 0.50. All items showed substantially higher loading than other factors except
2 items failed the test and were excluded, and the square root of the AVE for
each construct exceeded the correlations between that construct and the other
constructs. Therefore, discriminant validity was established. Table 3 shows the
Discriminant Validity that all the scales used in the survey satisfy the require-
ments. The square roots of the AVE-s are shown in bold. Off diagonal elements
are correlation between constructs. The AVE form the constructs should be
greater than the AVE shared between the item and other items in the proposed
model.

Structural Model: The structural model was also analyzed using SmartPLS
version 3.0 as mentioned above. This proposed model presents 9 hypotheses
that were used to examine the relationships between the latent variables. The
structural model was assessed by evaluating the path coefficients and coefficient
of determination. Path coefficients are explained with the t-statistics computed
using bootstrapping 500 samples. The tests point to positive or negative relation-
ships between exogenous constructs and endogenous variables and the strength of
these relationships. Path coefficients should be directionally consistent with the
hypothesis. Coefficient of determination as R2 values. R2 provides the amount
of variance of dependent variables explained by the independent variables.
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Table 3. Discriminant validity.

PE EE FC HM SF H GM BI UB

Performance expectancy (PE) 0.848

Effort expectancy (EE) 0.749 0.862

Facilitating conditions (FC) 0.713 0.748 0.839

Hedonic motivation (HM) 0.749 0.768 0.715 0.810

Social influence (SF) 0.760 0.782 0.698 0.736 0.829

Habit (H) 0.724 0.753 0.694 0.783 0.719 0.855

Gamification (GM) 0.747 0.760 0.738 0.756 0.722 0.788 0.896

Behavioral intentions (BI) 0.754 0.722 0.717 0.699 0.658 0.695 0.741 0.871

Use behavior (UB) 0.719 0.759 0.773 0.705 0.763 0.686 0.777 0.738 0.813

In our analysis, the R2 coefficient of determination indicates the predictive power
of the model for each dependent construct. According to [12], an R2 value of 0.67
in the PLS path model is considered substantial. Therefore, our model has the
ability to explain the endogenous constructs. The UTAUT model explains 73.6%
of variation in behavioural intention and 59.8% in use behaviour. According to
the path coefficients and t-test values, we found adequate evidence for each
hypothesis. The SEM results revealed that most of the proposed external vari-
ables have significant effect on avoidance motivation. Avoidance behaviour has
significant influence on avoidance behaviour.

Due to space limitations, this paper only presents the preliminary results
of the study, highlighting the gamification factor’s impact on users’ acceptance
of the CybAR app. Comprehensive results, including all constructs and their
correlations with use behaviour factors, and a summary of the hypothesis testing
results will be presented in future work. The gamification was were found to be
statistically significant in affecting behavioural intention to use the CybAR app
and use behaviour of the CybAR app.

– Consistent with the hypothesis, the gamification factor had a positive influ-
ence on students’ behavioural intention to use AR systems, with path coeffi-
cient = 0.5 and t = 3.7 (p < 0.01, 1-tail).

– Similarly, use behaviour of the CybAR app was positively influenced by the
gamification factor, with path coefficient = 0.41 and t = 2 (p < 0.05, 1-tail),
thus supporting the hypothesis.

6 Discussion and Implications

To the best of our knowledge, this is the first time that UTAUT2 and a gam-
ification construct have been combined in a study of cybersecurity awareness
application acceptance. The results indicated that gamification techniques such
as points, progress, feedback and leaderboard positively affect the acceptance of
the CybAR app. In other words, the results confirm a strong statistical relation-
ship between gamification and behavioural intention as well as between gamifica-
tion and use behaviour of the CybAR application. These findings are consistent
with some previous research [6], but are not supported by others [8].
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This study and its results have theoretical and practical implications. The-
oretically, this research adds significantly to the existing literature on UTAUT2
and gamification. This study empirical validated and tested the UTAUT2
model and highlighted the importance of gamification constructs to understand
behavioural intentions to use the CybAR app and actual use of the CybAR
application in a cybersecurity awareness context. In doing so, we have presented
theoretical evidence that the gamification factor is a significant predictor of tech-
nology acceptance in the cybersecurity awareness context, and this enhances the
explanatory power of UTAUT2 For researchers, this study provides a basis for
further work on acceptance and gamification in augmented reality applications.
Practically, understanding the significant constructs in the design and imple-
mentation of cybersecurity awareness applications helps practitioners to achieve
high user acceptance. The results of our study clearly indicate that cybersecurity
awareness campaigns should incorporate gamification techniques in their design
and implementation.

7 Conclusion, Limitations and Future Work

The careful application of gamification in cybersecurity awareness training can
help increase individuals’ cybersecurity knowledge about cyber-attacks in an
interesting and enjoyable way, in turn increasing user acceptance, engagement
and satisfaction. Using the CybAR application, the research extends the unified
theory of acceptance and use of technology (UTAUT2) and prior research to
include the gamification factor. The theoretical model was tested in a quantita-
tive study using structural equation modelling, conducted in Australia, with 95
Macquarie University students. The findings indicate that there is a significant
relationship between the gamification factor and behavioural intention to use
the CybAR app and actual use of the CybAR app. The gamification factor pos-
itively influenced behavioural intention and use behaviour of the CybAR app,
confirming the potential of games techniques to raise cybersecurity awareness.
The research model in our study explained 73.6% of variation in behavioural
intention and 59.8% in use behaviour.

Several limitations of this research should be noted. First, the study employed
a cross-sectional research design. Longitudinal data will enhance our understand-
ing of what constructs affect individuals’ acceptance of using the CybAR app
and enable to have more accurate findings from a specific group. Second, only
quantitative data were collected in our study. Qualitative data generated from
interviews or focus groups could yield insight into other factors that affect indi-
viduals’ behavioural intention and use behaviour of CybAR app. Third, interpre-
tation of the results was limited by the small sample size (95). A larger sample
would have improved the ability to generalise the findings to a wider population.
It should be noted, however, that the use of SmartPLS as a data analysis tool
overcomes this limitation since it can generalise results with a very small sample
size. Forth, the study was conducted in one university Macquarie University so
the results may not be applicable to all Australian universities, even if the edu-
cation system and culture are the same. Fifth, this study examined by using a
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marker-based AR application that applicable only for Android devices. Similar
application should be developed for iOS users. Finally, not all factors related to
the higher education institution were taken into consideration. AR usage in such
institutions will be better understood if other factors, such as cultural dimensions
and personality traits, are taken into account.

Several scholars have emphasized the importance of integrating cultural
dimensions into technology adoption models [7]. Therefore, our future work
should apply UTAUT2 with different cultural backgrounds [21]. Also, in informa-
tion systems research, personality factors have been used in various disciplines
[23]. Hence the incorporation of personality traits into models such as UTAUT
can reveal how personality influences individuals’ technology acceptance. Thus,
in our future work to identify the personality traits that affect users’ acceptance
of CybAR and increase their cybersecurity awareness.
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Abstract. In the field of cybersecurity, human behaviour is considered
as the weakest link. We applied gamification techniques to the devel-
opment of an Augmented Reality game, CybAR, which was designed
to educate users about cybersecurity in an effective and entertaining
way. This research incorporates decision-making style into Technology
Threat Avoidance Theory (TTAT) of CybAR game use. This paper par-
ticularly focuses on the role of decision-making style in avoidance of
risky cybersecurity behaviour based on factors derived from Technology
Threat Avoidance Theory (TTAT). A cross-sectional survey was con-
ducted among 95 students at Macquarie University to assess the effect
of individual differences, namely, decision-making style, as a modera-
tor variable between motivation behaviour and cybersecurity avoidance
behaviour factors. The findings indicated that the moderating effect of
decision-making style had a significant effect on avoidance behaviour.
In particular, rational decision-making was a strongly significant mod-
erator of avoidance behaviour and cybersecurity avoidance behaviour,
while dependent and avoidant styles were less significant moderators of
avoidance behaviour and cybersecurity avoidance behaviour.

Keywords: Cyber security awareness · Decision making style ·
Gamification

1 Introduction

Digital technology has facilitated innovation, economic growth and productivity.
However, it has also led to a dramatic increase in the number of cyberattacks,
which can be responsible for substantial financial losses. A recent incident in
Australia, for instance, involved the loss of sensitive personal information worth
tens of millions of dollars. According to a 2016 report on IT security from the
SANS Institute, large organisations spend approximately 35% of their annual
security budget on end-user training and awareness [15].

Security professionals and researchers are devoting considerable effort to
addressing human behaviour as the weakest link in cybersecurity operations, but
research on the human factors in cybersecurity is still in its infancy [19]. Recently,
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the focus has shifted towards a more human-centred perspective on cybersecu-
rity, since it is not always practical to implement educational campaigns and
warning messages intended to increase users’ awareness of cybersecurity risks.
Gamification, which refers to the application of game design principles in non-
gaming contexts, is an emerging technology that shows promise in addressing
these gaps. It can be integrated with cybersecurity awareness training programs
to tackle cybersecurity threats [29,34]. Our study was motivated by the lack of
research on the use of mobile augmented reality techniques to educate people
about cybersecurity threats and raise overall cybersecurity awareness. To address
this gap, we developed an AR based game, CybAR, for the Android platform.
Key elements of the CybAR game interface were selected based on Technology
Threat Avoidance Theory (TTAT) [27] in order to enhance user interaction and
to measure the effect of the game on coping appraisal factors, threat appraisal
factors, avoidance motivation and risky online avoidance behaviour, as shown in
Fig. 1.

Past TTAT studies focused more on the factors of coping and threat
appraisal. Threat appraisal is identified by perceived vulnerability and suscep-
tibility to risks, as well as rewards associated with unsafe behaviours. Coping
appraisal is determined by coping response efficacy, self-efficacy and response
costs associated with safe or adaptive behaviors [3].

Yet this warrants further investigation, especially since the role of individ-
ual decision-making styles in this behaviour has not been fully explored. Pre-
vious research found evidence of decision-making style differences in relation
to behavioural intentions around cybersecurity [14,18]. Decision-making style is
the response style exhibited by an individual in a decision-making moment [35].
Decision-making styles are classified into five groups: rational, avoidant, depen-
dent, intuitive, and spontaneous. This paper uses the TTAT model to identify the
impact of individuals’ decision-making style on risky online avoidance behaviour
based on results from a survey of 95 students from Macquarie University. The
findings are expected to help researchers and security practitioners to identify
users who are more susceptible to potentially dangerous security behaviours.
Although this has been studied in other disciplines [24], it has just started to
be examined in the cybersecurity field. For the present study, the participants
were shown an Augmented Reality app called CybAR that can provide use-
ful information regarding security awareness. Using the CybAR app, our goal
was to investigate the decision-making style factors influencing cybersecurity
avoidance behaviour using structural equation modeling (SEM) and partial least
squares (PLS). The results indicate that rational, dependent and avoidant styles
were significant moderators of avoidance behaviour and cybersecurity avoidance
behaviour.
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2 Theoretical Background

2.1 Gamification in Cybersecurity Awareness

There is no widely accepted definition of cybersecurity [38]. Kassicieh et al.
[22] define cybersecurity as a set of approaches that protect data, systems and
networks from cyberattacks. The United States Army defines cybersecurity as
a combination of the underlying hardware, communication nodes, and a social
layer of human and cognitive elements. According to Dhamija et al. [12], the
general public’s lack of awareness of cybersecurity means that hackers can effi-
ciently and effectively target users. Therefore, user education is vital to protect
against cyberattacks. Cybersecurity awareness involves assessing users’ vulnera-
bilities while providing knowledge about how to detect and avoid cyberattacks.
Materials widely used for cybersecurity training include notes, videos and email
bulletins. However, these materials are often not very engaging and separate the
learning material from the context in which users routinely apply the information
[25]. Automated tools have largely failed to mitigate cybersecurity attacks; even
the best anti-phishing tools have been found to miss more than 20% of phish-
ing attempts [36]. This situation is exacerbated by the fact that most systems
depend on humans to make sensitive trust decisions during their online activities
[3]. Accordingly, there has been a shift in thinking about the best ways of com-
bating cybercrime to emphasise creating awareness and encouraging individuals
to adopt better cybersecurity practices [23], including gamified approaches to
educate users and improve their threat avoidance behaviour. Gamification shows
promise as a technique to enhance the effectiveness of cybersecurity awareness
programs, and several cybersecurity games have been developed to better engage
users and change their behaviour to avoid cyberattacks [42].

Gamification emerged as a concept of interest in the field around 2010
[21]. Several researchers have demonstrated multiple benefits from cybersecurity
games such as Control-Alt-Hack, Protection Poker, CyberCIEGE, Anti-Phishing
Phil and What.Hack [40]. A few games have been designed to teach cybersecurity
concepts. For example, Control-Alt-Hack [11] is a board game that teaches play-
ers about high-level security concepts such as phishing and social engineering.
Although this does help to increase awareness and understanding of cyberse-
curity issues as a whole, it is not sufficiently specific to imitate the low-level
decisions required for anti-phishing strategies in practical contexts. Protection
Poker is a software security game designed to help software development teams
estimate risks and prevent most damaging attacks [41]. CyberCIEGE presents
a virtual world interface that mimics the role of a network manager in safe-
guarding the network with a limited budget [39]. Capture-The-Flag (CTF) is
a game-based computer security competition for students to practise the skills
necessary to defend against hackers [28]. In general, board games in information
security do not teach hands-on security skills, such as how to define cybersecu-
rity attacks, which are the main purpose of our game. Recently, new designs for
anti-phishing games [29,36] have drawn inspiration from the popular framework
for anti-phishing training to teach users how to prevent computer system and
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network settings from being compromised. The Anti-Phishing Phil and
What.Hack online games were developed to challenge players to recognise real-
life phishing URLs and emails in an entertaining way.

The effectiveness of these games suggests that a mobile-based application
focused on raising cybersecurity awareness would be a useful tool. Thus, we
develop an effective augmented reality (AR) game that designed to increase
cybersecurity awareness and knowledge in an active and entertaining way. The
Cybersecurity Awareness using Augmented Reality (CybAR) game is an AR
mobile application that not only teaches cybersecurity concepts but also demon-
strates the consequences of actual cybersecurity attacks through feedback. Aug-
mented Reality (AR) has recently emerged as a technology that can enhance
users’ experience by overlaying computational information onto their reality.
Azuma [5] defined augmented reality as “an interactive experience of a real-
world environment where the objects that reside in the real world are enhanced
by computer-generated perceptual information, sometimes across multiple sen-
sory modalities, including visual, auditory, haptic, somatosensory and olfactory.”
Despite the popularity of AR applications in various fields, such as education,
marketing, medicine and tourism [1], no previous AR-based application has been
developed to educate users about cybersecurity attacks and raise their cyberse-
curity awareness.

2.2 Technology Threat Avoidance Theory

In the literature, Health Belief Model (HBM) theory [33] and Protection Moti-
vation Theory (PMT) [32] have been used widely to explain users’ intention to
behave securely in a cybersecurity context, and how and when users adopt adap-
tive or maladaptive behaviours when they are informed of a threatening security
incident. HBM defines a conceptual model for describing non participation health
behaviour of people in different components. The components of HBM include
perceived severity, perceived susceptibility, perceived barriers, perceived bene-
fits, and cues to action. PMT is an extension of HBM that considers intention to
protect oneself as the determinant of health behaviour, and the aim is dependent
on perceived severity, perceived susceptibility, self-efficacy, and response-efficacy.
As a motivation of HBM and PMT, Mohamed et al. [30] conducted an empir-
ical study of cybersecurity filed and found that perceived severity, perceived
susceptibility, perceived benefits, and self-efficacy are correlated with security
practices. In 2009, Liang et al. [27] extended the PMT by adding and refining
multiple factors, and expanding/renaming the attitude change PMT outcome
area to adopt different coping behaviours in TTAT. Noxiousness and probability
PMT factors were combined into a new aggregate TTAT factor named perceived
threat, consisted of two sub-factors: perceived susceptibility and perceived sever-
ity. The efficacy PMT factor was also further refined as an aggregate factor called
perceived avoidability, comprised of three sub-factors: a) perceived effectiveness,
b) perceived cost, and c) self-efficacy of a coping response. Self-efficacy reflects
confidence in one’s ability to apply avoidance behaviour. Finally, TTAT coping
behaviours are further refined to differentiate between emotion-focused coping
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to not administer an avoidance behaviour, and problem focused coping to avoid,
mitigate, or nullify a threat by applying avoidance behaviour. Risky cyberse-
curity behaviour happens when users do not exercise avoidance behaviour in
circumstances where it is warranted. This poses a notable risk to institutions
and organizations. Factors which motivate protective action are vital in affect-
ing cybersecurity user decision-making. The role and impact of TTAT factors as
predictors of avoidance risky Cybersecurity behaviours is needed to grow. The
specific purpose of the TTAT factors is to identify the constructs that should
be integrated into AR game to help users avoid insecure practices. Based on
the literature, we find the relationship between TTAT factors (perceived threat,
safeguard effectiveness, safeguard cost, self-efficacy, perceived severity, perceived
susceptibility) and (avoidance motivation and avoidance behaviour) play the role
to raise users’ cybersecurity awareness. Multiple researchers have investigated
associations between TTAT factors and avoidance behaviours initially described
by Atkinson et al. [4]. Avoidance behaviours described here were typically com-
prised of activity to protect IT assets from cyber threats. The body of knowledge
currently lacks research which examines the impact of individual differences on
avoidance behaviour. Individual differences can contain a wide range of variables
that vary between people [14]. Understanding the variability between individuals
is essential to understand the underlying psychological mechanisms which may
impact user awareness with regard to cybersecurity behaviour. This paper deter-
mines the role of individual differences namely decision-making style on users’
cybersecurity behaviour. The body of knowledge expands to adequately address
the range of action described by addressing the major categories of General
Decision-Making Style including rational, avoidant, dependent, intuitive, and
spontaneous.

2.3 Decision-Making Style

It is important to consider the possible impact of decision-making style on
cybersecurity avoidance behaviour. The IS literature has started to use decision-
making style assessment to understand users’ behaviour. One of the most widely
used decision-making style tests is the general decision-making style (GDMS)
test [18]. Decision-making style is defined as “a habitual pattern used by individ-
uals when making decisions” [35]. Some studies refer to decision-making styles as
personality traits, whereas in [35], decision-making style is not seen as a person-
ality trait but as “the learned, habitual response pattern exhibited by an individ-
ual when confronted with a decision situation”. Scott and Bruce in [35] identify
five categories of decision-making styles. The rational style is characterised by
a “comprehensive search for information, inventory of alternatives and logical
evaluation of alternatives”; the intuitive style by “attention to details in the flow
of information rather than systematic search for and processing of information
and a tendency to rely on premonitions and feelings”; the dependent style by “a
search for advice and guidance from others before making important decisions”;
the avoidant style by “attempts to avoid decision-making whenever possible”;
and the spontaneous style by “a feeling of immediacy and a desire to come
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through the decision-making process as quickly as possible”. Of these, the ratio-
nal style has been found to be consistently related to intentions and behaviours
[14,18] and is, thus, the most important decision-making style in relation to
behaviours [18]. Rational decision-makers are thought to use logic when making
decisions and are less likely to use escape-avoidance strategies. Peer (2015) found
both dependent decision-making and impulsive decision-making to be inversely
correlated with good security behaviours [14]. Information security executives
with an avoidant decision-making style tend to react more cautiously to a given
situation as addressed in [18]. Similarly, an individual with an intuitive decision-
making style has been found to have significant concern for information security
and privacy [14,18].

3 Methodology

The constructs of TTAT have been widely adopted as antecedents of online
safety behaviour. Very rare studies, however, have investigated the role of indi-
vidual differences namely decision-making style between cybersecurity avoidance
motivation and avoidance of risky cybersecurity behaviour. The research model
for this study is depicted in Fig. 1. It examines also the relationship among
a number of TTAT factors, namely: fear, safeguard effectiveness, safeguard
cost, self-efficacy, perceived severity and perceived susceptibility, as predictors
of avoidance motivation. Avoidance motivation is also a predictor of avoidance
behaviour. We used the word fear instead of perceived threat as suggested by
[6]. The model employs individual’s decision-making as a moderator variable
between cybersecurity avoidance motivation and avoidance of risky cybersecu-
rity practices. Users’ cybersecurity threat avoidance behaviour is determined by
avoidance motivation, which is affected by perceived threat. Fear is influenced by
the interaction of perceived severity and susceptibility. Users’ avoidance motiva-
tion is also determined by three constructs-safeguard effectiveness, safeguard cost

Fig. 1. Research model.
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and self-efficacy, consistent with TTAT [27]. Safeguard effectiveness is defined as
the individual assessment of the efficacy of a measure to avoid a cybersecurity
threat. For example, the individual evaluation regarding application of CybAR
can be applied to prevent cyberattacks. Safeguard cost is payback for safeguard
effectiveness. This refers to the physical and cognitive costs in time, money and
inconvenience required to adopt the safeguard measure. Self-efficacy is defined
as an individual’s confidence in adopting the safeguard measure. Ng et al. [31]
reported that individuals are more motivated to perform IT security-related
behaviours as their level of self-efficacy increases.

Although intentions are commonly used to predict behavioural outcomes,
dispositional factors such as decision-making style may account for even more
variance. Decision-making style has been theorised to significantly impact the
relationship between avoidance motivation and avoidance behaviours, although
few studies have yielded conclusive evidence [14,18]. Therefore, this research
investigated the role of decision-making style as a moderator of the relation-
ship between motivation behaviour and avoidance behaviour. Multiple studies
have also investigated the connection between decision-making style and phish-
ing susceptibility [14]. Jeske et al. [20] evaluated the influence of impulsive
decision-making on mobile security practices. Therefore, we tested the following
hypothesis:

– Users’ decision-making style significantly moderates their security motivation
and avoidance behaviour.

4 Data Collection

A total of 95 students played the CybAR game and then completed an online
questionnaire hosted on the Qualtrics platform. The study criteria required all
participants to be 18 years of age or older with experience using IT assets in
a professional capacity. Also, participants need an Android tablet or Android
phone. Invitations to participate were distributed to students at Macquarie Uni-
versity via email, social media (Facebook and Twitter) and flyers posted in
different locations on campus. All participants received information about the
purpose of the game and the nature of the study and gave informed consent.

4.1 Cybersecurity Awareness Game Using Augmented Reality
(CybAR)

There are some shortcomings in existing gamified approaches to education about
cybersecurity challenges. Thus, our goal was to replace training programs that
typically focus on reading about cybersecurity with a serious Augmented Reality
game that mimics the actual forms of cybersecurity attacks. One of the main
aims of CybAR was to provide more comprehensive education about cyberse-
curity attacks and to do so in a way that closely matches how they occur in
the real world. Second, their design fails to incorporate design elements from
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Fig. 2. (a) CybAR app. (b) CybAR main page.

Fig. 3. (a) Example of CybAR Task 1. (b) Example of CybAR Task 2.

well-known information system theories. In contrast, CybAR’s design includes
safeguard effectiveness, perceived susceptibility and other elements derived from
Technology Threat Avoidance Theory (TTAT), as shown in Fig. 1. Another goal
of CybAR was to educate a less technically sophisticated audience to increase
their awareness of the potential for cybersecurity attacks in their day-to-day
online behaviour based on these elements from TTAT, rather than to teach spe-
cific technical or management skills. Cybersecurity Awareness using Augmented
Reality (CybAR) is an AR mobile application game that not only teaches cyber-
security concepts but also demonstrates the consequences of actual cybersecu-
rity attacks through immediate feedback. The CybAR application was developed
using a Unity and Vuforia platform (see Fig. 2) and incorporates a commercial
AR technique developed for the Android platform. The main characteristics of
the AR game are interactivity and the display of the shocking consequences of
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Fig. 4. (a) Correct answer feedback. (b) Wrong answer feedback.

careless cybersecurity habits. Before players begin a CybAR game, they should
download and access an electronic booklet that contains all 20 tasks.

They can see the AR content for each task by moving the camera on the
SCAN ME QR code next to each task to view the answers (see Fig. 3).

Each task requires players to choose the right option for the given scenario.
This helps users to increase their cybersecurity awareness. CybAR includes
important game elements such as scores, progress, levels and a leaderboard. Our
goal was to replace traditional training programs that typically emphasise read-
ing about cybersecurity with an AR game that simulates the actual methods of
cybersecurity attacks. For each completed task, we developed responses inspired
by protection motivation theory (PMT) to trigger more secure behaviour among
users.

– If the user has implemented the task correctly, a coping message appears,
stating that it is easy to minimise the risk of cyberattack by making the right
decision fir the task (see Fig. 4(a)).

– If the user has implemented the task incorrectly, a fear appeal message
warns that their behaviour could leave them vulnerable to cyberattacks (see
Fig. 4(b)).

4.2 Measurements

The proposed model constructs were operationalised using validated items from
previous related research. Some changes in wording were made to reflect the pur-
pose of the study (see Table 1) [27]. For the TTAT model, the items for each of
the factors depend on Liang and Xue’s theoretical model and relevant research
literature as shown in Table 1. Fear, perceived susceptibility and perceived sever-
ity is measured by the number of items based on the privacy literature in IS [37]
and practitioner research that report the negative impact of cyberattacks. The
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elements of safeguard effectiveness, safeguard cost and Self-efficacy are devel-
oped based on relevant health behaviour research [13]. The number of items for
avoidance motivation grows based on the behavioural intention measures from
technology adoption research [10], with a focus on threat avoidance rather than
IT adoption. Finally, threat avoidance behaviour was measured with six self-
developed items and three adapted from [10]. There are 35 items were used to
measure the 8 constructs of Liang and Xue’s theoretical model. The study ques-
tionnaire contained four items for fear, four items for perceived severity, three
items for perceived susceptibility, three items for safeguard effectiveness, three
items for safeguard cost, five items for self-efficacy, four items for avoidance moti-
vation, and nine items for threat avoidance behaviour. The items in the online
questionnaire were kept simple and easy to follow to encourage completion. The
responses were constructed on a 5-point Likert scale from “strongly disagree”
(1) to “strongly agree” (5). All of the questionnaire items were close-ended to
facilitate analysis.

Additionally, the TTAT survey asked users to self-report on decision-
making styles. To measure decision-making styles, we use the General Decision-
Making Style (GDMS) questionnaire [35] to assess rational, intuitive, dependent,
avoidant, and Spontaneous decision-making styles. GDMS is widely used [2] to
determine how individuals approach decision-making situations and contain a
25-item scale (See Table 2). A panel review was conducted by academic experts
to assess the original instrument. Amendments were made to clarify items.

5 Analysis and Preliminary Results

Two software tools were employed in data analysis. First, the survey data were
recorded by Qualtrics and imported to SPSS. SPSS software is readily available
and can be used to generate descriptive statistics and support the process of
data analysis. Various analyses were performed using SPSS. Descriptive statis-
tics were used to analyse each variable separately and to summarise the demo-
graphic characteristics of participants. Second, SmartPLS Version 3.0 was used
for analytics. The Partial Least Squares (PLS) was used in this study as it is a
rigorous technique for structural equation modeling (SEM). Before any analyses
were conducted, data normality for each measured item was tested for skewness.
The skewness values for the constructs were between −3 and +3. This indicated
that the items were almost normally distributed, so further calculations were
performed, as elaborated below.

5.1 Characteristics of Participants

We received far fewer responses than we had expected. Although the question-
naire link and invitation letter were sent to 300 respondents, and they were asked
to pass it on to their friends, only 124 questionnaires were received. After filter-
ing, 29 of these were found to be incomplete. There was a fairly equal distribution
of males (56%) and females (44%). Regarding the age groups, the largest group
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Table 1. Technology threat avoidance theory items.

Constructs Items

Perceived severity It is extremely likely that my devices will be infected by a cybersecurity

attacks in the future

My chances of getting cybersecurity attacks are great

I feel cybersecurity threats will infect my computer in the future

It is extremely likely that cybersecurity threats will infect my computer

Perceived susceptibility Having my devices hacked by cybersecurity attacks is a serious problem

for me

Cybersecurity attacks would steal my personal information from my

computer without my knowledge

Cybersecurity attacks would invade my privacy

Fear My personal information collected by Cybersecurity attacks could subject

to unauthorized secondary use

Cybersecurity attacks pose a threat to me

Cybersecurity attacks is a danger to my computer

It is dreadful to use my computer if it being attacked by cybersecurity

attacks

Safeguard effectiveness CybAR application would be useful for detecting cybersecurity attacks

CybAR application would increase my performance in protecting my

computer from cybersecurity attacks

CybAR application would enable me to detect cybersecurity attacks on

my computer faster

Safeguard cost It will take very less time to gain awareness about cybersecurity attacks

through CybAR application

It will take less cost to gain awareness about cybersecurity attacks

through CybAR application

Using CybAR application for detecting cybersecurity attacks is convenient

for me

Self-efficacy I would be able to use CybAR application efficiently for applying

cybersecurity threats prevention behavior

In case of being infected by cybersecurity attacks, I can react effectively

in a timely manner

I have the necessary skills to deal with cybersecurity attacks

I am confident of recognizing cybersecurity attacks

I could successfully gain anti-cyber threats behavior if someone taught me

how to do it first

Avoidance motivation I would say positive things about the CybAR application

I intend to obtain CybAR application to avoid cybersecurity attacks

I predict I would use CybAR application to avoid cybersecurity attacks

I plan to use CybAR application to avoid cybersecurity attacks

Avoidance behaviour I used CybAR application during the experiment

I will continue using CybAR application frequently

I will use CybAR application to avoid cybersecurity attacks

I update my anti-cyber threats knowledge frequently through CybAR

application

CybAR app encourages me to have strong and multiple passwords for my

different accounts

CybAR app promotes me to change and review my privacy/security

settings on all my accounts

CybAR app induces me to keep all applications and anti-virus software on

my devices up-to date

CybAR app encourages me to not open or click attachments from people

whom I don’t know

CybAR app promotes me to back up important files on my devices
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Table 2. General decision-making styles (GDMS).

Sr No. Items

1 When I make decisions, I tend to rely on my intuition

2 When I make a decision, it is more important for me to feel the
decision is right than to have a rational reason for it

3 When making a decision, I trust my inner feelings and reactions

4 When making decisions, I rely upon my instincts

5 I generally make decisions that feel right to me

6 I rarely make important decisions without consulting other
people

7 I use the advice of other people in making my important
decisions

8 I like to have someone steer me in the right direction when I am
faced with important decisions

9 I often need the assistance of other people when making
important decisions

10 If I have the support of others, it is easier for me to make
important decisions

11 I put off making decisions because thinking about them makes
me uneasy

12 I avoid making important decisions until the pressure is on

13 I postpone decision-making whenever possible

14 I generally make important decisions at the last minute

15 I often put off making important decisions

16 I make decisions in a logical and systematic way

17 I double check my information sources to be sure I have the right
facts before making decisions

18 My decision-making requires careful thought

19 When making a decision, I consider various options in terms of a
specified goal

20 I explore all of my options before making a decision

21 When making decisions I do what feels natural at the moment

22 I generally make snap decisions

23 I often make impulsive decisions

24 I often make decisions on the spur of the moment

25 I make quick decisions

of respondents (39%) was aged 25–34, followed by those aged 35–44 (22%), 18–24
(28%) and 45–54 (8%). Only 3% of participants belonged to the 55+ category.
Only two options for nationality were available - Australian and non-Australian.
The majority (70%) reported that they were non-Australian. Most respondents
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were highly educated; 62% were undergraduate university students; 17% were
postgraduate students; 16% were enrolled in a 2-year college degree; and 5%
were high school students.

5.2 Model Validation

This section describes the assessment and testing of the proposed model using
SEM. Because PLS does not provide goodness-of-fit criteria, the procedure for
testing PLS was performed in two stages: assessing the reliability and validity
of the measurement model; and testing the hypotheses in the structural model.

Measurement Model. The measurement model is evaluated by estimating
the internal consistency reliability. The internal consistency reliability is assessed
using the values for Cronbach’s alpha, composite reliability and average variance
extracted (AVE) [7]. Cronbach’s alpha is a measure of internal consistency that
measures the correlation between items in a scale. The Cronbach’s alpha for
each construct had to be greater than 0.7 [26]. Composite reliability is similar to
Cronbach’s alpha. It measures the actual factor loadings rather than assuming
that each item is equally weighted. The standardised path loading of each item
should be statistically significant. In addition, the loadings should, ideally, be
at least greater than 0.7. AVE indicates the amount of variance in a measure
that is due to the hypothesised underlying latent variable. The average variance
extracted (AVE) for each construct has to exceed 0.5. Values greater than 0.50
are considered satisfactory. They indicate that at least 50% of the variance in
the answers to the items is due to the hypothesised underlying latent variable.

All scales reached a composite reliability value of at least 0.71 (ranging from
0.715 to 0.887). Thus, they exceeded the 0.70 threshold for composite reliability.
In addition, the scales exhibited high internal consistency; the lowest Cronbach’s
alpha was 0.79, which is well above the 0.70 threshold for confirmatory research.
The AVE for each construct was greater than 0.5 (ranging from 0.613 to 0.724)

Table 3. Construct reliability and validity.

Cronbach’s alpha Composite
reliability

Average variance
extracted (AVE)

Avoidance behaviour 0.891 0.765 0.662

Avoidance motivation 0.837 0.785 0.636

Fear 0.798 0.791 0.724

Safeguard effectiveness 0.850 0.859 0.628

Safeguard cost 0.821 0.715 0.652

Self-efficacy 0.843 0.865 0.710

Perceived severity 0.851 0.887 0.613

Perceived susceptibility 0.869 0.853 0.711
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as shown in Tables 3. Therefore, the internal consistency reliability for the con-
structs was confirmed.

Construct validity consists of convergent validity and discriminate validity.
Convergent validity is achieved when each measurement item correlates strongly
with its proposed theoretical construct. It is checked by testing the factor load-
ings of the outer model. The outer model loadings for all items are all above
0.50. Therefore, convergent validity was established [16]. Discriminant validity is
achieved when each measurement item correlates weakly with all other proposed
constructs than the one to which it is theoretically associated. The discriminant
validity of the measurement model is tested using two criteria suggested by
Gefen and Straub [17]: (1) item loading to construct correlations is larger than
its loading on any other constructs; and (2) the square root of the AVE for each
latent construct should be greater than the correlations between that construct
and other constructs in the model. The lowest acceptable value is 0.50. All items
showed substantially higher loading than other factors, and the square root of
the AVE for each construct exceeded the correlations between that construct
and the other constructs. Therefore, discriminant validity was established.

Structural Model. The structural model was also analyzed using SmartPLS
version 3.0. This proposed model presents 8 hypotheses that were used to exam-
ine the relationships between the latent variables. The structural model was
assessed by evaluating the path coefficients and coefficient of determination.
Path coefficients are explained with the t-statistics computed using bootstrap-
ping 500 samples. The tests point to positive or negative relationships between
exogenous constructs and endogenous variables and the strength of these rela-
tionships. Path coefficients should be directionally consistent with the hypothe-
sis. Coefficient of determination as R2 values. R2 provides the amount of variance
of dependent variables explained by the independent variables. In our analysis,
the R2 coefficient of determination indicates the predictive power of the model
for each dependent construct. According to [8], an R2 value of 0.67 in the PLS
path model is considered substantial. Therefore, our model has the ability to
explain the endogenous constructs. Our research model is able to explain 64.2%
of the variance in fear, 61.5% of the variance in Avoidance Motivation and around
66.1% of the variance in Avoidance Behaviour. According to the path coefficients
and t-test values, we found adequate evidence for each hypothesis. The SEM
results revealed that most of the proposed external variables have significant
effect on avoidance motivation. Avoidance behaviour has significant influence on
avoidance behaviour.

The goal of this study was to determine the decision-making styles that
are predictive of good security behaviours. Due to space limitations, this paper
only presents the preliminary results of the study in relation to the effect of
decision-making style on avoidance behaviour. Comprehensive results, includ-
ing all constructs and their correlations with avoidance behaviour factors, and
a summary of the hypothesis testing results will be presented in future work.
The moderating effect of decision-making style was then tested. The R2 values
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between the main and interaction effects were compared and Cohen’s f2 was
calculated based on [8]. Interaction effect sizes were considered small if 0.02,
medium if 0.15, and large if 0.3 [9]. The results of this analysis support the
role of decision-making style as a moderator of the relationship between avoid-
ance motivation and avoidance behaviour. Rational decision-making style had a
medium sized moderating effect; avoidant and dependent decision-making styles
had a small/medium effect. Other decision-making styles had a small effect on
avoidance behaviour, as shown in Table 4.

Table 4. Decision-making style as moderators.

Interaction term Cohen’s f2 Effect size

Rational × Avoidance motivation on
avoidance behaviour

0.19 Medium

Avoidant × Avoidance motivation on
avoidance behaviour

0.11 Small/Med

Dependent × Avoidance motivation
on avoidance behaviour

0.09 Small/Med

Intuitive × Avoidance motivation on
avoidance behaviour

0.02 Small

Spontaneous × Avoidance motivation
on avoidance behaviour

0.04 Small

6 Discussion and Implications

The purpose of this study was to examine the effect of individual differ-
ences, namely, decision-making style, as a moderator variable between motiva-
tion behaviour and cybersecurity avoidance behaviours. Only rational, avoidant
and dependent decision-making styles were found to be significant moderators
of avoidance motivation and behaviour. Rational decision-making style had a
medium-sized moderating effect; avoidant and dependent decision-making styles
had a small/medium effect. Our results are consistent with previous research
which found rational and avoidant decision-making to be significant moderators
of safe online practice [14,18]. However, they contradict other previous studies
reporting that the dependent style was not an important factor in avoidance
behaviour. Additionally, in our study, there was no observed impact of intuitive
and spontaneous decision-making styles on avoidance behaviour consistent with
the correlation found in [14,18].

This result proposes that people who exhibit strong safe online practices
may do so because they have rationally evaluated the risks of unsafe behaviour
when online. Also, our results suggest that it is a safe practice for people to ask
their peers or friends before making a decision that might lead them to risky
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online behaviour. Furthermore, our study suggests that people with avoidant
decision-making style are more likely to avoid unsafe cybersecurity behaviour.

Our study has practical and theoretical implications for academics and infor-
mation security managers. Practically, the current study furthers our under-
standing of how individuals seek to protect themselves online. The results can
be employed by governments and individuals to encourage online safety. Our
results can help security practitioners to prioritise their training efforts towards
on end users who exhibit decision-making styles that are significant predictors
of poor security behaviour avoidance.

Theoretically, the combination of concepts drawn from previous online safety
research within the extended TTAT paradigm proposed here provides addi-
tional insights for future research. This study also tested the link between avoid-
ance motivation and avoidance behaviour when adding decision-making styles
as moderators, which has not previously been examined in the context of secure
user behaviours. Finally, this project explored the role of individual differences,
namely, decision-making style as a moderator of avoidance motivation and avoid-
ance behaviour and identified important relationships. These results can also
help researchers to analyse the influence of other individual differences, includ-
ing the five big factor traits (personality) and risk-taking preferences, on safe
cybersecurity habits.

7 Conclusion and Limitations

Understanding the influence of individual differences such as decision-making
style on cyber security behaviour study extends the limited work on online safety.
A cross-sectional survey was conducted among 95 students at Macquarie Univer-
sity to assess the effect of individual differences, namely, decision-making style,
as a moderator variable between motivation behaviour and cybersecurity avoid-
ance behaviour. The findings indicated that rational, avoidant and dependent
decision-making moderate the relationship between avoidance motivation and
avoidance behaviour, supporting the hypothesis. These results can inform the
design and deployment of more effective cyber security, including technological
protections and user education.

Several limitations of this research should be noted. First, the study employed
a cross-sectional research design. Longitudinal data will enhance our under-
standing of what constructs affect individuals’ avoidance behaviour by using the
CybAR app. In our study, only quantitative data were collected. Qualitative data
generated from interviews or focus groups could yield insight into other factors
that affect individuals’ avoidance behaviour and avoidance motivation. Second,
interpretation of the results was limited by the small sample size (95). A larger
sample would have improved the ability to generalise the findings to a wider
population. It should be noted, however, that the use of SmartPLS as a data
analysis tool overcomes this limitation since it can generalise results with a very
small sample size. Third, the study was conducted in one university Macquarie
University so the results may not be applicable to all Australian universities,
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even if the education system and culture are the same. Fourth, this study exam-
ined by using a marker-based AR application that applicable only for Android
devices. Similar application should be developed for iOS users. Finally, not all
factors related to the higher education institution were taken into consideration.
AR usage in such institutions will be better understood if other factors, such as
cultural motivation and cybersecurity knowledge, are taken into account.
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Abstract. With society nowheavily invested in cyber-technology andmost cyber-
attacks due to human error, it has never been more vital to focus research on
human-centric interventions.Whilst some studies have previously investigated the
importance of end-user individual differences (gender, age, education, risk-taking
preferences, decision-making style, personality and impulsivity) the current study
extended the research to also include acceptance of the internet and the constructs
used to explain behavior within the Theory of Planned Behavior (TPB) and Pro-
tection Motivation Theory (PMT). Seventy-one participants completed a battery
of questionnaires on personality, risk-taking preferences, decision-making style,
personality, impulsivity, acceptance of the internet, the combined PMT and TPB
questionnaire, as well as an online cyber-security behaviors questionnaire. Gen-
der, age and education did not relate to any cyber-security behaviors, however a
number of individual differences were associated. These behaviors include finan-
cial risk-taking, avoidant decision-making plus ease of use, facilitating conditions,
and trust in the internet. It was also found that safer cyber-security behaviors are
seen in those who appraise threat as high, perceive themselves to have the required
skills to protect themselves, see value in this protection and understand their place
in the cyber-security chain. These findings emphasize the importance of under-
standing how individual differences relate to cyber-security behaviors in order to
createmore tailored human-centric interventions such as computer-based decision
support systems and other human-machine interface solutions.

Keywords: Human factors · Cyber-security behavior · Individual differences

1 Introduction

With society now heavily invested in computer systems and internet connectivity, never
has it been more vital to identify ways in which to safeguard cyberspace [1]. In 2019,
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over 41,686 security incidents were reported to have taken place across the globe with
a data breach confirmed in around 2,000 of these incidents [2]. Of these incidents, 71%
were financially motivated, with 56% of breaches taking months or longer to uncover.
In the UK alone, the National Cyber Security Centre (NCSC) defends around 12 cyber-
attacks on UK organizations each week, including critical national infrastructure, where
a breach of security has the potential to cause the UK severe and widespread disruption
[3].Whilst cyber-technology can offer great benefits to communication, productivity and
information sourcing, attacks towards online data and system integrity are continuing to
evolve in both number and level of intelligence.

The majority of cyber-attacks are made possible through intentional or unintentional
human behavior. Despite this, research in the area of cyber-security has largely focused
on technical system interventions, with a dearth of research relating to sociotechnical and
human-centered aspects. A common example of unintentional human error is in cases
involving social engineering: where an attacker employs psychological manipulation to
encourage humans to click onmalicious links, downloadmalicious attachments or reveal
personal information [4]. Social engineering is largely utilized in phishing emails, which
appeared as the top threat action responsible for cyber-security breaches in 2019 [2].
Such emails (influence techniques) provided the point of entry for malware in 94% of
cases [2]. It is therefore crucial formore research that focuses on investigating the role the
human plays in the protection of technology, in order to create interventions (including
human-machine interface/HMI solutions) that complement the technical tools currently
available.

Human behavior in cyber-security is complex, influenced by the individual charac-
teristics of the end-user, as well as environmental and situational factors [5]. Despite this,
interventions within organizations currently tend to employ a one-size-fits-all approach
that rarely results in positive behavioral change [6, 7]. However, in order to better tailor
interventions, it is important to determine which specific factors render an end-user as
more susceptible to a cyber-attack, and to use these insights to create interventions that
are more targeted in nature and flexible in their approach to different users.

The aim of the current study is to build upon the limited research currently available
and determine which specific individual differences influence cyber-security behaviors
in order to create tailored interventions that can be used within businesses to mitigate
human susceptibility to cyber threats.

2 Background

To date, the field of cyber-security has largely focused its research on technically-
orientated interventions, such as analysis of aggregated logs and system monitoring.
However, these interventions are reactive, and less attention is given to addressing
end-user vulnerabilities to develop preventative and human-centered security solutions.
Despite most organizations utilizing technical interventions, cyber offenders are find-
ing increasingly sophisticated ways of bypassing such efforts, leaving attack outcomes
firmly in the hands of the end-users. By better understanding what makes a human
more vulnerable to a cyber-attack, tailored human-centric interventions can be devised
to compliment the technical tools currently available.
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2.1 Human Strength and Vulnerability Within Cyber-Security

Although research has begun to explore this crucial area, more work is needed to identify
key individual differences that influence human cyber-security strengths and vulnera-
bilities, to develop effective tailored human-centered interventions. A number of human
characteristics that relate to cyber-security behaviors have been identified, including
risk-taking attitude, decision-making strategy and level of impulsivity [8]. Less desir-
able cyber-security behaviors were found in those more impulsive, as well as those
more likely to take health/safety risks (e.g., drive under the influence of alcohol), and
procrastinate or rely upon others when making a decision. Gratian et al. [5] built on
these findings by investigating risk-taking attitude and decision making style within an
educational setting, as well as how gender and personality also relate to cyber-security
behaviors. Gender in particular was found to be an important predictor, with men more
likely to generate strong passwords, proactively search for contextual clues to cyber risk,
and, more regularly update their systems. Some personality traits were also predictive
of cyber-security behavior with extroverts more likely to secure their devices and those
more conscientious creating strong passwords and allowing system updates. In regards to
decision-making, a more rational processing style was linked to more positive behaviors
and a spontaneous style more negative. Finally, risk-taking attitude was also found to be
a good predictor of cyber-security behavior with those less likely to take a financial risk
generating stronger passwords and those more likely to take a health/safety risk weaker
passwords. One aim of the current study is to look to validate findings from these previ-
ous studies and expand upon them examining at the relationship between cyber-security
behavior and both acceptance of the internet and the Theory of Planned Behavior.

2.2 Cyber-Security and Acceptance of the Internet

The Unified Theory of Acceptance and Use of Technology model (UTAUT) [8] is a
theory, and associated questionnaire, designed to examine a user’s behavioral inten-
tions specifically around the use of technology. Its four core constructs (performance
expectancy, effort expectancy, social influence and facilitating conditions) are used to
explain the likelihood that a person will accept the technology and how they intend to
use it. There are a number of additional external constructs that are regularly included
within the model to further explain acceptance including trust, perceived risk, anxiety,
hedonic motivation, price value and habit [9, 10]. The UTAUT questionnaire has been
previously used to determine factors that influence the acceptance of technology such
as mobile banking, mobile internet and internet services with very good reliability, α

= .7 to .9 across studies [11, 12, 13]. Thus, a key aim of the current study is to extend
research on individual differences by investigating which specific constructs within the
UTAUT model of acceptance may further account for cyber-security behaviors.

2.3 Protection Motivation Theory and the Theory of Planned Behavior

A number of theories have been highlighted in the literature as useful in understanding
andmodelling cyber-security perceptions and behaviors, although largely independently.
One of the main theories applied to cyber threat assessment is Protection Motivation
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Theory (PMT), a framework originating within the health domain. PMT suggests two
appraisal systems take place when assessing threat: threat appraisal whereby the proba-
bility and severity of the threat is considered, and coping appraisal whereby judgements
are made in relation to response efficacy, self-efficacy and response costs [14]. The
outcome of these appraisals influence how motivated a person is to protect themselves
against the threat. Should both threat appraisal and coping appraisal be high – e.g. if a
severe threat is expected and the person feels a response will be effective – they will
be motivated to act [15]. Research to date suggests response efficacy to have a larger
influence on motivation to act than threat severity [16].

Another leading theory is the Theory of Planned Behavior (TPB) consisting of three
constructs said to influence behavioral intention; attitude, subjective norms and perceived
behavioral control (TPB) [17]. Information security awareness, organizational policy and
experience and involvement in IS security have been found to influence these constructs
in turn impacting information security behavior [18]. Some attempt has been made to
bring both PMT and TPB together into a combined model, with findings suggesting
attitude and subjective norms in TBP and threat appraisal and self-efficacy in PMT to be
the most important factors when looking to combine the models [19, 18]. The current
study involved using the combined model presented by Safa et al. [18] to investigate
relationships between the factors within PMT and TPB and cyber-security behaviors, as
well as a range of other scales and measures reported in this paper.

2.4 The SeBIS Online Security Behaviors Questionnaire

Whilst the combined PMT and TPB behavior questionnaire has its own behavior con-
struct, both the research by Egelman and Peer [8] and by Gratain et al. [5] utilized the
SeBIS online security behaviors questionnaire to examine behavior. The SeBIS was
devised by Egelman and Peer [8] to compensate for the lack of a standard measure-
ment tool for cyber-security behaviors. The questionnaire comprises of 16 items split
across four sub-scales: password generation; updating; device securement; and proac-
tive awareness. Password generation focuses largely on the creation of passwords and
whether they are shared across accounts with updating more focused on the updating
of programs, anti-virus software and so on. Device securement targets the locking of
computer devices before being away from them, whether passwords are utilized, and
proactive awareness the proactive search for contextual clues such as the checking of
websites and links for legitimacy. By including the SeBIS in this study we can not only
compare our research with that of Egelman and Peer [8] and Gratian et al. [5] but also
the behavior construct within PMT and TPB behavior questionnaire.

To conclude, threats to cyber-security are increasing in both number and severity,
with human behavior one of the main reasons for successful infiltration of systems. This
is most evident within industry and critical national infrastructure sectors, where high
numbers of employees as well as challenges such as different roles and different levels
of expertise with and knowledge of cyber-security. There is therefore an urgent need
to identify the key individual differences that relate to cyber-security behaviors within
the workplace. Once these factors are identified, they can be regularly assessed and
interventions developed that are more optimally tailored to an individual’s strengths and
vulnerabilities rather than the often assumed vulnerabilities of humans per se.
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3 Method

3.1 Participants

Seventy-one participants were recruited fromCardiff University (staff and PhD students:
48% of the sample) and via the Prolific online marketing tool (52% of the sample). Of
these participants, 31% were male, 68% female and 1% of a different identity. Partici-
pants were aged between 18 and 65 with 70% between 24–44 years of age. The sample
was well educated (UK GCSEs to Doctorate level) with 80% of participants in holding
at least an undergraduate degree. Cardiff University staff and students were not rewarded
for taking part. Prolific pays an hourly rate to its users for completion of questionnaires,
so participants were paid accordingly.

3.2 Study Design and Procedure

This study employed a between-subjects and correlational design to investigate how user
characteristics (gender, age, education, personality, risk-taking preferences, decision-
making preferences, impulsivity, acceptance of the internet) and factors within both
PMT and the TPB relate to cyber-security behaviors.

Participants accessed the study via Qualtrics©, an online survey platform, on PCs
and tablets. Before completing the survey participants were presented with a brief intro-
duction sheet, request for consent and a demographics form including age, gender and
level of education. Participants were then asked to complete the IPIP personality traits
measure [20] where they were presented with 50 statements (10 questions for each sub-
scale including extroversion, openness to experience, neuroticism, conscientiousness
and agreeableness) and asked to which extent each statement applied to themselves,
rated from 1 (very inaccurate) to 5 (very accurate). Risk-taking preferences were then
measured using the DOSPERT risk-taking preferences questionnaire [21] whereby par-
ticipants were asked to rate how likely they were to engage in 30 risky behaviors from
1 (extremely unlikely) to 7 (extremely likely). The 30 questions covered five differ-
ent forms of risk taking (social, recreational, financial, health/safety, ethical) with six
questions per factor.

Participants then completed the GDMS decision-making style questionnaire [22]
indicating to which extent they agree or disagree with 25 statements with five over-
arching decision-making styles (intuitive, dependent, avoidant, rational, spontaneous)
ranging from 1 (strongly disagree) to 5 (strongly agree). Next, participants completed
the Barratt Impulsiveness Scale (BIS-11) [23] indicating how regularly they had expe-
rienced a list of 30 statements ranging from 1 (rarely/never) to 5 (always). Participants
then completed the TPB and PMT questionnaire [18] rating 42 statements, from nine
sub-scales e.g. threat appraisal, from 1 (strongly disagree) to 7 (strongly agree). Follow-
ing this the participants were asked to complete the UTAUT acceptance of the internet
questionnaire [10] containing 30 statements (with 9 subscales including performance
expectancy, effort expectancy, social influence, trust, facilitating conditions, hedonic
motivation, price value, habit and behavioral intention) rated from 1 (strongly disagree)
to 7 (strongly agree) Finally, participants completed the SeBIS online security behav-
iors questionnaire containing 16 statements (with 4 overarching constructs of updating,



56 L. M. Bishop et al.

device securement, password generation and proactive awareness), rating how often
they undertake each behavior from 1 (never) to 5 (always). After completion of all
questionnaires participants were provided with a study debrief.

4 Results

This study was designed to investigate the relationships between end-user individual
differences and cyber-security behaviors (see Subsects. 4.1, 4.2, 4.3 and 4.4 below and
Table 1 for a combined summary) as well as differences between individuals based on
e.g., demographic factors such as age, gender, and educational level. The individual
differences analyzed included gender, age, education, personality, risk-taking prefer-
ences, decision-making style and level of impulsivity. Also analyzed were factors from
the acceptance of the internet questionnaire and constructs found within PMT and the
TPB. A test of internal consistency was applied to all measures used in the study with
Cronbach’s Alpha reaching high reliability within the SeBIS online security behaviors
questionnaire (α = .83), TPB and PMT questionnaire (α = .95), Barratt Impulsivity
questionnaire (α= .87), GDMS decision-making style (α= .80), DOSPERT risk-taking
preferences questionnaire (α= .84), and IPIP Personality Traits questionnaire (α= .75).
The key assumptions for parametric testing were not met due to the use of ordinal data,
and therefore non-parametric statistical tests were utilized.

4.1 SeBIS Device Securement

The independent-samples Kruskal-Wallis test was used to investigate potential differ-
ences between end-user demographics and device securement as measured by the SeBIS
online security behaviors questionnaire, with no significant differences found in gen-
der, age or level of education. Spearman’s rank correlation was then used to analyze
relationships between personality and SeBIS device securement. Again, no significant
relationships were found. In reference to risk-taking preference a significant negative
relationshipwas foundbetweendevice securement and self-reportedfinancial risk-taking
(r=−0.25, n= 71, p= .04). No significant relationships were found between the SeBIS
online security behaviors questionnaire and decision-making style or impulsivity.

Analyses were then carried out to examine whether there were significant relation-
ships between device securement and acceptance of the internet. A significant positive
relationship was found between device securement and effort expectancy (r = 0.24,
n= 71, p= .04), with those finding the internet easier to use also reporting better device
securement. No other significant relationships between these factors were found.

Further analyses investigated device securement and the PMT and TPB behavior
questionnaire responses. A significant positive relationship was found between device
securement and value of information security organization policy (r = 0.27, n = 71,
p = .02). A significant positive relationship was also found between device securement
and the attitude construct (r = 0.33, n= 71, p< .01), with those having a more positive
view on information security also more likely to secure their device. Finally, threat level
appraisalwas found to have a significant and positive relationshipwith device securement
(r = 0.47, n = 71, p < .01).
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4.2 SeBIS Proactive Awareness

A test of differences was performed between end-user demographics and proactive
awareness. No significant differences were found across age, gender or education. Cor-
relation analyses also found no significant relationships between proactive awareness
and personality, risk-taking preference, decision-making style or impulsivity.

Further analyses investigated relationships between proactive awareness and accep-
tance of the internet questionnaire. A significant positive relationship was found between
proactive awareness and effort expectancy (r = 0.25, n= 71, p= .04), with those finding
the internet easier to use also reporting more proactive awareness. A significant nega-
tive relationship was found between proactive awareness and trust in internet reporting
(r = −0.29, n = 71, p = .02).

Correlation analyses were also conducted between proactive awareness and the PMT
and the TPB questionnaire responses. A range of significant relationships found. There
was a significant positive relationship between information security risk awareness and
proactive awareness (r = 0.43, n = 71, p < .01). A significant positive relationship
was found between proactive awareness and information security organization policy
(r= 0.31, n= 71, p= .01), with those seeingmore value in organization policy reporting
themselves as more proactively aware. Information security experience and involvement
was significantly positively related to proactive awareness (r = 0.41, n = 71, p < .01).
Attitude and proactive awareness were significantly and positively correlated (r = 0.29,
n=71,p= .02),with those viewing information security conscious care as necessary also
reporting more proactive awareness. Proactive awareness significantly and positively
correlatedwith both perceived behavioral control (r= 0.39, n= 71, p= .01) and security
self-efficacy (r = 0.30, n = 71, p = .01). Threat level appraisal also significantly and
positively correlated with proactive awareness (r = 0.44, n = 71, p < .01). Finally,
proactive awareness significantly and positively correlated with the behavior construct
within the TPB (r = 0.60, n = 71, p < .01).

4.3 SeBIS Updating

A test of differences was performed between end-user demographics and updating,
with no significant differences found for age, gender or education. Correlation analyses
also revealed no significant relationships between updating and personality, risk-taking
preference, decision-making style or impulsivity.Analyseswere then carried out to detect
for any relationships between updating and acceptance of the internet. A significant
positive relationship was found between updating and hedonic motivation (r = 0.32,
n = 71, p < .01). This suggests those finding the internet more enjoyable to use also
report evidence of better updating practices.

Additional analyses were performed between updating and the PMT and TPB ques-
tionnaire responses, with a number of significant relationships found. A significant
positive relationship was found between information security awareness and updating
(r = 0.41, n = 71, p < .01), with those who are aware of potential threat are also
more likely to report updating behaviors. A significant positive relationship was found
between updating and an individual’s value in the information security organization
policy (r = 0.30, n = 71, p = .01). Information security experience and involvement
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significantly and positively related to updating (r = 0.38, n= 71, p< .01). Attitude and
updating also significantly and positively correlated (r = 0.28, n = 71, p = .02), with
those viewing information security conscious care as necessary also reporting updating
their system more regularly. Updating also significantly and positively correlated with
security self-efficacy (r = 0.31, n = 71, p = .01). Threat appraisal also significantly
and positively correlated with updating (r = 0.31, n = 71, p = .01), with those apprais-
ing threat as higher also reporting more updating. Finally, updating significantly and
positively correlated with the behavior construct within the theory of planned behavior
(r = 0.36, n = 71, p < .01).

4.4 SeBIS Password Generation

A test of differences was performed between end-user demographics and password gen-
eration, with no significant differences found for age, gender or education. Correlation
analyses also found no significant relationships between proactive awareness and per-
sonality, risk-taking preference or impulsivity. A significant negative relationship was
however found between strong password generation and an avoidant decision-making
style (r = 0.24, n = 71, p < .04).

Analyses were then carried out to examine for any relationships between password
generation and acceptance of the internet. A significant positive relationship was found
between password generation and effort expectancy (r = 0.25, n = 71, p = .04), with
those finding the internet easier to use also reporting more positive password related
behaviors.A significant positive correlationwas also foundbetweenpasswordgeneration
and facilitating conditions (r = 0.24, n = 71, p = .04), with those feeling they have the
skills and resources available to use the internet reportingmore positive password related
behaviors.

Analyses were also conducted between password generation and the PMT and TPB
behavior questionnaire responses,with anumber of significant relationships found.There
was a significant positive relationship between information security awareness and pass-
word generation (r=0.35,n=71,p< .01)with thosemore likely to search for contextual
clues such as suspicious links or websites more likely to report themselves as proactively
aware. Attitudes and password generation also significantly and positively correlated
(r = 0.25, n = 71, p = .03), with those viewing information security conscious care as
necessary also reporting more proactive awareness. Password generation significantly
and positively correlated with perceived behavioral control (r = 0.36, n = 71, p= .01),
with those perceiving information security conscious care behavior as achievable also
reporting better password generation behaviors. Threat level appraisal also significantly
and positively correlated (r= 0.26, n = 71, p= .03) with password generation. Finally,
password generation significantly and positively correlated with the behavior construct
within the TPB (r = 0.42, n = 71, p < .01).

5 Discussion

This study investigated a number of individual differences and how they relate to cyber-
security behaviors. Previous research had indicated a number of characteristics that did
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associate with cyber-security behaviors; this study extended these characteristics to also
include the acceptance of the internet questionnaire and the combined PMT and TBP
questionnaire. Findings from the current study suggest end-users should remain aware of
the high probability of an attack, as well as receiving interventions for specific and more
general internet skills to protect themselves with subsequent improvements to cyber-
security behavior(s). It also appears important for both cyber-security and its policies
to be viewed as beneficial by employees and that they are aware of their significance
within the cyber-security chain. These findings highlight the importance of a better
understanding of the human-centric qualities associated with cyber-security behaviors,
in order to inform new and effective interventions.

Table 1. Findings from correlational analyses. Note. – represents no significant relationship.

Individual difference Device
securement

Proactive
awareness

Updating Password
generation

Demographics – – – –

Personality – – – –

Decision-making – – Self-reported
avoidant

Risk-taking Financial – – –

Impulsivity – – – –

Acceptance Effort
expectancy

Effort
expectancy
Trust

Hedonic
motivation

Effort expectancy
Facilitating
conditions

PMT & TPB ISOP
ATT
Threat appraisal

ISA
ISOP
ISEI
ATT
PBC
Threat
appraisal
ISSE
Behavior

ISA
ISOP
ISEI
ATT
Threat
appraisal
ISSE
Behavior

ISA
ATT
PBC
Threat appraisal
Behavior

Note. ISA= Information Security Awareness, ISOP= Information Security Organization policy,
ISEI = Information Security Experience and Involvement, ATT = Attitude, PBC = Perceived
Behavioral Control, ISSE = Information Security Self-efficacy

5.1 Individual Differences and Device Securement

In order to determine which individual differences relate to cyber-security behavior, this
study first analyzedwhether gender, age or education significantly correlatedwith device
securement, with no significant correlations anticipated. As found in Gratian et al. [5],
no significant effects were found in relation to any of these demographic factors. We
also investigated whether significant relationships existed between the five personality
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traits and device securement. The study by Gratian et al. [5] found extroversion to be
a unique predictor of cyber-security behavior; however, no such relationship between
extroversion, or any of the personality sub-scales, and device securement was found in
the current study.

Both studies by Gratian et al. [5] and Egelman and Peer [8] found device securement
related to decision-making style with the former finding a rational decision-making
style to be a predictor of device securement, and the latter a relationship between device
securement and avoidant decision-making. This was not replicated within this study.
However, the finding by Egelman and Peer [8] that impulsivity was not related to device
securement, was replicated. The current findings also established that those more likely
to take financial risk, report themselves as less likely to secure their device. This finding
appears credible, as not securing your device can potentially leave you open to financial
risk.

As acceptance of the internet had not previously been examined within the cyber-
security domain, relationshipswith device securement could not be anticipated.However
previous research around acceptance and technology did suggest it worth investigating.
Findings from the current study indicated a significant relationship between the effort
expectancy construct and device securement, suggesting those finding the internet more
difficult to use are also less likely to secure their device. This may possibly be due to
a lack of technical knowledge preventing our participants from utilising passwords and
auto-lock functions.

Also analyzed were the relationships between the combined PMT and TPB ques-
tionnaire and device securement, with the aim of determining whether any constructs
within the questionnaires can potentially be used to explain this behavior. A significant
positive relationship was found between information security organization policy and
device securement implying that end-users that better value IS policy are also more
likely to lock their device. As correlational analysis was utilized, causation cannot be
assumed. However, it is possible that should an organization continue to highlight the
value of policy employees may be more likely to benefit from their advice around device
securement. It was also found that those who see the benefit in conscious cyber-security
behavior will also be more likely to engage in device securement. Again, by highlighting
the benefits of cyber-security to an organization, end-users will be more likely to adopt
its policies and improve device securement within the business. Further research will
however need to be undertaken to confirm this. Finally, threat appraisal was found to
relate to device securement with those appraising the probability and severity of threat
as high more likely to secure their device. It may therefore be of importance to keep
employees aware of any threat that takes place both within and outside of the business,
in order for them to be able to assess threat appropriately.

In respect of device securement, significant relationships were found between this
construct and those more likely to take a financial risk as well as those finding the
internet harder to use. It was also found that those who see an attack as likely and
value the importance of cyber-security will be more likely to secure their device. This
suggests that organizations should keep employees informed of the true risk of an attack
and therefore the importance of following policy to protect from this risk.
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5.2 Individual Differences and Proactive Awareness

Remaining proactively aware of potential threat is an important step towards protection.
Those that report not fully investigating links and websites before utilizing them, as
well as those that report leaving security issues to be fixed by others, are at higher
risk of a security breach. It is therefore important to understand relationships between
individual differences and proactive awareness, to create interventions that can target
these differences. Analyzed first were the relationships between proactive awareness
and gender, age and education. A relationship was anticipated between gender and
proactive awareness as found within the Gratian et al. [5] study, however this study
found no relationships between any of the demographics and proactive awareness. No
relationships were also found between proactive awareness and personality, risk-taking
preference, decision-making style or impulsivity.

Correlational analyses were then undertaken to determine any relationships between
the acceptance of the internet questionnaire and proactive awareness. As found with
updating, proactive awareness correlated with effort expectancy with those finding the
internet harder to use being less likely to check links and emails before utilizing them.
A relationship was also found between proactive awareness and trust with those less
trusting of the internet remainingmore proactively aware of potential threat. It is therefore
important that whilst organizations ensure their employees become confident in use of
the internet, this confidence does not increase trust.

Analyses were conducted on proactive awareness and the PMT and TPB behavior
questionnaire responses to investigate whether constructs within the combined model
relate to people remaining proactively aware. Proactive awareness was significantly
related with information security awareness, suggesting those who are more proactively
aware are also more likely to be aware of potential cyber-security risks. Higher proactive
awareness was also found in those more likely to see the value in both IS organizational
policy, as well as cyber-security more generally. As with updating, it is therefore impor-
tant that organizations inform employees of the benefits of IS policy and the value in
its recommendations. Proactive awareness was also significantly related to how experi-
enced and involved participants felt they were in cyber-security, suggesting a need for all
employees to feelmore involved in the domain be clear ofwhere they sit within the cyber-
security chain. A positive relationship was also found between proactive awareness and
participants who felt they had the skills to protect themselves and that protection was
achievable. It is therefore important to increase security self-efficacy in the workplace as
should employees feel unable to protect the business; else the they simply might not try.
Threat appraisal was also found to relate to proactive awareness with those perceiving
threat as both unlikely and less severe not taking the time to be conscious of the risks.
As mentioned previously, providing employees with updates on incidents both within
and outside of the company may positively influence this appraisal. Finally, proactive
awareness correlated with the behavior construct within the protectionmotivation theory
and theory of planned behavior questionnaire suggesting proactive awareness to be an
indicator of cyber-security behavior more generally.

Those more proactively aware were therefore found to be more technologically
literate and in full understanding of potential risk. Thesefindings also suggest it important
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to advise employees of the benefits of remaining up to date on cyber-security policy and
making clear that they are firmly positioned inside the cyber-security chain.

5.3 Individual Differences and Updating

We also wanted to better understand which individual differences relate to updating
behaviors, such as the updating of software and anti-virus programs. Whilst in larger
organizations this is less likely to be a concern (as such updates are often automatically
rolled-out), it is still important to remain aware in order to advice should something
appear out of date.Weanticipateddifferences in updatingbehaviorwithin gender, age and
education as was the case in the Gratian et al. study [5]. This was however not supported.
Also, there were no significant relationships between updating and personality, risk-
taking preference, decision-making style or impulsivity as anticipated by the literature.

Also examined were relationships between the constructs found within the accep-
tance of the internet questionnaire and updating behavior. Analyses revealed that those
rating the internet as more enjoyable to also report more evidence of updating. It is
unclear whether those finding the internet more fun to use are also more willing to
protect the system they enjoy using or whether by making regular updates the internet
remains fun. It is also possible that those that do regularly update are more capable when
it comes to cyber-technology and will therefore find it more fun and enjoyable to use
generally.

A number of significant relationships were found between updating and the protec-
tion motivation theory and the theory of planned behavior questionnaire. Those more
likely to update their computers reported having a better understanding of the risks
around cyber-technology and were clearer on how to remain up to date to avoid these
risks. They were also more likely to place a higher value on IS policy and cyber-security
more generally as well as feel more involved in the process. As with proactive aware-
ness, better updating behaviors were also associated with higher security self-efficacy
and higher threat appraisal. Therefore, if employees do not see an attack as a true threat
and do not feel they have the skills to stop it they are unlikely to protect themselves and
the organization. Finally, updating was found to correlate with the behavior construct
within the protection motivation theory and theory of planned behavior questionnaire
suggesting it a good indicator of cyber-security behavior more generally.

These findings again suggest the importance of employees perceiving risk as high
and having the skills to be able to keep their system up-to-date. Asmentioned previously,
it is important for employees to remain clear on the benefits of cyber-security policy and
that they are aware of the importance of their role in the cyber-security chain.

5.4 Individual Differences and Password Generation

Finally, we set out to better understand individual differences in relation to secure pass-
word generation. There were no significant differences in updating behavior based on
gender, age and education, again in contrast to findings reported by Gratian et al. [5].
Correlation analyses were undertaken and revealed that those more likely to avoid mak-
ing decisions were less likely to create strong and separate passwords. This may be due
to avoiding the effort of choosing stronger passwords or avoiding changing passwords
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already created.No relationshipswere found between password generation and personal-
ity, risk-taking preference or impulsivity. We also investigated the possible relationship
between the constructs found within the acceptance of the internet questionnaire and
password generation, and again found better password generation behaviors in those
who find the internet easier to use. This highlights the potential importance of providing
employees with general computer skills training and not just training related directly to
cyber-security. A relationshipwas also found between password generation and the facil-
itating conditions construct suggesting those who feel they have the skills and resources
available to use the internet will generate better passwords. Often when creating pass-
words advice is not provided leaving those who do not regularly use the internet or lack
in skill at risk.

Aswith the other behavioral constructs a number of relationshipswere foundbetween
the PMT and TPB questionnaire responses and password generation. Again, those more
likely to generate strong passwords reported having a better understanding of the risks
around cyber-technology. Better password generation was also found in those who
viewed information security conscious care as beneficial. It was also found that those
creating stronger passwords also appraised the threat of an attack as high and felt protect-
ing themselves from it achievable. Again, this potentially highlights the importance of
communicating incidents as well as ensuring employees perceive themselves as holding
the skills to protect themselves.

Password generation is a key concern both within the workplace and within the
general public. This study has found that those creating weak passwords also report low
cyber-security skills, as well as low internet skills more generally. They were also found
to appraise threat as low, suggesting it key to consider ways in which to communicate
effectively to employees the true risk of not creating stronger passwords across multiple
accounts and why security conscious care is critical.

6 Limitations

Limitations in this study include the use of surveys only and not all responses may
truly represent participant individual differences and cyber-security behaviors. That is,
some participants may subjectively rate themselves incorrectly in relation to their actual
individual differences and behaviors due to, e.g., response bias, not fully understanding
questions, and so on. Also, the study involved a large number of scales and measures
and there may have been fatigue and/or boredom effects. However, the order in which
the scales and measures were presented to participants was randomized.

Correlational analyses were mainly used due to the exploratory nature of the study
meaning that inmost cases (apart fromanalyses of demographic factors) causation cannot
be determined – e.g., does individual difference factor x cause behaviour y? Regression
analysis could be considered for such data in the future, as well as employing methods to
split data (e.g., median split method) to examine whether there are differences between
e.g., low and high scorers on measures. However, the sample-size (N = 71) within the
current study is likely to be too small to detect differences if they exist, especially for
cases where effect sizes may be small or even small to medium. The sample was also
well educated with over half of the sample university staff and PhD students, therefore
the findings may not represent the general population.
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Finally, despite most participants taking part in the study being in paid employment
(noting most PhD students were in receipt of a stipend and some also worked part-time),
and mostly working in jobs/roles/sectors where cyber-security is or at least should be
important, future studies should look to include samples or subsamples of employees
who have background education and job roles in areasmore related to IT. Employeeswith
roles such as cyber-security specialists and computer scientists would provide important
comparisons between groups of individuals with different levels of IT and security
expertise. Non-incentives, self-selecting samples could also be prioritized to increase
the likelihood of engaged participation.

7 Conclusions, HCI Recommendations and Future Research

With society now heavily invested in cyber-technology and the majority of cyber-attacks
due to human error, it has never been more vital to create interventions that are human-
centric. This study investigated how a number of individual differences relate to cyber-
security behaviors in order to better tailor interventions to the end-user. A number of
factors were found to relate to cyber-security behavior more generally such as the need
for end-users to appraise risk as high and perceive themselves to be skilled in protection.
Should an end-user not anticipate threat and feel indefensible effort will be at aminimum.
It also appears important that end-users understand the value of cyber-security and its
policies as well as are aware of how to remain up to date. Another key factor is end-users
understanding where they sit in the cyber-security chain and that their commitment to
it is key. This suggests that organizations will benefit from communicating true threat
probability and severity to their employees and that interventions focus on both general
internet skills as well as skills in how to prevent an attack.

There were also a number of factors that related specifically to one of the cyber-
security behaviors. In respect of device securement those who are more likely to take
financial risk are less likely to secure their device. Whilst this may be difficult to tackle
within the workplace, providing standardized securement processes, perhaps as HMI
hard constraints, may help negate this issue. Those with an avoidant decision-making
style were also found to be less likely to create strong separate passwords. People with
less trust in the internet also reported more proactive awareness again highlighting the
importance in communicating incidents both within and outside of the business. Those
reporting incidents of updating rated the internet as more enjoyable, and stronger pass-
word generation was found in those who felt they had the right skills and resources to
use the internet. Again these support the finding that providing general internet skills to
end-users may improve cyber-security behaviors. HMI design and HCI solutions could
be developed (such as decision support systems and reminders) to support individuals
to make better cyber safe decisions.

Future research should continue to investigate relationships between individual dif-
ferences and cyber-security behaviors increasing both the number of characteristics
included as well as behaviors analyzed. Once there is better understanding around the
characteristics involved research can focus on understanding which individual differ-
ences are the highest predictors of cyber-security behaviors. These can then be used
to assess cyber strengths and vulnerabilities of employees entering a workplace and to
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directly target interventions (such as adaptable and adaptive decision support systems)
to these individuals and then reassess post-intervention to gauge success. Overall, the
current research highlights the importance of better understanding how human-centric
individual differences relate to cyber-security behaviors in order to providemore targeted
interventions.
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Abstract. The focus on design areas that motivate users, enhance user experience
instead of just making it usable has made security with respect to data privacy an
important topic. There is also a general lack of easily comprehensible information
and awareness when it comes to new regulations like the General Data Protection
Regulation (GDPR) [1]. Changes in processes or requirements that involve the use
of certain data are avoided without studying the finer details of dependencies and
connections. This hinders projects with design ideas that might otherwise enhance
user-experience. We introduce a method to enable innovative design for human-
machine interfaces in compliance with data protection and security regulation
that is based on our extensive experience with industrial projects. The paper will
provide examples of design concepts that address the security concerns raised
while conforming to the main topics of ISO 9241.

Keywords: Security ·Method · User experience · Usability

1 Introduction

The ISO 9241 outlines the most important factors for usability. They are: suitability for
the task, suitability for learning, suitability for individualization, conformity with user
expectations, self-descriptiveness, controllability, and error tolerance [2]. This, com-
bined with the Human-Centered Design-Process [3] and its definition of user experience
(UX), forms the base for every good HMI-Design. It ensures the project focus always
lies on the user.

The UX and need-based models show the importance of security for UX. It can
be described as «the absence of danger and the independence of outer circumstances»
[4]. This means that the users must feel comfortable while using the system. Failing
which, the system either becomes unusable or results in a bad UX. On the other hand,
positive user experience gets limited while focusing on the security aspects and might,
even at times, be annoying for the user. A good interface ensures such aspects remain
in the background while ensuring the user feels secure and comfortable. Better usability
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should not be at the expense of security, which in turn has a negative impact on UX. The
user should be able to find any security-related information for clarification on demand.

Our method was conceived and developed during a project (here on referred to in
the rest of the paper) where we created a system that provides instructions for shop floor
machine maintenance. The goal of the system was to tap into the rich experience and
knowledge of theworkers, andmake it shareable. This however, led to concernswith data
privacy and security from the project teams, which included production management,
and development teams. This was the major motivation for developing the method to
build and visualize the various connections, to understand the concerns and find possible
solutions.

2 Related Work

2.1 Methods

Although there is not much work that explicitly tries to solve user experience problems
caused due to data security concerns, there is quite a bit of research and tools for under-
standing risk [5], for example to help SMEs to comply to the GDPR [6]. The concerns
regarding gathering personal data and the benefits of using such data for personaliza-
tion of interfaces are also an active area of research. Information about individuals is
an important pre-requisite for personalization. It has been observed that designing per-
sonalization systems that also provide the best privacy-related user experience need a
human-centered perspective. The relation between the intention of people to disclose
certain personal data and the corresponding benefits promised by personalization have
been studied [7].

2.2 Inspiration

Most procedural police dramas, detective, and spy thrillers have protagonists trying to
trace connections between various scenarios and characters. One of the most common
plot points is the pin board where various character photos and clues are placed and inter-
connected with colorful yarns. This serves as a useful tool to guide the viewer through
the thought process of the protagonist as well the plot. It also provides opportunities to
ask the right questions that help propel the story forward. This was a major inspiration
for the method that is outlined in this paper. We saw in such a system, the advantage
of providing a visual canvas that helps one begin with asking the right questions and
communicate their ideas effectively.

3 Method

The need for the method was driven by the necessity to provide effective answers for
concerns raised using the discussionwith theworkers council in the project. One concern
was that, users would not share their knowledge as they did not have any incentive and
feel insecure, as their skills might not be unique anymore. A preliminary user test with
a prototype of the user interface showed that the concern was unfounded. They saw the
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overarching benefit of a shared information pool for their own work and the company.
The second concern was about data privacy. The system would store information gen-
erated from the users and consist of user actions, communication between users, etc.
and combined with gamified design elements like points and ranking. There was a fear
among the team that such proposals would be met with objections from the workers
council. There were extensive discussions and meetings between various stakeholders,
which did not lead to any conclusion. We then formulated a method to visualize the most
important aspects of the projects that showed the relevant dependencies and benefits.

3.1 Core Concept

The core concept lies in formulating the major aspects as a triangle with each side
representing a major category. One side (Side A) represents possible data types such as
usernames, sensor data with a description. The second side (Side B) designates relevant
roles and responsibilities, or users and their interests. The third side (Side C) lists benefits
or aspects, which would lead to innovative design. These, can be then connected to each
other, showing the relevant needs and dependencies (see Fig. 1. Methodical Triangle).

Fig. 1. Methodical Triangle that displays the core concept

3.2 Tools

We designed cards that would represent the necessary information for the different sides.
The data cards used on Side A contained a name for the data group, the data contained,
space for comments, and indication of information level, what can be learned from the
data, and estimated security level. The cards for Side B described the idea or service.
In addition, everyone could define if they are the provider of such a solution or the user
(see Fig. 2. Cards). In our implementation, every project team had his own representative
pin color. They were also provided with threads that would be used for connecting the
different pins.
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Fig. 2. Cards used for representing the relevant information and ideas

3.3 Process

We prefilled Side A on a pin Board with different types of data relevant for the project.
We used the «UXellence®»Methods [8, 9] to identify the stakeholders and their interests
for side B. This is important to be able to empathize with the relevant stakeholders. The
different benefits, sub-components, services and ideas created for the project were listed
on side C. The most interesting ideas were then prioritized to begin connecting them
physically with pins and threads.

3.4 An Example from the Project

One of the insights was that every user has the focus on a completely different set of
data, which can be seen in the lines starting from side C. A specific example dealt with
the issue of providing an adaptive information screen that changed based on the user in
front of the system. This however, meant specific user information would be recorded
which had push back from the project teams. Connecting the feature “user and role
specific information display” (top of side B) it became clear that linked data (side A) is
interesting for the quality of the feature, however not all of it is mandatory (see Fig. 3.
Application example from the project). For example, pseudonymous user data could
be used instead of explicitly mentioning the user. A manual switchover is also quite
effective and offers sufficient advantages. These solutions did not surface readily in the
initial meetings. After this first success, further compromises were made in a very short
time.

3.5 Key Elements

The focus on building connections from the perspective of benefits had a major
contribution in finding solutions to the data privacy concerns.
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Fig. 3. Application example from the project that shows the interconnections

Visualization
Visualizationmade aspects of the project that could not be communicated during the dis-
cussions, effectively graspable. Interestingly, it was found certain issues were unfounded
in the first place. The visualization showed that certain information was not necessary
to be saved in the end or had no effect on certain components.

Visualizing something, i.e. pinning it to the wall or writing it down, gives the partic-
ipants a chance to think about it, to comment on it, to suggest or make changes to it and
the results are seen in real-time and serve as a live protocol.

The second effect is that facts become clearer. The moment the link becomes visible
on the wall, a connection becomes tangible and other possible complex connections
become apparent.

Physical Activity
The physical act of pinning the relevant components and connecting them stimulated
the decision-making. Similar to Design Thinking, active participation is a core part of
the approach. The physical activity is an important aspect, that juggles the mind, aids
focus, and creates awareness and undoing it means effort. Similar activating elements
are seen in education where learning content is distributed with a classroom [10, 11].

4 Implications on Design

There are quite a few examples of applications that force users to create accounts with no
apparent relevance. They are explicitly just used for gathering data and the services are
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not directly dependent on the user profile. Such practices limit the confidence of users
and sow doubts in users in general. For example, the Application “NVIDIA GeForce
Experience” requires one to create an account for driver updates and settings. This
is especially explicit in smartphone apps where certain applications ask for access to
resources that they might not need. For example, a compass asking for access to the
images or the Internet connection. Due to the many misuse reports and infringements
[12], trust declines or turns into general rejection.

The issue of data protection has gained prominence in recent years. The introduc-
tion of the basic data protection regulation (GDPR), has brought in sweeping changes,
especially with regard to collection and storage of personal data.

In the field of user experience and interaction design, we are increasingly confronted
with situations where there are advantages to storing and analyzing context and user
data. In discussions with the works council, for example, the data and conclusions that
could be drawn about an employee were the conflict point. Objections were raised on the
explicit need for such data or which data if at all. As described in the specific example
(see Sect. 3.4) we used our method to find a fitting solution.

Our method has implications for conflicts that may arise during certain design deci-
sions for systems as outlined in the following examples from the project.We alsomention
the factors for usability, as given in the ISO norm (see Sect. 1) that the design examples
address.

4.1 Example 1: Collecting and Sharing Knowledge

Positive Effect on Error Tolerance
Man is an excellent sensor. Workers over time learn to understand their machines and
get an intuitive feel for possible errors and optimization potentials. The main goal of the
project was to make this knowledge available to other employees. We wanted users to
be able to, quickly and easily, document any errors and their solutions on the job. This
creates an increasing corpus of instructions and learningmaterials. These need to be well
structured and designed to reduce the cognitive load on the learner [13, 14]. People can
comprehend multi-modal information that combines text and images easier, compared
to pure textual descriptions [15].

Machine manufacturers, whose machines are in use by multiple customers, could
also take advantage of the sharing concept. They could pool general error information
and user-generated instructions centrally to disseminate to other customers, as well use
it to improve their products and services. However, there is an ever-present concern of a
customer’s critical information being passed to a competitor. The use of cameras on the
shop floor is very often prohibited due to these concerns.

Giving Feedback
Collection of direct feedback, evaluation, and asking necessary questions contribute
extensively to the design of user interfaces. Microsoft’s insider program is an excellent
example of such a system. A broader group of people and changes could be continuously
addressed in addition to improving learning material or instructions.
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4.2 Example 2: Highly Adaptive and Responsive UIs

Positive Effect on Suitability for Individualization, Suitability for the Task, Con-
formity with User Expectations
Adaptive and responsive UIs offer better usability and user experience if implemented
effectively. They could be realized in multiple ways that have different implications on
data security.

Customizing Based on User Data
The ability to manually change or optimize a user interface such as font size or contrast
helps create solutions that work in multiple scenarios. [16, 17]. For a single user system,
only one set of settings need to be saved.However, formulti-user systems, settings need to
be linked to the users. Settings can be synchronized for users active on multiple systems.
The generic profile information that is stored for an user could be used by a ticket vending
machine for improving services. However, doubts arise on where such a profile is stored
and what conclusions can be drawn from it. The relationship between the promised
benefit and the data perceived by the user must be considered when personalizing a
process. Trust is best achieved by giving the user full control over the data and the
possibility to hide everything without any major disadvantage [7].

Data- and Sensor-Based Adaptation
User adaption can also be based on sensor data and offer even greater value. Our smart-
phones already use sensor data to adapt the user interface. For example rotating between
landscape and portrait, or brightness based on ambient light. A motion sensor could be
used to increase the line spacing of text when the user moves, to improve readability.
If a user leans forward to read something, an inference might be small font size. The
system could recognize this and offer to enlarge the font [18].

The position, viewing direction, andmovement direction of an user on the shop-floor
can be used to display content on a production machine [19]. If he is standing further
away, he probably wants general information about the overall machine, if he approaches
a specific part, the interface can automatically switch to a detailed view.

4.3 Example 3: Gamified Design

Positive Effect on Suitability for Learning
In companies where usability has been integral for a while, the focus has moved into
employee motivation and learning. Gamification elements such as high scores, scores or
levels, have become useful tools. These are used to strengthen the communication in the
company, give incentives that go beyond the monetary aspect, give feedback, encourage
learning, and document progress. These ensure progress is visible and make decisions
inevitable. For other employees, it is also interesting to see who is an expert and who
to contact if problems arise. Learning opportunities also help overcome boredom due
to mundane tasks. Competition stimulates and can be designed in such a way that it
does not demotivate. Collecting points and badges as well as reaching levels can help
formulate goals. User tests in our projects have shown that this has positive effects on the
entire system. The potential of such methods is underlined by the high level of interest
in the industry.
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5 Conclusion and Outlook

The coremessage of ourmethod and this paper is to show the importance of visualization
to address design issues that hinder user experience due to concerns of data security. The
method outlined in the previous sections is a triangle with the three arms serving as the
key components of a system: stakeholders, data, and functionality. The visualization of
the relevant concepts of a project and the ability to show the interconnections physically
allows one to understand the influencing factors. It also allows one to ask the right
questions to fill missing gaps and communicate the information across the table. Data
security should not compromise on user experience nor should the latter be at the expense
of a trustworthy and reliable system. Collecting usage data over a longer period of
time helps optimize processes, identify workarounds and build on them. Functions and
elements that are seldom or not used at all can be identified and then either made more
accessible or removed. The security problem lies in the possibility of maintaining usage
statistics that links to specific users.

There are increasingly new forms of technologies that are set to take over the work
place of the future. One of the cutting edge research areas is capturing and understanding
the flow state [20] of an individual. A user in a state of flow needs to be kept away from
distractions such as telephone calls or annoying messages from e-mail applications or
chats. Any information or messages can then be relayed once the user is out of the flow
state.

Depending on the workload of the user, different modalities could be selected to
communicate critical information such as warnings [21].

Novel technologies such as Brain-Computer Interfaces (BCIs) enable a precise anal-
ysis of workload and performance to an unprecedented degree. For those who have to
do a lot of cognitive work, the advantages however outweigh the disadvantages [22, 23].
Using the visualization method as described in this paper will be an indispensable tool
for future discussions with relevant stakeholders.
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Abstract. Cyber crime is rising at an unprecedented rate. Organisations are
spending more than ever combating the human element through training and
other interventions, such as simulated phishing. Organisations employ “carrots”
(rewards) and “sticks” (sanctions) to reduce risky behaviour. Sanctions (such as
locking computers and informing one’s line manager) are problematic as they
lead to unintended consequences towards employee trust and productivity. This
study explored how organisations use rewards and sanctions both in their cam-
paigns and specifically following simulated phishing. We also assessed what fac-
tors (such as control over rewards, tendency to blame users) influenced security
awareness professionals’ use of rewards and sanctions. The findings revealed that
organisations use a variety of rewards and sanctions within their campaigns, with
sanctions being used across 90% of the organisations. We did not find any factors
that influence security awareness professionals’ usage of rewards and sanctions.
Our findings suggest the need for a greater consideration of the human element
of cyber security. In particular, campaigns should take a more informed approach
to use of behaviour change strategies that consider the organisational structure in
which they are implemented and the role (and influence) of security awareness
professionals within that structure.

Keywords: Security awareness professionals · Cyber security culture ·
Behaviour change · Reward and punishment

1 Introduction

Cyber security has been a tier 1 priority for the UK Government since 2011 [1]. Since
then, cyber threats have massively increased: we have seen ransomware impact on our
health services and data breaches becomemore andmore common. Organisations, small
and large, continue to struggle with managing cyber security risks.

The threat is very real. Cybercrime accounts for 50% of all crime in England and
Wales [2], and with the introduction of GDPR, companies can now be fined up to twenty
million pounds for inadequate data protection. Employees are known to be a major
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contributing factor to security breaches in organisations [3]. It’s unsurprising, then, that
measures are being taken (and millions being spent) to manage human cyber risk. But
some of these measures used by organisations are sparking concern - heavy monitoring
and the use of metrics to target, and punish, ‘at risk’ employees [4–8]. Indeed, more
companies in the UK are beginning to adopt a culture of blame when it comes to their
employees and cyber security [9]. Some security professionals, for instance, commonly
endorse a belief in the employee as the “weakest link” and tend to place the responsibility
of a breach upon individual users, rather than the organisation’s culture, the quality of
available training, or the design of security policies and procedures themselves [10–13].

When it comes to managing human cyber risk, security-awareness professionals
rely on metrics. Metrics serve an important function for decision makers in organisa-
tions: helping to assess risk over time and to aid strategic investment in cyber security
resources–particularly if they focus on targeting the three key pillars of human cyber risk:
Awareness, Behaviour and Culture [14]. Most commonly, organisations gather metrics
on training completion and click-rates on simulated phishing tests. However, there has
been a trend towards using suchmetrics to exclude, constrain and control staff [13]. Some
organisations use metrics gathered from simulated phishing to identify ‘weak links’ and
punish them into online security: docking pay and locking computers until awareness
programs have been completed and the user in question has been remedied and strength-
ened [6, 15].Whilst simulated phishing does have benefits for enacting behaviour change
through “just-in-time” training [16–18], it is the use of metrics derived from simulated
phishing that raises concerns over its potential unintended consequences.

1.1 Related Work

Punishment is an increasingly prevalent means by which organisations attempt to facil-
itate knowledge transfer and behaviour change. By this view, known as the Rational
Choice Model (RCM), people are rational entities who commit a crime or wrongdoing
only if the perceived benefits outweigh the costs [20, 21]. Preventing bad behaviour (i.e.
risky security behaviour), then, according to theRCM, is as simple as appealing to reason:
i.e. making the costs, through punishment, outweigh the benefits [22]. From this per-
spective, risky security behaviours are deterred as certainty and severity of punishment
increases [23].

Penalties like locking computers and informing line managers of “repeat clickers”,
alongwith other moreminor retributions, are likely to have a negative impact on employ-
ees and their productivity. Staff may also become irritable if they can’t work because
they are locked out of systems, making it harder for professionals to implement further
policies.

Not only is employee morale likely to drop, but so too might an employee’s trust in
the firm and respect for management [6, 7]; this in turn may make implementing cyber
security policies even more troublesome, given that awareness professionals already
struggle with gaining the legitimacy necessary to broadcast their message, and see this
as a key barrier to cyber awareness (cf. [9]).

Moreover, this culture of blame may actively encourage employees to be less pro-
ductive. Rather than use their own initiative, employees, under such conditions, may
be more inclined to ‘play it safe,’ seeing their role as circumscribed and demarcated
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and ignoring whatever lies beyond its stipulated scope [19]. A particularly damaging
outcome for sectors, such as healthcare and medicine, where cyber security is not just
an important ‘add on’ but an integral part of the job.

The use of rewards is considered a more positive strategy. Rewards include finan-
cial, non-financial and psychological benefits provided to employees in return for their
efforts [24] and can be extrinsic (such as pay and benefits) or intrinsic (such as job ful-
filment). Research has shown that reward strategies serve as a reliable mechanism for
improving behaviour [25], workplace trust [26] and work engagement [27], even when
the rewards are non-material (e.g. through gamification). However, the use of rewards
employed within an organisational context for changing security behaviour has received
little investigation.

The use of rewards and sanctions in organisations will also depend upon the per-
sonal and organisational resources available to security professionals [9]. While security
professionals have traditionally realised their security aims by taking an authoritarian
stance [28], the flattening of organisational structures has increased the need for security
professionals to persuade, rather than coerce, employees toward secure behaviour [9].
To be successful here, within these new organisational structures, research in the field of
management studies has suggested that an organisational “change agent” must possess
expertise, credibility, political access to senior management and control of rewards and
sanctions in order to be effective [29].

These resources are necessary because any given change strategy can face resistance
within the organisation from staff across all levels [29]. Unless an employee’s experi-
ences converge entirely with the strategist’s, without adequate power (expertise, reward
and sanction control), strategic initiatives will encounter disagreements and fail to be
successfully executed by awareness professionals. Employees, after all, may agree on
one end, but disagree on the means by which it may be achieved [30]. The awareness
professionals’ expertise and control of rewards and sanctions may therefore be key to
managing human cyber risk but whether security professionals perceive themselves as
possessing these resources and this sort of power, however, also remains unknown.

Viewing employees as part of the “problem” [13] in cyber securitymay also influence
the degree of usage of rewards and sanctions. Employees in cyber security are commonly
referred to as the “weakest link” [31]. As such, recent calls have focussed on viewing
employees as part of the “solution” [13] - where we recognise that human errors do
happen and that we not demonise employees but instead recognise that people are part
of the system and their ability can have a positive role in cyber security. Whilst most
research has looked at this mindset in security professionals [9], there is little research
on these influences on their use of rewards and sanctions.

1.2 Aims and Research Questions

Basedon the existingwork focusing on the impact of punishment on employee behaviour,
particularly in the context of simulated phishing. The primary aim of this study was to
explore how organisations use behavioural strategies of rewards and sanctions, as part
of their cyber security awareness campaigns and how they deal with “repeat-clickers’ as
identified in phishing simulations. The second aim of this paper was to assess whether
use of rewards and sanctions is influenced by security professionals’ perceived control
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of rewards and sanctions, tendency to blame the user and their perceived impact of
simulated phishing.

Using a cross-sectional online survey, the present study addressed the following
research questions:

1. What is the prevalence of reward and sanction use within organisations?
2. How do organisations approach the treatment of those who repeatedly click upon

simulated phishing links?
3. What factors influence security professionals’ use of rewards and sanctions?

2 Method

2.1 Participant Recruitment and Characteristics

Datawas collectedviaQualtrics betweenOctober 9th andNovember 29th, 2019. Security
awareness professionalswere recruited using social networking sites (LinkedIn, Twitter),
and through the lead author’s institution’s customers, partners and contacts. Recruitment
focused on those with responsibility for the ‘Human Element of Cyber Security’ such as
Information Security Awareness Managers, Cyber Security Education and Awareness
Officers, and Cyber Security Education and Awareness Leads.

93 participants responded to the advert and clicked to participate in the study. 48
cases were excluded due to incomplete or missing data (of which 38 had completed the
consent form but nothing else). The final dataset included 45 participants (19 male, 16
female, 1 prefer to self-describe, 2 prefer not to say, 7 missing; age range: under 25 =
4, 25–34 = 3, 35–44 = 11, 44–54 = 13, over 55 = 4, prefer not to say = 3, missing =
15), and was comprised of security awareness professionals working in either the public
(12), private (23) or charity (1) sectors (prefer not to say = 2, missing = 7), from a
range of organisation sizes (small < 50 staff = 3, Medium between 50 and 249 staff =
4, large > 250 staff = 28, prefer not to say = 3, missing = 7). 71% of participants used
simulated phishing in their organisation.

To be included in the study, all participants were required to be aged 18 and have
responsibility for security awareness within their organisation. To participate in the
second part of the study on simulated phishing, all participants were required to use the
tool in their organisation.

2.2 Measures

Behaviour Change Strategies
We developed a list of 11 potential strategies covering rewards and sanctions (see
Appendix A), derived from security blogs advising on behaviour change and the
Behaviour Change Technique Taxonomy [32]. Respondents answered whether their
organisation had used any of the methods within the last 12 months when it comes to
managing human cyber risk and resilience. Answers were permitted via three mutually
exclusive tick-boxes (Yes, No, I Don’t Know).Managerial incentives are defined as those
practices employed to encourage a particular behaviour and encompassed both material
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and social rewards (e.g. gifts and public recognition). Sanctions, on the other hand, were
aimed at discouraging an action, and again were understood inmaterial and non-material
terms (e.g. disciplinarywarning, restriction of privileged access).We chose not to refer to
these as “incentives” and “sanctions” to reduce social desirability bias within responses.
It is important to note that many sanctions within cyber security are not considered as
such, but rather as further training devices, even if they may result in trouble with one’s
line manager and pay deductions. With this in mind, sanctions were understood to be
practices which sought to prevent a behaviour, either by direct punishment (material or
otherwise) or by incurring mandatory effort beyond one’s typical work role (e.g. locking
computer until training is complete, enforced training resits etc.).

Treatment of Repeat Clickers
To assess how organisations dealt with “repeat-clickers” in simulated phishing exer-
cises, we asked the following open-ended question: “Your organisation discovers that
an employee is repeatedly clicking on simulated phishing emails. What would your
company currently do (if anything) and why?”

Reward and Coercive Power
Reward and coercive power weremeasured by subscales adapted from the RahimLeader
Power Inventory (RLPI) [33]. Participantswere asked to consider the extent towhich they
agreed with a series of eleven statements on a seven-point scale, ranging from “strongly
agree” to “strongly disagree”. While the RLPI addressed perceived leader power from
a subordinate employee’s perspective (i.e. the perceived power of their line-manager),
the present study measured a supervisor’s own perceptions of power. Both reward and
coercive power scales demonstrated high reliability: α = .852 and .879 respectively.

Attitudes Towards User and Perceived Consequences of Simulated Phishing
The ‘attitudes towards users’ scale targeted the tendency to blame the users for clicking
on a malicious link. This self-devised scale was composed of three items (e.g. “It is the
responsibility of individual employees to avoid clicking on phishing links”). The scale
showed low internal reliability: α = .622 (though c.f [34], who suggests alpha values as
low as .5 provide sufficient evidence of reliability).

The measure of perceived consequences of simulated phishing was a five-item scale,
targeting the perceived consequences security professionals may associate with their
organisation’s use of simulated phishing (α = .912). The scale addresses some potential
side effects that have been hypothesized to result from simulated phishing [6–8]. These
side effects include employee frustration, resentment towards security staff, loss of trust,
and harm to employee morale. Example items include “Our simulated phishing policy
is damaging to employee morale” and “My organisation’s simulated phishing policy
harms the relationship between our company and its employees”. See Appendix B for
full scales.
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2.3 Procedure

Before beginning the study, full ethical approval was granted byCREST’s and the School
of Management at the University of Bath’s ethics committee. All participants accessed
the study via a link, recruited via email or social media platforms (e.g. LinkedIn, Face-
book, Twitter). All those who clicked the link were first redirected to an information
page, covering the study’s rationale, what it required of participants, and how their data
may be used in future, and consent was granted from participants wishing to take part.
Following consent, participants were then asked a series of closed questions on the
metrics their organisation recorded and the measures they took to encourage ‘good’ and
reduce ‘bad’ cyber security behaviour. This was followed by questions on their perceived
ability to control employee rewards and sanctions (i.e. coercive and reward power).

Participants were only taken to the second part of the study which focuses solely on
phishing, and phishing simulations, if they indicated that their organisation uses sim-
ulated phishing metrics. They were first asked an open question regarding how they
responded to repeat clickers. This was supplemented with a series of questions concern-
ing the individual’s perceptions of simulated phishing. The questionnaire ended with a
series of demographic questions. Participants were debriefed on completion of the sur-
vey and informed of the overall aims of the project. They were reminded of their ability
to withdraw their data at any time, and without need for explanation.

3 Results

We conducted separate analyses for each research question. First, we explore the usage
of behaviour change strategies and treatment of repeat clickers. We then explore which
factors predict use of rewards and sanctions

3.1 Use of Behaviour Change Strategies

The reporting frequency (%) of each behavioural change measure was assessed and the
results of which can be seen in Fig. 1.

Figure 1 shows that public recognition was the most common form of reward given
to those demonstrating security behaviour (66% vs 63% certificates and 49% gift). The
mean number of rewards was 4 (SD = 2) and the mean number of punishments was
1 (SD = 1). Overall, most respondents appeared to offer some form of reward: only
15% did not offer a single reward from the list, with 22% offering at least one of the
listed rewards and 29.3% selecting all three. The most common form of punishment
practiced from the list was informing an employee’s line manager of risky behaviour
(61%). The rarest, on the other hand, was naming and shaming an employee for risky
behaviour (15%) and locking an employee’s workstation until awareness training is
complete (17%). Overall, most respondents appeared to offer some form of punishment:
only 10% did not administer a single punishment from the list, with 20% administering
at least one of the listed punishments and 24% selecting five or more.
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Fig. 1. Reporting frequency (%) of rewards and sanctions

3.2 Treatment of “Repeat-Clickers”

The open-ended responses were analysed using thematic analysis, following guidelines
by [35]. Three key themes were drawn: ‘Grading the response’, ‘Tailoring the training’
and ‘Non-punitive emphasis’.

Grading the Response: Many reported a stepped-response to repeat clickers (27%),
with clickers being regularly re-phished and allocated further, more intensive training
(or punishment) with each additional failing. For example,

“We assign additional awareness training as the first step. Then there is a sit down
meeting with a regional information security officer as the next step…. limiting of
a person’s access to email, web, etc. as possible next consequences.”

Training often begins via the learning management system (LMS) and progresses,
with repeat offences, to 1:1meetings and consultations (with security officers, managers,
and CISOs). This is frequently accompanied, in the later stages, with an invitation to
discuss the problem with their line-manager, where disciplinary action may be taken;
one respondent even mentioned the possibility of discharge.

Tailoring the Training: Many respondents mention various attempts to tailor training
to the individual (36%). This seems to be achieved by either focusing the training topic
around the type of phishing email or the role served by the employeewithin the company.
Interestingly, within those who tailor training, there seems to be an attempt to understand
clicking by looking to factors beyond the individual. Meetings and discussions are used
to formulate a potential cause for the error (e.g. phishing type; role vulnerability)—and
these are used to design targeted treatments (e.g. role-specific training to detect where
current awareness instruction is failing). For example,
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“Each click comes with point in time education, repeat offenders must take re-
training. We feel that repeat clicking is indicative of lack of knowledge needed to
identify phishing emails, so we try to equip them to do better. If after meeting with
a specific individual or group it seems like there is something about their specific
role that makes them more susceptible to clicking, we try to work with them to
design role specific training.”

Non-punitive Emphasis: Several respondents emphasised taking a “non-punitive”
approach to remediating clickers (36%). Perhaps based on the view that “clicking is
indicative of a lack of knowledge”—and therefore potentially a difficulty at a ‘macro’,
rather than individual level—respondents recognised the importance of being “nice
about it”. An “open culture” was understood as necessary for preventing ‘people hiding
or covering up issues’, as well as for creating a context for “long-term change”. For
example,

“Talk to them as an education and training intervention, rather than a punitive
one.”

“Show them the error and how they were caught out. Show them the way to avoid
it in the future and be nice about it. Everyone makes mistakes and an open culture
is required to prevent people from hiding or covering issues us because they have
made a mistake.”

3.3 Predicting Use of Rewards and Sanctions

Descriptive Statistics. The means and standard deviations for the control of rewards
and sanctions’ measures and participants’ perceptions of the perceived consequences of
simulated phishing and tendency to blame users are presented in Table 1. In order to
obtain a more easily interpreted percentage value, reward and punishment rates were
calculated for each respondent according to the following two formulae:

• Reward Rate = (total number of rewards used ÷ total number of rewards listed) x
100).

• Punishment Rate = (total number of punishing behaviours used ÷ total number of
punishing behaviours listed) x 100).

Correlations Among the Scales. Correlations between the five scales were then calcu-
lated. A significant positive correlation was found between reward power and coercive
power (r= .784, p< 0.01 [n= 39]), suggesting that as perceived reward power increased
so too did perceived coercive power. There was also a significant positive correlation
between reward rate and punishment rate (r= .314, p< 0.05 [n= 41]), suggesting that as
reward rate increased so too did punishment rate. No further significant correlations were
found among the five scales (e.g. tendency to blame the user, perceived consequences
of simulated phishing etc.).

A multiple linear regression was then conducted to predict ‘Punishment Rate’
from ‘Perceived Consequences of Simulated Phishing’, ‘Tendency to Blame the User’,
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Table 1. Means and Standard deviations for total scores on leader power (reward and coercive),
tendency to blame the user, perceived consequences of simulated phishing, and reward and
punishment rates.

Variable Mean SD N=

Reward power (1–7) 4.24 1.44 39

Coercive power (1–7) 3.31 1.54 39

Tendency to blame the user (1–7) 3.57 1.13 32

Perceived consequences of simulated phishing 2.99 1.45 32

Reward rate (1–100) 59.35 34.57 41

Punishment rate (1–100) 38.11 26.36 41

‘Reward Rate’, ‘Reward Power’, and ‘Coercive Power’. A non-significant regression
equation was found (F5,25 = .335.898, p > .005, R2 = .092).

An additional multiple linear regression was then calculated to predict ‘Reward
Rate’ from ‘Perceived Consequences of Simulated Phishing’, ‘Tendency to Blame the
User’, ‘Punishment Rate’, ‘Reward Power’, and ‘Coercive Power’. Again, this was non-
significant (F5,25 = 727.013, p > .005, R2 = .109.).

4 Discussion

In this paper we aimed to explore how organisations use rewards and sanctions as part
of their cyber security awareness campaigns, and how they deal with “repeat-clickers’
as identified in phishing simulations. We also assessed whether the use of rewards and
sanctions is influenced by security professional’s perceived control of rewards and sanc-
tions, tendency to blame the user and their perceived impact of simulated phishing. We
capture our interpretation of the findings inmore detail in the next section, beforemoving
on to a discussion of the work’s limitations, implications, and conclusion.

4.1 Behaviour Change Strategies

Managerial incentives and sanctions were readily reported among our respondents, with
all organisations using at least one of the strategies listed and many employing the
full range. These findings demonstrate that organisations use a combination of strate-
gies to deliver behaviour change, with variability in the types of sanctions employed
by organisations. As acknowledged in the introduction, such strategies, at least as far
as punishment is concerned, may prove counterproductive: decreasing an employee’s
morale, organisational trust, and even willingness to engage in cyber security behaviour
[6–8].

While less concern has been expressed about rewards in cyber security management,
there is also reason to believe that they too could pose a negative impact: replacing
intrinsic motivation with its inferior extrinsic counterpart [36, 37] and removing secu-
rity behaviours that aren’t rewarded or monitored in some way. Furthermore, rewarding
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what should be ‘normal security behaviour’ might make employees see it as exception-
ally good behaviour, and something that is not generally achieved. This said, however,
claims regarding the efficacy of reward and punishment in cyber security remain largely
hypothetical and untested [e.g. 37–39]. Future research should focus on an experimental
assessment of the effects of incentives and sanctions on employee morale, organisational
trust, and cyber security practice.

The present study also uncovered substantial variation in the prevalence of individual
reward and punishment strategies. Public recognition was the most common form of
reward given to those demonstrating strong cyber security behaviour—with newsletter
mentions and certificates being appreciably more likely than material gifts. While the
efficacy of varying reward types remains to be tested (Cf. [40, 41]), it is likely that the
value of public recognition in this context depends strongly on an organisation’s cyber
security culture, and the individual’s internalisation of those values [42].

Similarly, the most common form of punishment was informing an employee’s line
manager of risky behaviour. Again, this strategy will rely on the cyber security culture
within which it is executed, and the line manager’s understanding and respect for cyber
security in general. It is hard, for instance, to imagine such reporting leading to much
change if the line managers themselves are ignorant of the value of cyber security, or
consider it a frustration and mere bureaucracy.

Many who employ punishment techniques, to be clear, do not understand them as
such: preferring to understand these methods within the rubric of ‘training,’ rather than
sanctions per se [4]; and while all effort was made to couch questions with this in mind,
several practices may have been dismissed because of injudicious lapses in language
sensitivity. The rarest sanction, for example, was ‘naming and shaming an employee for
risky behaviour’, with just 15% of respondents reporting its use.

4.2 Treatment of Repeat Offenders

Considering the treatment of repeat clickers, re: simulated phishing, thematic analysis
revealed three key themes: “grading the response”, “tailoring the training”, and “non-
punitive emphasis”.

Training was the most common recourse—though what form that training took was
varied (e.g. LMS, 1:1, educational videos) and often graded (in severity) for repeat
clickers, with clear efforts to tailor the treatment and a frequent emphasis on non-punitive
methods. This attempt at acknowledging the needs of the individual, rather than unrolling
blanket policy when it comes to at-risk employees, demonstrates that organisations are
tailoring their approaches. Many participants used a graded response to dealing with
repeat clickers—with the severity of the sanction increasing as click rate increased.

Most organisations used simulated phishing as ameans to delivermore tailored train-
ing to their staff. Simulated phishing allows organisations to identify “high-risk” employ-
ees, giving them more targeted training that may be specific to the role or individual
needs.
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Although organisations did employ a range of sanctions, 36% of participants empha-
sized a “non-punitive” approach to remediating clickers, with few participants acknowl-
edging the need for an open culture around cyber security risks. These findings sug-
gest that whilst organisations are employing sanctions, there is a trend towards security
awareness professionals understanding the need for a more humanistic approach.

4.3 Predicting Use of Rewards and Sanctions

Correlational analysis revealed two significant positive correlations: the first between
perceived reward and perceived coercive power, the second between reported reward rate
and reported punishment. This suggests that rewarding good cyber security behaviour
within an organisation is often paired with punishing bad behaviour. In other words,
control over carrots is often pairedwith control over sticks, both in terms of the awareness
professional’s perceived power to execute rewards and punishments, and in their use by
the company as a whole.

The role of punishment in cyber security is routinely cautioned [6, 15]. It has been
suggested that its value as a tool for behaviour change may fluctuate depending on
whether or not the sanctions are seen as ‘just’ and ‘procedurally fair’within theworkplace
[43]. Punishment is counterproductive in security. It leads to under reporting, resentment
towards IT staff and impacts on trust and productivity [4]. A common mistake with
simulated phishing is that it is used to play “gotcha” with employees – acting as means
to entrap employees into security [44]. The current study supports the assumption that
organisations do use punishment measures as means to change behaviour. Previous
research has been largely anecdotal [4, 6], and the current study highlights the prevalence
of punishment use in organisations.

Contrary to the Hardy model, resource factors hypothesized to be critical in the pro-
duction of an effective change agent [29] did not predict the use of behaviour change
strategies. Reward and coercive powers failed to predict either reward or punishment
rates, suggesting that control over these resources may not guarantee their use, and that
mere resource disposal may be necessary but not sufficient in the creation of an effec-
tive change agent. On the other hand, the role of the “security awareness professional”
encompasses different types of job roles and levels of seniority. As the cyber security sec-
tor continues tomature and becomemore professionalised [45], this diversity is expected
to continue. This may mean that there is variability in awareness’s professionals’ control
of rewards and sanctions due to their position in the company and level of seniority.
For example, whilst awareness professionals themselves may not believe in the use of
punishment, the use of such policies may be dictated by senior management and the
board of directors (who themselves have their own mental models around human cyber
risk [46]). Research in management studies has shown that political access to senior
management is important for “change agents” in organisations [29]. Future research
should therefore look at this access to senior management and also explore variability in
the security awareness professional role and how their control of rewards and sanctions
may be constrained by organisational structures and senior management influence.
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4.4 Limitations and Future Directions

It should be mentioned that the practice of punishing employees is sufficiently stigma-
tised to raise concerns over the reliability of the present data. While all participants
were repeatedly informed of their anonymity, and no explicit mention of ‘punishment’
was made to reduce social desirability bias, professionals may have shied away from
specifying the particulars of their sanctioning strategies for fear of litigation, or indicting
their organisations.

The present study limits its scope to the perceptions and practices of professionals and
ignores the effect of these practices on the employees themselves. It would, however, be
interesting to expand this study to include the perceptions of the on-the-ground workers
themselves. While much literature has assumed that simulated phishing practices are
detrimental to employee morale and organisational trust, there is currently no work
addressing this assumption beyond various small case-studies [47].

Another key concern for future research is understanding how professionals decide
on a particular security campaign. The present work addresses the conclusions of profes-
sionals, in terms of their recording and managerial strategies, but not how they arrived
at those decisions—ignoring the rationale at play, and the pressures potentially imposed
by senior management.

Finally, we looked at the prevalence of behaviour change strategies as they pertained
to rewards and sanctions. For behaviour change strategies to be effective, however, they
need to target the drivers and barriers to security behaviour [48]. Different strategies are
more or less effective depending on whether it is a lack of capability, motivation and/or
opportunity preventing the security behaviour [48]. For effective behaviour change,
the choice of strategies should therefore be guided by evidence and behaviour change
frameworks [48]. However, a “behavioural science” informed approach will depend on
the capability of the security awareness professionals. Future work should explore the
extent to which organisations’ behaviour change interventions are based on behavioural
science.

5 Summary and Conclusions

This study is the first to show that organisations vary widely in the “carrot” and “sticks”
deployed. It highlights the need for a greater consideration of the human element of
cyber security and demonstrates that punishment is widely used to manage human cyber
risk. The use of rewards and punishments to promote cyber security is practiced to
bridge the ‘knowing-doing gap’ in cyber security awareness, wherein knowledge of best
practice is seldom met with adherence and actual security. Unfortunately, managerial
incentives and sanctions remain untested as behavioural change tools in cyber security
and may even incur numerous unintended consequences [4].

Contrary to the ‘user as the weakest link’ view, users do wish to protect their organi-
sations and are often hindered from doing so by unusable security measures and policies
[4]. This forms what research has described as a ‘cycle of bad security’ [5]: starting with
a negative view of the user that is ultimately vindicated by excluding them from security
policy design and by failing to consider their everyday experience.
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Security awareness professionals play an important role in managing human cyber
risk. We found diversity in professionals’ views and use of “punishment” as a tool
but changing awareness professionals’ beliefs about the human element and utility of
behaviour change strategies will be key in addressing human cyber risk [13]. We found
that some professionals do recognise the need for a “non-punitive” approach but further
guidance and recognition of this within industry standards and frameworks should be
considered.

Developing “Just and Fair” cultures in organisations [15] which focus on security
accountability between leaders and staff and drops notions of blame are also needed.
Researchers refer to this as a paradigm shift in cyber security towards focusing on
“humans as a solution” [13]. This paradigm acknowledges the complexity and intercon-
nectedness of cyber security within the workplace and views humans as contributors to
the success of cyber security. This paradigm shift extends beyond the professional to the
organisation more broadly, with a focus on the “tone at the top” and the role of boards
and senior management in organisational cyber resilience.

Acknowledgements. This work was funded by the Centre for Research and Evidence on Security
Threats (ESRC Award: ES/N009614/1).

Appendix A

Behaviour Change Strategies Scale
To the best of your knowledge, has your organisation used any of the followingwithin the
last 12 months when it comes to managing human cyber risk and resilience? (Yes/No/I
Don’t know)

• Publicly recognised an employee as a security advocate (e.g. in an organisational
newsletter, email etc.)

• Given gifts to employees (e.g. prize draw, vouchers, time off)
• Informed an employee’s linemanager of risky behaviour (e.g. non-course completion,
failing a phishing test)

• Certificates of completion (e.g. awareness course completion)
• Required an employee to sit/resit e-learning following assessment results
• Named and shamed an employee for risky behaviour
• Had a 1:1 with employees who have failed security awareness assessments
• Required an employee to attend an in-person security awareness workshop
• Issued an employee with a disciplinary warning
• Locked an employee’s work station until security awareness training is complete
• Decreased an employee’s privileged access
• Other (please specify): ___________________
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Appendix B

Attitudes Towards Users’ Scale
Please indicate the extent to which you agree with the following statements (Strongly
Agree - Strongly Disagree)

• It is the responsibility of individual employees to avoid clicking on phishing links
• Employees who click on simulated phishing links should be punished
• It is wrong to blame employees who click on simulated phishing links

Perceived Consequences of Simulated Phishing
Please indicate the extent to which you agree with the following statements (Strongly
Agree - Strongly Disagree)

• Our simulated phishing policy is damaging to employee morale
• My organisation’s simulated phishing policy harms the relationship between our
company and its employees

• Employee satisfaction suffers because of my organisation’s simulated phishing
policies

• Employees feel ‘tricked’ when our organisation sends them simulated phishing emails
• Our simulated phishing policy is damaging to employee productivity
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Abstract. Widespread internet device use is simultaneously increasing individual
cybersecurity risk. Individual awareness of cybersecurity risk must begin early, in
high school and with a curriculum that engages the student’s interest in a highly
technical topic. The research project presented here explores the best way to teach
cybersecurity to high school students to accomplish these goals. Researchers
developed and delivered cybersecurity lectures to the students weekly, observ-
ing that each lecture and activity caused a different reaction and interest level
depending on the way the topic was approached. Results from this research show
the best way to engage students in cybersecurity education topics, as measured by
assessment using a brain computer interface (BCI). A curriculumwith eight topics
was prepared, with selected subjects providing an entry point for different learning
styles. Active learning activities and student outcomes show the validity of this
approach, as do pre- and post-survey assessments. The results from this work can
be used to further develop appropriate engaging cybersecurity education, while
reducing student stress.

Keywords: Cybersecurity · Brain computer interface · Human computer
interaction

1 Introduction

The research presented measures the effectiveness of a cybersecurity curriculum pro-
vided to high school students. The objective of the offered curriculum was to increase
student awareness of the types of cyberattacks that take place and the related security
issues that may occur because of a cyberattack. High school students were selected to
receive several weeks of cybersecurity education, with pre- and post-surveys adminis-
tered before and after the cybersecurity education, with a goal of determining which
lessons were most useful in raising the awareness of students regarding cybersecurity
threats.

In order to measure student engagement, a brain computer interface (BCI) was used.
A BCI is a collaboration between a brain and a device that enables signals from the brain
to direct some external activity, such as control of a prosthetic limb or mouse cursor. For
this research project, a BCI headset was used to examine the brain waves a person emits
when the user is focused, stressed, relaxed, excited, and engaged. The Emotiv Insight
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headset (see Fig. 1) was used throughout the project [1]. The BCI headset is noninvasive
and goes directly on the student’s head. The headset allowed researchers to record the
participants’ emotions, allowing evaluation of how the students feel about each pre and
post-survey question and how they were taught.

Fig. 1. Emotiv Insight headset

Thirty high school students were selected to participate, providing a representative
sample population. This studywas conducted during a semester and the students returned
weekly for lessons and testing.

2 Related Work

According to Daniel Mason, the education of professionals in cybersecurity is closely
related to the training of a doctor, a pilot or an athlete. Time spent learning and doing
tasks is imperative for success [2]. Hence the need for a curriculum where students have
the opportunities to test their skills and share their learning experiences. The success
of these curriculums greatly depends on how the technical thinking abilities of the
students is regarded. Prior work on teaching found that it is more effective when using
“representational forms” and building interconnections within the concepts [3]. This
research also hypothesizes that if the traditionalmethods of school education are changed
to methods where active learning experiences are made available, the mindset of these
students towards cybersecurity will change.

Cybersecurity education is also found in places where individuals do not have access
to new technologies for educational purposes. For example, in some rural communities
of Hawaii, a program called “Developing Career and Technical Education (CTE)” was
designed especially for women and high school students to be exposed to a higher educa-
tion in cybersecurity and be able to obtain a certificate upon completion [4]. For students
to benefit from these programs, they must be challenged in a way that is appealing to
them.

Students, particularly high school students, seem to be more interested when topics
presented to them are relevant to their daily lives. They do not tend to picture themselves
as adults in need for cybersecurity to keep their information and interests safe, but rather
they seemed curious in knowing how it applies them now and how they can integrate
their friends and family into that picture [5]. Previous research has shown that when
these factors are taken into consideration, students tend to make an “extra effort” in their
learning experience. Practical challenges that include competitions, independent think-
ing, and the opportunity to apply the concepts they learned to their routine [6]. In this
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study, we introduced high school students without any technical background to cyber-
security concepts and related news in ways that include written activities, PowerPoint
presentations and interactive videos. Students were able to interact with one and share
their ideas and learning experiences.

Being aware of one’s own emotions can sometimes be difficult for people. When
shown visual stimuli, people can be unsure of what they are supposed to feel [6]. With
the help of a BCI, people are able to see their emotional state and take control of their
emotions [7]. Within a video game, participants were put in a dark room and, using their
emotions, controlled how much light was present. Not only could individuals change an
in-game environment by monitoring emotions, but they could also use emotions to only
see advertisements that they want [8]. A study was done having users watch multiple
advertisements while wearing a BCI, and if the BCI read too many negative emotions
within ten seconds, then the advertisement was switched. Additionally, BCIs have been
used with gaze tracking [9], showing that control can be achieved with little training.
Understanding emotions and using a BCI with ease are important, especially in a study
that focused on recognizing the emotional state of students with a mental disorder or
mood disruption problems [10].

A brain computer interface is an external device that sends the brain’s electrical activ-
ity from a user to a computer [11]. The BCI displays electroencephalography (EEG) sig-
nals that detects instantaneous excitement and negative feelings [12]. These are all a part
of the BCI’s performance metrics [13], which measure the four basic emotional states:
excitement, boredom/engagement, frustration (anger), and meditation. When compar-
ing BCIs, a Neurosky Mindwave headset is preferred by users for its wearability while
the Emotiv Epoc showed greater accuracy when determining a user’s mental state [14].
Noninvasive BCIs usually require multiple wires with electrode caps to gather the EEG
data, which in turn is uncomfortable for users to wear [15]. With an EmotivBCI, the
wires are nonexistent and the headset is very portable, and simple to set up. The lower,
affordable price point of EmotivBCIs is also ideal research on a small scale. The BCI
can also be used to control objects. For instance, when using a BCI to control a robot
versus a keyboard, the keyboard is far superior [16]. This is attributed to people being
more comfortable with using a keyboard than a BCI due to the years of experience with
a keyboard, compared to less experience with the BCI.

3 Methodology

Participants selected were ninth and tenth grade high school students. As they were
minor children, written permission from parents was obtained for them to participate in
this study. Thirty students returned their forms signed (seven ninth grades and twenty-
three tenth graders), permitting them to participate in the study. Students in this research
were assigned to one of two groups based on their class ranking. Freshmen students
were assigned to the non-technical group, and sophomore students were assigned to
the technical group (shown in Fig. 2). Instructional delivery was different for the two
groups. The non-technical group was based on traditional classroom and the use of
PowerPoint slides. Students are limited to listening the instructor and trying to understand
the concepts being taught,with some time allowed for questions. Students in the technical
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group participated in a more hands-on approach, which included an activity to reinforce
the material that was taught on that given day.

Fig. 2. Participants by ages and groups

Before the cybersecurity classes began, studentswere toldwhat theywere going to be
learning throughout the week and given a pre-assessment. The pre-assessment collected
demographic information, social media use & the amount spent online. Students were
tested on their knowledge on topics in the field of cybersecurity and whether their
school offered cyber security classes. It was expected that students would not have prior
knowledge on any of cyber security topics. A post-assessment was given after the lesson
to test for effectiveness of the approach used.

Selected studentswere testedwith theBCI, as shown inTable 1 below. These students
were randomly selected to take the pre and post assessment, which included questions
about cyber security so that it could be determined howmuch the students learned during
the cyber security classes. The research team made sure to convey the importance of
coming to every class, especially when taking the pre and post assessments so the study
could have consistency.

Table 1. Students who used the BCI during the pre and post-assessments

Grade Assessment No
BCI

BCI Total
students

9th Pre-assessment 3 4 7

Post-assessment 3 3 6

10th Pre-assessment 15 6 21

Post-assessment 10 5 15

Of the seven ninth graders who agreed to participate, only four students were tested
with the BCI. The research team pre-tested the four students using BCI in one day,
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while the other students took the paper pre-test in another room. One by one, the four
students took the assessment with the BCI, which was placed on their head by one of the
researchers. From the twenty-one tenth graders, six students were tested with the BCI.
Again, the students were chosen at random to participate in the assessments with the
BCI. The students taking the test with the BCI were put in a separate room to take their
test while the rest of the students took the assessment in their classroom.

To understand the results of the assessment, the classes and the assessment questions
must be explained. First, the classes were split up by grade, having each grade taught
by a different teaching style. The ninth graders, dubbed the non-technical group, were
taught using traditional methods, such as lectures from a PowerPoint presentation. The
tenth graders, dubbed the technical group, were taught using activities and videos along
with the PowerPoint presentation. Both classes were taught the same topics relating
to cyber security. These topics included cybersecurity ethics, encryption/decryption,
phishing, cybercrime, virtual private networks (VPNs) and cyber privacy, swatting, and
cryptocurrency.

The pre-assessment was made up of twenty-six questions, including both multiple
choice and open-ended questions. The first half of the test included demographics ques-
tions and questions to determine if the students knew anything about cyber security and if
they thought it was serious or not. The second half of the assessment included questions
on the topics we would be teaching in the following weeks. Students were not expected
to know the answers and were told to try their best. The post assessment took place at
the end of the semester and included sixteen questions, all related to the topics discussed
during previous classes. The questions consisted of multiple choice, true or false, and
open-ended questions. Students were instructed not to skip any questions and to give
their best guess if they did not know the answer.

TheBCIwas usedwith the students and shows the student’s focus, stress, excitement,
engagement, relaxation, and interest levels. A number from zero to one hundred, zero
meaning the lowest score for that emotion and one hundred meaning the student strongly
feels that emotion denotes each emotion. Each student was tested separately and in
their own room, so there would be no distractions for the student and to give space for
the researchers to set up the equipment. Instead of having the student put the headset
on themselves, a researcher was responsible for putting the headset on the student.
The Emotiv Insight headset has five sensors, which all need to touch the skin on the
head in order to obtain accurate readings. Researchers made sure that the students were
comfortable with the headset, as moving their hair and trying to get the sensors as close
to the skin as possible could be slightly uncomfortable. Though this did not happen, at
any point during the assessments, students were able to stop the test because they were
uncomfortable with the headset or any other reason.

4 Pre and Post Assessments with Cybersecurity Curriculum

4.1 Pre-assessment

Twenty-eight participants took part in the overall pre-assessment, seven of whom were
part of the non-technical group and 21 participants belonged to the technical group.
Those in the non-technical group were dominantly, 14 years of age, with one individual
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being 13 years old. In the technical group majority of participants were 15 years of age,
followed by five participants being 16 years age and lastly three participants were 14
years age. Based on the findings in the pre-assessment, schools are working to narrow
the demand for cybersecurity professionals. As shown in Table 2, 2 out of 7 students
from the non-technical group reported their school having some type of cybersecurity
courses whereas 20 out of 21 students from the technical group reported their school
offering cybersecurity courses.

Table 2. Does your school offer cybersecurity related courses?

Responses Total

No Yes

Group Non-technical 5 2 7

Technical 1 20 21

Total 6 22 28

One explanation for the discrepancy between the non-technical (freshmen) group
and technical (sophomores) is at the time of pre-assessment freshmen students may
not be familiar with the courses their school has to offer. The pre-assessment failed to
question whether the student was enrolled in one of the cybersecurity related courses
their school has to offer, although one open-ended question in the pre-assessment asked
if the student has some knowledge in cybersecurity (shown in Table 3).

Table 3. Do you know anything about cybersecurity?

Response Total

No Yes

Group Non-technical 4 3 7

Technical 12 9 21

Total 16 12 28

Mixed responses were received, with 3 out of 7 students in the non-technical group
and 9 out of 21 reported some knowledge on cybersecurity. A follow-up open-ended
question was asked to those that reported having some knowledge asking if they could
explain briefly what they knew. Students were also asked about their preferred instruc-
tionalmethod (shown inTable 4)with themajority of students interested in activity-based
learning.

4.2 Cybersecurity Curriculum

A cybersecurity curriculum was developed for use with this research, which included
videos, slides, and activities. The curriculum (Table 5) is designed to expose the students
to a range of topics.
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Table 4. Do you prefer to learn new things through activities or lectures?

Responses Total

Activities Lecture N/A Other

Group Non-technical 5 0 1 1 7

Technical 20 1 0 0 21

Total 25 1 1 1 28

Table 5. Overview of the cybersecurity curriculum

Week Cybersecurity curriculum topics

0 Introduction of cybersecurity curriculum; distribution of consent and assent forms

1 Cybersecurity and Ethics (Pre-assessment): Students taught how to use
internet-connected devices in a way that is safe for them and others

2 Encryption & Decryption: After exposure to different encryption algorithms and
their usage, students were given an encrypted sentence using Caesar cipher (shifting
the letters two positions to the right in this case) and asked to find the hidden
message. Then, they were encouraged to create their own

3 Phishing: Students were asked to identify fake versus real emails from well-known
retail companies and banks, by spotting the most common strategist that are used
when performing phishing attacks. Videos and news were shown, making them aware
of what type of information is at risk and how easy it is stolen

4 Cybercrime and legal consequences: In spite of the need for cybersecurity
professionals, the cyber skills can also be used to cause harm. Students learned the
legal consequences that their actions might have and shown some of the most famous
cyber criminals’ punishment for their actions

5 Virtual Private Networks (VPNs) and Cyber Privacy: Introduced the need for
maintaining privacy when using the internet. How VPNs work, why they are used

6 Swatting (Day 1 of post-assessment): Swatting involves fake calls to law
enforcement to report a crime that does not exist. Students learned about incidents
that were reported on the news and videos with recorded calls to 911. Explanations
were provide on how the law enforcement deals with these situations

7 Transition from High School to College (Day 2 of post-assessment): Students
learned about opportunities (conferences, scholarships and career paths) to continue
their education in Cybersecurity

8 Cryptocurrency (Last day): Cryptocurrency was presented and how this relates to
cybersecurity. Students learned in simple terms how the transactions are made, how
organization and clarity is kept, and how people obtain the currency. Videos were
shown on the topic, including the owners of the most cryptocurrency nowadays

The researchers noticed that the videos and active lessons were particularly well
received.
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4.3 Post-assessment

Students in both the technical group and non-technical group were informed approxi-
mately two weeks ahead of time about the post-assessment. The post-assessment was
used to test the student’s knowledge in the areas of cybersecurity that were taught in
the curriculum. Examining the post-assessments took two Saturdays for both groups.
Due to absences and some parents who did not want their child participating in the post-
assessment, despite signing a consent and assent form and having the child participate in
the pre-assessment, 21 students took the post-assessment. Six of the students belonged
to the non-technical group (freshmen) and 15 students belonged to the technical group
(sophomore), compared to the 28 students that participated in the pre-assessment.

The first question in the post-assessment evaluated students on the risks associated
with public Wi-Fi. Responses were similar between both groups. Students used phrases
such as “you can get hacked (S1),” “someone can see in your information (S23)”, “private
information can be obtained” (S24), “your device can be hacked (F1)” or “a person can
access your information if they have amiddleman access (F5)”. The association between
public Wi-Fi and hacking information is high and the word hacking or hacker is used
three times once by each participant in the non-technical group (freshmen) out of five.

Encryption and decryption are a topic in which students had difficulty grasping.
This assumption is based on the feedback received during the lecture and results of the
post-assessment. For the most part, it was the area on private keys and public keys,
and symmetric/asymmetric encryption. In the encryption and decryption lecture it was
demonstrated how Caesar cipher works by encrypting a simple sentence and afterwards
decrypting it afterwards. All this material was being taught within a 45 time period and
was being presented as the second lecture in the curriculum.

Question 2 in the post assessment tested the participant’s knowledge on the problems
with current encryption algorithms. Two out of the five participants in the non-technical
group (freshmen) and six out of fifteen in the technical group (sophomore) did not give
any response and ignored the question. Responses varied greatly such as “someone can
decrypt it” or “hackers can figure out the encryption”. In addition, question 6, further
tested the participant’s knowledge in the area of encryption and decryption (shown in
Table 6).

Table 6. Q6: a network requires a secure method of sharing encryption algorithms over a public
network. Which of the following is the BEST choice?

Responses Total

Bcrypt Steganography Symmetric encryption

Group Non-technical 2 1 3 6

Technical 3 1 11 15

Total 5 2 14 21

The question asked for the best method of sharing encryption keys over a public
network. Four choices were given, Bcrypt, symmetric encryption, steganography and
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Diffie-Hellman. No respondent in either group answered the question correctly. Lastly,
question 7 evaluated the area of public and private keys. Only one person in each group
provided the correct answer. Zero participants proved the correct answer in the pre-
assessment.

Table 7. Q4: a user’s personal files are encrypted. The user is unable to access this data unless
they pay the criminals to decrypt the files. What is this cybercrime called?

Responses Total

Botnet Ransomware Spam Trojan N/A

Group Non-technical 1 1 1 2 1 6

Technical 1 5 9 0 0 15

Total 2 6 10 2 1 21

The next area the post-assessment tested was on phishing and cybercrimes, with four
possible choices for question 4 (shown in Table 7). Answers varied in both groups. In
non-technical group Trojan was the picked by two students, followed spam, ransomware
and botnet being picked once. Whereas ransomware being the correct answer, it was
chosen five out fifteen times in the technical group (sophomore). This was followed by
spam being chosen nine out of 15 by the technical group (sophomore). One possible
explanation is the way the lecture was presented. Ransomware was listed as being one
of many malware attacks that can originate from an email and the technical group
presentation relied more on visual aids.

Finally, the post-assessment tested the student’s knowledge in Virtual Private Net-
works (VPN). VPNs were the fifth lecture in the curriculum. VPN use was discussed and
how countries like China block websites as a way to regulate the internet, censoring the
internet. One method to circumvent China’s censorship is using a VPN. The VPNworks
by connecting the user to a remote user and encrypting the user’s data. Question 5 asked
participants what risks could be minimized using VPNs. Responses were similar such
as “They cannot take your personal information and you can be more secure”, “maintain
your information securely”. Freshmen responses were “your network can be secure and
your location” and “it would be difficult for someone to steal your information”.

5 Results

The results of the pre and post assessments are presented by grade, with 9th graders
designated as Freshman (F) and10th graders designated as Sophomores (S). This allowed
researchers to be able to distinguish between the different teaching methods used in the
classes. For anonymity, students were given identification numbers.

Pre-assessment, Ninth Graders: Having the students fill out the demographic ques-
tions first allowed researchers to obtain a baseline reading when the students are answer-
ing simple questions about themselves. As soon as the students began taking the assess-
ment, the engagement levels for the students spiked. Focus levels for the students during
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the demographic questions stayed consistent around thirty. Students F2 and F4 each had a
focus score of thirty-one and thirty respectively.Meanwhile, students F1 and F3 had high
focus level throughout the assessment. The only outlier being F3’s focus level towards
the end when it dropped to seven before ending at thirty. When the assessment turned
from demographic questions to cyber security questions is where the students’ emotion
levels started to change. Student F1’s interest level jumped to eighty when answering
the first questions regarding the risks of using public Wi-Fi. Student F2’s engagement
and stress both spiked when answering the Wi-Fi question, implying that the student
was ready to answer the question, but possibly scared to get the answer wrong. Student
F3’s engagement level was at ninety-three, focus was around fourteen, and interest level
spiked to ninety-seven. From F3’s emotion levels, it can be assumed that the student
was felt positive about the topics, but the focus level could indicate that the student was
not thinking too hard about the answers. From the answers to the questions student F3
gave, they seemed to be the first response that came to mind. It is interesting to note that
F3 did have the longest pre-test time with the BCI of the ninth graders. Finally, student
F4 is the only student whose emotion levels during the cyber security questions were
around 50–60 for a majority of categories. From F4’s data, it is assumed that F4 did not
feel too positive or negative throughout the assessment, but instead felt at ease.

Pre-assessment, Tenth Graders: On the final demographic question, student S1’s
engagement, interest, and excitement levels were all in the fifties and sixties. This
changed when S1 began the cyber security questions, which is when engagement made a
jump immediately to seventy. The only outlier from S1’s pre-assessment emotion levels
seems to be the focus levels, which stayed low the entire time. Student S2’s engagement
level stayed around sixty and the excitement level peaked at seventy-one near the end
of the test. Student S3 started the assessment with a low stress level of seventeen but
jumped to fifty-seven as the demographics questions continued and ended the section
with a stress level of seventy-nine. When student S3 started the cyber security questions,
focus jumped to a high of ninety-two, which corresponds to all of the questions answered
being correct. Student S3 was one of the more engaged students throughout the cyber
security classes. Student S4’s results were interesting with regard to excitement, interest,
and stress levels. Excitement and interest levels were low all around, with the stress level
staying around a steady thirty. However, at the end of the assessment S4’s excitement
dropped to fourteen and stress levels stayed the same when the researcher stated that
time was running out. This was interesting because, out of every student who used the
BCI, S4 was the only one with low scores but understood a majority of the topics. With
student S5, the longer the assessment was taking to complete the higher S5’s engagement
and interest levels became. Finally, S6 maintained a steady level of 30–50 for relaxation,
stress, and focus throughout the entire exam. On the other hand, S6’s excitement level
never passed thirty and interest peaked during the questions regarding cybercrime and
safety on the internet.

Post-assessment, Ninth Graders: Student F1 did not return to take the post assessment
with the BCI, so there isn’t any data to determine if F1’s stress levels decreased after
knowing the topics. Student F2’s results show moderate interest and engagement when
answering encryption, phishing, and hacking questions, allwith levels aroundfifty.Alter-
natively, the stress levels for those topics never went over forty. When comparing F2’s
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pre-test stress and engagement levels on the topic of Wi-Fi, student F2 had a stress level
around forty-two and an engagement level of fifty-four, which is an improvement from
the spike that occurred in the pre-assessment. From student F3’s post-assessment it is
possible to see the drop in focus levels. The pre-assessment started off well, with student
F3 having a moderate focus level, which increased to around eighty-eight when answer-
ing a question on phishing. However, similar to the pre-test, the end of the assessment
saw focus levels drop to around twenty. Additionally, F3’s stress level stayed around
forty throughout the exam, which was not seen in the pre-assessment. This could be
attributed by the excitement that came from the pre-test that encouraged student F3 to
feel better. When it came time to take the post-test, student F3 possibly felt more pres-
sure to perform well. Finally, student F4’s post-assessment emotion levels did not have
significant change from the pre-assessment. The only change in emotion levels occurred
when answering questions on virtual private networks (VPNs). Engagement and inter-
est levels both jumped to eighty-one and eighty, respectively, during these questions.
However, even though this is where the student was most engaged and interested, the
student did not have the correct answer for one of the questions. From this, researchers
concluded that the student was passionate about the topic but did not retain the class
information. The researchers plan to improve future class lessons on VPNs.

Post-assessment Results, Tenth Grade Students: Student S1 had low to moderate
interest, engagement, and focus levels throughout the post-assessment. When answering
questions on phishing the student seemed to keep his emotions in check. This is con-
cluded by seeing emotion levels during other questions jump around, but on questions
related to phishing the emotion levels stay calm. Student S1’s stress levels also stayed
around fifty for the majority of the assessment, which leads the researchers to conclude
that student S1 did not feel confident in his knowledge of the subject. This means that
both the activities and lessons taught in class did not provide the student with adequate
knowledge or the student did not understand the lessons. Student S2 felt relaxed and
engaged throughout the post assessment, with relaxation levels ranging from forty to
fifty and engagement levels around 50–60. It should be noted that student S2 did not
answer a majority of the questions correctly and, when asked if the technical teach-
ing approach was effective, the student responded with a no, stating that they prefer to
learn other ways. Student S3 had extremely high emotion levels when taking the post-
assessment, with interest, excitement, and engagement levels reaching the high eighties.
These high emotion levels came from questions regarding Wi-Fi, encryption, phishing,
and VPNs. However, like S2, student S3 did not answer the questions correctly, which
leads the researchers to believe that the student liked the topics but did not have a clear
understanding of it. Student S4 had stress levels ranging from 50–80 throughout the
assessment; however, the majority of questions were answered correctly. It can be con-
cluded that student S4 was not confident in their own answers, which is explained by
the high stress and correct answers. Like student F1 who did not show for the post-
assessment, student S5 did not show up for the final test, therefore, there is no further
data. Student S6 had moderate to high emotion levels all around, except for stress, which
stayed around forty. Student S6 saw peeks during questions about Wi-Fi, Encryption,
VPNs, and hacking.
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6 Conclusions

Examining student emotions with a BCI while taking an assessment is simple, yet ana-
lyzing their emotions is difficult. With the BCI, researchers were able to see when
students were interested and engaged with the topic. It was possible to observe students
really focus on questions and see when a question is stressing them out. It is difficult
to figure out why the students felt this way. It was concluded that students felt positive
emotions when the student liked the topic, but they did not necessarily get the correct
answer. This is attributed to the student not paying attention in their class, the teaching
style being ineffective, and/or the information on the topic not being presented correctly.
Researchers found that students felt more stressed when taking an assessment on topics
they were previously taught, even if they knew the correct answer. High stress levels
can have negative effects on one’s confidence, leading to uncertainty during test taking.
Further research should be done to identify why students feel stressed when they know
the answers on an exam. Using a BCI, researchers could use it during classes to identify
if students feel stressed during the lessons.

7 Future Work

This study was both a learning opportunity for the students involved and the researchers.
Time was a signification constraint on the classes. More time would be helpful during
testing and classes. In the future, researchers will expand on topics discussed in class,
providingmore information for the students to learn. Additionally, researchers will allow
more time for setting up the BCI with each student. Moderate readings were obtained
from the students, but withmore time, a higher accuracy from the BCI could be obtained.
Additionally, the Emotiv Insight headset must be placed very close to the skin and it
was difficult to move the headset around on the student’s head without issues arising.
Better communication with the students will lead to being able to place the headset on
correctly, which will increase the accuracy. Future work should include longer study and
class times for the students.

The results presented here included a cybersecurity curriculum outline, which can
be used in any introductory cybersecurity classroom, particularly 9th and 10th grade high
school. Encryption and decryption, topics introduced in week two originally, should be
exchanged with swatting, a topic from week six, as the swatting topic was observed to
be engaging for students. Encryption and decryption, with the associated complexity,
should be shared later, or deferred for a later course.
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Abstract. There are increasing concerns relating to cybersecurity of healthcare
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value of healthcare data to criminals. Technology design is important for cyber-
security, but it is also necessary to understand the insecure behaviours prevalent
within healthcare. It is vital to identify the drivers behind these behaviours, i.e.,
why staff may engage in insecure behaviour including their goals and motivations
and/or perceived barriers preventing secure behaviour. To achieve this, in-depth
interviews with 50 staff were conducted at three healthcare sites, across three
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reported: Poor computer and user account security; Unsafe e-mail use; Use of
USBs and personal devices; Remote access and home working; Lack of encryp-
tion, backups and updates; Use of connected medical devices; and poor physical
security. Thematic analysis revealed four key facilitators of insecure behaviour:
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ii) Poor awareness of consequences of behaviour; and iii) a lack of policies and
reinforcement of secure behaviour. Implications for future research are presented.
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1 Introduction

Cybersecurity in healthcare is of increasing concern. New technological interventions
continue to improve the treatment of a wide range of medical issues, and undoubtedly,
healthcare technology has potential to save, and enhance, human life [1–3]. Many hos-
pitals now operate using a complex interconnected network of IT systems and devices.
This includes connected health devices and administration systems storing electronic
health patient records (EHRs). Hospitals and clinics also rely upon remote working
and/or the transfer of test results and other sensitive data via electronic channels [4].
Unfortunately, an increase in new technology and interconnectivity also introduces new
security vulnerabilities and challenges [5, 6]. This is not purely a technical problem, but
a complex sociotechnical one that will only be solved by understanding ways in which
technology and humans can interact to create the strongest defences; as well as the way
that this interaction can create vulnerabilities.

Healthcare is an attractive target for cybercrime for two fundamental reasons: it is a
rich source of valuable data [4] and its defenses are weak [6]. The mass media highlights
that vulnerabilities within healthcare are being exploited [7, 8], and the sector urgently
needs to increase its resilience against cyberattacks and breaches [6, 8]. Breaches can
reduce patient trust, cripple health systems and threaten human life [9]. The WannaCry
attack in 2017 is a key example of the type of consequences that cyberattacks can have
within the healthcare sector [10]. WannaCry was a ransomware attack which affected
computers in more than 100 countries. The National Health Service (NHS) England was
amongst those affected. with 80 (34%) NHS trusts, 603 primary care organisations and
595 GP practices infected by the ransomware. This resulted in the cancellation of over
19,000 patient appointments, and a substantial financial cost to the NHS [11]. Around
the world, ransomware attacks are still being experienced, disrupting services, and even
forcing some practitioners to quit the healthcare sector [12].

Although technological protection such as strong firewalls and antivirus can go some
way towards protecting against cyberthreat; strong cybersecurity also relies upon secure
staff behaviour, which has largely been ignored [6]. Cybersecurity is not just a technical
problem, but a complex sociotechnical problem [13]. Staff behaviour has been shown
to be one of the major contributors to cybersecurity vulnerability [4] and humans have
often been described as cybersecurity’s ‘weakest link’ [14]. However, it is important to
recognise that staff can also be one of the strongest links in cybersecurity, when secure
employee behaviour acts – in effect – as a ‘human firewall’ [6].

Whilst in some instances, staff misbehaviour is deliberate, i.e., deliberate insider
threat. A significant proportion of cyberattacks and breaches are unintentional conse-
quences of staff behaviours that introduce vulnerability without malicious intent [4].
Healthcare represents a unique environment, one where staff prioritise effective and
efficient patient care. Understandably, cybersecurity may not be the primary focus dur-
ing their day-to-day working lives. Staff working within this sector also report being
overworked, fatigued and stressed [15–18]. This creates psychosocial risks for cyberse-
curity [19]. It is important that research identifies key vulnerabilities in staff behaviour
and investigates how to address these in a manner that does not burden staff and/or nega-
tively impact upon patient care. In order to do this, it is necessary to identify the driving
factors behind staffs’ insecure behaviour, for example is this behaviour driven by a need
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to save time? Due to a lack of awareness? Or some other factor(s)? Previous research
shows a range of factors which can influence secure or insecure behaviour, including for
example self-efficacy, attitudes, external influences, coping and threat evaluation [20].
Many insecure behaviours have been found to be instrumental, reasoned and conducted
as a means to an end, e.g., to save time [4]. Therefore, effective interventions can only
be designed following the identification of drivers behind insecure behaviour [4]. This
study addresses this gap in the current literature through a series of in-depth focus groups
and interviews with healthcare staff across three sites, and three countries (Ireland, Italy
and Greece); enabling the exploration and identification of key barriers to cybersecurity
in the healthcare environment.

To summarise the main contributions of this study are:

• Identification of insecure behaviour(s) by healthcare staff
• Identification of the key factors facilitating insecure behaviour(s) and/or providing
barriers to more secure behaviour

• Preliminary discussion of the implications of these findings for the design of
interventions and the role of HCI in facilitating secure behaviour.

2 Methodology

Three focus group sessions took place across three sites: Gemelli hospital in Rome, the
7th Health Region of Crete, and the HSE SSW Hospital Group, Ireland. These sessions
were conducted face-to-face at the hospital location or remotely via Skype. Each session
lasted between 45–60 min, and included between 2–9 staff members. A total of 50 staff
took part. A range of healthcare staff were included from administration staff, doctors,
nurses, IT staff, etc. (Table 1).

During the focus group, the facilitators asked opened ended questions focusing upon
the following areas:

• Awareness of any previous incidents at the hospital they would describe as cyber-
related

• Type of cybersecurity risks that staff felt were of most concern within the hospital
• The type of data and technology that staff interact with on a daily basis and the
perceived security of this technology

• Security of staff behaviour and any risky behaviours that they were aware of
• General awareness of potential cyber-risk and vulnerability to attack.

For those interviewees that could not attend the focus groups (for example, due
to unforeseen patient emergencies), we collected additional survey-based responses
to these questions. The results were analysed using thematic analysis [21] to identify
key themes. Ethical approval was granted by Northumbria University ethics committee
before commencing.
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Table 1. Job Roles

Location Job Role

Gemelli Hospital, Rome Lab Technicians

Administration Staff

IT Team

7th Health Region of Crete (7HRC) IT Teams across 2 different hospitals

Biomedical Engineers

Health Centre Staff (nurses, GPs, health
workers)

Managers

The HSE SSW Hospital Group, Ireland Lab Technicians

Administration Staff

Medical Consultants

Finance Staff

Emergency staff including paramedics and
ambulance staff

Nurses

Doctors

3 Results

This section describes the five themes that developed in the analysis. The first details
the type of insecure cybersecurity behaviours occurring across the healthcare sites. The
remaining four themes explain key facilitators underpinning these behaviours: Lack
of awareness and experience; Shadow working processes; Behaviour prioritization and
Environmental appropriateness.

3.1 Insecure Cybersecurity Behaviours

Within this theme, seven types of insecure cybersecurity behaviours were identified that
would pose a risk to healthcare institutions: Poor computer and user account security;
Unsafe e-mail use;Use ofUSBs and personal devices; Remote access and homeworking;
Lack of encryption, backups and updates; Use of connected medical devices; and poor
physical security. These were identified as risk behaviours as they have been linked to
increased cybersecurity risk in the literature [22].

Poor Computer and User Account Security
Concerns around the security of login credentials and computer access were prevalent
across all three sites. Two major concerns were noted: Open workstations within the
hospital and poor password security.
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Many participants reported that computers within the healthcare environment are
often used/shared by many different users. To save time logging in and out of their
individual accounts, staff report leaving workstations logged into a single staff user
account. Because of this, it is common to find open workstations throughout the hospital.
Users were particularly likely to leave a computer logged into a single staff members
account within the labs – where it was perceived that only known individuals would
have physical access to the computer. This suggests that trust amongst colleagues plays
a role in this behaviour.

Password security was a subject over which both the medical staff and the IT staff
expressed frustration. IT staff described poor password security as a “single point of
[security] failure”. We identified three key areas of concern: repetition of passwords,
writing passwords down, and use of automatic login/remember me options on the work-
stations. Within the hospital, systems are in place that require employees to change
their work passwords periodically (usually around every 2–3 months). The system does
not allow staff to use the previous 2–3 passwords, however some staff report simply
using the same 3–4 passwords on a rotating cycle to get around this, and to help them
remember their passwords. Staff report frustration that it is “not possible to remember
20 different passwords” – so users use the same passwords across multiple systems as
often as possible (often the same password they use for personal computer and internet
use). As aforementioned, junior and admin staff often use senior staff login credentials;
due to this they tend to be the first to receive the notice that the current password is
about to expire. Consequently, junior and admin staff often change doctors and direc-
tors’ passwords. This could result in passwords that may be difficult for the senior staff
to remember (due to a lack of personal salience).

Systems generally generate specific password requirements (e.g., the password must
be more than a specified number of letters, contain a number or symbol, etc.). This is
designed to support secure password choices; however, staff report that these rules vary
across the different platforms that they use and this can lead to frustration. All of the
factors (number of passwords required, regular need to update passwords, staff member
changing others’ passwords, and differing password requirements) can contribute to
difficulty in password memorability. Consequently, many staff report that passwords
are written down - often on sticky labels attached to computer monitors, visible by
everyone. Many computer systems also ask staff if they would like the computer to
automatically remember their login credentials, e.g., by ticking “remember me” or “save
password”. This is not a recommended security behaviour, particularly on shared devices,
however, staff often accept this option to save time and forgotten passwords. Staff do
not generally use a secure password manager to remember passwords (e.g., KeyPass),
with the exception of some IT staff. While ‘remember me’ may improve usability it has
an unintended consequence for security.

Phishing
Staff use e-mail on a daily basis, andwe identified concerns around dealingwith phishing
emails which may lead to stolen credentials or introduction of malware into the system.
Staff reported phishing e-mails as a regular, ever increasing occurrence, and IT staff
described it as a key cause for concern. Although spam filters are in place, these often fail
to keep up with ever-evolving phishing approaches and do not always correctly identify
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e-mails as spam. Conversely, important e-mails can also be incorrectly diverted to the
spam folder – providing a potential barrier to staff productivity. Furthermore, reliance
upon spam filters could provide staff with a false sense of security and the inaccurate
assumption that those e-mails which reach their inboxmust be ‘safe’. Therefore, training
and staff awareness is important.

At some of the hospitals, IT staff send regular internal e-mails warning staff not to
open attachments. However, staff perceive this advice as unfeasible as they often need
to open email attachments to do their job. Medical reports and assessments are often
sent as email attachments by patients, patients’ friends/family, and by other clinics and
medical facilities (e.g., clinics across the region). Due to staff not knowing who will
be e-mailing the document(s), they cannot rely upon recognising the e-mail address to
identify if this is a genuine/safe e-mail. Instead, staff rely upon recognising (or searching
for) the patient’s name in the email subject box. This introduces significant vulnerability
to exploitation. In addition to being unfeasible, advice from IT to not open attachments
was perceived as contradictory, as genuine internal e-mails from IT and management
often include links or attachments.

Use of USBs and Personal Devices
Staff reported regular use of USB sticks to save and transfer data at work. USBs are
typically their own personal devices, not supplied by their employer nor used exclusively
for work. All levels of staff reported using USBs, including junior and admin (e.g., to
pass files to senior staff and directors), doctors, nurses, hospital residents (i.e., students)
and IT staff. Perhaps even more concerning, external visitors and patients often bring
their records on USB sticks to the hospital (e.g., reports from other clinics). These USBs
are plugged straight into the hospital workstations without any prior safety procedures.
These workstations are connected to the hospital network and not isolated machines.
Sites differed in regards to whether an antivirus automatically scans USB devices when
they are inserted into a computer; however even if this is activated it may not stop
malware spreading. To try to minimise risk, some IT teams have closed the USB ports
on specific workstations (e.g., computers within the radiology department) but this is
not generally the norm across most machines.

Staff generally perceived no danger related to USB use, with the exception of the
IT and technical teams who expressed concern but also regarded USB usage as neces-
sary, and therefore unavoidable. Indeed, in some roles, USBs actually form part of the
compulsory method for staff to confirm their identity by electronic signature.

In addition to USB sticks, staff bring other personal devices to work – such as laptops
and smartphones (with many staff accessing work e-mail via their personal smartphone).
Most staff reported that personal devices are only permitted to connect to the free public
WiFi and not to the main hospital network. However, IT and technical staff described
struggling to monitor and prevent staff from plugging their devices directly into the
hospital network using Ethernet cables. This can be prevented by having ports paired
with devices, however this is limiting when equipment is being regularly moved around
the environment. In some limited circumstances, personal laptops can be connected to the
hospital network with prior permission from IT. For those sites in remote, rural areas or
small practices, it is more common for staff members to use their own devices for work.
In these circumstances there are not always restrictions on connecting these devices to
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the hospital systems. Lost or stolen devices pose a significant security concern, as IT do
not install software to enable them to remotely wipe the device.

For some IT staff, the lack of a clear policy against bringing your own device to work
is seen as a big problem. Unfortunately, any changes would have to be enforced by the
governance board, who were generally described as lacking a “security mind-set” and
being reactive rather than proactive (i.e., waiting until something happens before acting
rather than putting preventative measures in place).

Lack of Encryption, Backups and Updates
Alarmingly, no staff reported regularly encrypting data before transmitting it within - or
particularly outside - of the hospital. This means that data being shared (and accessed
on personal devices) represents an even greater vulnerability. Staff reported never being
instructed – or taught – to encrypt files. A minority of the sites require staff to use SSL to
send e-mails, and some departments (e.g., accounting) use digital signatures to exchange
files, but this was in the minority.

Staff demonstrated a significant lack of awareness in relation to data backups, with
most simply ‘assuming’ that backups took place automatically. Staff perceived backups
as something that would be managed by IT or the department head – but they were
not sure whether this was actually the case. In most cases this is correct, although
staff should be made more aware what is and is not backed up from different devices.
For instance, staff described how one senior manager’s workstation could not be re-
established after a ransomware attack as the manager had switched off the automatic
backup software. Staff also reported a reluctance to install software updates on the
workstations as they perceived these as problematic, e.g., “every update breaks one
of the systems”. Installation problems can result in time away from their job to solve
the problem – often involving liaising with IT and/or external businesses responsible
for the software or system. Therefore, although systems often alert staff when updates
are required, these alerts are often dismissed by repeated use of the “remind me later”
button. Additionally, staff often do not have time to shut down the system for upgrades,
for example transplant personnel work 24/7 and do not perceive there to be a suitable
time to shut down the workstations for updating.

Use of Connected Medical Devices
Some sites use a range of connected medical devices (i.e., devices connected to the
internet) such asmonographs, CT scanners, andMRI scanners. In general, staff perceived
connected devices to be introducing new challenges and threats – that many did not feel
prepared nor trained for.

For some of these devices, remote access is not possible – i.e., these cannot be
controlled or accessed from outside of the hospital. This is typically achieved by the
devices being on a separate internal network. However, for other devices, remote access
is required by the device suppliers (e.g., to adjust device settings). This again raises
security issues. These issues can be complex to address as some responsibility for con-
nected medical devices lies with the biomedical engineers, rather than IT – and IT staff
describe the biomedical engineers as being “focused upon usability rather than security”.
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IT staff also described the software used for medical devices as typically outdated and
unsupported. This is concerning as it makes updating and patching impossible.

Poor Physical Security
In addition to more traditional cybersecurity risks, insecure physical access to healthcare
facilities was also a concern for some sites. Facilities were often reported as being easy
to enter with a lack of substantial physical barriers to prevent unauthorised access. Staff
described unauthorised people frequently entering ‘staff only’ areas. This is particularly
problematic in large hospitals where staff are unable to identify or recognise all of their
colleagues. Furthermore, although offices may be locked, there are certain areas such as
nurses and doctors’ workstations which are always accessible. Security cameras have
been installed in some locations to improve security, but the lack of additional physical
security measures remains an issue.

3.2 Lack of Awareness and Experience

This theme explores participants lack of personal awareness of cyberattacks in their
workplace and the potential consequences of their actions.

While awareness of cyberthreats and data breaches in general is high, previous expe-
rience of cyber breaches or attackswas low across all three sites. Although staff displayed
some awareness of cyberbreaches that have occurred in healthcare more generally, the
sites themselves have experienced very few incidents. Those incidents that have occurred
were described as minor, e.g., ransomware that had been successfully addressed (with-
out payment) due to backups of the data. No critical incidents had been experienced,
with some staff members describing the hospitals as having “been lucky so far”. This
lack of learned experience may facilitate insecure behaviours. For example, some staff
members reflected upon the lack of negative effects they have personally experienced
despite using the internet and technology on a daily basis (“well nothing bad has hap-
pened so far!”). This could lead staff to underestimate the prevalence of cyberbreaches
and/or lead them to feel that their current behaviour must be ‘safe’ thus reinforcing the
behaviour, even if this is not accurate.

Risk Awareness and Lack of Cybersecurity Training
Although many staff were aware that they are expected to behave securely, most demon-
strated a lack of understanding why certain behaviours were important. Often, they
did not identify potential risks associated with their behaviour. For example, we asked
whether staff thought it possible that their own workstation use could affect medical
equipment and medical devices in the wider hospital. Generally, staff did not think this
was possible nor likely. They did not recognise that they could potentially introducemal-
ware into the wider hospital system. Interestingly, those staff members who did identify
that it was possible for some workstation use to impact upon medical devices within the
hospital, regarded this as more of an issue for those working in close physical proximity
to the medical equipment:

“This is more of a risk for those working near the instruments, e.g., in the surgery”
“[We are] too peripheral to influence things like that. [As we are] so far removed

from the medical system”
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One staff member explained that they previously acted more securely (e.g., always
using their own computer login) when they worked in a department that was more
“central to the hospital” as they perceived this to be more vulnerable.

In addition to physical proximity, type of computer usagewas also perceived to affect
risk:

“I only read and see things when I use the computers, I do not input data – therefore
I do not see this as a danger [to the system or the hospital]”

This lack of awareness is troubling, and one that should be addressed through staff
training and education. A lack of cybersecurity training was one of the issues raised
by the majority of staff, with many feeling underprepared and unaware of how to use
technology securely. Some staff reported receiving no formal computer or cybersecurity
teaching and described being self-taught and/or relying on learning by observing their
colleagues. In particular, admin staff expressed frustration with their lack of training
stating that they felt “out of the loop” and “always the last staff members to be trained
(if at all)”. One admin staff member described being most likely to be “forgotten about,
despite having everyone’s’ passwords”. They felt that they are “not considered important
for security” and that this is due to others in their employment not understanding what
tasks they actually do (as per our previous discussion on shadow working).

Even some IT staff reported not receiving cybersecurity training and reported using
their own initiative to communicate with other colleagues by email to warn about risks
they have informally learned about. Therefore, ad-hoc communication – as a result of
staff initiative - occurs in some organisations but there is a lack of formal training.
Some of the hospital staff did report that new training is being developed and that this
is beginning to be rolled out, which will likely include some cybersecurity content.

3.3 Shadow Working Processes

This theme refers to behaviours which are occurring within healthcare institutions to
enable efficient working practices, but which are clearly going against policy and in
some cases even against country laws such as staff members sharing login credentials,
bypassing official communication channels and remote working. The staff enact these
behaviours in good faith believing they enable their job without a risk to cybersecurity.
In some instances, senior management and IT are well aware of these behaviours, but
are at a loss as to how these behaviours can be changed.

Sharing Login Credentials
Sharing of personal login credentials was prevalent. Staff regard sharing logins as a
necessity in order to complete their daily duties. Unauthorised use of login creden-
tials can actually be classified as a criminal behaviour [23], although it is possible that
staff are not aware of this. A major driver behind the sharing of login credentials is an
inconsistency between staff system access levels and the tasks that they are expected to
perform by their immediate managers. Administration and junior doctors are restricted
in regards to system access privileges, therefore they cannot do a lot of the tasks that
senior staff expect of them. However, senior staff do not always have time to do the
more administrative elements of their job due to a high workload, time pressure and a
focus upon delivering efficient patient care. As one participant states “Surgeons could
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not do surgery if they spent all their time making appointments”. Therefore, to enable
them to focus their time more efficiently, senior staff delegate tasks such as prescrib-
ing, making appointments, and entering written notes into the system to more junior
members of staff. To work around junior staff access restrictions, senior staff members
share their own login credentials. In addition to cybersecurity and legal concerns, this
behaviour also raises safety concerns. For example, non-medical staff are reportedly
entering information from medical notes (including diagnoses) onto hospital systems.
Handwritten notes can leave a degree of interpretation, and the staff member inputting
the information often has to decide which categories and options they select on the com-
puter system to accurately reflect the patient’s condition and treatment. Mistakes could
have significant consequences, despite this workaround being driven by staff motivation
to improve patient care.

This is a problem that is not easily solved by technology alone, clear governance and
workload reduction is required. We must ensure that the true way that hospitals work is
recognized, and changes to policy are in place to facilitate effective patient care without
putting safety at risk Literature suggests that system design is adding to staff burden
through poor usability of all devices and software e.g., electronic health records [24].

Bypassing Official Communication Channels
We found evidence of staff bypassing official communication channels and emailing sen-
sitive patient information in an insecure manner. Some medical staff reported e-mailing
sensitive patient information (including detailed descriptions of a patient’s condition
and/or treatment) to a large group of their colleagues. This ensures that all of their
colleagues are updated and that all key information about the patient and their current
condition is easily accessible and summarised in one place. This raises concerns over
the security and privacy of the e-mailed data (e.g., staff indicated that there is a lack of
discrimination as to which colleagues are copied into the e-mails, and as aforementioned
the data is not encrypted). Furthermore, if information is being sent via e-mail, it is pos-
sible that this is not being updated on the central system and therefore vital information
may be missed from the patient’s electronic health record. Staff also report e-mailing
sensitive information to their personal home e-mail to enable them to work from home.

Interestingly, staff at one site described using the smartphone messenger application,
WhatsApp, to communicate with their work colleagues. This included using the app to
send patient details, test results and/or photos of the patient to one another, in order to ask
their opinion. Staff perceiveWhatsApp as a quicker, more convenient method to quickly
share information/photos, compared to using the official systems. WhatsApp can reduce
staff burden, enabling them to focus on patient care (e.g., allowing them to stay by the
patient’s bed whilst gathering second opinions rather than leaving to use a workstation).
Although this behaviour was only reported at one of the three sites within this sample,
previous studies have identifiedWhatsApp usage at other healthcare sites [25] suggesting
this is not an isolated occurrence. Although thismethod of communicationmay be quick,
convenient and effective – it can also pose security riskswhenpatient data is being sent via
a third-party application; particularly one that is often sent and/or received on personal
mobile devices and while WhatsApp is encrypted the images may also reside on the
phone.
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Remote Access and Home Working
Remote access to the hospital network and home working was not the norm, for most
staff in our sample. Home working was not an official policy for most sites. However,
it is possible for certain members of staff if required – and if authorisation to do so
is provided by the IT team. For example, staff responsible for the allocation of organ
transplants use remote access to enable them to quickly allocate a donor as soon as an
organ becomes available, without first needing to travel to the hospital. For some sites,
as a security measure, every remote access connection has to be approved by someone
within the hospital (e.g., by calling the hospital and asking another member of staff to
press a button to approve the remote access). The IT team at some of the sites are also
able to restrict the parts of the system that can be accessed remotely.

In comparison to remote access, saving hospital files onto personal devices to allow
home working was reported more frequently. Interestingly some staff commented that
even “the chiefs do it” – as social learning theory would predict [Akers, R. L., and
Jensen, G. F. (Eds.). (2011). Social learning theory and the explanation of crime (Vol.
1). Transaction Publishers.] the behavior of others is influencing and/or reinforcing this
behaviour. Staff report using personal devices on public WiFi networks, for example
whilst travelling. Although staff are aware that this could pose some risk, they are also
keen to be actively working – and contactable - whilst outside of the hospital; providing
another example of a situation where staff feel conflicted between acting securely and
productivity.

3.4 Behaviour Prioritisation

Staff demonstrated an awareness that their behaviour differs from that which is expected
or advised (shadow behaviours) It is necessary to understand the underlying reasons for
this behavior. This theme acknowledges that cybersecurity is often perceived as having
low priority compared to other activities required at work. Participants prioritise (i)
productivity and seeing patients, (ii) medical expenditure over cybersecurity and that
these priorities are reinforced by (iii) not enforcing cybersecurity policies.

Productivity
Cybersecurity measures were often described by staff as counterproductive and time
consuming. This is particularly undesirable in a healthcare setting, where patient care
is understandably prioritised, and staff are overworked and under severe time pressure
[26]. Anything that is seen as increasing staff burden will be negatively regarded by
staff. For example, senior management may restrict staff computer access rights (e.g., to
prevent computer settings being changed and new software being installed without an
admin login). However, this is often perceived as a barrier to work through preventing
installation of required software.

Some staff also felt that security measures may be more focused upon monitoring
or restricting staff, rather than improving security for staff and patients. This could
potentially affect their motivation to comply. Security measures will also be rejected if
quicker workarounds are available, and/or if the measures are not perceived as effective.
Due to these negative perceptions of security, particularly as a barrier to productivity and
patient-care, senior management and IT technicians described cybersecurity as being a
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cultural issue – rather than a technical issue; One which requires a “culture change” and
a shift in attitudes towards cybersecurity.

Medical Spending Prioritised over Cybersecurity
IT staff acknowledge that the healthcare environment is unique in that priorities must
lie with patient care and saving lives – therefore it is not always easy to impose security
requirements. They also report a lack of resources and/or budget for cybersecurity. For
example, managers were perceived as not allocating adequate budget for cybersecurity,
because they want to use this money to purchase something tangible, i.e., “something
they can see” such as a hospital bed, or a new medical device. Due to budget con-
straints, cybersecurity tends to get missed from the business priorities. It was felt that
governmental changes may help to prioritise, enforce and regulate cybersecurity.

Lack of Policy and Reinforcement of Safe Behaviour
Staff reported a lack of cybersecurity policies at work, or a lack of reinforcement for
any policies that do exist. Staff feel that there is a lack of structural, clear guidance
and clarification regarding (un)desirable behaviours. When policies do exist, staff feel
that this is unfortunately, never enforced – and conversely good behaviour is never
rewarded. Some work places require staff to sign a document to say they will abide by
a security policy; however, IT staff feel that new staff often sign this document without
actually reading it. IT staff described feeling hopeful that the introduction of the new
EU Cybersecurity Act may help to address some of these problems around security
policy and reinforcement. The new law imposes that the government identifies ‘critical
structures’ and these structures will have to adopt extra security measures in an allocated
period of time. Hospitals are likely to be identified as critical structures. As the law only
got approved on the 18th May 2019, IT staff are still in the stage of establishing how to
implement the requirements. Therefore, time will tell what impact this will have upon
cybersecurity in healthcare.

Staff reported feeling that cybersecurity only becomes a concern if there is a major
incident and the employer and/or employees face legal action. For example, one site
described how a previous court case found that a patient’s surgical report had been
rewritten 8 times. This resulted in a new procedure being introduced to monitor and
limit amendments to patient data, including the requirement for a clear audit trial. Other
behaviours reported by the staff in our sample could potentially lead to legal action, e.g.,
sharing of login credentials [23], but this may not be widely enforced.

Interestingly, reinforcement of secure behaviour may also come from unexpected
sources. For example, some staff reported acting more securely depending upon the
department that they are working in. One employee described only using their own login
credentials when they worked in a department that used login times to record employees
working hours. Therefore, using logins to record working hours had an unexpected
secondary benefit of increasing more secure behaviour through discouraging use of
shared login credentials.

3.5 Environmental Appropriateness

This theme explains the ways that the work and systems fail to provide appropriate,
flexible, mobile, efficient ways of working that the staff desire, in ways that are deemed
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secure. There is tension between official secure procedures andwhat staff see as essential
within their work environment and current work culture. One example of this is system
readiness. Staff raised concerns about the availability of equipment which led to them
being apprehensive about automatic timeout of systems, switching users, and software
updates.

No-delay Availability
Automatic log-out after a period of inactivity, might improve cybersecurity but it is not
implemented across all of the workstations. Auto log-out is not feasible on all computers
such as those on the ward, where it could potentially interfere with delivery of patient-
care (e.g., if a doctor forgets their login credentials, or logging in and out is perceived
to take too much time). For other workstations, even if implemented, auto log-out is
ineffectual as the workstation is in constant use (e.g., by different staff).

Current Culture and Need for Change
There was a perception that awareness of cybersecurity issues within the healthcare
organisationswas low, andneeded to be improved. IT staff reported feeling that behaviour
is slowly improving due to staff gaining some understanding of cybersecurity issues, but
that there is a longway to go before behavior would change.Many staff expressed dissat-
isfaction at not being keptwell informed, nor receiving adequate training. Staff expressed
a desire to be “kept in the loop” and in particular to be provided with explanations why
– and how - certain behaviours are important for security. They expressed that in order
to facilitate behaviour change, it is important that security measures are not just imposed
upon staff but that staff are involved in the reasoning behind the changes. Some staff
felt that being provided with relatable stories and/or real-life events could help illustrate
importance and relevance – particularly as many of the staff have not experienced any
adverse effects to suggest that change in their behaviour is necessary. Others felt that
new regulations (e.g., GDPR) and policy could help influence behaviour. Staff (include
those from IT) also identified that cybersecurity procedures need to be easier to read
and more user-friendly, to encourage staff to read them and to aid comprehension. One
staff member suggested that it would be beneficial to have a clear contact within the
organisation, such as an easily accessible helpline or cybersecurity champion, who they
could approach for more information about cybersecurity issues.

Themajority of staff described their place of work as “understaffed and overworked”
and for many, being too busy and under major time-constraints was seen as a key driver
for unsafe behaviour. Security measures need to be realistic for the healthcare environ-
ment, user friendly, and time efficient. Current security measures can often be seen as
burdensome, for example multiple login screens can be repetitive, frustrating and time
consuming. Staff suggested that it would be beneficial if these systems were more cohe-
sive; for example, if there was an easy way to update passwords (and other information)
across all systems without logging into each system individually.

For IT staff, cybersecurity was perceived as a cultural issue. They perceived technical
solutions to be available to deal withmany cyberthreats, but felt that a culture shift in staff
attitudes was needed in order to adequately improve cybersecurity. IT described cyberse-
curity as an “everyday battle to keep things safe” and often described the elder members
of staff – with a lot of experience and numerous years spent working in the healthcare
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environment – as one of the main groups acting insecurely. Interestingly, they also per-
ceived the youngest and/or newest employees to be acting insecurely, and suggested that
there may be different factors influencing each group (e.g., elder staff not liking change
or not being familiar with technology and younger staff being inexperienced at work
and/or overconfident in their own ability to use technology).

As aforementioned, reinforcement of secure (or insecure) behaviour can sometimes
come from unexpected sources. For example, some staff described access to their own
personal information as a key motivator to prevent sharing of login credentials. Previ-
ously, some hospital systems allowed users to access their personal portal (including
salary information) using their main staff login credentials. Staff did not like this as
it meant users using their shared login information could see their private details. As a
consequence, the systemwas changed so that personal salary information is now held on
a separate system, requiring a separate login. Unknowingly, this change likely removed
one of main drivers preventing the sharing of login credentials. This provides food for
thought when designing future systems.

In addition to addressing staff behaviour and governmental regulation, staff feel that
it would be beneficial for systems to be in place that enable risk assessment of cyberthreat
vulnerabilities, in the samemanner that organisations can assess other security risks (e.g.,
physical risks). At the moment they feel that overall cybersecurity is weak as there are
no method(s) to assess vulnerabilities. However, all staff described computer systems
in healthcare as paramount to their everyday jobs – showing that raising cybersecurity
levels is critical.

4 Recommendations for Change

This section pulls together recommendations for change to address the issues raised by
staff.

Standardisation

• Password security options have evolved from the traditional view of secure passwords,
to three randomwords which can be easier to remember (https://www.cyberessentials
online.co.uk/the-latest-password-guidance-from-the-ncsc/). The medical community
should agree a format (similar to how the finance industry consolidated on PIN format)
and ensure all medical equipment universally follow that guideline.

Research
Research is needed in the following areas:

• Securing legacy devices is a non-optional priority. Guidance on security, pre and
post market, for medical devices is relatively new (e.g. MDCG 2019-16 in Europe)
and must be fully implemented into the development and post-market monitoring
environment.

https://www.cyberessentialsonline.co.uk/the-latest-password-guidance-from-the-ncsc/
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• To identify a different policy for managing passwords. Changing passwords should
not just be based on time elapsed (i.e., requiring periodic change). The hospital must
also ensure they passwords are properly encrypted and that staff have a separate and
strong password for email, which if hacked can be used to launch a phishing attack.

• As technology improves and less phishing emails are getting through to staff, para-
doxically it is harder for people to detect a phishing email in a low signal environment
[27]. If 100% elimination cannot be guaranteed, more research is required to estab-
lish an optimal level of fake phishing emails. This level can be maintained through
phishing simulation training, to optimise human detection.

• More work is need to establish how to effectively manage updates in relation to
two key issues. Firstly, how to effectively schedule updates in 24/7 environments.
Secondly, how to accurately predict downtime and ensure it is easy to recover if an
update disrupts a system.

• Research is required to explore how best to provide feedback to staff regarding the
constant threat their establishment is under and the effectiveness of their behaviour,
without creating an environment of constant fear that leads to dysfunctional coping
and stress. This should bemindful of findings relating to ProtectionMotivation Theory
[28] and the need to emphasise coping behaviours alongside threat information [29].

Technology Improvements

• Allow the local administrator tomanage ‘rememberme’ function and similar functions
which impact security. This will enable the removal of options such as remember me
if this does not comply with local policies.

• Exploremeans of enabling automatic change of user when staff physically move away
from a device. More ethnographic research is required to establish how to maintain
context (e.g., current patient record), when login changes between staff working on
the same patient case.

• An alternative, mobile, secure channel must be provided to support data transfer
between people and locations. This is required for activities such as working from
home, bringing in research and presentations to supervisors, and patients bringing in
medical records.

• A secure app, running on a smartphone which is approved by the medical industry and
links directly to the electronic health records is needed to ensure central information
is up-to-date, easy to share between staff, and does not disrupt working at the patient
bedside.

• Encryption tools must be readily available and easy to use. Staff should be trained
how to use these tools and made aware of the importance of encryption.

• HCI must ensure that the design of all software is optimised to reduce the burden on
staff. Usability, and consistency across device interfaces is key to reduce burden on
staff, as well as for any security components.

Ultimately, all tools must be easy to use and not add to the psychosocial stress of the
healthcare staff.
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5 Conclusion

Our overall findings suggest that insecure behaviours are commonplace across healthcare
organisations, on an international scale; and awareness of the breadth of risks associated
with these behaviours is generally low. Staff are aware of the external threats but not
necessarily how their behaviours facilitate these threats. Awareness training is required
to ensure that staff are more aware of the potential implications of their behaviour in the
workplace. Staffwithin healthcareworkwithin a very fast-paced and potentially stressful
environment, with a lot of time pressures and responsibilities that do not always facilitate
secure behaviour. Current behaviours are engrained habits which coexist with a practical
rationalisation that they are required to facilitate efficient patient care.Without awareness
of what constitutes unsafe/risky behaviour and the potential consequences (including a
lack of learned experience), it is not realistic to expect staff to behave securely. It is vital
that they are clearly informed by their employer of what is expected of them, and why;
and who to approach if they require any further information or guidance.

The administrators and junior medics in our interviews reported feeling as if their
roles were not recognised or were regarded as unimportant. In addition to being demor-
alising for staff, this can also result in staff members not receiving adequate training.
This is driven by shadow working, i.e., a discrepancy between the responsibilities cov-
ered in their official written job description, and the tasks that they actually conduct on
a daily basis. These shadow work processes create a security weakness, in addition to
potentially having a negative impact on staff wellbeing through a lack of recognition.
We see this as a key area for improvement that requires further understanding of the
organisational culture which has led to the existence of these shadow behaviours. Such
recognition could be made in different ways, from the introduction of the role of medical
scribes to acknowledged responsibility for junior medics and remove the burden from
senior medics.

Due to the unique working environment within healthcare, there are limitations on
the type of technological interventions which can be introduced. For example, it is not
feasible to impose auto log-off on workstations where emergency access is required, nor
to require staff to take several steps to access one system. It is vital that any interventions
are user-friendly, time-efficient and non-burdensome; otherwise they will – at best, be
ineffective (e.g., promoting staff to find ‘workarounds’) – or at worst, negatively impact
upon patient care and/or wellbeing. This need for quick, convenient systems is seen in
the workarounds that staff have created, e.g., use of WhatsApp.

Some issues may be more straightforward to, at least partially, address from a tech-
nological perspective, such as the use of USB devices and sharing of attachments. For
example, screening USB devices on machines that are isolated from the main hospital
network. However, it is still important that staff are kept informed of the importance and
rationale behind these interventions. This will help to help facilitate their adoption and
continued use, and minimise perceptions of security as simply a barrier to productivity
and another “hoop to jump through” for no perceived reason or reward.

In conclusion, the findings from this study highlight a range of insecure behaviours
currently occurring within healthcare environments. No technology is a silver bullet
ready to reduce cybersecurity risks. Rather, this complex socio-technical will be solved
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by understanding the underlying reasons for behavior, implementation of appropriate
processes and appropriate design of technology.

These findings have implications for the design of both behaviour change interven-
tions aiming to promote secure behavior and the design of technology itself to ensure that
the secure use of technology is as easy as the insecure and not adding to the psychosocial
stress of the users. Further research should focus upon potential intervention techniques,
including gathering feedback from healthcare staff around perceived appropriateness,
feasibility and acceptance. Engagement of the clinical leadership to shift cybersecurity
conversations from technical to one linked to patient safety and organizational resilience
is needed. This means presenting cybersecurity data in terms of clinical and business
outcomes.
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1 Introduction

By now, it is evident that the use and purpose of video games has evolved far
beyond entertainment purposes. Over the last decade, the use of video games
and other similar forms of interactive media has provided ways to not only adapt
existing methods of teaching and education towards more modern approaches. In
addition, it has also, and more importantly, allowed users to obtain instantaneous
feedback. In this way, interactive training and educational tools have allowed
users to then learn from their mistakes in a more efficient and instantaneous
manner. As a result, it is highly relevant that with a digital modernity and the
rise of digital natives, other domains are also following a similar path in terms
of providing their content in a way that aligns with how users currently obtain,
create, and produce it such as via applications or interactive training.

One area where the adaption of training and educational material has
occurred is within the field of cybersecurity. For example, considering that the
everyday user can be a target of an attack, scholars as well as companies them-
selves have tried different approaches towards ensuring that the knowledge and
practices of both workers and users are up to date. However, even when the
right practices are in place and users know what to do and the consequences if
they do not practice safe cyber behavior, problems can still exist. For example,
if we consider normal human behavior, there are many factors that can influ-
ence it, both in a private and home environment and within a public and/or
c© Springer Nature Switzerland AG 2020
A. Moallem (Ed.): HCII 2020, LNCS 12210, pp. 123–142, 2020.
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work environment. For example, social norms can play a large factor in whether
cybersecurity protocols are followed and even enforced in work environments
where employees readily share passwords among each other. Therefore, we must
also consider how such Human Factors can potentially impact a users behavior
and in-turn how that can potentially impact the overall security of a system and
user’s data.

There are several approaches to understanding behavior that can ultimately
leave a system vulnerable to attacks and breaches. Some of them can occur
from the outside, where an attack comes from someone trying to gain access to
sensitive data, such as a hacker trying to access account records. On the contrary,
attacks can also happen from the inside out, whether deliberate or not. For
example, people within a company communicating sensitive information to the
wrong people, or allowing it to be authorized by those who should not. Therefore,
to address these types of threats, security analysts can apply a procedure known
as threat modeling to identify potential threats and vulnerabilities, the absence
of appropriate safeguards or workplace policies, so that they can be enumerated,
mitigated, and potentially avoided. However, until now, threat modeling does
not focus on human behavior as being a threat to a system. For example, while
a threat model may focus on a safeguard to protect unauthorized access to a
database, it negates the concept of a user sharing login credentials or leaving
their computer unattended during work hours. As a result, a threat model can
only be as useful as much as it considers a users behavior; where if the model
does not take into account Human Factors such as a users Lack of Knowledge or
workplace Norms, then it overlooks more fundamental vulnerabilities that could
impact the overall security of a system and its data.

2 Background

Cyberattacks can be the “coup de grâce” to an unsuspecting and unprepared
business often resulting in financial lost, a tarnished reputation, or a complete
closure of a company. Cyberattacks and efforts towards protecting and defending
systems are often focused on implementing strategies that rely on AI and/or
machine learning algorithms to automatically detect or deter intruders. However,
even with the most elaborated, complex, and well-designed algorithm or software,
human error is still the cause of 95% of cyber incidents [16]. In fact, malicious
cyber attacker target users via the following methods of attacks (Verizon, 2019)1:

– 29% of breaches resulted from weak or stolen passwords
– 52% of breaches stemmed from hacking
– 32% of breaches involved phishing
– 28% of breaches involved malware
– 33% of breaches were social attacks

1 https://enterprise.verizon.com/resources/reports/dbir/.

https://enterprise.verizon.com/resources/reports/dbir/
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In addition, of these breaches, 43% of breaches involved small business victims
where 71% of breaches were financially motivated, which targets a fundamen-
tal resource of most companies. However, the concerning issue regarding these
attacks is that 56% of breaches took months or longer to discover, meaning that
if they were detected earlier, it is likely that the damage could have been signif-
icantly reduced. However, it is possible that in many cases people are not aware
or even considers themselves a target for cyber attacks. Moreover, victims may
also be unaware of how their actions may ultimately leave them vulnerable even
if they have taken precautions towards protecting themselves.

2.1 Threat Modeling

In general, a threat refers to any unauthorized method that gains access to sen-
sitive information, networks, and applications. These are a few common threats
that can be addressed by using threat modeling such as dealing with Malware,
Phishing, Denial of Service (DoS/DDoS), Hacking, Insider Threats, etc. One
way to approach to understand how to improve the cybersecurity of a system
from threats is via threat modeling. Here are many different types of threat
modeling approaches, frameworks, techniques [10], models, and theories that all
work towards identifying threats and approaches to address them. Each of these
have their own context in mind such as preventing attackers from breaching a
system, finding weak points within a systems architecture, develop strategies
to mitigate potential attacks, and so forth. Therefore, to illustrate these dif-
ferences, we discuss several distinct types of approaches and how they address
the concept of threat modeling. For example, one of the most popular models
is STRIDE, which is a methodology that was introduced by Praerit Garg and
Loren Kohnfelder at Microsoft [20]. The methodology is used to classify vulnera-
bilities. Others include, DREAD (Damage + Reproducibility + Exploitability +
Affected Users + Discoverability) [9], which is used to rate, compare, and priori-
tize the severity of risk presented by each threat that is classified using STRIDE.
In addition, others such as P.A.S.T.A (Process for Attack Simulation and Threat
Analysis) [22], Trike [19], OCTAVE (Operationally Critical Threat, Asset, and
Vulnerability Evaluation) [1,21] all have various approaches to assessing and
planning for attacks from different approaches (i.e. risk or context centered).
Lastly, one other method to consider are Attack Trees [10,21], which are dia-
grams that depict attacks on a system in tree form. In these cases, the “root” of
the tree is the goal for the attack, and the “leaves” are different ways to achieve
that goal.

If we consider all the above attacks and techniques, the central element is
human interaction – albeit causing it or allowing an attack to happen whether
intentionally or not. Therefore, it makes sense to consider the human, their
behavior, weaknesses, and strengths both as individuals and as part of a col-
lective society (within the workplace and within a public domain) as part of a
threat model.
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2.2 Human Factors

While the domain of Human Factors is user centered, it also considers the tools
(e.g. PC, Mobiles, etc.), tasks (e.g. browsing the web), and environment (e.g.
home or office), and even culture of the user. To this end, the information about
these aspects can help designers and researchers to improve the design and solu-
tions to addressing issues and threats.

To understand the Human Factors associated within a context of cybersecu-
rity, we must look at the user as an individual, part of a (online) team, culture,
and ultimately the system that they are interacting with [17]. However, even if
in recent times, publications on Human Factors within cybersecurity are gain-
ing momentum, a major gap exists to understand the domain and the current
state of which Human Factors is centered within cybersecurity. Moreover, of the
research that does exist, its scope is often limited [24] or ambiguous and varied,
or only acknowledges the concept of Human Factors in passing [23]. For example,
research on cybersecurity within the context of Human Factors has presented
several perspectives. In addition, Young et al. [24] considers cybersecurity as a
state of a system where the system change is brought on by a user’s behavior.
Whereas Mancuso et al. [12] (among others) offer frameworks, which aim to
maintain interactions between the components of a cyber-attack while offering
a further abstraction useful to future Human Factors research; and others that
look at the frame a user’s online behavior via a (national) cultural perspective [7].

It is evident here that the extent of variation among definitions, it makes
it difficult for the concept of Human Factors in cybersecurity to advance in a
more concentrated way. Especially considering that Human Factors and cyberse-
curity (HFCS) draws on multi-disciplinary areas such as psychology (e.g. social
engineering, deception), engineering, and computer science (machine learning
and artificial intelligence) to improve techniques and approaches towards cyber-
attacks.

2.3 Human Factors and Threat Modeling

Up until now, Human Factors research and Threat Modeling research has been
considered within their own domains. However, their use together has the inno-
vative potential to add an additional layer or considerations towards improv-
ing the security of a system and the integrity of data. For example, Ferro [4],
propose an adaption to the popular STRIDE model – STRIDE-HF (Spoofing,
Tampering, Repudiation, Information disclosure, Denial of service, Escalation of
privileges - Human Factors) that considers the twelve Human Factors outlined
by Dunpont [3]:

– Lack of Communication: people not communicating with each other within
a working and/or online environment.

– Complacency: a feeling of self-satisfaction that can lead to a lack of aware-
ness of potential dangers.
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– Lack of Knowledge: not having enough experience and specific knowledge
that can lead to poor decisions.

– Distraction: when a user’s attention has been taken away from the task that
they are required to do.

– Lack of Teamwork: not providing enough support towards a group of peo-
ple, co-workers, etc., who rely on your support.

– Fatigue: is a physiological reaction resulting from prolonged periods of work
and stress.

– Lack of Resources: not having enough resources (e.g. time, tools, people,
etc.) to complete a task.

– Pressure: pressure to meet a deadline interferes with our ability to complete
tasks correctly, then it has become too much.

– Lack of Assertiveness: not being able or allowed to express concerns or
ideas.

– Stress: acute and chronic stress from working for long periods of time or
other demanding issues such as family or financial problems.

– Lack of Awareness: working in isolation and only considering one’s own
responsibilities, often leading to a disconnect from what others are doing.

– Norms: workplace practices that develop over time, which can then influence
others behaviors.

In addition, it aligns these twelve Human Factors to the STRIDE threat
model and in doing so, it provides a way for us to consider the types of human
behavior that can result in a STRIDE element to occur. For example, if someone
shares their password with a colleague as a result of workplace Norms, then it
can result in an Elevation of Privilege. Therefore, to this end, such considera-
tions could be use as preventative measures for addressing cyber related issues.
Furthermore, the rationale behind selecting the STRIDE model as a foundation
to expand upon is for several reasons. For example, STRIDE in comparison to
Attack trees offers a more dynamic approach to identifying threats – more so
because STRIDE is aimed to help uses find attacks in a simple way based on
categorization rather than an explicit and logical approach. For example, if we
are to include Human Factors as part of an Attack Tree, it could become over-
complicated if we are to define every kind of behavior that could take place with
regards to each type of threat. Moreover, the development of a Human Factor
Attack Tree would need to consider the behaviors of users and then the issues
that each of those behaviors leads to in an explicit methodological way. One
might even consider Attack Trees for individual users that capture the behav-
iors that they demonstrate and what they are likely to result in (e.g. threats
to a system). As a result, a Human Factor Attack Tree can become incredibly
large quite fast and is not an ideal approach, at least not manually. There is the
possibility, in the future where data logs can be used to developed Attack Trees
automatically, in a similar way that [13] have achieved via the use of declarative
specification of interaction models that exploit logs for identifying exactly what
has gone wrong during a user’s interaction. However, this is outside the scope of
this paper.
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Development of STRIDE-HF. Extending upon the description by Ferro [4],
the development of the (theoretical model) of STRIDE-HF considers existing lit-
erature on Human Factors (and or related concepts) within the domain of cyber-
security and specifically phishing to align with the focus of doctoral research.
The first step was to explore literature based on threat modeling. The intention
during this step was to study literature surrounding “human behavior centered”
threat models and frameworks that are or can be could consider human error as
part of the threat analysis process. Several models and ideologies existed where
human behavior was at the focus. For example, Reason’s [18] models present
generic error-modeling systems, and more specific approaches towards identi-
fying areas where humans behavior is likely to be problematic and the kind of
behaviors to pay attention to. On the other hand Cranor [2] presents a human-in-
the-loop approach to identify and mitigate threats. In other schools of thought,
there are considerations to take a psychological perspective and apply them
towards understanding the user, such as cognitive or behaviorist approaches. In
addition, other concepts such as state machines and ceremonies are used to map
out human behavior to identify problematic areas. However, many of these con-
cepts have only been used as a lens to see threat modeling through or they do
not consider behavior outside of specific security scenarios. For example, such
threat models lack the consideration of how workplace cultural norms influence
the sharing of passwords or elevation of privilege to achieve a task to save time.
In addition, the impact that a Lack of Awareness, Knowledge, or Resources has
on protecting a system. In many cases humans are often not provided with learn-
ing material, or the material that they are provided with is overwhelming with
technical jargon and therefore being useless. This is a concept briefly touched on
in a digital sense in terms of discussing “wicked” and “kind” environments [8]
in the context of cybersecurity where environments should be clear and under-
standable (e.g. simple UI, more complex options hidden from users, and roles
and rules for users are explicit). As a result, models and frameworks consider
specific parts of user behavior whether it is placed within the context of cyber-
security or as a subset of security issues (e.g. software design). Therefore, it is
still clear that threat modeling with Human Factors/human behavior at its core
is still relatively in its infancy. Hence, for the purpose of this project, a choice
was made to use a more established model to build upon where Human Factors
could be integrated as part of the model’s structure. Consequently, STRIDE was
chosen as an appropriate foundation to extend upon.

The second step was to consider the STRIDE model in the context of human
error and how human error is related with each of the STRIDE elements. To
this end, STRIDE and its variations (e.g. STRIDE-per-element and STRIDE-
per-interaction) were researched to properly understand how Human Factors
could be incorporated. However, the core model was deemed most appropriate
to extend upon.

The third step was to envision the STRIDE-HF model as a functional model
that security professionals could use and how it could be envisioned to address
threats. This model is outlined in Table 1 which describes the STRIDE-HF model
in the context of human behavior that can allow a threat to occur.



Another Week at the Office (AWATO) 129

Table 1. STRIDE - HF

Threat Human Factor(s) Behavior (examples) Response (examples)

Spoofing Lack of Awareness,
Lack of Knowledge,
Lack of Resources

Downloading files
online or via email
attachment

Educate users about
what to look for when
accessing links within
emails

Tampering Distraction, Lack of
Awareness, Stress,
Pressure, Fatigue

Modifying files to
backdate them.
Unblocking blocked
ports to get access

Implement a platform
where documents
must be uploaded
(logs date, time, user,
etc.)

Repudiation Accidentally/on
purpose deleting files

Not submitting files
on time/to the right
location

Change how files are
managed and are
monitored

Information
Disclosure

Complacency,
Distraction, Norms,
Stress, Pressure, Lack
of Assertiveness

Sharing passwords
among colleagues for a
time trade-off

Enforce stronger
punishments for
password sharing

Denial of
Service

Distraction, Lack of
Awareness, Stress,
Pressure

Unplugging hardware
for other purposes
(e.g. additional
charging space)

Clearly label exposed
cables to indicate
their use

Elevation of
Privilege

Lack of Assertiveness Giving access to a file
because someone with
authority asked for it

Create a more
accessible way to
report bad behavior of
superiors

* More likely to be responsible for the STRIDE element over other Human Factors.

Addressing Threats. To address threats using the STRIDE-HF model, users
of the model must understand the workplace culture and/or how employees
interact with each other and the system. In addressing the workplace culture,
the security analyst would need to understand several things to predict the kinds
of and the severity of human behavior related security risks. For example, if
workplace culture is relaxed and people often share files carelessly, then it raises
the likelihood that certain behaviors will have a higher chance as being used as
attack vectors. For example, if an employee passes on a malicious file to another
co-worker that then gets uploaded on to a server. Therefore, to this end, security
policies need to be adaptive and regularly monitored and enforced. However,
this is two-fold where understanding the behavior is not alone to address human
factor related issues. For example, if a workplace environment has a high risk of
receiving phishing emails, but does not have an anti-virus installed or a policy for
downloaded content, then the system allows for certain behaviors to occur (e.g.
downloading potentially unsafe files and opening them without scanning them).
As a result, the system is unnecessarily exposed. An additional consideration is to
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take into account the work environment. With open-plan office spaces becoming
popular, the likelihood of threats such as Information Disclosure, Repudiation,
and Denial of Service – even if unintentionally, is increased. This is due to the
ease at which conversations can be overheard, the frequency that computers are
left unattended and in cases unlocked, and rate of sensitive data being displayed
on-screen with the potential for anyone to observe it.

2.4 Gaming

The area of game design and development has certainly seen an increased inter-
est outside the domain of entertainment. Many areas such as military, medicine,
and education are adopting the medium and adapting it to serve many different
purposes - that varies from training and simulation to education. For example,
many games (academic and commercial) exist, which that have been summarized
by [6] that focus on cybersecurity and/or their related issues (e.g. hacking). For
example, CyberCIEGE [11] is a serious game intended to educate users about
network security concepts and is used as a training tool by agencies of the U.S.
government, universities, and community colleges. It involves the player having
to configure parts of the system as well as responding to multiple choice ques-
tions. In a similar way, CyberNEXS [15] aims to prepare security professionals,
network administrators, system administrators, and students with the tools and
skills they need to effectively protect and defend IT systems against today’s real-
world threats. Lastly, in a more direct way, The Weakest Link: A User Security
Game2 consists of a series of multiple-choice questions based on a scenario that
is given to you. You play as a new employee who “practice” correct safe behav-
ior must, which is represented by your response to the questions. Each time a
question is answered incorrectly, the reason for it being incorrect is given along
with more information. At the end of the game, the player is given a score based
on their response and whether they are the “weakest link” when it comes to
security practices.

However, what is equally as important to note in conjunction with academic
or industry developed games, are commercial games. It is relevant to note these
given the tangential learning [5,14] that can occur whilst playing them. For
example, in the game Orwell3, players investigate a series of attacks via commu-
nication streams such as social media and conversations to gather evidence to
uncover who is responsible behind the attacks. While not explicit, the player can
begin to understand the level of ease that it is to develop a “profile” of someone
online based on the kind of information that is available and how it can be used
to achieve various tasks. In a similar way, the Hacker Duality4 allows the players
to interact on the backend of an attack by assuming the role of a “hacker” and

2 “The Weakest Link”, n.d., https://www.isdecisions.com/user-security-awareness-
game/.

3 Osmotic Studios, 2016, https://store.steampowered.com/app/491950/.
4 Exosyphen studios, 2011, https://store.steampowered.com/app/70120/Hacker

Evolution Duality/.

https://www.isdecisions.com/user-security-awareness-game/
https://www.isdecisions.com/user-security-awareness-game/
https://store.steampowered.com/app/491950/
https://store.steampowered.com/app/70120/Hacker_Evolution_Duality/
https://store.steampowered.com/app/70120/Hacker_Evolution_Duality/
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using various techniques to meet in-game goals albeit to disable access or to
compete against other hackers.

It is important to note that many of these games, including others listed by [6]
that discuss relevant and popular types of cyberattacks, many which are outlined
by Verizon (2019)5. However, given the breadth of all these games across various
contexts, not one single game at the time this paper exists that specifically aims
to address various cybersecurity related topics and how to address them with
the intention to improve them in the context of user behavior. As a result, it has
provided the motion for this research. To this end, it is clear that games have
clearly contributed to modern approaches to educate users about cyber related
topics.

3 Development of AWATO

Another Week at the Office (AWATO) is serious game aimed to educate users
about threat modeling to help them and/or security analysts identify human
factor related threats. It has been developed in Unreal Engine 46 over several
months using an iterative design process.

3.1 Idea Development

The idea for this project was to create a multipurpose tool with several overall
intentions. The first was to create an engaging interactive experience that is
accessible to everyone, meaning that no prior experience was required by the end
user to use it. The second intention was to provide an serious game to promote
awareness of threat modeling and Human Factors by using STRIDE-HF. The
third intention was to raise awareness of potential human factor related issues
relating to cybersecurity breaches that the user could relate to. For example,
if workers are Stressed, they are more likely to forgo scanning a downloaded
document with anti-virus software in favor of efficiency.

Aesthetics. The focus on this game was not weighted on the appearance, but
rather the content. However, at the same time, we wanted to create an serious
game that aligned with contemporary graphics; and to a certain extent provide
an (visual) improvement on what currently exists. Therefore, in the creation
of AWATO we utilized the asset pack: POLYGON - City Pack7 and POLY-
GON - Office Pack8 created by Synty Studios, Lowpoly Stylized Office Pack
by Park JongMyung9, and custom 3D assets (created in Autodesk Maya) that

5 https://enterprise.verizon.com/resources/reports/dbir/.
6 www.unrealengine.com.
7 https://syntystore.com/products/polygon-city-pack.
8 https://syntystore.com/products/polygon-office-pack.
9 https://www.unrealengine.com/marketplace/en-US/product/lowpoly-stylized-

office-pack.

https://enterprise.verizon.com/resources/reports/dbir/
www.unrealengine.com
https://syntystore.com/products/polygon-city-pack
https://syntystore.com/products/polygon-office-pack
https://www.unrealengine.com/marketplace/en-US/product/lowpoly-stylized-office-pack
https://www.unrealengine.com/marketplace/en-US/product/lowpoly-stylized-office-pack


132 L. S. Ferro and F. Sapio

were modeled by the authors. The user interface and additional graphic elements
were created by the authors in Adobe Illustrator. Lastly, the game itself is cre-
ated inside of the Unreal Engine and the interaction was created using both
Blueprints and C++.

Selection of Cybersecurity Issues. We selected cybersecurity related issues
that could align well with the Human Factors and that could be easily repre-
sented in a meaningful way within the game’s environment. It is acknowledged
by the authors that this is not a complete representation of all the types of
cybersecurity related issues that exist or that do align with the chosen Human
Factors and it is something intended for future work. However, it should also
be considered that the choices thus far have been made to establish a founda-
tion upon which more complicated threats will be implemented. The process for
choosing the cybersecurity issues were also influenced by the key issues raised in
the Verizon report (2019)10.

3.2 Game Development

Another Week at the Office (AWATO) is a serious game where you play the
role of a recently hired security analyst who must identify cybersecurity issues
caused by human error within AWATO Corp, aptly titled after the game’s name.
The company office is the central location for the game. It is a typical office
space where employees are currently working towards the launch of a new and
innovative product set for unveiling at the end of the week. Therefore, it is your
job to ensure that there are no breaches within the office and to ensure the
integrity of the data since AWATO Corp have many high-profiled investors and
stakeholders. To ensure the integrity and authenticity of the data and a successful
product launch, it is your job to identify threats and classify them within the
STRIDE-HF (Spoofing, Tampering, Repudiation, Information Disclosure, Denial
of Service, Elevation of Privilege - Human Factors) model. Therefore, it is your
job to identify which behavior has led to which threat and to identify them as
soon as possible within the STRIDE-HF framework. The more threats that you
identify the more likely that your product launch with go off without a hitch.

Characters. In total, there are 10 characters. The types of characters and their
role within the company that we chose were intended to reflect individuals that
you would typically find within a work space. We acknowledge that this is only a
general representation, and the types of employees do vary between companies.

Locations. Like the characters, we wanted to include rooms that are also typi-
cally found within a workplace. In total, there are 9 playable rooms (Reception,
CEO office, Manager Office, Security Office, Server Room, General Work Space,
Kitchen, Janitor Closet, and Car park. Like the characters, the rooms are only
a general representation of reality with core components.
10 https://enterprise.verizon.com/resources/reports/dbir/.

https://enterprise.verizon.com/resources/reports/dbir/
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– Reception: The reception features your typical assets (computer, printer, doc-
uments, etc). The reception is managed by one character.

– Office Spaces: The general and manager office spaces, shown in Fig. 3, consist
of 5 employees. These employees’ range in terms of the job title, therefore, it
is important for the player to pay attention to this while playing the game.
You can see an example in Fig. 1.

– Bathroom: While the player does not go “into” the bathroom, the bathroom
exists for the two reasons. The first being that it is an essential part of an office
space; and secondly, because while users travel to and from the bathroom, it
is likely that they may drop notes, forget to lock their computer, etc.

– Kitchen: The kitchen, is accessible by the player and was included for the same
reasons as the bathroom because it is a space where employees converse, and
an easy distraction (e.g. while making a coffee to forget a notebook). As a
result, it was included in the game environment.

– Security Room: The security room is not typically found in all office spaces,
particularly smaller businesses. However, it is an essential area since it con-
tains many aspects associated with maintaining the integrity of data.

– Server Room: The server room was included to illustrate the importance
within the technological ecosystem to ensure that the integrity, authenticity,
and accessibility of data is kept.

– Janitors Room: The Janitors rooms features standard supplies and trash.
The reason to include it is because sometimes sensitive documents are not
disposed of correctly and therefore, can end up in the wrong hands if thrown
away in waste bins.

Fig. 1. An example of the work space within AWATO
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Work Terminals. Each character has their own PC (including the player),
which has all the basic applications that you would find on an office PC (e.g.
word processing, email, anti-virus software, etc.). In addition, the desktop of each
PC has several files (e.g. images, pdf and document files). This is the central hub
that connects a player to most of the gameplay. Here, the player can access each
of the characters PC and observe their interaction with files (whether they have
been scanning files that they download), their emails (e.g. if they have been
engaging in phishing scams, or sharing sensitive information), and lastly to see
if anti-virus software is installed or updated. Throughout the game, NPCs will
receive emails11. You can see an example of the emails in-game in Fig. 2 of three
types.

– General Communication (positive): in these instances, emails between
users are not dangerous and often follow general everyday conversations.

– General Communication (negative): these types of emails also follow
general everyday conversations; however, they reveal sensitive information
(e.g. passwords, account details, privileged information).

– Spam Emails: contain your typical phishing scams where people are asking
for details from a user.

Fig. 2. An example of emails in AWATO.

11 The emails were created within an excel spreadsheet and implemented into the game
via Blueprint scripts in the Unreal Engine.
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3.3 Incorporation of STRIDE-HF

The innovative part of this game is the relationship between threat modeling and
the Human Factors that have likely caused it. In AWATO, Human Factors have
been incorporated by aligning the Human Factors with the STRIDE framework.
In this way, we can focus on errors that are more likely to occur, and how they
will occur because of their relevant factor.

One of the main objectives for the player to do in AWATO is to identify
bad behavior of users and understand what caused it. For example, if an NPC
is constantly responding to spam emails then it is up to the player to find why.
For example, are they constantly being distracted? Perhaps they are practicing
unsafe behavior by sharing passwords with colleagues. It is up to the player to
identify the cause by analyzing what the NPC is doing and enter it into the
STRIDE-HF Matrix in Fig. 3. In order to provide the users with some context
about what the STRIDE-HF elements are, the user can access a document on
their “Desktop” within the game that provides them with a brief explanation
about the topics.

Fig. 3. An example of the STRIDE-HF Matrix in AWATO

The matrix provides a feedback loop to the player, by displaying the wrong
selected answers to the player. As a result, it allows the player to choose an
additional STRIDE-HF element until they select the correct one. In addition, a
wrong or right choice is also indicated by audio feedback that further assists the
player to identify the correct STRIDE-HF element for the issue. Lastly, once a
player has correctly classified an issue using the STRIDE-HF table, they can then
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review these issues later to reflect upon previous judgments before classifying the
next issue.

Security Issues and In-Game Events. The game’s threats also focus on
issues that are related to Human Factors. For example, where traditional
STRIDE issues occurred, we considered the possibility for the same “intentional”
issue occurring by accident. For example, someone “tampering” with wires to
get something to work but unknowingly causing the servers to disconnect.

– Phishing Scams: One of the biggest issues in-game is phishing scams. This
is because some NPCs will send replies to phishing emails, which then exposes
the system to vulnerabilities. Therefore, it is important that the player iden-
tifies these early on.

– Locked devices: During the game, the NPCs will take breaks to go to the
bathroom, eat, and grab a coffee. In these periods, an NPC will leave his or
her workstation unattended, which will be sometimes locked with a password
and others not leading to unauthorized access.

– Updating (patches, anti-virus): Downloading and sharing files brings
with it the risk of an infected file contaminating a system and impacting
the integrity of its (and shared) data. Therefore, it is important that the
player pays attention to which NPC has updated their anti-virus software
and uses it to scan files that they download and transfer.

– Scanning email attachments: when players receive files in-game from var-
ious sources (including those from AWATO) they need to make sure that they
scan each file for viruses. Even if it is from a trusted source (e.g. friend or
colleague), there is a chance that their compute may be compromised.

– Sharing/losing passwords: during the game, the player must find out who
is sharing passwords and locate “lost” passwords that are left around the
environment (e.g. in the kitchen, on the floor, in the trash, etc.).

– Elevation of privilege: refers to when employees have access to part of the
system/files they should not have access to. From here, it is up to the player
to identify trust boundaries and then modify permissions accordingly based
on server logs and account access.

– Tampering: some employees may by accident tamper with equipment or
even files without being aware that it is an issue. Therefore, it is important
that the player checks the logs on the servers.

– Sharing sensitive information: during email conversations, NPCs may by
accident reveal sensitive content to others because they may be feeling stressed
or because they are unaware that the content is restricted (e.g. because of a
Lack of Communication) therefore, the player must identify where and when
this occurs and identify why it is occurring.

4 Testing

AWATO was validated using a paired t-test to see if participants could identify
threats and relate them to their respective Human Factor.
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4.1 Testing Procedure

Overall, the testing process followed the following procedure:

1. A pre-test questionnaire to establish a baseline regarding the level of knowl-
edge that users had about threat modeling, cybersecurity topics, and demo-
graphic information.

2. Users were then asked to complete a Scenario Questionnaire. In this question-
naire, participants read through a list of scenarios and asked to identify three
things. The first is the error that occurred, the second is the Human Factor
responsible, and the third is the STRIDE element that the error aligns with.

3. The third step required that users then played the game AWATO and were
required to observe the same if not similar situations that also featured within
the scenarios and then identify them according to the Human Factor and
STRIDE element that they felt aligned with the error.

4. Lastly, users were then asked to complete a post-study questionnaire similar
to the Scenario Questionnaire, where they had to identify Human Factors
responsible for the errors within the scenarios and the STRIDE element that
they aligned with. In addition, this questionnaire also contained some general
questions related to the design of AWATO to see if any extraneous variables
(e.g. glitches in the game, navigational issues, etc.) existed that may have
impact on the final results.

Below, is an example of one of the scenario based questions:

Scenario #3 - Susan and the cat pictures Susan is a lover of all
animals. During her break she spends her free time surfing the internet
for funny or cute pictures of animals, mainly cats, which she then shares
online via social media. Recently, she has been receiving emails from a new
online website “Funny Cats Online” with cute pictures attached to emails.
She downloads them and sometimes forwards the emails to other colleges
who also enjoy a funny cat picture or two.

From here, the participant is required to identify the errors that have occurred
from a list of several (by selecting check boxes). For example, in relation to the
above scenario, the participant is asked to identify the errors Susan made from
the options below:

Please select the areas where cybersecurity has been breached.

– Surfing the internet for cat pictures
– Registering for Funny Cats Online
– Not scanning the email attachments for viruses
– Not checking the validity of the email sending her cat pictures
– etc.

Following this part of the questionnaire, the participant is asked to identify
the most appropriate STRIDE element, and lastly the most relevant Human
Factor(s).
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4.2 Test Design

Each question was tested using the paired t-test (with a confidence level set
to 95%), which determines whether the mean difference between two sets of
observations is zero. In the context of this experiment, this is the difference
between a participant’s knowledge of threat modeling and aligning threats to a
relevant Human Factor before the game/scenarios and after. In particular, we
have used the following Hypothesis:

– Null-Hypothesis (H0): there is no improvement in understanding the
STRIDE-HF model by playing AWATO.

– Experimental Hypothesis (H1): playing AWATO increases the under-
standing of the STRIDE-HF model.

In order to perform the paired t-test, we needed to assign a score to our ques-
tionnaire (excluding demographic questions). In particular, we awarded up to a
maximum of 10 points for each scenario, using the following criteria:

– Up to 2 Points: identification of the issue.
– Up to 3 Points: identification of the STRIDE element involved in the sce-

nario.
– Up to 3 Points: identification of the Human Factor related to the scenario
– Up to 2 Points: identification of the consequences of the scenarios.

4.3 Test Results

We had a total of N = 15 participants who performed all four stages of the test.
In Table 2 we present the resulting p-values for each scenario. The Null-

Hypothesis (H0) is rejected for all scenarios, consequently, the Experimental
Hypothesis (H1) is supported.

Table 2. p-values for each scenarios resulted from the paired t-test.

Scenario p-value

S1 0.03397

S2 0.02445

S3 0.00543

S4 0.00281

S5 0.00257

S6 0.00224

As it can be observed in Table 2, the p-values gets lower as the scenarios get
harder. This is likely due to the fact that easy scenarios are easier to identify the
STRIDE and Human Factor that is related to the scenario; even without playing
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Fig. 4. Overview of the results (five-point Likert scale) for the questions related to the
use of AWATO as an educational tool

AWATO. On the other hand, more complex scenarios require some knowledge
about the STRIDE-HF framework, and playing AWATO becomes more crucial
to classify the scenario.

The questions related to the use of AWATO as an educational tool were
evaluated on a five-point Likert scale, and the results are presented in Fig. 4.

60% of the users found the scenarios very clear, leaving only 6.6% of the
users slightly unsure about the scenario questions. Of the 15 participants, 40%
agreed that AWATO could be used as a training tool, where 26.6% did not feel
as though it could be. As a result, the remaining participants felt neutral about
it. Finally, when asked if AWATO could replace traditional tools/materials, the
answers were more distributed. One third of participants disagreed that AWATO
could be used to replace traditional tools/materials (33.3%), but more than half
(53%) were enthusiastic towards accepting AWATO as a potentially new way of
learning. However, from verbal feedback of the participants, several felt that to
use AWATO as a training tool, the game needs to improve and be iterated upon.

5 Discussion

The purpose of AWATO was two-fold. The first was to test STRIDE-HF and see
if it could be used as a way to threat model users behavior to reduce unsafe cyber
practices. Secondly, AWATO was used to determine whether a serious game could
be developed to educate users about cybersecurity related issues and show how
to threat model these issues based on Human Factors. Initial results show that
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AWATO shows potential to achieve these goals. More importantly, AWATO, is
the first type of a cybersecurity (related) game, which allows users to consider
the behavior of users rather than just the threats. It is also important to note
that while there is a gap in terms of software and/or training tools available for
IT professionals or manages [6], by targeting the everyday user, we can begin
to develop stronger foundations and open up a common dialogue among the
workplace.

5.1 Limitations

The main limitation of AWATO is that it requires further empirical testing
determine the effectiveness of the serious game as an educational tool and in
term resource to educate employees beyond what we have analyzed. The results
presented here in this paper indicate that there is potential, but we believe that
for AWATO we be developed into a more robust tool, further developments
will require expert input (i.e. from threat modelers and security analysts). In
addition, given that STRIDE-HF is mainly a theoretical model that is based
on existing literature there is a need to conduct a more specific analysis of the
STRIDE-HF framework to incorporate into AWATO to ensure that the STRIDE-
HF matrix accurately reflects the STRIDE and the corresponding HF elements.
In this way, with a more empirically based STRIDE-HF framework we can then
implement more specific behaviors within the game for the player to identify. As a
result, we can then begin testing the game within additional work environments.
Lastly, we also anticipate the integration of a more solid learning element where
players are informed about wrong decisions in terms of why their classification
is wrong or right so that the user can understand in a more informative way the
impact of their decisions.

6 Conclusion

Overall, we can conclude that AWATO has demonstrated that there is potential
to educate users and while providing a tool to assist users in understanding the
process of threat modeling. It is clear that users respond well to the use of an
interactive educational tool and in some cases prefer it to traditional material.
Future directions include developing AWATO to contain customizable features
allowing people to use it and modify it so that is can be used as part of a training
situation in a way that reflects the work environment of where the serious game
is being played. It is anticipated that ultimately, AWATO can serve as a way
to inform users about human error related issues and their impact on a work
environment with the intention to influence a user’s real life behavior and/or
open up a dialogue between employees about practicing safe cybersecurity and
improving circumstances within the workplace to accommodate it.
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Abstract. Literature often reports users’ experience of frustration, irri-
tation [52], annoyance [42] with respect to security. With regards to pass-
word choice, annoyance due to complexity has been linked with weaker
passwords [42].

We investigate the influence of incidental anger versus neutral emo-
tion stimulus on password choice.

We design a between-subject controlled lab experiment with N= 56
participants, with a GMail registration scenario. We employ standard
video clips as mood induction protocol [59]. We measure password strength
via zxcvbn and emotion via IBM’s Tone Analyzer and PANAS-X.

We find that participants in the anger stimulus condition created sig-
nificantly weaker passwords than those in the neutral stimulus condition,
t(54) = 2.901, p= .005, with a near large effect size, g = .77.

This study provides the empirical evidence of the effect of incidental
anger emotion on password choice. Our findings are consequential for
security because they suggest that if users feel frustration (which may
arise from various sources including requirements for security compliance,
human-computer interaction design, or any incidental life situation), the
impact is likely a weaker security choice, that is, a risk-seeking rather
than a risk-avoiding choice.

Keywords: Password · Security · Use · Choice · Emotion · Anger

1 Introduction

Users often perceive security as a barrier that interferes with their productiv-
ity [21]. They experience weariness or reluctance towards security or frustration,
denial, complacency or overwhelm [52]. User discontent have been observed when
forced to adhere to password policies [27,30], and annoyance by the shift in
stricter password policies [42,49].

Few recent research have begun to measure and investigate the impact
of users’ current state of cognition and emotion during security and privacy
decision-making [10]. These include the effects of cognitive depletion [24], fear
and stress [19] and prior effortful security task [14] on password choice, fear
c© Springer Nature Switzerland AG 2020
A. Moallem (Ed.): HCII 2020, LNCS 12210, pp. 143–161, 2020.
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with respect to privacy evaluations, and happiness with respect to wilful self-
disclosure or sharing [13]. However, cyber security and privacy research has yet
to investigate the influence of anger in decision-making. As a consequence, this
paper reports on a study aiming to address this gap.

Although there has been demonstrated user and research preference for not
having the burden of a portfolio of passwords [18,51], passwords are still the
cheapest and most common method of authentication. They are unlikely to
disappear in the near future and password choice research present a typical
scenario where users make security decisions as a secondary task. The results of
such user studies can further inform the landscape of usable security research.
In addition, since password research has benefitted from much effort, research
synthesis can be conducted across investigations.

1.1 Contributions

In this paper we reproduced methods already employed in the context of user-
password research, such as those in [10,14,19]. The paper provides empirical
evidence of the effects of incidental anger emotion on password choice. It demon-
strates risk-seeking choices in a security context, as a direct consequence of an
external source of anger, in a lab study. It also compares effects of anger from
this study, and fear and Captcha stimulus, from previous studies with similar
measurements, on password strength.

1.2 Outline

After the introduction, we provide background research in the area of emotion
influences and password research. We then provide the aim and methodology
of our study including ethics. We follow with the results and discussion before
completing with the conclusion.

2 Background

2.1 Influence of Emotion

While affect (as expressed emotion) are thought to impact judgment and
decision-making [47,57], research intentions on affect influences in cyber secu-
rity [19] and privacy [9,13] are relatively new. Fear and anger emotions are
particularly important because of their influence on threat appraisal, on risk
perception [35], and on coping strategies influencing behaviour [4,61] and their
likely mis-attribution [57].

Fear vs. Anger. Although both negative emotions, fear and anger differ in
the appraisal themes of certainty and control, and have opposing effects on risk
perception [35]. Anger produced in one situation carries over to a wide range
of other situations, increasing both optimistic expectations for one’s future and
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the likelihood of making risk-seeking choices. Fear, on the other hand, leads
to more pessimistic expectations and more risk-avoidant choices [33,37]. Fear
also decreases the human’s perceived ability to exercise control whereas anger
increases one’s perceived ability.

Frustration is a precursor to anger [4,5,7] and anger produced in one situation
carries over to a wide range of other situations, increasing both optimistic expec-
tations for one’s future and the likelihood of making risk-seeking choices [35].

Incidental vs. Integral Emotion. While emotions are often an outcome of
a situation [38], human judgment and decisions can also be based on fleeting
incidental emotion that become the basis for future decisions and hence outlive
the original cause for the behaviour [34].

We distinguish between emotional experiences that are either (1) normatively
relevant to present judgments and choices [34], defined from a consequentialist
perspective [26], or experienced feelings about a stimulus [44], that is integral
affect, or (2) normatively unrelated to the decision at hand [26,34,46] or inde-
pendent of a stimulus [44], but can be mis-attributed to it and influence decision
processes [48] that is incidental affect. The impact of incidental emotions on
decision-making is well established [57] and have been shown to influence how
much people eat [25], help [39], trust [15], procrastinate [53], or choose price
different products [36].

Duration of Emotion. Emotions are processes that unfold over time and
unlike a mood, an emotional experience is elicited by a certain event and has
a clear onset point [6]. The duration of an emotional episode can be defined as
the amount of time between this onset point and the first moment the emotional
experience is no longer felt [55]. Research has empirically shown that emotions
generally last from a couple of seconds up to several hours. In addition, it is
thought that the duration of an emotional response is positively related to the
duration of the eliciting event [20].

2.2 Text Passwords

Although text passwords are the cheapest and most commonly used method
of computer authentication, a large proportion of users are frustrated when
forced to comply to password policies such as monthly reset [29]. Users may
therefore develop habits to cope with the situation, for example via password
re-use [22] writing passwords down, incrementing the number in the password at
each reset [1], storing passwords in electronic files and reusing or recycling old
passwords [29].

On average, the user has 6.5 passwords, each shared across 3.9 different sites
and that each user has 25 accounts requiring passwords and type 8 passwords
per day [17].
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3 Aim

We investigate the main RQ “How does anger emotion influence password
choice?”

3.1 Impact on Password Strength

While security has been described as being ‘irritating’, ‘annoying’, and ‘frustrat-
ing’, together with being cumbersome, and overwhelming [52], annoyance has
also been associated with a shift to stricter password policies [42], with a result
of more guessable password choices for the latter.

Frustration, irritation, annoyance are expressions of anger [4,5,7] where anger
is one of the measurable emotions.

We investigate incidental anger that can be induced from requirements for
security compliance, human-computer interaction design, or any incidental life
situation.

Question 1 (RQ-P). How does incidental anger emotion influence password
strength?
HP,0: There is no difference in password strength between users induced with
incidental anger emotion and those with neutral emotion.
HP,1: There is a significant difference in password strength between users induced
with incidental anger emotion and those with neutral emotion.

3.2 Emotion Induced

Mood Induction Protocol [40,59] is a process for inducing emotions during user
studies. The common methods are film stimuli [45], autobiographical recall [40]
or music and guided imagery together [31,59]. Film/video stimuli produce the
largest effect sizes (magnitude of the impact) [23,45,59].

Question 2 (RQ-E). How does [anger/neutral] video stimulus impact reported
anger?
HE,0: There is no difference in reported anger between users induced with inci-
dental anger emotion and those with neutral emotion.
HE,1: There is a significant difference in reported anger between users induced
with incidental anger emotion and those with neutral emotion.

3.3 Password Reuse and Strategy

We investigate whether there is any difference behind password choices across
the two conditions.

Question 3 (RQ-R). How does password reuse and password strategy differ
across the two conditions?
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3.4 Treatment Comparison

We evaluate how the effects of anger in the current study compare with that of
previous studies with fear stimulus [19] and Captcha stimulus [14].

Question 4 (RQ-C). How does the effect of anger stimulus on password strength
compare with other treatments?

4 Methodology

We designed a between-subject lab experiment with N = 56. We follow the
good practice guidelines for empirical research in security and privacy [11,12,
41,43], founded on scientific hallmarks. We used standard questionnaires and
methods, as well as reproduced methods employed before [14,24]. We define
research questions and hypotheses at the fore and discuss limitations. We follow
the standard APA Guidelines [3] to report statistical analyses, and we report on
effect sizes, assumptions and test constraints.

4.1 Participants

Participants were recruited from the Newcastle University student population,
via departmental email and flyers. With the study lasting on average 20 min,
participants were remunerated £10 for their time.

The N = 56 participants consisted of 21 female, 34 male and 1 identified as
other gender. The mean age = 26.95, sd = 9.345. 55.4% of the participants had
an undergraduate education level, 17.9% postgraduate, 17.9% further education
(PhD), 7.1% secondary school while 1.8% did not choose. 30% of the participants
reported a computer science related education background.

We employed a randomised block sample design, similar to previous lab
experiment in the same context [14]. While we an expected equal number of par-
ticipants in each condition, at analysis we removed 3 participants who showed
signs of not going through the experiment protocol. We consequently ended up
with 27 participants in the control group and 29 in the experimental group.

4.2 Procedure

The procedure consisted of (1) pre-task questionnaires for demographics and
emotion, (2) a manipulation to induce anger emotion versus a neutral state, (3)
a password entry for a mock-up GMail registration, (4) a manipulation check on
emotion induced, and (5) a debriefing. Figure 1 depicts the experiment design.

We designed the GMail registration task to mimic Google Email registration
online. Similar to the real online policy, we suggested passwords of at least 8
characters long, including digits, uppercase letters and symbols.
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Fig. 1. Experiment design.

4.3 Manipulation

We employed a Mood Induction Protocol (MIP) [40,59] via standard film stimuli
to either induce emotion of anger or to induce a neutral emotional state [23,45].
Video stimulus are one of the most effective methods of inducing emotions in
lab studies [8,59], with Ray [45] and Hewig et al. [28] providing validated lists
of such stimulus.

Apparatus. The duration of an emotion is influenced by the emotion-eliciting
event characteristics such as the event duration, characteristics of the emotion
itself and characteristics of the person experiencing the emotion [54]. Because
the length of the chosen video clip influences how long the emotion will last
during the study, we chose two clips of similar length. We chose a clip from the
movie Witness lasting for 91 s for the anger stimulus and a clip from Hannah
and her sisters lasting for 92 s for the neutral stimulus, both from a database of
standard video clips for MIP [28,45].

Manipulation Check. We employ emotion elicitation methods as manipula-
tion check to verify whether the manipulation was successful. In the debriefing
questionnaire, we queried participants on the video. We asked for freeform text
to “After watching the video, what emotions did you feel?” In addition to qual-
itatively looking into the emotions reported, we use the IBM’s Tone Analyzer
as a tool to compute participants’ emotional tone from their self-reports. IBM’s
Tone Analyzer service uses linguistic analysis to detect joy, fear, sadness, anger,
analytical, confident and tentative tones found in text.

We also administered a standard questionnaire, the Positive and Negative
Affect Schedule (PANAS-X) [58], both at the beginning of the study and after
manipulation and GMail registration to enable evaluation of difference in affect
state caused by the stimulus. We chose to administer the second one after the
GMail registration, since we used a 60-item questionnaire which can be long
enough to dilute the stimulus effect on the password strength. We set the time
boundary of the elicitation to “How do you feel right now?” and used the full
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60-item PANAS-X scale based on a 5-point Likert items anchored on 1 - “very
slightly or not at all”, 2 - “a little”, 3 - “moderately”, 4 - “quite a bit” and
5 - “extremely”.

4.4 Measurement

We measured the dependent variable (DV) password strength via log10 number
of password guesses and an ordinal value from 0 to 4 of password strength via
zxcvbn [60]. This is similar to the previous studies [14,19].

4.5 Ethics

The study received ethics approval from the institution and followed its ethics
guidelines. The laboratory setting ensured a face-to-face environment where par-
ticipants could ask questions or cease the experiment should they feel any dis-
comfort. They received an informed consent form and could withdraw from the
experiment at any time.

Participants were exposed to mild anger emotion, not more than daily life. In
particular, we chose not use the strongest standard stimulus for anger emotion.
Our choice of stimulus also comes from a database of mood induction protocol
stimulus that have been validated in affective psychology research and found
appropriate for use in experiments [28,45].

Although participants were asked to create a new GMail account during the
experiment, at debriefing they were told that it was only for the purpose of the
study.

We computed password strength via zxcvbn offline and anonymised and
stored participant data on an encrypted hard disk.

5 Results

All inferential statistics are computed at a significance level α of 5%. We estimate
population parameters, such as standardized effect sizes of differences between
conditions with 95% confidence intervals.

5.1 Emotion Manipulation Check

As verification of the influence of the video stimulus, we investigate RQ-E
“How does [anger/neutral] video stimulus impact reported anger?” via HE,0 that
“There is no difference in reported anger between users induced with incidental
anger emotion and those with neutral emotion”.

Self-report. We look into participants’ freeform responses to “After watching
the video, what emotions did you feel?” in the debriefing questionnaire. We find a
large number of participants reporting frustration, anger or disgust in the anger
stimulus condition compared to only one.
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For the anger stimulus condition, we find that 69% of participants responded
with angered, irritated, frustrated or disgusted, for example P31 reported “dis-
gust at the teenager bullying the amish”, P33 “Frustration on behalf of the amish
being unable to defend themselves against those that were hassling them” and
P51 “annoyed and wronged like something should’ve been done about it.” There
was also a mix of anger and feeling sorry, such as P39 “angry at the bullies.
Sorry for the others” and P46 “I felt sorry for the family, I thought the bully
was a jerk. I wanted to see the end and see the other guy smack him one!”

The other 31% of participants in this condition reported excitement, intrigue
or curiosity such as P56 “Excited; [sic] want to watch the complete film”, P55
“Intrigued, excited, saddened, amused” and P38 “Empathy, confusion, wonder,
curiosity”.

For the neutral stimulus condition, participants reported a mix of emotions
including (a) inspiration such as P3 “Inspired because of the conversation” and
P6 “Inspired by the woman chasing her dream”, (b) happiness such as P7 “hap-
pier” and P9 “Slightly happier”, (c) boredom such as P8 “Bored. I was expecting
something to happen during the video”, (d) sadness/anger such as P13 “sad for
her, emphatic” and P23 “Felt sad/pity for the women who mentioned her audi-
tion [sic] Angry at her friend for not supporting her” or (e) mixed emotions such
as P19 “Mixed emotions, inquisitive, happy, concerned, interested”.

Emotional Tone. In addition, we use IBM’s Tone Analyzer to compute par-
ticipants’ emotional tone from their self-reports. We compute an independent
samples t-test on anger emotional tone (TA anger) across the two conditions.
There was a statistically significant difference in TA anger between the two con-
ditions, with t(54) = −3.021, p = .004, CI[−.450,−.090], with a large effect
size Hedges g = 1.38, power statistics 1 − β = .91. Figure 2 shows the impact
of the two stimulus on TA Anger, showing a clear distinction between the two
conditions.

Fig. 2. IBM Tone Analyzer anger tone by condition.

PANAS-X Affect Score. PANAS-X ‘hostility’ score is the sum of the indi-
vidual “angry”, “hostile”, “irritable”, “scornful”, “disgusted” and “loathing”
PANAS-X scores. We compute diff-hostility as the difference in hostility score
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between reports after the manipulation check and GMail registration and reports
at the beginning of the study. We then run an independent samples t-test on
diff-hostility across the two conditions. Although we do not observe a signifi-
cant difference between the two conditions, with t(54) = −1.782, p = .081,
CI[−3.295, .197], we the magnitude of difference between the two conditions is
Hedges g = .46, which refers to a near medium effect size. Figure 3 shows the
impact of the two stimulus on diff-hostility, showing a clear distinction between
the two conditions.

Fig. 3. Change in hostility after manipulation.

5.2 Password Descriptives

We describe the password characteristics and composition across the two con-
ditions in Tables 1. We detail password length, the number of digits, lowercase
letters, uppercase letters and symbols.

Table 1. Password characteristic descriptives

Characteristics Overall Neutral condition Anger condition

(N=56) (N=27) (N=29)

Mean Median Sd Mean Median Sd Mean Median Sd

Length 10.36 10 2.786 10.52 10 2.578 10.21 9 3.005

# digits 2.38 2 1.987 2.96 3 2.328 1.83 2 1.441

# lwrcase 6.55 6 3.865 5.74 6 3.938 7.31 6 3.685

# uprcase 1.14 1 1.600 1.52 1 2.082 0.79 1 0.861

# symbols 0.29 0 0.653 0.30 0 0.724 0.28 0 0.591

5.3 Password Re-use

We asked participants whether they registered the GMail account via a password
they currently use for any services. In general, of the N = 56 participants, 42%
answered “Yes” to the question “Is it a password that you use for any other
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services?” From the neutral stimulus condition, 33% reused an existing password,
whereas from the anger stimulus condition 51.7% reused an existing password.

We then asked participants to select the services they use the password for
and the last time they used it. Figure 4 depicts the reuse context from the 24
participants who responded “Yes” to having reused an existing password.

Fig. 4. Password reuse context by condition.

For the question “When was the last time you used this password?”, in the
neutral condition, 4 participants responded “past week” and 1 “today” whereas
in the anger condition, 1 participant responded “past week” and 5 “today”.

5.4 Password Strength

We investigate RQ-P “How does incidental anger emotion influence password
strength?” via HP,0 that “There is no difference in password strength between
users induced with incidental anger emotion and those with neutral emotion”.

The distribution of the zxcvbn log10 guesses is measured on interval level
and is not significantly different from a normal distribution for each condi-
tion. Saphiro-Wilk for (a)neutral: D(27) = .969, p = .576 > .05, (b) anger:
D(29) = .944, p = .132 > .05. We also compute Levene’s test for the homogene-
ity of variances. For the zxcvbn log10, the variances were not significantly unequal
across conditions, F (1, 54) = .027, p = .871 > .05. We provide the descriptive
statistics in Table 2.

All Participants. We compute an independent samples t-test with the zxcvbn
log10 guesses as dependent variable. There was a statistically significant differ-
ence in password strength for neutral (M = 8.346, SD = 2.502) and anger
(M = 6.425, SD = 2.452) conditions, t(54) = 2.901, p = .005, CI[.593, 3.249],
effect size Hedges g = .765, power statistics 1 − β = .81.
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In addition, we compute a Mann-Whitney test on the ordinal values of zxcvbn
password strength score across the two conditions. There was a statistically
significant difference in password strength score, where participants in the anger
stimulus condition chose weaker password strength (Mdn = 1) than participants
in the neutral stimulus condition (Mdn = 3), U = 218, z = −2.965, p = .003.

Table 2. Descriptive statistics of password strength via zxcvbn log10 guesses by
condition.

Condition N Mean Std. dev. Std. error 95% CI Min Max

LL UL

Neutral 27 8.346 2.502 0.481 7.356 9.336 2.837 12.241

Anger 29 6.425 2.452 0.455 5.492 7.358 2.403 13.122

Total 56 7.351 2.638 0.352 6.645 8.057 2.403 13.122

Non-Password-ReUse Participants. Since 42% of participants reused an
existing password, we compute the mean difference between the anger and neu-
tral group for those participants who did not reuse a password, N = 32, [18
neutral, 14 anger].

We compute an independent samples t-test with the zxcvbn log10 guesses as
dependent variable. There was a statistically significant difference in password
strength for neutral (M = 8.715, SD = 2.563) and anger (M = 5.899, SD =
2.074) conditions, t(54) = 3.342, p = .002, CI[1.095, 4.536], effect size Hedges
g = 1.196, power statistics 1 − β = .87.

In addition, we compute a Mann-Whitney test on the ordinal values of zxcvbn
password strength score across the two conditions. There was a statistically
significant difference in password strength score, where participants in the anger
stimulus condition chose weaker password strength (Mdn = 1) than participants
in the neutral stimulus condition (Mdn = 3), U = 56.5, z = −2.763, p = .006.

Therefore, for all participants as well as those who did not reuse a password,
for both zxcvbn log10 guesses and the ordinal zxcvbn password strength score,
we reject the null hypothesis HP,0.

5.5 Password Strategy

We code participants’ password strategies across the following six categories,
with qualitative details below and a summary in Fig. 5.

Random. 19.6% [3 neutral, 8 anger] of the participants did not have a strategy,
or created a one-time password or something they would not use again, for
example P27 described “made a new password that was explicitly not a real or
particularly strong”, P48 “used a random word with a combination of random
numbers” and P38 “something easy to remember and pertaining to this task as
I didn’t think I’d be using it for anything else”.
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Fig. 5. Password strategy by condition.

Personal. 30.3% [11 neutral, 6 anger] of the participants chose a password
related to their preference or something personal to them, with 14.3% [7 neutral,
1 anger] not adding a date or number such as P9 “I chose a personal part of my
life as no one else will be able to guess it” or P22 “The names of my children
mixed”.

Personal with Date or Number. While overall 30.3% [4 neutral, 5 anger] of
the participants chose a password related to their preference, 16.1% [4 neutral,
5 anger] combined the personal data with numbers or dates, for example P1 “I
came up with something new for this experiment so I used my Mum’s nickname
for me with my year of birth” and P47 “picked something personal to me and
added some numerics”.

Manipulation. We found that 14.3% [4 neutral, 4 anger] participants had a
strategy involving complexity combinations, changing characters to numbers or
the equivalent in another language, for example as expressed by P14 “I thought of
a word/series of words relating to the video and substituted letters for numbers”
and P51 “Make sure it’s long enough, has an upper case letter and number in
it. Also one that I could actually remember”.

Same As. 25% [5 neutral, 9 anger] participants reported a re-use strategy, for
example as expressed by P3 “This is the password I use for every site”, P35
“normal password”, P17 “I have selected one of the passwords I have been using
since being a child. This time I selected a seldom used one which is not associated
with any other important accounts”, P42 “my usual original password I use for
each account I make for the first time” and P52 “a strong password I already
use”.
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Easy to Remember. 23.2% [8 neutral, 5 anger] participants reported that
they created an easy to remember password, for example as expressed by P11
“One that I could remember, but that I didn’t use for anything else and was not
easily guessable by other people” or P13 “in this case just [sic] used sentence
that I might not to [sic] forget afterwards” and P56 “None, I used the most
convenient strategy that would be easy to remember”.

5.6 Treatment Comparison Across Studies

We investigate RQ-C, that is, “How does the effect of anger stimulus on password
strength compare with other treatments?”

We conduct a meta-analysis, which is a statistical methodology for combin-
ing quantitative evidence from studies and is key for research synthesis. It helps
to distinguish one-time results from consistent findings, as well as to compare
treatments across studies. The meta-analysis was computed with the R pack-
ages meta and metafor [56]. We provide a graphical display via a forest plot
of the estimated meta-analysis results from the studies with (1) the anger and
neutral treatments of the current study, with (2) the fear and stress treatments
of Fordyce et al.’s study [19], and (3) the captcha treatments of Coopamootoo
et al.’s study [14]. We note that the three studies employed the same password
creation scenario via a mockup GMail account and measured password strength
via zxcvbn.

We provide the forest plot in Fig. 6. Each treatment is represented by a point-
effect estimate (the mid-point of the box, or the best guess of the true effect in
the population) and a horizontal line for the confidence interval. The area of the
box represents the weight given to the treatment. The diamond represents the
overall effect. The width of the diamond depicts the confidence interval for the
overall effect.

Figure 6 shows the overall treatment effect and comparison across treatments
with the anger emotion and the Captcha treatments demonstrating more nega-
tive effects in password strength, that is weaker password choices than the fear
and stress treatments.

Fig. 6. Forest plot of treatment effects.
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6 Discussion

We induced anger emotion via a source external to the GMail registration and
password creation scenario and find a significant effect of the anger stimulus
condition in resulting in weaker password choice, with a near large effect size
g = .765.

6.1 Effect on Password Strength

Our findings support the observation from affect psychology research of more
risk-seeking choices with anger emotion [35]. Given the impact of incidental anger
emotion, we postulate requirements for human-interaction designs to support
users in avoiding frustrated states. However, similar to Mazurek et al. [42] who
reported participants’ annoyance due to a change to stricter password policy, we
also observed an effect from anger emotion induced by an external source. We
do not yet know the emotional aspects of password creation itself.

6.2 Password Reuse

We observed that overall, a larger number of participants reused an existing pass-
word in the anger group than in the neutral group, with social media passwords
showing the most distinct appearance in the anger group and retail passwords
in the neutral group, while email password reuse is somewhat balanced in both
groups. This percentage of reported password reuse is not surprising when com-
pared to previous reports of password reuse by a student population (100%) [2]
and in general (34.6 to 82%) [2,32].

We did not find a significant effect of the experiment condition on password
reuse given our sample size. However further investigation on the effects of emo-
tion on reuse and reuse contexts with a larger sample size will provide a deeper
understanding.

6.3 Password Strategy

For reported password strategy, we observed a higher number of participants
choosing a random [3 neutral, 8 anger] and “same as” [5 neutral, 9 anger] pass-
word in the anger group than in the neutral group. This may be an indication
of less thoughtful choices, yet this can only be confirmed via further research
investigations.

In addition the neutral group had a larger number of passwords that can be
remembered [8 neutral, 5 anger] or that used a personal strategy [11 neutral, 6
anger] than the anger group.

While these observations are informative, we cannot make conclusive remarks
due to the small numbers per strategy or reuse context. However, future research
specifically on the effects of emotion on password memorability and password
strategies, will likely provide finer and more conclusive details of the impact of
emotion.
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6.4 Treatment Impact

The meta-analysis across studies enabled a comparison of the impact of different
treatments on password strength. This is a first research synthesis of emotion
research in the area of cyber security that compares fear with anger treatments.
Research and comparison of these two negative valence emotions are particularly
important because of their differing threat appraisal tendencies and risk-avoiding
versus risk-seeking choices. From the meta-analysis, we can visualise the impact
of feeling anger during security tasks relative to feeling fear or a more neutral
affect tone.

In addition, the meta-analysis demonstrates the effect of solving a Captcha
as stimulus versus watching a medium effect anger video, where it is likely that
frustration was involved in the previous Captcha study (evidenced by the number
of attempts at solving the Captcha).

6.5 Ecological Validity

Previous password studies fall into two main categories: (1) those using real-
world password datasets from security leaks, or (2) those generating passwords
within controlled lab studies and Amazon Mechanical Turk online studies; where
passwords collected from user studies are thought to be comparable to and a
reasonable approximation of real passwords [16,42]. Our study was designed
as a controlled lab experiment, employing a GMail registration task with its
password policy suggesting passwords of at least 8 characters long, including
digits, uppercase letters and symbols.

In addition, we compare Table 1 with the large-scale study conducted at
CMU [42] in 2013 and from that leaked data sets in 2016 [50]. Our mean password
length of 10.36 CI[9.61,11.10] is not far from that of Mazurek et al.’s CMU
dataset of 10.7 [42] and Shen et al.’s of 9.46 [50]. Our passwords had a mean of
2.38 digits, 1.14 uppercase letters and 0.29 symbols while Mazurek et al.’s CMU
dataset had a mean of 2.8 digits, 1.5 uppercase letters and 1.2 symbols.

6.6 Limitations

Our sample was drawn from a University student and academic population,
55.4% at an undergraduate level and 35.8% at a post-graduate level, with 30%
reporting to have a Computer Science background. Since students and IT profes-
sionals are thought to exhibit nuanced behaviour from students [2], it is possible
that a representative sample drawn from the country population may show dif-
ferent password characteristics.

Although we observe a near to large effect size on password strength and
power statistics of .81, our sample is not large. A larger sample size would have
provided clearer indications for password reuse and strategy.
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7 Conclusion

This paper provides a first study with empirical evidence of the effects of anger
emotion, induced via a film stimulus video with no connection with cyber secu-
rity, on password choice. It demonstrates risk-seeking choices in a security con-
text, while describing a study that induced and measured anger emotion. The
paper compares the effects of anger, fear and Captcha stimuli on password
strength. Our findings show the impact of emotion on a security choice, where
the emotion may be induced from the environment or any incidental situation.
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Abstract. There is a great need for people with specialist knowledge about cyber-
security in both the civil and military sector. The Swedish Armed Forces has
decided that a basic education for conscript cyber soldiers shall be established.
The work presented in this paper describes the development of an aptitude test for
use in the selection process of conscript cyber soldiers, including a work analy-
sis, test development, and initial validation. Based on the results from the work
analysis and a literature review on other cyber tests, the test battery CyberTest
Future Soldiers (CTFS) was developed. The cyber test (CTFS) consists of one
skill test (with six subareas), one abilities test (with four subareas), and one sur-
vey regarding the test taker’s interests. The results from the initial validation show
that the different test sections (skill and ability) measure different aspects impor-
tant for performance. This lack of correlation makes it possible to select highly
skilled people as well as people on a lower skill level, but who should perform
well during the education due to their high level of abilities.

Keywords: Cyber test · Abilities · Skills · Validation

1 Background

The Swedish society is undergoing a large-scale digitization process. A few years ago,
programmer and system developer became the most common professions in Stockholm,
Sweden [1], and there is still a great need for people with specialist knowledge about
cybersecurity. In both the short and long term, the demand for engineering graduates
in the cyber area will be significantly higher than the supply [2]. The Swedish Armed
Forces face the challenge of meeting a growing cyber threat, which requires recruitment
of qualified people. The need for personnel applies to both civil and military positions,
and personnel will need to perform jobs ranging from simpler technical tasks (e.g. con-
necting hardware), to highly advanced tasks (e.g. detecting and diverting cyber-attacks).
Experience fromother countries suggests that cyber personnelmust be present, available,
and part of the military hierarchy. At the same time, recruiting and hiring qualified cyber
personnel such as officers, soldiers, and civilian employees, has proven to be a chal-
lenge. Traditional recruitment and staffing processes are complex and slow, which leads
to problems in providing the organization with individuals who meet the set require-
ments at a reasonable cost. As in other professions, there are great individual differences
between people with expertise in the digital domain. According to Freedberg [3], the
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best programmers perform 50–100 times better than their colleagues. Supplying orga-
nizations with the best cyber personnel is thus a challenge, and therefore it is necessary
to spend resources on the selection process [4]. There are at least two important aspects
to consider:

• In many organizations, more knowledge is needed regarding the skills and individual
characteristics that are relevant for cyber operator roles.

• Useful selection tests need to be designed to measure these skills and individual
characteristics.

The Swedish Armed Forces has decided that a basic education for conscript cyber
soldiers shall be established. Their vision is to develop an education with high status
and a high civil merit value, which, in turn attracts qualified applicants. To achieve this
vision, the selection process needs to be adapted to the education so that it is possible
to select the best candidates available and filter out those with insufficient knowledge.
This will probably mean selection criteria based on the background data submitted via
the recruitment authority’s website, regular assessment tests, and any recently developed
complementary cyber test.

This paper describes a work in progress focusing on the development of an aptitude
test for use in the selection process of conscript cyber soldiers.

2 Introduction to Test Procedures

There is no clear definition of intelligence, and intelligence tests have received much
criticism over the years. Still, there is a consensus within the research society that estab-
lished tests measure general intelligence [5]. Even though there is a lack of definition,
intelligence is usually divided into different types [6], which has consequences for the
interpretation of test results. For example, if a test contains a large number of verbal
items, verbal intelligence is measured; if there is a large number of items with symbols
and figures, spatial ability is measured instead. Schmidt and Hunter [7, 8] showed that a
combination of general mental ability, work samples, structured interviews, and integrity
tests is the best known method for predicting job performance.

Aptitude refers to an inherent or innate orientation that favors the development of a
certain ability. This is different from acquired abilities, which is the result of training. In
terms of mental ability, aptitude is closely related to intelligence. Intelligence tests and
aptitude tests differ in the sense that intelligence tests intend to measure general mental
ability, whereas aptitude tests are intended tomeasure the capacity or potential to acquire
education or training [9]. Examples of such abilities include learning a new language,
producing music, and being able to concentrate [10]. Two Swedish examples of aptitude
tests are The Enrolment Test (swe. I-prov 2000) [11], and the Military Academy Test
(swe.MHS-prov) [12]. The I-prov 2000 consists of ten sections: two non-verbal problem
solving sections, three verbal sections, four spatial sections, and a section for technical
understanding. TheMHS-prov is used for certain specialmilitary selections, for instance,
the selection process for combat pilots [13]. TheMHS-prov contains twelve test sections:
three logical/inductive sections, four spatial sections, and five verbal sections.
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2.1 Personality

Perhaps the most common theoretical reference frame when it comes to personality is
the five-factor model that defines five basic personality variables [14, 15]:

• openness – the degree to which an individual is open to novel experiences
• conscientiousness – the degree to which an individual is organized, dependable and
carefully plans his or her actions

• extraversion – the degree to which an individual is sociable, energetic and seeks the
company of others

• agreeableness – the degree to which an individual is empathic, compassionate and
cooperative

• neuroticism – the degree to which an individual has a tendency for anger, depression
and vulnerability.

The five personality variables have been shown to correlate with work performance
in certain job categories [16, 17], such as leadership-related professions [18] and sales-
related professions [19]. Even though personality tests can be used for selecting people
for some work roles, there is a substantial amount of criticism against them [20, 21].
The correlation between measures of personality and measures of work performance is
weak, and personality tests should most likely not be used for predicting work perfor-
mance since there are better alternatives. From a historic perspective, it is interesting that
personality tests during 1960–1980 largely disappeared from the list of best practice.
However, in the 1990s, there was a surge in the usage of personality tests and today this
type of tests are very popular, despite low validity in predicting work performance [22].

The most common way of measuring personality is objective methods, often by
using multiple choice items. The tests are usually self-assessment tests, which means
that the answers are based on the individual’s own subjective assessment. There are
also projective personality tests, where the individual’s response to ambiguous stimuli
is interpreted, usually by a psychologist. A classic example is the Rorschach test [23],
where the individual describes what they see when shown a series of inkblots.

Below is a description of related work focusing on the cyber profession and existing
aptitude tests for conscript cyber soldiers. The analysis and description of selected roles
within the cyber profession are necessary for the selection process. The analysis of
existing aptitude tests adds relevant knowledge and inspires our continued work.

2.2 The Cyber Profession

Development of aptitude tests for the selection of conscript cyber soldiers requires exper-
tise in psychology and cyber security, aswell as a good understanding of the cyber soldier
profession. Amajor challenge lies in describing the tasks and roles of cyber soldiers with
sufficient accuracy. The profession requires both technical expertise and understanding
of human behavior [23]. The National Initiative for Cyber Security Education (NICE)
is the most well-known framework for describing work roles in cybersecurity [24]. The
framework describes categories, specialty areas, work roles, tasks, knowledge, skills and
abilities (Table 1).
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Table 1. Description of framework content.

Categories Specialty areas

Analyse All sources intelligence, Exploitation analysis, Targets, Threat
analysis

Collect & operate Collection operations, Cyber operations, Cyber operations
planning

Investigate Digital forensics, Investigation

Operate & maintain Customer service and technical support, Data administration,
Knowledge management, Network services, System
administration, Systems security analysis

Oversight & development Cybersecurity, Leadership, Legal education and training,
Information system security operations, Legal advice and
advocacy, Security program management, Strategic planning
and policy development

Protect & defend Computer network defence analysis, Computer network defence
infrastructure support, Incident response, Vulnerability
assessment and management

Secure provision Information assurance compliance, Software assurance and
security engineering, Systems development, Systems
requirements planning, Systems security architecture,
Technology research and development, Test and evaluation

Analyse All sources intelligence, Exploitation analysis, Targets, Threat
analysis

In order to show the scope of NICE, incident management is described in this paper.
Incident management corresponds to the role of Cyber Defence Incident Responder,
which includes seventeen tasks, thirty areas of knowledge, eight skills, and two abilities.
Tasks include gathering information about intrusions in the form of source code, mal-
ware, and using the information to assess whether an organization has suffered similar
attacks before. Another example is producing a technical compilation of information in
accordancewith predetermined procedures. For a complete description of the knowledge
areas, skills and abilities, see the NICE framework [24, 25]. There are also complete
descriptions of knowledge, skills and abilities for the other 32 specialty areas in the
framework.

The Department of Homeland Security [26] describes critical tasks for a number of
work roles as well as potential consequences if the tasks are not performed correctly.
Although this description is much less detailed, it provides some guidance on roles that
are of interest. The roles listed are:

• System and Network Penetration Tester
• Application Penetration Tester
• Security Monitoring and Event Analysis
• Incident Responder In-Depth
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• Threat Analyst/Counter-Intelligence Analyst
• Risk Assessment Engineers
• Advanced Forensics Analysts for Law Enforcement
• Secure Coders and Code Reviewers
• Security Engineers-Operations
• Security Engineers/Architects for Building Security In.

The information on work tasks and work roles provides an understanding of what
requirements should be set when selecting conscript cyber soldiers. In our work, the apti-
tude tests for conscript cyber soldiers is based on analyses of tasks, areas of knowledge,
and skills and abilities related to the profession.

2.3 Existing Cyber Aptitude Tests

Below is a description of three currently used tests for selecting cyber soldiers. However,
as the tests are not available for analysis, the descriptions are general and lack details
of the actual content. The purpose of the descriptions is to provide the reader with an
overview of the content.

The Defence Cyber Aptitude Test (DCAT) was developed in collaboration between
the International Business Machines Corporation (IBM) and the British Ministry of
Defence [27]. The purpose of the test is to evaluate whether soldiers within the British
Armed Forces have abilities relevant to the cyber area. Such soldiers can then be
educated and retrained to become cyber soldiers. The test contains several different
parts measuring behavior and cognitive abilities. However, technical knowledge is not
measured.

Cyber Aptitude and Talent Assessment (CATA) is a framework and a process for
developing tests. It was developed in collaboration between the Center for Advanced
Language (CASL) at the University of Maryland, USA, and the US Air Force [28]. The
test is based on the second generation of Defence Language Aptitude Battery (DLAB).
To develop a test battery, Cambell et al. [28] suggested that multiple tests should be used
to measure overall and specific abilities. The test is designed to measure cyber aptitude
and not just general intelligence.

TheArmed Services Vocational Aptitude Battery (ASVAB) is used by theUSArmed
Forces to select soldiers [29, 30]. The ASVAB consists of several subtests, combined in
different ways and given different weight depending on the profession to be recruited.
For example, the requirements for the role of Cryptologic Technician: Networks is to
achieve a minimum score based on the formula AR (arithmetic reasoning) + 2 × MK
(mathematics knowledge)+GS (general science), whereAR,MKandGSyield different
subtest scores [28]. As there was concerns about ASVAB being outdated and insufficient
for selecting cyber soldiers, the new subtest Information/Communication Technology
Literacy (ICTL), now known as the Cyber Test (CT), was designed. TheCT is a cognitive
ASVAB subtest and is expected to have a strong relationship with cyber-related tasks or
course grades. Among other things, the CT is expected to measure interest, motivation,
and skill [30]. The development of the new test included a review of existing taxonomies
in cybersecurity and interviews with cyber experts.
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An analysis of the overall content of DCAT, CATA, and ICTL showed that the
contents of the three tests are only partially the same, see Table 2. Verbal ability, spatial
ability, and error identification and ability to locate details are part of all three tests.
Mathematical ability is part of DCAT and ASVAB/CT, while CATA does not contain
this ability as an individual item, even though it is probably indirectly included in rule
induction and complex problem solving. Creativity is part of CATA andASVAB/CT, and
it is reasonable to consider it an important ability in many cyber roles. The remaining
abilities are included in only one of the tests.

Table 2. Abilities included in DCAT, CATA, and ASVAB/CT.

Ability DCAT CATA ASVAB/CT

Mathematical ability × ×
Verbal ability × × ×
Spatial ability × × ×
Error identification and ability to locate details × × ×
Attention ×
Vigilance ×
Creativity × ×
Practical problem solving ×
Information ordering ×
Rule induction & complex problem solving ×
Need for closure and tolerance for risk ×

3 Development of CyberTest Future Soldiers

The development of a cyber test battery for the Swedish Armed Forces included devel-
opment of many different subtests, e.g., intelligence tests and personality tests supple-
mented with various cyber tests. The test battery was named CyberTest Future Soldiers
(CTFS).

The development of CTFS included a work analysis, test development, and a val-
idation process. The work was carried out in an interdisciplinary team of researchers
with expertise in psychology, IT, cybersecurity, and cognition, respectively. Multiple
civil and military organizations also contributed to the work, and interviews with subject
matter experts were conducted. A simplified description of the development process is
shown in Fig. 1. The work included analyses of selected work roles, analyses of existing
tests, selection of abilities to be measured, and development of items and subtests into
a test battery. Finally, an initial validation of items, subtests, and the test battery was
conducted.
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Fig. 1. Development process of the cyber aptitude test.

3.1 Work Analysis

The work analysis started with a hierarchical task analysis [31]. A cybersecurity expert
observed professional log analysts during a realistic exercise [32], which resulted in an
overall structure of activities conducted by the team leader, the scout and the analyst, as
illustrated in Fig. 2.

Fig. 2. Hierarchical task analysis for log analysts.

This was only the initial step in the analysis of the log analysts’ work role. Work
analyses were conducted for other work roles, but these will not be further described in
this paper. The next step involved a more detailed description, including all tasks per-
formed by different roles. It was also important to describe knowledge, skills and abilities
by using, e.g. the NICE framework [25]. The framework provides a good description
of, amongst other things, log analysts, but it is still necessary to analyze whether this
description is applicable to the Swedish Armed Forces. The NICE framework contains
seven categories, each consisting of two to seven specialty areas [24]. The NICE frame-
work shows what knowledge, skills and abilities are required to perform each task. In
addition, capacity indicators are described. These are a combination of education, certi-
fication, training, experience and attributes that can indicate a greater likelihood for the
individual to successfully perform a certain work role [24, 25]. The NICE framework is
comprehensive and provides a good overall view of what tasks and roles are included in
the cybersecurity area.

In theNICE framework [24], abilities differ significantly between roles. For example,
log analysts need the ability to design incident response for cloud service models and
the ability to apply techniques for determining intrusions. System administrators, on the
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other hand, need abilities such as defining incidents, problems and events in the ticketing
system, as well as applying organizational goals and objectives to their development
process. However, even if these abilities together with skills and knowledge constructs
in NICE provide a good understanding of different roles, they do not match the cognitive
abilities that are typically used in aptitude tests. Matching role description abilities with
aptitude test abilities still remains. The abilities to be included in the present aptitude
test have not yet been decided upon. As this aptitude test should complement existing
tests, which abilities add the most value to test validity must be considered.

3.2 CTFS Test Development and Overall Content

The test development was conducted on the basis that the new cyber test (CTFS) should
complement the existing Swedish enrolment test. The selection of future cyber soldiers
will be based on several tests (e.g. I-prov) and assessments (e.g. psychological evalua-
tion), and CTFS will act as a complement focusing on questions relating to the cyber
domain. Based on the work analysis and the content of existing tests, an analysis was
conducted regarding the abilities and skills needed by cyber soldiers. These abilities
were then investigated through a literature review. Based on the results of this work,
three parts were included in the CTFS test battery: a skill test, an abilities test, and a
survey for measurement of interests (Fig. 3).

Fig. 3. The CTFS includes subtests for skills, abilities and a survey for interests. Selected abilities
were explicitly chosen so as not to correlatewith the I-prov that is also used in the selection process.

The skill test contains six subareas of cybersecurity that were considered significant,
based on previous analyses. The ability test contains four subareas that were considered
to be particularly important. The choice of subareas was also made on the basis of the
work analysis and the contents of international cyber tests.

The interest survey complements the skill and ability test, but is not considered a test
in itself. During the interviews with subject matter experts, it was revealed that many
current employees working with cybersecurity have a private interest in computers and
information technology. It is therefore valuable to explore if applicants have interests
that match relevant areas. For legal reasons a more detailed description of CTFS cannot
be presented.
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3.3 Validation Process and Results

Initial work has been carried out to validate CTFS. A large number of items were
formulated and validated against several test groups matching the target audience, as
well as against audiences with a higher level of education and experience than expected
from future test takers. Using the data collected from the test groups, an item analysis
[33–35] was performed with the intention to evaluate the quality and difficulty of CTFS.
During the item analysis, each question and each response alternative were analyzed. At
an early stage, the difficulty level of every item was analyzed in order to be able to select
items with varying degrees of difficulty for further evaluation in the next test iteration.
The distribution of incorrect responses was also analyzed to aid in the identification of
poorly formulated questions and response options. The groups with a higher level of
education were used for face validity [35, 36], where subject matter experts took the test
and gave feedback on content relevance, difficulty, deficiencies, and errors.

An analysis of the test battery was conducted with 24 participants with similar
backgrounds as those of future applicants. Since the test was designed to measure both
skill and abilities, it was of interest to investigatewhether therewas a correlation between
the skill test and the abilities test. It was also of interest to investigate if there were any
correlations between the different parts of the skill tests to ensure that the same ability
is not measured in the respective subtests. First, the data were found not to fulfill all
the assumptions of parametric data (due to the small sample size, the variables were not
approximately normally distributed), as shown by the Shapiro-Wilk test [36] (p < .05).
Based on this result, in conjunction with the small sample size, the non-parametric test
Kendall’s Tau [37] was selected as the statistical measure of choice.

Second, Kendall’s Tau showed no significant correlations between the skill test and
the ability test (summarized score of all abilities), τ= .25, p> .05. Third, the correlation
between the different skill tests (A-F) shows that most of the correlations had a p-value
greater than .5. Correlations with p< .5 were found between test A and E/F, B andD, and
between E and F. Although the correlations were statistically significant, only smaller
correlations were found (.30 < τ < .35). Fourth, the correlation between the different
ability tests (A-D) shows significant correlations between D and A/B/C, and between
A and B, with correlations .50 < τ < .53, and in one case τ = .39. This indicates
a moderate correlation, where the different subtests partly measure the same ability.
However, it should be noted that this result cannot, and should not, be generalized due
to the small sample size (n = 24).

The process for test validation has only begun and is a longitudinal work that will
take several years to conduct. Since CTFS is intended to predict future job performance,
measurements of predictive validity is top priority. In this longitudinal study, the inten-
tion is to conduct several statistical analyses comparing test scores with grades during
education, grades after graduation, teachers’ student evaluations, and work performance
after graduation. Basic military education normally consists of a number of stages where
various skill and performance tests can be carried out. The results from these tests should
be analyzed together with the results of CTFS to investigate how CTFS can explain vari-
ance in educational performance. At some point after the military education, the cyber
aptitude test is to be validated against future job performance in different roles. One
goal of the CTFS is for it to act as a complement to other existing tests [11]. Thus, it



Development of a Test Battery for Cyber Soldiers 171

is important to analyze CTFS together with the results of all other tests to investigate if
more variance in work performance can be explained by adding CTFS.

4 Discussion

The Swedish society is in a large-scale digitization process, where programmer and
system developer are currently the most common professions in Stockholm. There is a
great need for programmers andpeoplewith specialist cyber knowledge, andboth civilian
companies and the military sector in Sweden and other countries search for skilled
personnel. The demand for software developers in the United States is expected to grow
by 24 percent between 2016 and 2022, which is much faster than the average profession
[38]. Within this context, the Swedish Armed Forces needs to recruit cybersecurity
personnel that can fill positions ranging from basic technical positions to positions that
require advanced technical skills. Therefore, a test battery for selecting conscripts has
been developed.

The work presented in this paper describes a test developed by the Swedish Defence
Research Agency, which is to be used to select the top cyber soldier candidates for
the Swedish Armed Forces. The cyber test (CTFS) consists of one skill test (with six
subareas), one abilities test (with four subareas), and one survey regarding the test takers’
interests. The test was developed through a work analysis, literature review, target group
validation, and expert group validation. The skill test measures the applicants’ initial
knowledge in a number of selected areas. The applicants will be 18–20 years old and are
expected to have a certain level of skill in information technology. Applicants with no
or low prior skills will probably not complete the advanced training that cyber soldiers
will undergo. In contrast to measuring skill, the ability test measures the applicants’
potential. Potential here refers to the participants’ capability to develop a number of
selected abilities. The combination of measuring existing information technology skills
and potential will hopefully facilitate the selection process.

Four different ability tests were included in CTFS, but during the work analysis other
possible abilities were identified albeit not implemented due to time constraints. In future
work, these abilities will be further analyzed and possibly included in test versions. To
validate the test battery the test result should be compared to an overall assessment
conducted when the conscript cyber soldiers have completed their education. This will
provide an important basis for further development and tuning of the test battery.

During the validation processes, it was discovered that there was no significant or
large correlation between the skill and abilities test. This result indicates that the test
sections (skill and ability) measure different aspects important for performance. This
lack of correlation makes it possible to select highly skilled people, as well as people on
a lower skill level, but who should perform well during education due to their high level
of abilities.

An identified weakness in test development in general (including CTFS) concerns
ecological validity of the test. Most tests are developed to be used in the context of a
laboratory or a classroom,which often does notmatch the setting inwhich the abilities are
meant to be used. In future work, the test will be validated in relation to job performance
and also include more elements from real-life problems.
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In addition, future work should also include an in-depth analysis of the different
roles, for example, analysis of abilities required by a certain role, which can reveal how
the results of the different subareas should be weighted. There are different approaches
for work analyses, but the result is typically information regarding what tasks and sub-
tasks are linked to a role, as well as what knowledge and which skills that are required.
To some extent, the result of a work analysis can be regarded as an elaborate job descrip-
tion. In addition, a work analysis provides substantial information about work processes
and experts’ cognitive thinking in a given situation. These work analyses are preferably
carried out by a team of individuals with knowledge in different areas, such as techno-
logical solutions, tactical application, training of conscript cyber soldiers, psychology,
selection testing, and so on. The in-depth work analysis will be used to further develop
current subtests, but also to identify new possible subtests.

It is also of interest to study existing tests in more detail, as they can provide valuable
information. Examples of such tests are DCAT, CATA and ICTL. These tests include
measures of mathematical ability, verbal ability, spatial ability, and the ability to detect
errors and find details in large information sets. These four abilities are considered valu-
able for many of the relevant roles. There are also courses that can provide information
about what topics are central to different cyber roles. Cyber tests and courses for different
types of certifications and SANS programs [39] should be studied further.

Development of a test battery for conscript cyber soldiers is a long-term undertaking.
This paper presents an overview of the initial stages. The work is interdisciplinary, draw-
ing on competence in cybersecurity, psychology, and psychological testing. Continued
work will be deepened and broadened through work analyses, and a practical skills test
that will be developed and used for selection of future cyber soldiers. There are also
ideas to complement CTFS with a practical test where applicants’ craftsmanship within
the cyber domain can be tested. The practical tests could be performed at the Swedish
Defence Research Agency in Linköping, Sweden, which is host to the cyber laboratory
CRATE [40] where cyberattacks can be carried out with in-house tools [41] to train or
test personnel.
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Abstract. Discovering new talents in IT and cybersecurity is increasingly vital
in the information society. The traditional approach has been to start professional
profiling when the youth reach grade 10 (age 16–17) – many young people find
a topic to focus on in the secondary school and finally form a profession with the
3rd-level studies (trade school or university). Yet, this may be an outdated way,
as the leaders of tomorrow will need competencies in more than one field, cyber
skills being likely one of them. The initial results of the Estonian best-practice:
Competition CyberCracker School round for 7–12th graders suggests that the
method works in several aspects. First, the number of talented youth is quite large
in comparison with population numbers - the mass screening in the first rounds
allows find also those who would not enter any competitions (for various reasons).
Second, while the gender gap still exists (interviews with the participants reveal
that the number of girls seeing themselves as future cybersecurity specialists is still
small compared to boys), the 2/2 quota does not reflect ‘equality on paper only’ -
the actual enthusiasm does not differ (once the latter have actually reached the final
round). Overall, the positive trend is clearly visible - just in a year (2018/2019), the
number of participants went up from 1000 to 2344 and the number of participating
schools from 47 to 65.

Keywords: Cybersecurity · User awareness of privacy threats · Competition ·
Gamification · Training · Hackers

1 Introduction

Many countries focus their education increasingly on the STEAM disciplines. The
skillset for the future would include both creative problem-solving as well as critical
thinking [2, 9]. Hardly anyone would deny that ICT will permeate most other areas, too
[8]. Yet the new possibilities come with new risks. In earlier times, a starting enterprise
had to face risks that were mostly internal and local, whereas the information society of
today has to face additional global risks stemming from various malicious activities in
cyberspace. The numbers and damages of cybercrime have seen a 72% increase during
the last five years [10] and it would be unrealistic to hope that one remains unaffected
in the years to come. Instead, one should plan and find qualified and interested parties
to protect one’s services and infrastructure.
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Cybersecurity stands apart from some other areas of IT in that ‘ordinary’, education-
derived knowledge and skills do not suffice – an additional ingredient is needed which
has been labeled as ‘hacker mindset’ [4] or ‘security culture’ to help the management to
improve overall security [14].

However, it seems that many scholars and governments have not reached this point
yet, as a common discussion topic is still whether Informatics/CS should be compulsory
and what should it contain (Informatics Education in Europe: Are We All In The Same
Boat? [5]). This leaves the impression that if a child is able to click a mouse and join
social media, he/she should be ready for the information society as explained at The
Digital Competence Framework 2.0 [15]. At the same time, children are often ‘injected’
with a false sense of confidence suggesting that they can handle their digital safety.
Sadly, reality differs – their skills are lacking both in handling ‘normal’ online life and
technologies and more so in situations where something bad has actually happened in
the digital realm.

Practitioners in enterprise and military have found a way to get youth interested in
higher-order cybersecurity skills – namely various Capture the Flag (CTF) [1] compe-
titions. At these, they identify young talents who are about to enter the labor market
(they thus have both time and skills). Examples include the Cyber Patriot in the U.S. and
European Cyber Security Challenge in Europe – virtually every region of the world has
got it’s own smaller or larger competitions targeting already skilled young specialists.
But what is still largely missing today is the understanding and roadmap about how an
ordinary student becomes a cyber-talent - can it be learned at all, why some get there
and others won’t, is it just for boys etc.

1.1 A Snapshot: Estonia

The current situation (as such) is not bad – the discussions about making digital safety,
a younger brother of cybersecurity compulsory at schools are underway, the curriculum
and the official textbook have been developed [12, 13], so is the CyberSecurity Strategy
that stresses finding and educating young talents [7] and the CyberOlympics program
launched by the Ministry of Defence at 2015 (explained below). However, many of
the suggested measures are defined as complementary, ‘nice to have’ ones that are
envisioned to be funded by the private sector. As the curricula do present cybersecurity-
related activities as mandatory, the teachers are divided into two camps – one considers
children much more knowledgeable than adults in ICT matters, the others (mostly ICT
teachers) doubt that the agile clicking displayed by students actually translates into real
ICT skills [6].

The main shortcomings are evident: not all children receive necessary support and
training, as teaching digital competencies, as a separate subject is not mandatory and
the schools lack harmonized programs [3, 11]. In turn, this creates an uneven foundation
for both further studies and ‘digital survival’ in the information society. The current
choice of options available for schools is extremely broad, ranging from culture to
language to STEAM subjects. On the one hand, Estonia has set IT as a priority, taking
actual steps towards schools participating in software development and programming
within its curricula. On the other hand, the lack of people able to defend the budding
infrastructure may become a serious obstacle (relying on external security services is not
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reasonable in the end). Cybersecurity as an extracurricular subject is still widely treated
as an enthusiast’s hobby in secondary education - at the same time, the related curricula
at universities tend to already assume solid knowledge of (or at least serious interest in)
the area from prospective students.

1.2 The CyberOlympics Programme in Estonia

The CyberOlympics project strives to find cybersecurity talent in Estonia (see Table 1).
The goals of the CyberOlympics program have been formulated as a. identifying young
talents in cyber defense; b. implementing proper training programs for young talents in
the field; c. educating the wider audience to raise citizen awareness about crime preven-
tion and possibilities to get educated; d. promoting cybersecurity education and career
possibilities in Estonia; e. analyzing possible shortcomings and shortcuts in cyberse-
curity awareness and training programs; and f. proposing scientific solutions such as
competency analysis.

The program has several sub-competitions: CyberSpike for higher-level young tal-
ents ages of 14–24; CyberCracker testing for 4–9 graders; CyberCracker school round
for 7–12th graders to detect young talents; CyberPin for 1–6 graders. In this study we are
explaining the CyberCracker school round that is held for Grades 7–12, sending the top
two girls and two boys to the final round. This allows teachers and parents to discover
those students who can think systematically when solving logic and crypto puzzles,
read code, and (perhaps most importantly) enjoy thinking ‘out of the box’ – something
that is not really favored at today’s schools. One of the crucial issues is finding suit-
able exercises - this involves various parties (youth already active in the field, university
staff, entrepreneurs and teachers with related skills/interest). Of the similar initiatives
elsewhere, the most comparable ones are held in the Czech Republic (Cyber-Security
High School Challenge) and in the UK.

In this paper,wewill have a closer look at theCyberCracker school round,which aims
to find new talents who can be sent on to larger national and international competitions.
We note that on this level, all activities are voluntary –meaning that any regular planning
is hardly possible.

2 Methods

Cybersecurity as an extracurricular subject has ‘sneaked’ into schools via the
CyberOlympics program, especially theCyberCracker (see above).Members of research
and security communities have volunteered to develop and test materials, create puz-
zles and provide training. Schools were contacted via their general contact channels
(twice) but also through various social media communities where they participate. The
tasks were developed by teams involving cybersecurity researchers, IT experts and also
participants of the older-level CyberSpike competition (see Table 2).

Both the preliminary and final round actually presented the participants with more
tasks that were realistically possible to solve – thus posing an additional challenge in
task choosing (whether to solve many easy ones or focus on the harder ones giving more
points).
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Table 1. CyberOlympic annual tasks

Name For whom/level Time Content

CyberPin - competition 7–12-year-old,
mainstream to
beginner talent

February Logic, crypto and IT
problem-solving
challenges

CyberCracker - survey 10–15-year-old,
mainstream

October Awareness study on
digital safety

CyberCracker school
round - competition

12–18-year-old,
beginner talent

October-December Olympics-like
competition - school and
national rounds

CyberSpike -
competition

14–24-year-old
talent

March, June Higher-level hacking
competition and training
program sending
students to participate in
the European Cyber
Security Challenge and
many other hacking
challenges all over the
world

Participation foreign
competitions -
competition

16–24-year-old
talent, beginner
talents

March,
October-November

Magic CTF (USA)
European Cyber
Security Challenge (EU)
CyberPatriot (USA)

Seminars/conferences Teachers, parents February, October,
June, December

Sharing best practices
between researchers and
practitioners.
Community
development

Curriculum and
material development

Students starting
from primary,
teachers

All year Gamified cybersecurity
education makes it more
practical through
providing interesting
exercises that also help
develop thinking skills

2.1 Preliminary Round

In 2018 it consisted of 22 questions and was presented as a fill-out document form. Grad-
ing was work-intensive, as all submissions had to be graded individually. The questions
had various weights and the time limit was either 45 or 90 min (decided by the school).
The questions were in Estonian only.

The 2019 version had 28 questions and gradingwas partially automated. Each school
was generated its own test and data table, questions were weighted and the time limit
was 90 min. This time, the questions were also available in Russian.
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Table 2. CyberCracker school round timetable

Timeline Organizational CyberCracker
school round 2018

CyberCracker
school round 2019

September Develop a test for the
preliminary round

Gathering students
information

Gathering students
information

1. October – 15.
November

Pretesting support 47 schools
participated (620
students)

65 schools
participated(2344
students),

November Develop exercises for
the final round

Preparing students
for the final round

Preparing students
for the final round

December Final round 22 in the final
round (102
students)

50 in the final round
(188 students)

2.2 Final Round

According to the reglement, each school could send 2 girls and 2 boys who had not
participated in a cybersecurity contest before – the aim was to reach new participants
every year (earlier participants were allowed to act as mentors). The gender balance
rule directed the schools towards finding and training also female talents who had been
somewhat neglected in STEAM education.

The general rules were: duration 2 h, 2 laptops and any number of smart devices
with Internet connection allowed, ‘peeking’ on other participants were allowed while
outside help was not, the exercises had 4 levels of difficulty with corresponding weights,
the languages used were Estonian and English.

• In 2018, 33 exercises were used. The solutions were submitted to the jury on paper
and immediate feedback was given. The exercises were weighted, hints were given
during the competition and they did not carry penalties. The overall topic was to catch
the crackers who had taken over the contest environment. In every 15 min, hints and
overall standings were displayed on a screen;

• The 2019 version with 41 exercises used a web-based CTF (Capture the Flag) envi-
ronment making following the contest more convenient. The exercises were weighted
with easier exercises having dynamic weights (the more contestants got them right,
the fewer points were given) and hints carried penalties (using them deduced points).
4 exercises had to be done physically outside the competition premises. The overall
topic was an escape room, or ‘Escape from a Movie’ - one had to break out of the
movie world by passing through different rooms and solving puzzles. Every 15 min,
various videos, trailers and slideswere displayed on several screens to create a suitable
atmosphere.

As the participants differed greatly in background and age, they were distributed into
categories to make evaluation more equal: basic school (Grades 7–9), secondary schools
(gymnasiums; Grades 10–12), and combined schools (Grades 1–12), vocational schools,
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also overall Top 3 were nominated. The three best participants from each category
received various educational prizes like visits to IT and cybersecurity companies or
participation in different training events.

3 Exercise Development

Perhaps the greatest challenge in education related to digital safety and cybersecurity
is the gap between one’s self-image and actual skills. In most cases, students imagine
themselves to be smart and skillful as they manage at most everyday tasks. This is
sometimes corroborated by training materials and tests that aim to provide the students
with successful experience at the cost of knowledge. While this is somewhat acceptable
in the beginning, digital safety level (aiming not to frighten children off the topic), an
inflated self-image becomes a problem on the higher levels. As the CyberCracker had
the aim of talent-finding rather than universal awareness-raising, the exercises were
deliberately designed to be harder than what their previous education would suggest.

While many participants had previous experience with earlier competitions in Infor-
matics that featured puzzles and programming tasks, the tasks in the CyberCracker
preliminary round focused on ingenuity and the ability to notice potential weaknesses
and analyze them based on real-life challenges. This continued in the final round where
the participants had to display deeper knowledge in a quite realistic environment (the
first symptoms point to one thing, the actual problem lies at another and the root cause is
yet another) – they had to cope in a fuzzy environment where solutions are usually found
by thinking ‘out of the box’ and making higher-order connections between concepts.

Some examples of the exercises are given below.

Preliminary Round Examples:

• You sit in a computer lab. The computer seems to be really slow. Also, occasionally
the cursor seems to move around on its own. What would you do?

• The school’s IT manager uses the CamScanner app for Android to scan documents.
Find out if it is safe to use or should it be removed immediately.

• Your e-mail to a teacher and receive an error message in return. The message contains
an error code, #4.2.2 SMTP. Find out what does it stand for.

• Someone had created accounts with your name and pictures on Facebook and
WhatsApp. Find out what law applies to this kind of activity. Explain what to do
to remove the accounts.

• Your computer announces the IP address conflict – someone else is already using the
address andyou cannot get online.You learn that the conflicting address is 192.168.1.4.
How can this happen? What steps can you take to get connected?

• Your trainer has sent you an e-mail containing a file with .exe extension. You
remember that file hashes can be looked up from the Web to determine whether
it is malware. The hash is SHA-256: 24d004a104d4d54034dbcffc2a4b19a11f39008
a575aa614ea04703480b1022c. Find out what it is.

• Your friend hid a password into an image file. Find the password! (See Fig. 1)
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Fig. 1. Picture hack

• Your friend’s computer runs a Multicraft server that is managed by the Apache web-
server. If someone uses the service, it will create a log entry as seen from the picture
below. What can we learn from the picture? (See Fig. 2)

Fig. 2. Multicraft server log

Final Round Examples:
Easier exercises had prescribed one-time activities like “post the picture and introduction
of the team into social media”, “find the missing word from the title”, “find out if the
statement is true or false”, “find out which messages contain phishing” etc.

Intermediate exercises introduced puzzles and analytical tasks: “analyze the main
security concerns among young people in the 2018 survey”, “decrypt the message using
the book”, “fix the mess in the cable board – connect every cable to the corresponding
port”.
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Difficult and very difficult exercises were supported by hints and demanded creative
thinking and problem-solving skills: “find the password from the encrypted file”, “ana-
lyze the network log and answer the question”, “find the text and Morse code from the
picture” etc.

• Kevin is home alone again. He went to stroll on the Internet and got lost. Help him to
find the way home.

• Which command should be entered into the terminal to get the result below? (See
Fig. 3)

Fig. 3. Linux server command hunt

• What is written here? (See Fig. 4)

Fig. 4. Cracked QR-Code

• Little Katherine from Grade 1 wrote the numbers 1, 2, 3, 6 and 7 on paper and asked
her Mother to continue the sequence. She thought a bit and found the solution. What
numbers did she write on the positions of 11, 12 and 13? Note: the 20th number is 36.
List three numbers.

More examples are available (in Estonian) at https://ylesanded.targaltinternetis.ee/.

https://ylesanded.targaltinternetis.ee/
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4 Results

4.1 Preliminary Round

The feedback from teachers shows that the official digital competencies are based on
studying rather than problem-solving that was central in the CyberCracker. According
to our survey, 75.2% of students take part in regular Informatics lessons, and 20% had
participated in Robotics classes or clubs. Interest in IT seems to grow by age: in the
basic school, it was 30% and in the secondary, 50%. Problem-solving is more common
among older students – 70% of the Grade 12 students claim to be able to solve their
digital problems with the help of the Internet. The ability to solve cybersecurity-related
problems was claimed by 50% of secondary school students and 35% of the basic school
ones. 25% of the basic school students and 45–50% of the secondary ones are willing
to help others to solve their IT-related problems.

The analysis of success rates in the preliminary round showed that about 17% of
the participants formed the talent group who managed to solve 3/4 of the tasks (the rest
typically managed just 1/4). Nature and difficulty level of the exercises proved to be
very fitting for the goal. The feedback was mostly positive even if the success rate was
lower – many participants mentioned learning what does the word ‘effort’ means. It
was also mentioned that the participation was already an ‘act of courage’ as this type of
exercises were unknown to them before. Still, only 46% of the schools that organized the
preliminary round actually took part in the finals. However, the new rules applied in the
next year (one-time participation only, gender balance) helped to raise the percentage
– 77% of the schools holding the preliminary round reached the finals, too.

The percentages of solving the challenges were the following:

• 85% of the participants solved the easy tasks, showing that the common level of
knowledge only allows solving the problems that are clearly predefined (especially
with multiple choice answers).

• Intermediate tasks were attempted by 61% of the participants.
• Difficult tasks were attempted only by 32%. At the same time, the talents of Top 1–2%
were able to solve most of the problems even without resorting to hints.

The analysis of the preliminary round results showed that in 2018, less skilled partic-
ipants did not dare to skip exercises or use hints when facing difficulties. This is probably
due to the practice in many other competitions were solving problems in the sequence
is demanded – but in cybersecurity, the ability to adapt according to circumstances and
one’s skills is important. For example, harder problems were worth tackling because of
the hints offered – thus one had to calculate the ‘cost’ of hints and use them if it was
worthwhile. For conventional good students, this was likely too risky – but cybersecurity
talents tend not to be conventional good students bogged down by rules and traditions.
In the following year, the rules of the competition stated in several places that exercise
skipping were allowed.

Most respondents found the exercises realistic which one of the goals was. At the
same time, they were more of interest to older students. When asked about a possible
rematch, the answer seemed to be related to success – 61% claimed that theywere unable
to reach their full potential due to lack of time and/or skills.
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Notably, the feedback from teachers accented the difficulty of finding suitable female
participants for the competition. A widespread stereotype among girls was that IT and
cybersecurity is ‘not their business’ and it took considerable effort from the teachers
to overcome it. Nevertheless, as seen below, they actually proved very capable team
members in the final round.

4.2 Final Round

In the final round, clearly defined exercises involving Internet search were considered
easy, e.g. “find the missing word”, “determine if the statement is true or false” etc. On
the other hand, analytical and problem-solving ones like “decrypt the cipher using the
book” were considered difficult.

Comparing the success rates of different groups reveals differences between them.
The groups in the table below are basic schools (BS; Grades 1–9), combined schools
(CS; Grades 1–12), gymnasiums (G; secondary schools or Grades 10–12) and vocational
schools (VS) (see Table 3).

Table 3. Success rates for different age groups in CyberCracker school round

Success rates BS CS G VS

Easy tasks 53% 46% 62% 57%

Intermediate tasks 21% 28% 34% 12%

Difficult and very difficult tasks 14% 33% 38% 5%

As seen from the table, gymnasiums were the most and basic schools the least
successful. At the same time, the difficulties within the group were consistent, or the
most difficult tasks were the same for older and younger participants – but the older
Grades had more skills and creativity to cope better. So the strategies differed: basic
and vocational schools focused more on easy tasks, the others on more difficult ones
(yielding more points).

Asmentioned, the final round demanded teams be balanced by gender. The prejudice
that girls’ skill and motivation level does not compete with boys proved groundless.
Besides working on problems, female participants were notably good at promoting
teamwork, discussing various issues with organizers and interpreting hints given. As the
4-member teams were allowed only two computers, girls and boys were notably equally
represented at operating them.

5 Discussion

Today’s Estonian cybersecurity talent has a ‘male face’, as IT and competition motivate
more young men than women. Looking at girls’ results in the preliminary rounds we see
that while their numbers are small, their results are not much different from boys if they
would have similar experiences and backgrounds. As the 2019 final round had equal
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numbers, the observed behavior did not differ either (there were teammembers more ‘in
control’ who actually entered the answers, while the others helped to find them). Some
teachers suggested that boys prefer the tasks which have one definite solution (that can
be checked automatically) while girls tend to favor the ones which do not follow strict
logic and contain analytical/social component. However, this suggestion lacks empirical
proof so far and should be studied further in future research. Comparing skills we noticed
that girls tend to lack certain technical skills and often compensate it by picking easier
tasks and doing things in order (not skipping the tasks).

We found the share of potential cybersecurity talents to be around 17% - these
students a. answered most questions correctly, and b. responded more in detail and also
offered critical feedback to the organizers. So both skills and attitude played a role. Yet
another factor was time – in the competition, success needs both creativity and speed of
thinking; in real life slower speed is often acceptable if the problem-solving skills are
adequate.

The CyberCracker is thus well-suited for discovering talents but is not enough to
develop them. There is a community to share materials, exercises and recommendations,
but again this is a voluntary effort. While many teachers are willing to learn and pass
the knowledge on, this area is scarcely covered in lessons. There are no established
materials, training or competitions for teachers.

The growing interest towards cybersecurity is thus left on students themselves, as
the communities suitable for students are few and far away. This has led to a situa-
tion that one’s interest in the topic is sometimes hidden from others – also because
‘hacking’ is associated with criminals and malicious activities due to media misusing
the term. The experts belong to another generation, and they are active in different
channels like national newspapers and portals that are not used by the youth, so the
latter lack both information and role models. The problem has been somewhat allevi-
ated by the rise of social media that has brought younger and older enthusiasts together
(Facebook communities, the Craigslist portal forums, various foreign channels) and now
competitions.

The talents come from various levels of success at school (from excellent to poor),
making discovering them more difficult for schools. Parents can rarely help, as their
knowledge of the area is typically inadequate. More aware parents may direct their
children towards activities like programming or robotics that are a good springboard
into cybersecurity due to similar attitudes and skillsets developed. Therefore,most cyber-
talents are discovered ‘on the road’ when incidents happen and they get a chance to use
their skills.

The number of national cybersecurity competitions is still small. The first one was
organized in 2015 by theMinistry of Defence andHITSA, continuing typically on yearly
basis (in 2017, TalTech and the Estonian Internet Foundation joined the initiative). Only
from 2018 onwards, new initiatives have addressed various target groups – but many of
them have been open competitions unrelated to schools, so only those interested will
participate (sometimes, students are afraid of participating alone, or are even prohibited
by parents due to the negative connotations mentioned above).

The CyberCracker is the first one directly connected to schools and organized with
active participation by them. The competitions have had professional backing, so schools
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are not left alone to organize them – the main challenge for schools has been to find
enough participants and provide adequate training for teachers and mentors. It is very
important that the veterans of higher-levels competitions return to their schools as men-
tors to train younger hackers from their schools and community – they know the relevant
paths in education, have contact in the hacker community and also are aware of the legal
background.They should be supported in developing their communicative andmentoring
skills and analytical abilities.

Recommendations for Estonia
Teaching cybersecurity should get national-level backing by organizing national
advanced-level competitions. It should also be promoted more among local authori-
ties – local youth should be backed to take part in not only the national Song Festival
but also cybersecurity competitions.

Additional efforts are needed to promote IT-related careers among girls. Both gender-
specific (clubs etc.) and mixed-gender activities are needed - the latter should provide
diverse tasks that also include more social components.

Teachers need help – there is an urgent need for relevant textbooks and study aids,
especially concerning the discovery of talented students. Teachers have asked for both
beginner and advanced level materials, and measurable learning outcomes.

Finally, some financial aid is needed for schools to cover the costs of training and
competitions to push the talent hunt at a higher level.

A Recommended Yearly Plan of Activities for Schools

• Autumn – the CyberCracker preliminary round for Grades 7–12. Identify the group
of cybersecurity talents to be trained separately, form the official school team.

• Winter – the school team participates in the CyberCracker final round. The exercises
should be brought back to school and introduced to other students. Some of the talents
should go to other competitions like CyberSpike or Magic CTF.

• Spring – lessons of Informatics should make use of the acquired exercises. The dis-
covered talents and competition veterans should be included in the teaching activities,
as well as directed towards creating new materials and exercises.

Organizing the Competition
The preliminary round should last at least 90 min if the aim is also to test strategic
thinking in choosing exercises. Otherwise, it should last longer (around 3 h) to allow for
deeper-level answers.

The strategy should be discussed with students. Under the current rules, it is more
advantageous to focus on intermediate and difficult tasks, as the reward is higher (even
considering the risks).

It is important to develop the competition environment and automated grading to
allow easier feedback and make it easier for the teachers. Right now, schools lack the
ability to house their own CTF solutions that are used by the final round organizers, due
to the difficulty of set it up themselves. A somewhat working solution is to use Google
Forms for the preliminary round and a dedicated CTF environment for the finals.
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In the final round, tasks should be more dynamic with hints costing less in penalties
– it allows for better feedback about the tasks and participants. An important decision is
whether time counts or not – in the former case, the first team to submit a solution gets
more points (it helps in deciding the winner as draws are not possible).

6 Conclusion

While school curricula should be further developed regarding cybersecurity, compe-
titions like the CyberCracker play an important role in finding and developing future
experts of cybersecurity. What is currently lacking is the follow-up mechanism for con-
tinuing training/education for the discovered talent pool – the related programs and
curricula in established universities cannot accommodate all of them. Another thing to
focus on in the future is the development process of study materials and exercises which
should be based on a different mindset than the mainstream ones currently used at school
(creative, inventive ‘hacker’ thinking). Inclusion of female students should be more a
priority, especially on the motivational and awareness level – they should realize that
they are in fact viable candidates (the main problem is not discrimination but attitudes
and self-image concerning the field).
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Abstract. With differing form factors and the rise of IOT devices, the nature of
life and work is changing. How will these changes affect how people view their
own privacy and security? Will people react differently depending on the type of
device and the size of the screens on which warnings are displayed? In this study
we conduct a task based scenario followed by a survey in order to gauge what
young adults notice when browsing online, how they react to security warnings
and cookies notifications within the task scenario and their own daily life, as well
as gather other information on their usual browsing habits on different devices,
and their thoughts about online security.

Keywords: Human computer interaction · Privacy · Security · Trust · Browser
warnings

1 Introduction

User interfaces are changing. Screen sizes and form factors are, for the most part, shrink-
ing.Howdo these changes affect howwarnings are presented to users?Do thesewarnings
change how users view their own privacy and security? Do people react differently to
the same warnings depending on the type of device and the size of the screens on which
warnings are displayed?

Relatively little attention has been devoted to studying the effect of screen size and
the device form factor on users’ responses to security warnings. In this study we were
particularly interested in how young adults perceive differences in security and privacy
on different form factors and their awareness of passive browser messages or warnings
on different devices. Young people are a group of particular interest because they are the
future workers – their beliefs and habits have direct impact on the future of workplace
privacy and security systems designs.

Security and privacy are topics of interest to both computer security experts and
novice computer users alike [1]. However, even though many users are interested in pro-
tecting their own privacy and security online, users still have difficulty making decisions
when faced with browser warnings, app permissions, and software update notifications.
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We drawupon the current research on user reactions to browserwarnings and security
messages onmobile and desktop computers to informour own research.Our study design
combines both observations in a simple user task as well as a self-reported survey asking
the same participants to reflect on their mobile vs. desktop and laptop browsing habits
and their attitudes towards security and privacy on those devices.

2 Background

Even though many users are interested in protecting their own privacy and security
online, users still have difficulty making decisions when faced with browser warnings,
app permissions, and software update notifications. Molyneaux, Kondratova and Stobert
[2] describe four factors that affect users’ online decision-making: the role of browser
warning messages and alert design; habituation; awareness; and screen size and form
factor.

2.1 Browser Warning Messages and Alert Design

What messages say and how they say it has an influence on how people react. Design is
one factor to consider when examining why users ignore browser warnings. In a 2015
study Fagan et al. found that annoyance and confusion over update messages lead users
towards noncompliance – even participants who self-reported caring about security and
privacy were still hesitant to apply software updates [3]. What the message says can
affect the user. Carpenter et al. [4] found that the term “hazard” rather than “warning”
or “caution” was the most effective wording of a warning message. Timing is also an
important factor in privacy notices and user recall. Participantswhowere shown a privacy
notice while using an app were more likely to recall the content of that notice [5].

2.2 Habituation

Once people see a certain type of message its effectiveness may decline; habituation
occurs after only a few exposures to a type of warning, and warnings become “seen” but
no longer perceived [6]. Studies show that participants faced with familiar looking mes-
sages, such as those resembling an End User License Agreement (EULA) automatically
click on “accept” during interruptions typical of EULA – a finding that has repercussions
not just with EULAs but also online safety and privacy [7].

2.3 Awareness

Usersmaynot evenbe aware of somecurrently employed securitymeasures [8]. Likewise
users may not be able to identify phishing attempts even when primed to identify them
[9], leading to most people having a high risk of succumbing to phishing attacks.[10].
Greater awareness of phishing threats, through training, or education on things like
the necessity of stronger passwords could, in conjunction with other methods, such as
detection tools, build user resilience to security and privacy threats [11, 12].
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2.4 Screen Size and Form Factor

Awareness of security risks on smaller devices such as smartphones, is a growing concern
for cybersecurity researchers. Security awareness on personal computers (PC) in user
studies was higher than mobile platform awareness levels. Researchers note that mobile
users require a different set of security awareness skills than those needed for PC [13].
At the same time, users on mobile devices are three times more vulnerable to phishing
attacks [14] and a high percentage of mobile browsers do not consistently show security
warnings.Whenwarnings are shown visibility is often reduced because of limited screen
size compared to desktop or laptop computers [15, 16]. Such indicators or warnings may
not show at all, or might be distorted in mobile browsers because the edges of pop-ups
sometimes extend beyond the side of the display, or buttons can overlap text.

In our study we examine the effect of screen size and the device form factor on
users’ responses to security warnings. In particular we are interested in how young
adults perceive differences in security and privacy on different form factors and their
awareness of passive browser messages or warnings on different devices by conducting
a task based scenario followed by a survey to gather other information on their usual
browsing habits on different devices, and their thoughts about online security.

3 Methodology

In order to study the effect of form factor on user attention, we devised a user study based
on a browsing task over two different devices.Wewere interested in seeing if userswould
notice cookie notifications, and if so, how theywould interactwith the notification, as they
are a type of online notification that is ubiquitous. The study consisted of a think aloud
method followed by a survey, approved by the National Research Council’s Research
Ethics Board.

Users were asked to look up movie reviews on an iPhone (4” screen, Safari) and
a laptop (14” screen, Chrome). Tasks for the two conditions were framed as common
scenarios in order to ground them within a real-life experience. Since factors such as
habituation aremagnified by the fact that security is often a users’ secondary task [17],we
were careful to choose a scenario that would frame the security warnings as a secondary
task to avoid priming the participants, even though that studies have shown that priming
and warnings do not influence the degree to which participants give out information
such as personal data [18]. Users were given scenarios that involved friends asking their
opinion on going to see a movie, requiring them to look up movie reviews on a particular
movie review website. The users were asked to follow the think aloud protocol, whereby
they were instructed to “talk while you are completed the task, say whatever you are
looking at, thinking, doing, and feeling.” Also participants were asked to read the tasks
out loud before performing them and the think aloud protocol, in order for them to get
used to talking out loud for the study.

The website www.moviereviews.com was chosen for this task because at the time
of the study the site displayed a cookie notification on both mobile and laptop/desktop
sites. We were interested in seeing if the participants noticed the notification while doing
the task and how they would react to it. On the laptop/desktop interface the website also

http://www.moviereviews.com
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displayed a “not secure” TLS warning indicator to the left of the URL search bar in the
Chrome browser.

Participants were divided into 2 groups – one group who completed the iPhone
task first, and the other group who started with the laptop task. This was done to
account for any order effects that might occur. They were asked to follow the think
aloud method whereby participants were instructed to talk out loud while completing
the task, and to verbalizedwhat they are seeing, thinking, doing and feeling. A researcher
took observational notes, capturing the participants’ search path and verbalization.

We coupled the task with the survey to find out users usual online behaviours on
cellphones and laptops/desktops and investigate how they react to (or are habituated
to ignore) different notices on websites in their everyday browsing. The user study was
immediately followed by the surveywhich captured demographic information, as well as
baseline information on the frequency with which users performed certain tasks on their
phone and laptops, followed by questions pertaining to the cookie notification displayed
on the website during the task, and participants’ regular online behaviors when they
encounter browsers warnings during searching tasks.

In particular, for the user study, we were interested in seeing if the participants
noticed the cookie notification banner at the top of the laptop website page as well as
the cookie notification banner on the phone. We were also interested in whether there
were any differences depending on task order, computer literacy levels, education level,
gender etc.

We were also interested in seeing the differences in everyday online browsing tasks
with different devices (if participants used the different devices for different tasks), and
the study participants’ explanations for those differences, in particular, if the rational
for the differences related to privacy, security and trust. We also used questions in the
survey as a way to validate the data gathered during the task and observation, and as
an additional means to gather information on the participants’ usual reactions to online
warnings, and any additional privacy and security issues they wanted to discuss in the
text response portions of the survey.

Participants were recruited from a local university campus. This was done to focus
on young people’s habits and beliefs in order to reflect on how these habits and beliefs
have impact on future design for privacy, security and trust. Users were recruited through
posters which were displayed on bulletin boards in common areas on the campus. Partic-
ipants were all between the ages of 19-29, and all participants were students. The study
included undergraduates, graduate students and recent graduates. The study took place
over a 5 week period with a total of 40 participants.

Quantitative responseswere calculated for percentages (single response answers) and
frequencies (multiple responses). Qualitative responses were coded through a process
of inductive coding whereby the researchers grouped comments in the task and written
comments in the survey corresponding with noticed cookie notifications on the laptop,
on the phone and noticing the TLS warning message on the laptop. The participants’
responses to a question about their usual reaction to pop-ups was also coded to show the
frequency of different reactions according to device (smartphone or laptop).
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4 Findings

This section of the paper first reports on the participants demographics from the survey
followed by the responses on the frequency of various types of online tasks users report
doing on their own smartphones and laptops or desktops. This data is discussed then
contextualized using responses to a open text follow up question asking participants to
discuss differences in their online behaviors on the two types of devices, and responses
related to security and privacy are discussed. Next the findings from the task scenario are
discussed, including the user path, their response to the cookies notification on both forms
and if they notices the TLS warning on the laptop condition. Responses to questions in
the survey gauging differences in the task and real life scenarios are also reported and
discussed. Finally we will discuss the five main considerations emerging from the task
and survey concerning browsing online with the two form factors: Convenience, context,
privacy, security, and trust.

4.1 Demographics

Participants were asked how they self-identify as well as about their current work situ-
ation, and the highest level of institutional education that they have completed. A slim
majority of participants identified as female (55%), with 43% identifying as male, and
one as transgendered. Most of the participants noted they are currently students 80%
with many noting that they also work (15 part time and 11 full time). Everyone in the
study reported having a high school diploma or above, with most of the participants
in the study (53%) reported have completed some post-secondary courses, with 18%
noting they had a post-secondary degree and 10% having a graduate degree. We also
had the participants self-evaluate their technical literacy skills at the end of the survey.
Everyone assessed themselves as average or above, with 30% assessing themselves as
average, 48% as experienced and 22% as experts.

4.2 Frequency of Browsing and Other Online Tasks

Participants were also asked about the frequency with which they browsed the internet
with a laptop or desktop. Most of the participants (68%) reported browsing the internet
with a laptop or a desktop frequently – on a daily basis. When asked how frequently
they used a smartphone to browse the internet even more (85%) reported daily use.

In addition to general questions about frequency of browsing, we also asked partic-
ipants to report the frequency with which they completed certain tasks on each device
according to a 5 point Likert scale with responses: Never, Rarely- once a month or less,
Sometimes- once a week, Often – several times a week and Frequently-daily. Partic-
ipants reported completing tasks more frequently on phones rather than on laptops or
desktops in all categories including searching online (68%, 58%), SMS (83%, 30%),
email (68%, 45%) IM (83%, 28%), banking (10%, 3%), shopping (0%, 0%), watching
videos (60%, 38%) and buying tickets for movies or concerts (0%, 0%). (For all values
see Figs. 1 and 2).

When asked about any differences in their normal browsing behaviors on the different
types of devices the participants mentioned security and privacy issues surrounding the
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Fig. 1. Tasks on smartphone
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Fig. 2. Tasks on laptop/desktop

nature of the task, or described the affordances of the form factor itself. Some reported
differences due to convenience of apps and quick response time on phone over the larger
form factor.

Half of participants (50%) reported differences in tasks because of the availability,
accessibility and convenience of using the phones, with quicker start up times and user
friendly apps that make social media, banking and other tasks easy.
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• “Sometimes I watch videos on my phone more because it’s more mobile, banking
on my phone is more convenient, can’t text with my laptop, social media apps are
better/more convenient.” (P10)

• “My smartphone is more accessible. There are apps that take me straight to my social
media. Also, start-up time is instantaneous” (P15)

• “For banking and buying movie tickets, it would be easier to use the mobile app as the
UI is easier to locate and you don’t need to type any detail until you get to personal
data. I am using fingerprint to banking app so I don’t need to type the IDs and the
password for it.” (P32)

A quarter of the participants (25%) mentioned privacy, security and trust issues as
the reason for reported differences in tasks.

• “I do not trust banking as much on my smartphone as I do on my laptop. Due to the
smartphones portability it is much easier to lose/steal which makes me anxious.” (P5)

• “I find it easier to do banking on my laptop, I have my credit card and bank card
numbers saved in a virtual keychain and I don’t have it memorized, I don’t have those
card numbers saved on my phone.” (P19)

Others spoke about issues of security when using the different devices, although
these commons varied amongst the participants. Thoughts about security and privacy on
the different devices also varied according to context.

• “On smartphones some tasks like banking, checking emails and instant messaging are
easier and accessible faster than by laptop. However, online shopping I do more on
laptop because it seems more ‘secure’” (P35)

• “I normally usemycomputer to study orwork on so I don’t really openmy socialmedia
accounts on it. I pretty much only text on my phone, mainly because the computer
screen is too big and I don’t like imagining people reading my texts. I also never open
my bank account on my computer for privacy. Since I use more my phone I open
videos less often on my computer.” (P36A)

Some participants indicated a preference towards the user of smaller screens for
online searches in public. Although smaller devices are more vulnerable to loss, they
indicated that they would be preferable to larger screens in order to avoid potential
shoulder surfing.

Participants’ attitudes toward convenience andprivacy, security and trustwere varied.
Mobile devices were used more frequently for more than social media, searching and
IM tasks. A large number of participants indicated that they use their mobile devices
for activities requiring credit card information, such as banking, shopping and buying
movie and concert tickets.

4.3 User Task

The task scenarios presented the participants with situations which could realistically
occur – a friend texts on the phone asking the participant’s thoughts on a movie; or, in
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the laptop or desktop scenario, a friend sends the participant a message over Facebook
while they are finishing up a term paper. Participants were asked to find a movie review
on a particular website, chosen because both the desktop and mobile versions of the site
contain the same cookie notification. The cookie notifications were passive notifications
in that the participant could scroll down the page and read informationwithout interacting
with the notification. In addition to the cookies notification, in the laptop condition the
website URL bar presents the user with a TLS warning.

Participants would read the task, open the website and either not notice the cookie
notifications or they would read the text and not take action, instead scrolling down to
complete the task. A few participants (5%) did agree to the cookie notification even
though they did not know what they were agreeing to. Only one participant opened the
privacy statement by clicking on the “more info” button, and this was due to the difficulty
they faced in looking up the movie review – they clicked more info looking for more
information on the website itself, and then quickly closed the windowwhen they realized
it was the privacy policy (P26).

The user task path of participants in the different conditions was similar (Figs. 3,
4), even though we initially thought that those with the iphone task first would be more
likely to notice the cookies message on the laptop, since the cookies notification is more
prominent in the iPhone condition and those completing the iPhone task first might be
primed to see the notification on the laptop.

0 2 4 6 8 10

Didn't no ce

Agree

Read privacy

Scroll

Read Text

Laptop First iPhone first

Fig. 3. User path on iPhone

4.4 Noticing Cookies

Overall more people noticed the cookie notification on the iPhone (65%) than the laptop
(47.5%), and participants weremuchmore likely to click “agree” on the iPhone (22.5%);
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Fig. 4. User path on laptop

although a few participants did click agree on the laptop (12.5%). A Chi-square test of
independence was performed to examine the relationship between seeing the cookies
notification and the order in which the tasks were performed. The relationship between
these variable was not statistically significant in either the phone first task X = .32, p >
.01 or the laptop first task X= .21, p> .01. Task order did not seem to have much effect
on the user path, with a few minor exceptions noted by the participants in the qualitative
survey responses.

• “I didn’t read or agree the warning on the phone because I had already done it on the
laptop. However, I almost never read or agree with those when using my devices.”
(P29)

More people reported not noticing the cookie notification on the laptop (53%) than
on the iPhone (35%). The small size of the screen on the smartphone made it easier to
notice the notification even though not all users in the study reported noticing it on the
smartphone.

In our study we found that majority of participants either ignored the notification, or
did not even notice it.

• “I am so used to cookie and browsing terms popping up that they barely register
anymore.” (P3)

• “Cookies policy is always everywhere now which is annoying but I generally just
ignore it.” (P21)
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A smaller group of participants saw the notification and clicked on the accept button
without knowing what they were accepting.

• “just because… to get it out of the way” (P2)
• “asking if I accept any terms – every time I always accept I don’t even read which is
probably odd but I do it anyway” (P36)

When the browser message design resembles something the users are familiar with
they seem to make automatic decisions based on their previous experiences with similar
messages. The high prevalence of ignoring the message or not even seeing the message
speaks to the fact that these cookie notifications are everywhere online and most of
the users in our study are habituated to ignoring such messages – either automatically
scrolling immediately after seeing them or not even seeing them in the first place. A
small number of participants were habituated to agreeing to the terms of the cookies
notification without reading. Screen size seemed to play a small role, as more of the
participants agreed to cookies on the iPhone than on the laptop.

4.5 Noticing the TLS Warning

Didn’t no-
tice

Noticed

Female 19 3
Male 11 6
Other 1 0
High school 7 1
Some post-
secondary

15 6

Post-
secondary 
degree

6 1

Graduate 
degree

3 1

Average 
computer 
skills

9 3 

Experienced 
computer 
skills

14 2

Expert com-
puter skills

8 1 

Fig. 5. Noticing laptop “Not Secure”
message in relation to gender, education
and level of computer expertise

Only nine of the study participants noticed the
insecure browser warning in the laptop condi-
tion. Six of the nine participants who noticed
the TLS warning expressed concern over the
notice, one just read it without comment
(P35), one sarcastically said “that’s always
fun” (P33), and another read the not secure
message but decided not to worry about it
(P15) (Fig. 5).

Of those who expressed concern over the
TLS warning, one noted that they would not
enter sensitive information on the website,
another said they would have to be careful if
they were to order anything for the website.
Others felt there might be some “bad stuff”
(P21) on the site or that the site was “iffy.”
(P27) One participant stated that they would
avoid a website like this unless they really
needed to go visit the site, which indicated that
they would use a potentially harmful website
even if they were suspicious of the site.
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• Searches for the movie in search bar says “not secure. Wonderful” and “don’t put
anything sensitive in” (P2)

• “I saw that the website was not secure on the laptop – I would generally avoid these
websites unless 100% necessary” (P5)

• “not secure … I’m always a bit sketched out when it pops up unsecure.” (P6)
• “this site is not secure so I will have to pay attention if I order anything from this site”
(P18)

• “And now I’m realizing that the website is not secure for laptop. Might get some bad
stuff.” (P21)

• “is not a secure website, which is kind of iffy” (P27)

Men were more likely to notice the TLS warning message than women. Higher self-
reported computer literacy levels did not lead to users being more prone to noticing the
TLS warning message – in fact, those identifying as experts were slightly less likely to
notice the security warning.

This group of participants, those who noticed the not secure message, were not more
likely to notice the cookie notification – one participant didn’t notice it on either device,
another didn’t notice it on the laptop, but did on the phone and 3 users in the subgroup
didn’t notice it on the phone but did notice it on the laptop. Only 2 of the 9 were from the
group who did the smartphone task first – it could be that those who were in the laptop
first condition were more conscious of the TLS warning message because of task order,
but this observation comes from a small subsample.

4.6 Differences in Task and Real Life Behavior

Participants were asked “If there are any differences in how you reacted during the task
and how you would normally react please let us know below.” Researchers initially
coded responses as no difference and then divided up the responses indicating that there
was a difference in behavior according to themes.

27 participants (67.5%) indicated that there was no difference between how they
reacted during the task and how they would normally behave. Of those 27 responses,
14 participants wrote down that they would react in the same way, and 13 participants
left the text box blank, wrote “N/A” or “0”. 13 participants noted specific differences
in their reactions. Of the 13, 4 stated differences due to nature of the task (that they
were unfamiliar with the specific website for movie reviews) and observation by the
researcher – these factors were not related to the cookie notification itself, but rather the
participants lamented slow task time due to unfamiliarity with the device, the website
itself or because of nervousness attributable to being observed. 5 participants stated they
would react to the cookie notification differently on their own device because of privacy,
security and trust issues (for example, one person who noticed the not secure warning on
the laptop stated they wouldn’t have stayed on that site on their own device). However, 4
of the participants noted that they didn’t agree to the cookie notification within the task
but would have on their own device if the notification was bugging them, or in the way
of completing their task.

These findings suggest that accepting cookies, potentially without reading terms,
might also occur more frequently when users are browsing on their own devices. Users



200 H. Molyneaux et al.

are more likely to accept cookies if it is a condition of completing their task - if the notice
interrupts task at hand, by taking up too much of the screen or by impeding navigation
altogether.

• “This is normally how I react to pop-ups like this, if I can browse with(out) interacting
with it I will not touch it” (P7)

One participant noted two criteria for accepting cookies: if the notification gets in
the way of the task and if the site looks reputable. This indicates that trust is an important
part of the decision to accept cookies notifications on websites.

• “I will accept cookies without reading details if 1) I really want to read things and 2)
the site looks legitimate (usually news sites only)” (P6)

4.7 Usual Reaction to Pop-Ups

Participants were also asked an open text question about how they usually react to pop-
ups when they are browsing on their own mobile devices as well as a separate question
asking how they normally act when browsing on their own laptop or desktop. Participants
employed various strategies when faced with cookie notifications, pop-ups and other
browser warnings while on their personal devices. We categorized these strategies as:
Close or ignore; close or ignore unless there was no way to finish task; Read the pop-
up and decide what to do based on the content of the message and the reputation of
the website; leave the website and try to finish the task on another site; and accept the
message (generally were referring to cookie notifications). A few participants mentioned
using Ad Blocker on their personal laptops – this was also coded for our analysis.

Most of the participants reported that theywould normally close or ignore the pop-up
on their laptops and on their phones. When responses asking about how users normally
deal with pop-ups on their own devices, 29 participants responded that they employed
the same strategy for dealing with pop-ups on both their laptops and phones (mainly the
close or ignore strategy).

Interestingly enough,more people (20%) reported beingmore likely to carefully read
pop-ups on their laptops. This is perhaps due to the fact that many of the participants
reported using their laptops or desktops as work devices, and therefore they are more
cautious when on these devices.

Screen size also played a role in how the participants usually reacted to pop-ups and
other notifications when on their own devices.When asked how they normally reacted to
pop-ups while on their own phone participant 2 responded “Really depends on the site,
I try to turn it off if possible, and when it comes to pop-ups related to cookies I’d usually
accept if the pop-up takes too much space.” (P22) When asked “how do you normally
react to pop-ups when you are browsing on your own laptop or desktop computer” the
same participant stated “I ignore it more cause the screen space on a laptop is larger”
(P2)



Security Matters … Until Something Else Matters More 201

4.8 Form Factor Considerations

The user task and survey revealed fivemain considerations accounting for the differences
in their use of cell phones compared to laptops and desktops. These themes included
convenience, context, privacy security and trust.

Conveniencewas an important consideration; for example, users reported differences
in tasks on different devices due to differences in the ease of use of the devices and the
types of tasks they are completing. Phones were reported more frequently used for most
of the tasks because of the portability of the device and ease of access. Many tasks can
be done through mobile applications which open quickly and are often well designed to
ensure greater ease of user.

• “…simply because I use my phone more frequently, and it is more convenient to
access the information on my phone.” (P14)

• “Banking is more convenient on my phone. I may shop more on my laptop because
I can open many tabs for many options, so it’s more convenient. Searching for
information is more convenient on phone cause I can open the device instantly” (P22)

• “I use my phone more for social media usage, etc. because it is more convenient”
(P39)

One participant discussed differences in device usage depending on location, with
a preference to “use my laptop to do my everyday tasks while I’m at home or in the
library. Otherwise I use my phone to do tasks if it’s necessary or sometimes it’s more
convenient to do tasks using the phone I use” (P3).

The context of device use is also important to consider. Twenty-six participants in
the study reported working full or part time. In the comments section asking for more
information on differences better tasks performed on the two types of devices some users
described a division based larger on “work” and “play”

• “Smart phone is very handy and convenient to carry around. It is faster to start it. Use
for quick checks. Laptop is bigger and easier to type so use for documents, work,
watch movies with others” (P26)

• “My laptop is mostly for professional work such as assignments or answering emails
whereas my phone is most for social media purpose and texting” (P11)

Responses about privacy in our surveywere varied and do not necessarily line upwith
attitudes found in previous studies [19]. Some of the participants in our study considered
the smaller screen size of the phone as offering increased privacy because of concerns
about shoulder surfing, for example. These examples may indicate a shifting landscape
of trust in devices.

• “I normally usemycomputer to study orwork on so I don’t really openmy socialmedia
accounts on it. I pretty much only text on my phone, mainly because the computer
screen is too big and I don’t like imagining people reading my texts. I also never open
my bank account on my computer for privacy. Since I use more my phone I open
videos less often on my computer.” (P36)
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Security was also discussed by the users in our study as a determining factor in
the types of online activities they engage in on various devices. While the participant
mentioned issues of privacy as their rationale for using their cell phone for banking,
others stated that they felt the smartphone is less secure than their laptop.

• “I try not to make online purchases or do any banking on my phone because it is less
secure than on my laptop in my private home network.” (P3)

While some mentioned not making online purchases on their phones for reasons
Chin et al. mention [19], others preferred using the phone for information sensitive tasks
like banking, but not for other tasks such as online shopping.

• “On smartphones some tasks like banking, checking emails and instant messaging are
easier and accessible faster than by laptop. However, online shopping I do more on
laptop because it seems more “secure” (P35)

Trust was another concept participants wrote about in the survey. Reeder et al.
found that users relied on site reputation, which was a major factor in them proceeding
through warnings on trusted sites [20]. This concept of trust in decision making holds
true to the beliefs of the study participants, with some participants trusting the security
of performing tasks on one device over another.

• “I do not trust banking as much on my smartphone as I do on my laptop. Due to the
smartphones portability it is much easier to lose/steal which makes me anxious” (P5)

However, our findings indicate that more participants reported frequent banking
on their smartphones over laptops and desktops – some citing convenience of banking
applications for the phone. It is possible that they place trust in the security of the banking
applications.

Users asked about their normal behavior when acting on a pop-up notification gen-
eral reported ignoring such messages those who discussed the possibility of accepting
messages were careful to note that they would only do so if they trusted the website.

• “Whether or not I would agree depends on the site typically -> e.g. if it’s something
a trust or regularly used. In this case I agreed to the mobile one because it was quite
large and obtrusive” (P9)

• When answering the questions about normal responses to pop-ups from both own
phone and own laptop, one participant noted “I close them or ignore them, unless they
are from a website that I trust” (P30)

5 Discussion and Conclusions

Habituation was a major theme in many of the findings of research papers examining
user responses to browser warnings, and it was also a theme in our study. Many users
are accustomed to entering certain personal information on a daily basis for a variety of
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reasons, or are asked to consent to a variety of consent dialogs, such as end user license
agreement (EULA) dialogues, or cookie notifications.

In our study we found that the majority of participants either did not even notice the
cookies notification or that they ignored the notification entirely. Most of the participants
did not notice the TLS warning warnings in the laptop task. Why is this an important
issue? When prompted for information in a way that seems familiar to them users may
fill in personal information and consent without knowing first what they are consenting
to, and how their information is going to be used.

This was an in lab study – participants were not completing the tasks on their own
equipment; as a result they might be more conscious of, and react differently to browser
warning (not secure) on their own laptops, and might not be so quick to ignore or click
accept on cookie notifications on their own machine. With these issues in mind we
designed the task as a scenario where the participants are imagining they are at home on
their own devices. We also included questions in the survey asking participants if they
would behave differently on their own devices – for the most part people reported they
would behave in the same or a similar manner.

We chose this approach because of the richness of the data it allowed us to collect,
giving us deep insight into participants’ choices and decision-making process. However,
this approach limited the quantity of data we were able to collect. The small sample size
meant an even smaller number noticed cookies and the TLS warning message. However,
our analysis gave us insight into how users have been habituated to such notifications
and have adopted different strategies, including ignoring all notifications unless action
needs to be taken in order for them to meet their goals.

In the context of the simple task in this study, ignoring warnings or messages or
accepting them without understanding the implications may not have such immediately
understood consequences; however it does leave users open to attacks from malicious
threat actors. And if these types of habituated behaviors extend to future tasks, such
as a failure to read the terms and conditions on a standard agreement for travel in an
autonomous car, this could lead to possibly life threatening conditions.

While some individuals would pay greater attention when the stakes are higher,
previous articles have found that even when the user’s own private information, such as
banking information, is at stake there still seems to be a trend towards accepting terms
even if warning pages are present [8].

While it is not currently feasible to examine habituation in user behavior in future
technology scenarios – the novelty of something like a user agreement for rising in
autonomous vehicles would be cause for participants to read something like that in detail
and it would take time for users to become habituated to suchmessages - it is important to
keep current studies of habituation in mind when designing end user license agreements
for future technologies as well as designing alerts and notifications related to privacy
and security.

Our study showed that there are differences in the tasks people do on different
form factors as a result of five considerations: convenience, context, privacy, security
and trust. These considerations have implications for technology design. For example,
several study participants reported not wanting to do tasks they considered sensitive on
their phones, demonstrating a belief that one type of device is more secure than the other.
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These beliefs could carry over to future technological design, whereby users may place
more trust on devices that have larger screens or devices that are in their home, which
could have broader implications.
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Abstract. Humans are and have been the weakest link in the cybersecurity chain
(e.g., [1–3]). Not all systems are adequately protected and even for those that are,
individuals can still fall prey to cyber-attack attempts (e.g., phishing, malware,
ransomware) that occasionally break through, and/or engage in other cyber risky
behaviors (e.g., not adequately securing devices) that put even themost secure sys-
tems at risk. Such susceptibility can be due to one or a number of factors, including
individual differences, environmental factors, maladaptive behaviors, and influ-
ence techniques. This is particularly concerning at an organizational level where
the costs of a successful cyber-attack can be colossal (e.g., financial, safety, rep-
utational). Cyber criminals’ intent on infiltrating organization accounts/networks
to inflict damage, steal data, and/or make financial gains will continue to try and
exploit these human vulnerabilities unless we are able to act fast and do some-
thing about them. Is there any hope for human resistance? We argue that techno-
logical solutions alone rooted in software and hardware will not win this battle.
The ‘human’ element of any digital system is as important to its enduring secu-
rity posture. More research is needed to better understand human cybersecurity
vulnerabilities within organizations. This will inform the development of meth-
ods (including those rooted in HCI) to decrease cyber risky and enhance cyber
safe decisions and behaviors: to fight back, showing how humans, with the right
support, can be the best line of cybersecurity defense.

In this paper, we assert that in order to achieve the highest positive impactful
benefits from such research efforts, more human-centric cybersecurity research
needs to be conductedwith expert teams embeddedwithin industrial organizations
driving forward the research.This cannot be an issue addressed through laboratory-
based research alone. Industrial organizations need to move towards more holistic
– human- and systems- centric – cybersecurity research and solutions that will
create safer and more secure employees and organizations; working in harmony
to better defend against cyber-attack attempts. One such example is the Airbus
Accelerator in Human-Centric Cyber Security (H2CS), which is discussed as a
case study example within the current paper.
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1 Why Are Humans Regarded as the Weakest Link
in Cybersecurity?

1.1 Cybersecurity Incidents with Humans as a Cause

There is a proliferation and increasing sophistication of cyber-attack attempts targeted
at individuals and many of these are designed to gain access to accounts and systems
within the organizations they work for. In 2018, over 53,000 financial gain motivated
cybersecurity incidents were reported across only 65 countries [4]. During the same
year more than 990 million records were exposed due to human error [5], and phishing
email rates increased 250%, representing slightly more than one out of every 200 emails
received by users [6].

Login details and passwords were stolen from Sony Pictures in 2015, allowing fraud-
sters to hack-in. A key cause: employees clicking on fake links [7]. The Pentagon net-
work breach, also in 2015, was in part caused by employees being lured by links within
malevolent emails masquerading as genuine communications. Staff not accepting urgent
updates and non-regular scans of websites were cited as a key cause for the personal data
of 157, 000 TalkTalk customers being stolen in 2016. There are many other infamous
examples, including breaches at LinkedIn [8], Marriott [9], Equifax [10], and Yahoo
[11]. These are just some high-profile examples with human vulnerabilities often being
exploited by cyber criminals’ intent at infiltrating organizations to inflict damage, steal
data, and/or make financial gains.

The extent of the problem paints a picture where, at first blush, it seems that cyber-
attackmethods targeted at humans have amuch higher than acceptable chance of success,
with potentially colossal implications for employees and the organizations they work
for. This is in many cases despite positive steps taken by many organizations such as
cybersecurity training and other awareness-based interventions aimed at informing and,
in some cases, educating employees to be more cyber safe. However, these alone do not
seem to be the solution to mitigating human susceptibility to scams and other malicious
attempts to gain access to organization accounts and systems [12]. We suggest that
a better understanding of underlying human vulnerabilities at the individual level is
needed such that bespoke (not ‘one-size-fits-all’) interventions can be developed. And,
that it is especially important to develop, test (and in some cases improve and retest) and
implement these within the context of organizational settings with employees who are
meant to benefit from them the most.

1.2 Why Are Humans Seemingly so Vulnerable to Cyber-Attack Attempts?

In order to understand why humans are, on occasion, vulnerable to cyber-attack attempts
at work, we need to consider a range of factors that go beyond risk and risky decision
making. These include cognitive factors such as awareness, perception, understanding,
and knowledge, environmental (including organizational) factors such as security cul-
ture, and, factors that are likely to increasemaladaptive behaviors such as work pressures
and stresses (e.g., time constraints, high workload).

Some of these factors can be grouped into perception of security risk. Examples
include: level of information and cybersecurity knowledge; psychological ownership of
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work devices; threat appraisal factors; and experience(s) of a previous cyber breach. The
lower a person scores on such dimensions, the higher the risk they present to the cyber-
security integrity of the organization. Incorrect or suboptimal perceptions can negatively
influence cyber decisions and behavior [12–15]). Others are security culture and aware-
ness factors and are related to attitudes that are formedwithin and about workplaces [16].
Attitudes are multidimensional, and influenced by, for example, actions and behaviors
of others (e.g., ‘we all do it so therefore it is okay’, ‘no-one does anything about it so
therefore it must be fine’), ability (e.g., technical expertise or lack of, knowledge of
social factors), and motivation (e.g., job satisfaction, desire to work within and/or excel
in the same company). The more a person adheres to an organizational cultural that does
not engender cyber-safe actions and behaviors, and the less motivated they are about
their job and/or role in the organization, the more likely they are to engage in unsafe
cyber behaviors.

Heuristics and biases in decision making are also likely to increase human vulnera-
bility to succumbing to cyber-attack attempts, and people are far from immune to these
when at work. Examples include: relying more on information that comes to mind easily
(e.g., check email sender details) and missing other possibly very important informa-
tion (e.g., a suspicious hyperlink) (availability heuristic); making decisions based on
the way information is framed (e.g., the system is 95% safe – positive wording, ver-
sus the system is 5% unsafe – negative wording) (framing effect); continuing to invest
into something that is unlikely to result in success in order to try and avoid failure or
blame (sunk-cost effect); and making emotional decisions based upon fear, threat, or
panic (e.g., ‘we could lose the contract if I don’t respond immediately’) (affect heuris-
tic). Another bias, very much rooted in human interaction with interface and computer
mediated communications is the tendency to adopt a trustworthy (truthful) rather than
suspicious stance when interacting with communications (truth default, e.g., [17, 18].
This is related to more automatic heuristic processing where, for example, influence
cues within communications (e.g., urgency, compliance with authority, avoidance of
loss: see [19]) are less likely to be noticed and processed than perhaps more obvious
cues to malevolence such as authenticity cues (e.g., accurate email address). This is a
major parameter of the Suspicion, Cognition, Automaticity Model/SCAM [18]), and a
key challenge is to find ways to encourage humans interacting with computers at work
to take a less trustworthy stance and process information to a deeper level using more
cognitively intensive strategies.

Other factors can also increase human susceptibility to cyber-attack attempts and/or,
in some cases, exacerbate the effects of other vulnerabilities such as using heuristics
and biases in decision making. For example, human individual differences ([19, 20])
such as a high propensity to trust, low self-control/high impulsivity, low self-awareness,
high risk taking, high self-deception, low expertise, and a high need for affiliation, can
increase the likelihood of unsafe cyber behaviors. Williams, Beardmore, and Joinson
[19] also stress the important role of individual contextual factors such as cognitive
overload, financial need, and fatigue, as well as more deep rooted organizational factors
such as hierarchical organizational, individualistic and relational cultural values.

As well as, and in some cases despite, low vulnerability to many/all of the above
factors – maladaptive cybersecurity behaviors can occur as a result of other things that
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are largely out of one’s control. For example, when working: under pressure, with high
cognitive load (e.g., performing a complex task and/or needing to switch to and frommore
than one task), under stress, and in conditions where performance on a demanding task is
interrupted [20]. Such workload related factors can reduce the ability to detect potential
cues to malevolence and lead to cyber risky behaviors, and in some cases exacerbation
of likelihood of falling prey to other vulnerabilities such as cognitive biases. We know
that time pressure can have negative effects on the performance of tasks, and it is argued
(despite little research evidence to date) that those involving human cybersecurity are not
an exception [21].Williams,Beardmore and Joinson [19] posit thatwhen operating under
high workload conditions (e.g., due to high cognitive load, time pressure, and so on) and
even when suspicion is roused, people may feel that they do not have the resources (e.g.,
time) required to try and deal with them in a cyber safe manner, potentially disregarding
or ignoring the possible risks in order to achieve what seems to be the most important
goal, such as meeting a deadline.

Taken together, it really is of little surprise that many humans do and can fall foul
of engaging in unsafe cybersecurity behaviours and that these will be displayed within
workplaces as well as at other times (e.g., at home). Also, many cyber criminals are
aware of at least some of these factors, and can and will exploit them to try and gain
access to computer systems for malicious purposes. However, we – the defenders –
are now more than ever aware of the human vulnerabilities, which in itself is a key
step forward to tacking the issue. That is, if information about the vulnerabilities are
communicated effectively to as many organizations and their employees as possible,
such that socio-technical and not just technical cyber hygiene workplace practices can
become the norm.

2 Humans as a Line of Defence in Cybersecurity: Human-Centric
Cybersecurity Research Within an Industrial Organizational
Setting

It is not enough to simply be aware of human cyber vulnerabilities; we also need to
better understand them and how they manifest within organizations, and to develop
solutions to alleviate their effects within and amongst employees working within orga-
nizations. In this section, we introduce how we are rising to the challenge within Air-
bus with a new Accelerator in Human-Centric Cyber Security (H2CS) The core team
within the accelerator are psychologists with a plethora of research experience and
methods, not only in cyber psychology, but also in areas such as human cognition (e.g.,
perception, attention, memory, decision making), neuroscience, neuroimaging, human-
machine interface (HMI) design, human-computer interaction (HCI), artificial intelli-
gence, automation, and human-robotic interaction. All are embedded within Airbus to
best deliver the outcomes of the accelerator, including a range of research themes and
developing industry-appropriate solutions to tackle and alleviate human cybersecurity
vulnerabilities. ExampleAirbusH2CS research themes (discussed further in this section)
include:

– Developing best-in-class tools to measure human cyber strengths, vulnerabilities and
behaviors (Sect. 2.1);
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– Exploring factors known to cause error-prone and/or risky behaviours in the context
of cybersecurity within industrial organizational settings (Sect. 2.2);

– Developing understandable & trustworthy human-centric cybersecurity communica-
tions that meet the needs of the wider employee base (Sect. 2.3);

– Utilizing the research findings and other best existing human factors principles to
inform the design and ensure the security from a human perspective of HMIs used
within industry-based workplaces as well as HCI principles for using them (Sect. 2.4).

2.1 Developing Best-in-Class Tools to Measure Human Cyber Strengths,
Vulnerabilities and Behaviors Within Industrial Organizational Settings

Most of the human cyber strengths, vulnerabilities and behaviors discussed in Sect. 1.2
are known unknowns; i.e., factors that individually or in combination could cause cyber
risky behaviors amongst employees within organizational settings. However, these fac-
tors will be manifested by some individuals (not all), to different degrees, in different
ways, and under different circumstances. It is therefore crucial to develop measures
to identify vulnerabilities for use within industrial (and related) organizations. These
measures need to speak to a range of questions. For example, are any of the human
vulnerability factors so strong that they will be prevalent across most individuals and
within most organizations? Are some of the factors an issue but not as powerful such that
they are only apparent amongst certain personas and/or very large samples are required
to detect them. Are some of the vulnerabilities different within different departments of
the same organization, and if so, why (e.g., security criticality linked to hardware and/or
software being used and/or developed, level of technical expertise, work cultures)? Are
some of the vulnerabilities more (or less) apparent when individuals work away from
their normal workplace environment? These and other questions need to be answered
in order to identify human-centric cyber metrics to inform the development of solutions
(e.g., interventions) that will be most effective for individuals (bespoke), departments
(wider applicability) and organizations (generic) as a whole.

To begin the speak to these questions, the Airbus H2CS team have developed and
are testing a range of tools to measure human-centric cyber vulnerabilities (as well as
strengths) and risky cyber behaviours amongst people working within industry settings.
For example, the Airbus Cyber Strengths and Vulnerabilities tool consists of a battery of
established scales to measure the influence of demographic factors (e.g., age, gender),
individual differences (e.g., impulsivity, risk taking, decision-making styles), contex-
tual factors (e.g., job role, tools used), as well as aspects of organizational commitment
and job satisfaction, protection motivation (e.g., role in cybersecurity), and knowledge,
attitudes and behaviours (see [22]). The selection of some scales and measures within
this tool have also been informed by well-established theories, such as the Theory of
Planned Behavior [23] and Protection Motivation Theory [15]. Initial findings suggest
that such a comprehensive tool is needed to identify not only factors that strongly predict
cyber risky behavior(s), such as security self-efficacy and psychological ownership of
devices, but also factors that seem to be weak predictors of such behaviors. Correlations
between factors are also being identified and considered during the process of iteratively
developing and streaming the tool. Findings from such tools are being developed into
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human-cyber vulnerability metrics and personas that we are using to develop interven-
tions – bespoke and generic – to mitigate and alleviate vulnerabilities and therefore
human risk of unsafe cybersecurity actions and behaviors.

2.2 Exploring Factors Known to Cause Error-Prone and/or Risky Behaviours
in the Context of Cybersecurity Within Industrial Organizational Settings

When trying to map factors that are likely to increase human cybersecurity vulnerabili-
ties, as well as known unknowns, there are known knowns. By this, we mean factors that
almost universally have a negative effect on task performance, behavior(s) and some-
times well-being, such as when working: under time pressure [24]; with high levels of
stress [25]; under cognitive resource depletion or high cognitive load [26]; and in situa-
tions where tasks are disrupted, for example due to interruption [27, 28]. Despite many
thousands of research outputs on these topics, there has been a dearth of literature and
research on their effects and possible mitigations in the context of cybersecurity. Chowd-
hury, Adam, and Skinner [21] recently conducted a systematic review examining time
pressure effects on cybersecurity behaviour, and identified only 21 relevant articles. Of
these, few used explicit manipulations of time pressure and fewer still included cyber-
security workers focusing instead on, e.g., student and home computer-user samples.
There is much work to be done, and we are tacking this head-on through a number of
cybersecurity themed experimental studies conducted within industrial work settings
that are determining the effects (and boundary conditions) associated with these and
other known knowns.

It is important to add thatmany of the factors are difficult to control,manage or indeed
at an organizational and/or employee level. For example, companies cannot simply
operate in a way that all staff never (or even rarely) work under time pressure and/or with
high cognitive load, and things like interruptions (e.g., emails, drop-in visitors) and other
types of distraction (e.g., having to switch between tasks, background sound/speech) are
often part of the fabric of the jobs of many employees. Thus, solutions need to be
researched and developed to (1) better manage them (e.g., technical solutions to better
schedule when employees engage with computer-based communications such as non-
urgent emails) and (2) help to mitigate their negative effects before, during, and/or after
their occurrence (e.g., interface features that encourage making notes on or committing
important information to memory before switching to another task).

2.3 Developing Understandable and Trustworthy Human-Centric Cybersecurity
Communications that Meet the Needs of the Wider Employee Base

Asquith and Morgan [29] assert that as well as a need to better understand the cyber
strengths, vulnerabilities and behaviours of humans when working with technology
(within a ‘human-centric cyber space’), of paramount importance in cybersecurity
defence is the efficient and effective communication of cybersecurity information
(including metrics derived from e.g., tools such as those discussed in Sect. 2.1) to the
organizations and employees that they are developed for. Noting that solutions may very
well need to be bespoke, for example they may differentiate between technical and less
technical employees and adjust the terminology used, accordingly. As much as targeted
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cybersecurity communications may be effective at individual team levels, solutions need
to be developed and implemented on a wider scale to instill and/or improve the cyber-
security culture of the organization [30, 31], by for example, encouraging employees to
engage more with each other about cybersecurity information.

The communications need to be up-to-date and clearly linked to the technologies
and systems they represent. Those intended to benefit from the communications (i.e.,
employees) should be able to easily interpret and understand them to a meaningful level.
To protect against a successful attack, those interacting with the communications (e.g.,
employees) need to understand the value of the system or data to potential attackers,
vulnerabilities in the attack surface and the resources available to potential attackers to aid
them in a successful breach [32]. This more tailored use of human-centric cybersecurity
communications will be more likely to support decision making than is the case with
many existing systems andmethods, by developing a resistant defence rather than purely
quantifying and displaying risk factors.

An approach we are adopting within H2CS, to develop effective human-centric
cybersecurity communications is one of co-development with the people who are meant
to benefit from them. For example, understanding the effectiveness of presenting risk
information in improving security behaviour is only possible by measuring effect or
through receiving feedback from staff members, themselves. This process will help to
increase the feeling of job involvement and commitment [33], which has been shown to
improve cybersecurity awareness and behavioral intentions [34, 35].

2.4 Drawing upon Research Findings and HCI Principles to Inform the Design
of More Secure HMIs for Use by Employees Within Industry Settings

There will always be some human cyber vulnerabilities that cannot be mitigated by
solutions informed by the key known unknowns and known knowns, discussed above,
and/or with improved methods and content of communication to the wider employee
base. For example, behaviours and habits that can be so hard to break (e.g., Einstellung
effects, and so-called hard-grained task performance strategies that are difficult to break
evenwhen an alternative strategy ismore beneficial) that hard constraints (i.e., changes to
a task or process that prevent certain actions) need to be considered. By hard constraints
here, we refer to HMI features that prevent people from doing certain things (e.g.,
replying to an email without verifying the credentials of the sender) in order to reduce
risky actions and behaviors and encourage people to learn from the hard constraints and
try to apply characteristics of themwhen performing other tasks. It could be beneficial to
add a hard constraint(s) to some aspects/features of HMIs – e.g., to access HMI features
that could be targeted by cyber criminals online and/or when working with sensitive data
on a device that could be targeted.

Hard constraints such as information access costs (e.g., masking information with
a small time and mouse/cursor cost to uncover it) and implementation costs (e.g., a
time cost to implement an action(s) such as when trying to reply to an email from a
non-verified sender), can lead to powerful shifts to cognitively effortful information
processing strategies. This shift discourages automatic surface processing strategies that
are known to lead to risky cyber behaviours [18]. Such HMI design principles are known
to encourage more task-relevant, planned behaviour and more intensive memory-based
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processing that can, for example, protect against forgetting important information after
a task is interrupted [28] and improve problem solving behaviours [36]. The benefits
of such methods have been demonstrated multiple times using basic laboratory tasks
([28, 36–40]). What we aim to understand within our current studies is whether, and
if so to what extent, such manipulations of HMI hard constraints can encourage more
cognitively intensive strategies that will encourage humans to act and behave even more
securely in HCI situations within workplace settings.

3 Conclusions

We do not dispute that humans possess a number of characteristics and limitations
that increase vulnerability to cyber-attack methods. Statistics relating to humans being
involved in successful cybersecurity breaches are staggering and very alarming. Within
the current paper, we have presented and discussed a number of factors that can likely
account for many of the human vulnerabilities that have resulted in such breaches within
organizations, with the exception ofmoremalicious insider threat factors that are beyond
the scope of the current paper. Vulnerabilities such as: suboptimal perceptions of security
risks; issueswith security awareness and culturewithin some organizations; overreliance
on flawed heuristics and decision making biases; individual differences in relation to
factors such as risk tasking, impulsivity, trust, and self-awareness; and, maladaptive
behaviors due to factors such as time pressure, high cognitive load, high stress, and
working under conditions where interruptions and distractions are prevalent.

A number of these issues are receiving some research attention, but there is much
work to do. Like us, other researchers are acknowledging that humans have the potential
to be a solution and not a problem to a number of cybersecurity challenges [41]; in fact,
somehave been suggesting this for quite some time [1], although doubts have been raised.
In a number of cases, some factors are being examined in relative isolation to others, such
aswork that often focuses on a subset of individual differenceswithout considering others
that might also explain risky cyber behaviours. Some research is perhaps too focused
on human vulnerabilities without consideration of environmental or situational factors,
and vice versa. Whilst not a criticism per se, far too much research involves studying
population samples (e.g., university students) that are not representative of the sectors in
which possible solutions to human-centric cybersecurity issues are intended to benefit,
such as workplace organizations and the employees who work within them. We need to
embrace the idea that humans can be a significant part of the solution to cyber-attack
attempts as advocated by others [1, 41], and drive forward with cutting edge research
that tackles the wider range of human cyber vulnerabilities discussed within the current
paper.

Within the current paper we discuss a step-change involving human factors psy-
chology research in the context of cybersecurity conducted for and within an industrial
organization with potential wide-ranging benefits to other organizations and workplace
settings. Airbus have established a first-in-class Accelerator in Human-Centric Cyber
Security (H2CS) with a core team of psychologists driving forward and working with
others on research to examine human cyber vulnerabilities within workplace settings
and to develop interventions to alleviate and in many cases mitigate many of these vul-
nerabilities. The team are working on a number of research projects to develop and test
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industry-appropriate solutions to tackle and alleviate human cybersecurity vulnerabili-
ties. These include: best-in-class tools to measure human cyber strengths, vulnerabilities
and behaviors that also consider workplace environmental factors; investigating factors
known to cause risky behaviours in the context of cybersecurity within workplace set-
tings; development of understandable & trustworthy human-centric cybersecurity com-
munications that meet the needs of the wider employee base (Sect. 2.3); and implement-
ing and testing human factors HMI and HCI techniques that discourage sup-optimal and
trusting information processing strategies and instead encourage more effortful cogni-
tive strategies that encourage people to think deeper about the decisions they make and
actions/behaviors they engage in. Within the paper, we have provided insights into these
research projects to not only promote the work of the accelerator, but also to encourage
others to be involved and to consider the value of human-centric cybersecurity research
embedded within organizations.
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Abstract. Cybersecurity training and awareness programs can act to exacerbate
rather than improve the cybersecurity threat posed by naïve and non-malicious
actions of employees [1, 2]. Employees report being unable to keep up with cyber-
security demands while also managing their core workload [1]. Cyber Fatigue
is a weariness, aversion, or lack of motivation regarding cybersecurity [3]. It
manifests due to overexposure to cybersecurity and a lack of available cogni-
tive or workplace resources to cope with its demands. The current study examined
the effect of non-attitudinal fatigue, which results from repetitive cybersecurity
actions, on password-creation behaviour. Data collection involved an online exper-
imental task and a set of standardised and adapted psychometric measures. Based
on previous research [4, 5], cyber fatigue was induced in the two experimental
conditions using a CAPTCHA task. The study was completed by 187 (97 male,
90 female) employed adult participants. However, we found no significant rela-
tionship between depletion and password creation behaviours. Our findings have
important practical implications for interventions and provides insight for training
aimed at improving employee behaviour.

Keywords: Cyber fatigue · Cybersecurity · Information security · Fatigue ·
Employee behaviour

1 Introduction

Employee behaviour continues to be a risk to workplace cybersecurity. In 2019, 47%
of global cybersecurity decision makers reported insider threat to be the biggest risk
to their organisation’s security [6]. Moreover, the majority of these threats arise from
naïve and accidental behavior [6, 7]. Businesses invest in security education, training,
and awareness (SETA) programs to inform their employees and best equip them for the
challenge of evolving cybersecurity threats but, despite this effort, employee behaviour
remains a potential source of security breaches for organisations [6].

An important and somewhat paradoxical observation is that cybersecurity SETA
programs can serve to exacerbate rather than improve employee behavior, particularly
when they lead to fatigue and disengagement from cybersecurity concerns [2]. Why
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this occurs has been a focus of recent research, with Choi, Park [8] describing privacy
fatigue as a state of detachment from privacy concerns arising from an over-supply of
security information. A related term, breach fatigue has similarly been used to describe
feelings of nihilism and inevitability regarding cyber incidents, where individuals start to
believe nothing they can do can mitigate the threat [8]. Others attribute fatigue to a lack
of awareness of threats [1]. These approaches largely focus what factors influence an
employee’s attitude, and how their attitude results in poor cybersecurity behaviours. This
focus means they can miss the non-attitudinal instances of fatigue [3]. Such instances
can occur when employees are cognitively or physiologically tired of performing the
often repetitive actions required to maintain cybersecurity, without necessarily forming
a poor attitude [3, 9]. To capture these non-attitudinal instances of fatigue alongside
these more specific conceptualisations, Reeves, Calic [3] offer a more encompassing
four-component model. This approach describes cyber fatigue as:

A weariness, aversion, or apparent lack of motivation in regard to cybersecurity,
which exists not solely as a result of individual predispositions, but primarily
because of prior overexposure to cybersecurity or lack of available cognitive or
workplace resources. [3, p. 6]

The following sections outline previous research in this area and the Four-Component
Model of Cyber Fatigue to be empirically examined.

1.1 Non-attitudinal Cyber Fatigue

Many existing approaches to employee cybersecurity disengagement focus on the atti-
tudinal factors that limit employee compliance, such as employee value-perception of
cybersecurity [2], a lackof employee awareness [1], or appreciationof cybersecurity [10].
In these approaches poor employee behavior is commonly attributed to a lack of aware-
ness or, especially, motivation [See 11–14]. In contrast, non-attitudinal approaches con-
sider the work-related factors that contribute to employee non-compliance with cyber-
security demands [3]. Examples of this are based on workload models and include ego
depletion and habituation. Respectively, these refer to the worsening of employee deci-
sion making due to an exhaustion of cognitive resources and the diminishing strength of
orientation towards stimuli which are familiar [4, 15]. These non-attitudinal disengage-
ments can result from cybersecurity demands, such as performing repetitive or intensive
security processes [16]. It is possible that an employee can be fatigued by the constant
effort required to maintain good cybersecurity (e.g., choosing new passwords, checking
emails for authenticity), while simultaneously having good awareness and a positive
attitude towards cybersecurity as a whole. Approaches that focus solely on attitude and
motivation may miss these cases of employee disengagement.

Incorporating non-attitudinal factors of fatigue with existing approaches into a sin-
gle model allows for an explanation of otherwise conflicting observations. For example,
some authors have suggested that, due to the increased chance of people adopting tech-
nologies they have control over [see 17, 18], fatigue should be eased by granting greater
agency to employees regarding their cybersecurity behaviours [19]. However, as this
could be seen as increasing the decision-making load on the employee, others have
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suggested taking the decision-making ability away wherever possible [1]. These contra-
dictory recommendations make the literature hard to apply by business and employees.
The four-component model suggests that both recommendations can be appropriate
depending on what is the cause of the fatigue [3]. If employee disengagement is due to a
perceived intrusion of cybersecurity into their job role [19], the former recommendation
would be appropriate. If it is instead due to an overload of cybersecurity responsibil-
ity [20], the latter would be appropriate. This approach highlights the importance of
determining the cause of the behaviour and aligning interventions appropriately.

The four-component model was developed through literature review methods [21]
and has yet to be examined empirically [3]. One of the key tenants of the model, that the
non-attitudinal factors of poor employee behaviour such as ego depletion require greater
research attention, is the focus of the current study.

1.2 Ego Depletion and Cybersecurity

The phenomenon of ego depletion and the concept of self-regulation continue to be
topics of considerable discussion [9, 22–24]. Self-regulation tasks refer to “processes
by which the self intentionally alters its own responses, including thoughts, emotions,
impulses, performance, and behaviours” [9 p. 79]. The limited strength model holds
that performing these tasks requires the use of a limited resource which, once depleted,
impairs future self-regulation behaviours [9]. Specifically, the model focuses on effortful
self-regulation (i.e., not autonomous). In this way, two processes can be identified as
types of non-attitudinal cyber fatigue: ego depletion and habituation. Respectively, they
can be considered the conscious and unconscious components of non-attitudinal cyber
fatigue. The standard depletion effect is well replicated: exertion of effort on a task
inhibits performance on subsequent tasks [9, 23–25]. While the reason for this effect
was originally believed to be due to depleted cognitive resources, it is now believed that
the brain is instead acting to conserve available resources as a result of unsustainably
high resource consumption. Baumeister and Vohs [9] and Dang [24] present in-depth
and up-to-date accounts of ego depletion.

While the mechanism underpinning depletion effects is still contested, the outcomes
of a depleted state are well replicated. Depleted individuals perform more impulsive
behaviours [26, 27], likely because their ability to control such impulses is inhibited [9].
They are also less likely to comply with social norms [9, 28], more likely to give up on
difficult tasks [29], and to relay on shortcuts and biases in decision making [30].

There are limited studies available applying the limited strength model approach to
a cybersecurity context. Groß, Coopamootoo [5] found individuals depleted by a Stroop
task created weaker passwords than non-depleted individuals. Surprisingly, they also
found a small amount of depletion resulted in slightly stronger passwords, which the
authors attributed to a cognitive stimulation effect [16]. While Groß, Coopamootoo [5]
used standard psychological methods in the form of a Stroop task to induce depletion,
Coopamootoo, Groß [4] demonstrated this effect could be observed following a single
CAPTCHA task, a task that is common in real-world password creation contexts. A
recent extended report called for further studies examining the effect of depletion on
cybersecurity behaviours [20]. As ego depletion has been identified as a type of non-
attitudinal cyber fatigue, this led to the present study.
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1.3 The Current Study

This study is the first empirical examination of elements included in the four-component
model. We examine non-attitudinal fatigue, focusing on the effect of ego depletion
on cybersecurity behaviours. The study replicates the design of Coopamootoo, Groß
[4] in a more ecologically valid context: participants completed a password creation
task they believed to be for a real account. The outcome cybersecurity behaviour is
password creation. For assessment of password strength, many previous studies use
only the complexity of the password itself to estimate its strength. However, other factors
outside of the content of the password are critical to establishing its strength. Firstly,
whether a password is the same as one used on another account will influence how
‘strong’ it is, especially if the other account is compromised. For example, a workplace
password W4gb-enamel@ achieves a perfect zxcvbn score of 4/4. However, if it is the
same as a password used for a breached social media account, it cannot be considered
‘strong’. Likewise, if the employee writes this password down it may also no longer be
considered ‘strong’. For specificity, password entropy are used to refer to the complexity
of the content of the password, while reuse and likelihood to record are used to refer to
the other factors of password strength.

As the outcomes of ego depletion include regression to the status quo and greater
reliance on shortcuts [24], it is necessary to examine whether these outcomes of the
depleted statemanifest in a cybersecurity context as, respectively, a greater likelihoodof a
password being reused (status quo) orwritten down/recorded inappropriately (shortcuts).
In addition to applying their design in a more ecologically valid context, the current
study expands on Coopamootoo, Groß [4] by also examining these additional factors of
password strength. Following the results of Coopamootoo, Groß [4], and the established
outcomes of depletion [9, 20, 24], it is expected that:

H1) Greater non-attitudinal fatigue, in the form of depletion, will be associated
with poorer cybersecurity behaviours. Specifically, greater levels of depletion will be
associated with:

a) lesser password entropy,
b) greater likelihood of recording the password (e.g., writing it down), and,
c) greater likelihood of the password being a reuse of an existing password.

2 Method

2.1 Participants

A total of 187 participants were recruited via the online platform, Prolific. Participants
were required to be employed in a role that requires the use of a computer and over
the age of 18. Basic demographic data were gathered, including age group, gender, and
nationality. In regard to gender, an option for “other/prefer not to say” was provided but
was not selected by any participants. Ethical approval was provided by the University of
Adelaide, School of Psychology, Human Research Ethics Subcommittee. Participants
took an average of 27 min to complete the study, which included some additional tests
for ongoing studies. As shown in Table 1, the demographic characteristics of the sample
represent a broad spectrum of employees.
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Table 1. Demographic characteristics of the sample.

Variable Frequency %

Gender

Male 97 51.9

Female 90 48.1

Age

19 or under 6 3.2

18–29 71 38.0

30–39 72 38.5

40–49 20 10.7

50–59 15 8.0

60 or over 3 1.6

Nationality

Australian 9 4.8

United Kingdom 122 1.6

United States of America 53 65.2

New Zealand 3 28.3

2.2 Procedure

As shown in Fig. 1, participants were randomly allocated to one of three groups: exper-
iment group A (n = 62), experiment group B (n = 65), and the control group (n = 60).
Each group followed an identical procedure, save for a CAPTCHA task.

Fig. 1. Overview of experiment procedure

Participants in group A completed three picture CAPTCHA tasks in sequence, and
those in group B completed six. Participants in the control group were not shown the
CAPTCHA task and were taken directly to the portal following the demographic ques-
tionnaire. Following the post-task manipulation checks, the participants were provided
a full debriefing, including an explanation of how the researcher is only able to see
the strength rating of the chosen password and not the password itself. The debriefing
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explained that all participants would be automatically entered into the draw to win the
gift card, regardless of what action they took at the portal. Despite what it said on the
portal, participants are informed there was no need to log in at a later date. They were
then given the choice to continue with the survey or withdraw. At the end of the study,
participants were given the opportunity to provide feedback via an open-ended field, and
these responses were analysed for any negative perceptions of the study design. No par-
ticipants expressed issues with the process, with many saying they found the procedure
engaging. Intent to record and reuse were measured via self-report items.

2.3 Materials

CAPTCHA Depletion Task
Following Coopamootoo, Groß [4], the depletion task consisted of a series of picture
CAPTCHA tasks. Picture CAPTCHAs present users with a collection of 9 similar
images. They are then asked to select all images that meet a certain condition. Pic-
ture CAPTCHA tasks were chosen over text CAPTCHAs as they were found to be
more effective by Coopamootoo, Groß [4]. Picture CAPTCHAs are also more relevant
to real-world contexts as text-CAPTCHAs are becoming increasingly rare [20].

Manipulation Check: Brief Moods Inventory and the NASA Task Load Index
TheNASATask Load Index (NASATLX) [34], assesses workload via the dimensions of
Mental Demand, Physical Demand, Temporal Demand, Performance, Effort and Frus-
tration. These dimensions are rated using a visual analogue scale. The TLX is presented
after the gift card portal, at point 6 on Fig. 1. Participants are therefore rating the work-
load of what they have completed at points 2–5 (refer to Fig. 1). As the CAPTCHA
task is the only point of difference between the groups, the difference in TLX ratings
can be used as a measure of the difference in workload placed on participants by the
CAPTCHA tasks.

To examine the effect workload has on the mood of the participants, the Brief Moods
Inventory (BMI)was used as a pre and post-taskmanipulation check. The BMI is a short-
form of the Brief Moods Introspection Scale and asks participants to rate their mood in
regard to keywords such as excited, tired, thoughtful, and happy [35].

Gift Card Portal
The portal presented an opportunity for participants to enter the draw to win one of
three gift cards, each valued at $100AUD. The portal required the participant to create
a password to register an account. Its function is threefold:

1. To provide a legitimate chance to enter the draw and continue with the survey;
2. To analyse the complexity of the password solely on the participants device; and,
3. To return the strength rating of the password to the survey system for later analysis.

To achieve point 1, the portal was hosted on its own domain name to differentiate it
from the rest of the survey. SSL authentication was used to encourage participant trust
in the site and to match real-world conditions. Furthermore, on choosing to take part
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in the study, participants were informed that the study includes a chance to win one of
three gift-cards. This served to ensure participants were not surprised to see the portal
appear and were not suspicious of it. The participant ID was prefilled for participants.
Participants were reminded that this password is separate from the password they use on
the survey platform, to avoid confusion. The password strength estimation tool, Zxcvbn
[33], was used to facilitate point 2. Query strings were used to enable point 3.

The portal advised participants that they would need to log into it later to check if
they had won the draw. This was to more closely match real-world conditions by adding
a small amount of value to the account they create. Participants did not, in fact, need
to log into the portal later, and this was fully explained in the debriefing. Instead, the
winner of the gift-card drawwas advised via a directmessage over the survey recruitment
platform, Prolific. An image of the portal is shown in Fig. 2.

Fig. 2. An example of a picture CAPTCHA and the gift card portal.

To enable a client-side analysis of the chosen password, the website contained a
copy of zxcvbn [33]. A client-side analysis is where the password analysis occurs on
the participant’s device and is never sent to the researcher’s server. This ensures the
researcher cannot access participants’ passwords and serves to ethically facilitate the
analysis of the passwords. Once the analysis completes (<1 s), the participant is taken
back to the survey platform. The result of the analysis is sent to the survey system using
a query string.

Password Strength Estimation and the Zxcvbn Password Strength Estimator
Multiple solutions for client-side analysis of participant passwords are available. The
zxcvbn tool, developed by Wheeler and Dropbox Inc. [33], was chosen over a neural
networks approach [e.g., 32] or Shannon Entropy [e.g., 31] as it has demonstrated similar
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accuracy in workplace contexts as the former, while its ability to incorporate higher-level
factors, such as dictionary words, overcomes the limitations of the latter. It achieves this
while being fast, light, and easy to deploy in a web-application [33].

In the present study, zxcvbn produced the strength of the provided passwords as a
log10 of the raw number of guesses it would take to guess the password, as used in
Coopamootoo, Groß [4] and recommended by Groß, Coopamootoo [20]. Zxcvbn also
expresses the log10 number of guesses as a number from 0 to 4, as a rating of password
strength.

3 Results

Analysis began by checking assumptions for parametric testing. Themajority of the vari-
ables were non-normal, resulting in non-parametric tests used in most cases. Summary
of descriptive statistics are presented in Table 2. The largest group of participants created
a password of strength 1 (out of 4). The majority of participants (56%) indicated they
used a password that they use on another system, partially or completely. Approximately
30% indicated they intended to record the password they chose.

Table 2. Descriptive statistics for strength rating, reuse, and intent to record (N = 187)

Variable Frequency %

Password strength rating (0–4)

0 14 7.5

1 76 40.6

2 45 24.1

3 40 21.4

4 12 6.4

Reuse

Unique password 83 44.4

Partial reuse 44 23.5

Exact reuse 60 32.1

Intent to record

No 132 70.6

Yes 55 29.4

3.1 Manipulation Check

The purpose of the CAPTCHA task was to induce depletion in the participants and
observe the effect on password creation behaviours. To check the depletion was suc-
cessful, NASA TLX and BMI scores were analysed across the experiment groups. As
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the NASA TLX distribution was non-normal, a Kruskal-Wallis test was performed. The
shape of the distributions was compared across groups and found to be sufficiently sim-
ilar to allow the analysis to proceed. Group membership significantly predicted scores
on TLX dimensions Mental Demands, Effort, Frustration, Physical Demands, and total
TLX score, but not Temporal Demands and Performance. Group membership predicted
scores on the BMI happy, calm, and excited subscales. Participants in the CAPTCHA
groups reported being less happy and calm following the task than before, while the con-
trol group reported a positive change in thesemood states. Participants in the CAPTCHA
groups reported expending greater effort, greater levels of frustration, and greater levels
of mental and physical demands, than the control group, indicating the manipulation
was successful. Unexpectedly, group membership did not significantly predict scores on
the BMI tired or worn-out subscales. Table 3 presents the results of the manipulation
check.

Table 3. Summary of Kruskal-Wallis tests of groupmembership predicting NASATLX and BMI
score

Manipulation check item X2 Group meansˆ

Control Group A
(3 CAPTCHAs)

Group B
(6 CAPTCHAs)

NASA TLX 7.35* 29.51 34.40 38.03

Effort 12.34** 35.68 56.07 75.90

Frustration 7.89* 27.80 57.02 94.86

Mental demands 7.08* 48.88 61.64 81.92

Physical demands 6.37* 10.37 2.82 13.20

Temporal demands 1.35 32.17 40.64 36.12

Performance 1.14 287.7 297.8 268.4

BMI

Happy 10.49** 4.40 −5.51 −6.00

Excited 7.49* .75 −4.29 2.37

Calm 6.29* .10 −3.81 −9.03

Worn-out 5.01 −11.70 −5.68 −5.32

Thoughtful 5.01 6.82 −2.79 3.71

Angry 4.63 .22 −1.87 .69

Tired 1.90 −11.00 −6.03 −6.06

Sad 0.37 −5.68 −3.50 −2.82

* significant at the 0.05 level; ** significant at the .01 level ˆBMI means are reported as the mean
change in BMI rating after the task. Note: Degrees of freedom is 2 for all measures.

In regard to the TLX items, pairwise comparisons indicated that the control group
and group B were significantly different on all TLX items, however group A was not
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significantly different from either for most TLX items. This was mostly due to the
mean of group A being equidistant from the control group mean and the group B mean.
An example of this is presented in Fig. 3. While this difference was not statistically
significant, possibly due to smaller sample size, the relationship is consistent with the
expectation that the conditions for group B would have more effect on mood than the
control group, and group A would be somewhere in-between.

Fig. 3. Mean of effort expended in the task as reported by participants

In regard to theBMI subscales, pairwise comparisons indicated that the control group
differed from group A and B, but group A and B did not differ from each other, for most
of the subscales. An example of this is presented in Fig. 4.

Fig. 4. Mean change in happiness following the task across experiment groups
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3.2 Zxcvbn Password Score

A one-way ANOVA was performed to examine the effect of group membership on
the entropy of chosen passwords (as measured by the log10 of the number of guesses
needed). Groupmembership was not associatedwith a significant difference in password
entropy, F(2, 185) < 1.

3.3 Password Reuse and Intent to Record

Chi-square tests of independence were performed to examine the relationship between
groupmembership and the two robustnessmeasures: password reuse and intent to record.
Group membership was not associated with any difference in password reuse, X2(4) =
3.13, p = .536, nor intent to record, X2(2) = 2.37, p = .306.

4 Discussion

This study is the first to empirically examine the four-component model of cyber fatigue.
Contrary to our hypothesis, no relationship was found between depletion level and pass-
word creation behaviours. The following sections outline possible explanations for this
result, with implications for the four-componentmodel, future study designs, and applied
considerations.

4.1 Password Creation and Self-regulation

Self-regulation tasks require individuals to deliberately regulate themselves, such as
overriding an impulsive behaviour or suppressing an emotion [36]. In particular, deple-
tion effects occur primarily for effortful self-regulation tasks [9]. In the current study,
and based on previous research [4, 20], a CAPTCHA task was used as the depleting task.
The results of the NASA TLX in the current study support its use as a depletion task.
Given previous research which noted that password creation is cognitively effortful and
requires considerations of complexity, attack vectors, and use-cases, we hypothesised
that the task would be hindered in a depleted state [5]. However, our findings suggest
this may not always be the case. Password creation behaviours seemed unaffected by
depletion, perhaps, indicating that the task did not require as much, or any, cognitive
effort.

A potential explanation comes from the other type of action fatigue identified in
the four-component model: habituation. As passwords have become commonplace in
the daily lives of individuals, password creation behaviours may be highly habituated
[37]. If this is the case, when individuals receive a password-creation prompt, they
will perform a largely pre-determined behaviour. That is, they will either use the same
password they always use, or create a password based on a habituated pattern (e.g., the
same word with different numbers or symbols). For these individuals, password creation
behaviours are not cognitively effortful self-regulation tasks. Instead, they are habituated,
almost unconscious, behaviours. Similar results have been found in other domains of
cybersecurity,where individuals unconsciously accepted or dismissed securitywarnings,
having no memory, when asked later, of doing so [15].
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4.2 Methodological Considerations: Participant-Aware Vs. Participant-Unaware
Design

Password creation behaviours being the result of habituated, automatic processes may
explain the lack of relationship between depletion level and outcome behaviours in the
current study. However, the question remains as to why our findings do not match that
of previous, similar studies. While research on ego depletion and password behaviour
is limited, two recent studies found depleted individuals created significantly weaker
passwords, where depletion was induced using validated psychometric tools [5] and
later a CAPTCHA task [4], as used in the current study.

This inconsistencymay be explained bymethodological differences. Due to practical
and ethical considerations, previous password creation studies task participants with
creating a password in a context where they are aware that the password they created was
viewed and assessed by the researcher [4, 5, 20]. These will be referred to as participant-
aware designs. These designs are common due to the difficulty of deploying large-scale
studies where the created password can be assessed automatically, without any action
from the researcher [38]. However, recently new tools have been developed that enable
the strength of passwords to be assessed, without the researcher needing to view the
password, and indeed without the password ever having to leave the participant’s device.
The use of the zxcvbn tool allowed the current study to assess the created passwords
completely client-side. This made it possible to run a study where participants were
unaware that the password they were creating was to be assessed for its strength, or
even that the password creation task was part of the study. Therefore, the current study
utilised a participant-unaware design.

While the intent was to replicate the findings of previous studies using amore ecolog-
ically valid task, the change to a participant-unaware design may explain the difference
between the current findings and previous research. In participant-aware designs, the act
of creating a password may become a self-regulation task, simply due to participants
being aware that they are being assessed. That is, when an individual is presented with a
password-creation task, where they know their response is being recorded, some may be
hesitant to provide a password they use in day-to-day life, as theywouldn’twant this pass-
word to be known. Others may not be as concerned about giving away their passwords,
but they may wish to do well at the task, and so provide a password that is stronger than
one theywould normally use. In both scenarios, the individuals are overriding their initial
impulse to perform a habitual behaviour to perform a ‘better’ behaviour. In this way, the
password-creation task becomes a self-regulation task. In a participant-unaware design
no such overriding-of-habit is required, and participants fall back on their habituated
behaviours. Therefore, in participant-unaware designs, password creation ceases to be a
self-regulation task. This may explain the lack of a relationship between depletion level
and password creation behaviours in the current study, and the significant relationship
found in previous studies [4, 5, 20]. If this is the case, there are considerable implications
for practitioners. Counter to intuition, employees may not create better passwords when
they are less depleted. Instead, focus should be placed on altering habituated behaviours.
As this was not the original purpose of the study, future studies should look to confirm
this hypothesis.



Sleeping with the Enemy 229

4.3 Implications for SETA Programs and Future Research

While it is likely that participant habituation to password creation was behind the lack
of depletion effects observed here, the effect may be moderated by how recently an
employee has received cybersecurity training. That is, individuals who have recently
completed a cybersecurity training program at their workplace, or elsewhere, may over-
ride their habitual behaviour when they are next presented with a password creation
opportunity at work. While this is no doubt the aim of such programs, it also makes
the task a self-regulation task, and therefore within range of depletion effects. Further
research should look to examine the effect of depletion on password creation behaviours
when a previous experience has forced cybersecurity to be salient, such as a recent
training program or intervention.

4.4 Ego Depletion and Mood

Changes in participantmood as a result of depletion did notmatch expectations.Depleted
individuals did not rate being more tired or worn-out following the task but did indicate
they were less happy and less calm. In regard to feeling tired as a result of depletion,
while some previous studies have detected an effect [4], others suggest that the effect of
depletion on subjective mood is so small that it can only be detected in meta-analyses
[9], such as Hagger, Wood [23]. While it may seem intuitive that the tired and worn-out
subdimensions of the BMI would be sensitive to depletion effects, some authors have
suggested that there is no clear subjective state that constitutes a signature feeling of
depletion [9]. Depleted individuals are equally likely to feel greater positive emotions
as negative ones [39], meaning mood scales such as the BMI may be unable to detect
a consistent change in mood in depleted individuals. This appears to be the case in
the current study, even though greater granularity was facilitated through the use of a
visual analogue scale for the BMI items, as recommended by Groß, Coopamootoo [20].
The NASA TLX, being a measure of workload, avoids this issue, and appeared to be
sensitive to depletion effects. The sensitivity of theNASATLX to themanipulation, with
inconsistent results on the mood scale, is consistent with recent arguments that depletion
tasks deplete cognitive resources without necessarily resulting in a predictable, signature
mood state [9].

5 Conclusion

This is the first study to empirically examine an aspect of the four-component model of
cyber fatigue. The model holds that poor employee cybersecurity behaviour resulting
from non-attitudinal factors are under researched in extant literature. Unexpectedly,
cybersecurity behaviour (i.e., password creation) was not influenced by depletion level.
This suggests some cybersecurity behaviours may not be performed as conscious, self-
regulated tasks, but are instead highly habituated. This has implications for practice, as
different interventions will be required to modify habituated behaviours. This also has
implications for future research looking to examine depletion effects in a cybersecurity
context. Future studies should consider whether the outcome behaviour of interest is
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truly a self-regulation task. Furthermore, the effect of recent employee cybersecurity
experiences, such as training, could have the unintended effect where cybersecurity
behaviours become acts of self-regulation, making them vulnerable to depletion effects.
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Abstract. Since information security (InfoSec) incidents often involve human
error, businesses are investing greater resources into improving staff awareness
and compliance with best-practice InfoSec behaviours. This research examined
whether employees who feel that they may be personally affected by workplace
InfoSec incidents are more likely to behave in accordance with those best-practice
behaviours. To further understand this, we also examined organisational commit-
ment and risk perception.Data collection involved an online questionnairemeasur-
ing these constructs in relation to threeworkplace cyber threats: phishing,malware,
and mobile devices. The questionnaire was completed by 269 employed Aus-
tralians. Participants who felt more personally affected by attacks associated with
mobile devices were more likely to report following best-practice behaviours in
that context at work. This was not the case for phishing andmalware attacks. Other
variables, including age, gender, employment level and InfoSec training, were also
found to predict reported compliance with best-practice behaviours, and employ-
ees with more frequent training self-reported poorer compliance. Theoretical and
practical implications are discussed.

Keywords: Risk perception · Organisational commitment · Information
Security Awareness (ISA)

1 Introduction

Today’s increasingly global organizations rely on robust and efficient processes, effective
people, and importantly, secure technology. However, these systems are often threatened
by cyber breaches or attacks. Traditionally, the focus of management on mitigating this
threat has been to implement technological solutions to bolster information security
(InfoSec). Despite these efforts, the number of InfoSec breaches continues to be sig-
nificant. A 2019 Cyber Security Report indicated that 64% of European and 63% of
Asia-Pacific businesses were interrupted by a security breach in the preceding year [1].
Employees have been found to be the most prevalent cause of InfoSec breaches [2, 3].
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This human involvement is rarely malicious, and is instead associated with naïve
and accidental behaviours [4]. As a result, businesses are investing more resources into
training programs designed to teach their staff how to identify and avoid these threats.
To develop effective training programs, it is crucial to understand the factors that affect
employee behavior in an InfoSec context. In particular, the extent to which an employee
understands their role in ensuring their workplace’s information security, and the extent
to which they comply with best practice behaviours, will determine the level of human-
aspects risk present in business [5, 6]. The extent to which an employee is aware-of and
complies-with InfoSec best practice behaviours are together referred to as their Infor-
mation Security Awareness (ISA) [6]. Previous studies have found employee perception
and appreciation of InfoSec risks will influence their ISA and behavioral outcomes [7,
8]. The current study expands on this work by investigating the potentially related role
of organisational commitment, examining employee perceptions of the relatively new
InfoSec risk associated with the Internet of Things, and by investigating a currently
under-studied type of risk perception – that of perceived personal risk. The following
sections will introduce these constructs, with a discussion of previous scholarly work in
the area, and where the current study builds upon previous research.

1.1 Information Security Awareness

ISA is defined by two key components: understanding and compliance. Understanding
refers to “the degree or extent to which every employee understands the importance of
information security, the levels of information security appropriate to the organization,
[and] their individual security responsibilities” [6, p. 289]. Compliance is concernedwith
the level of commitment people have to these best-practice behaviours, exemplified by
following an organization’s InfoSec policies, rules, or guidelines [9]. Therefore, in line
with the Knowledge, Attitude, and Behavior (KAB) model, ISA can be understood as
the combination of a person’s knowledge of, and attitude towards, best-practice InfoSec
behaviours, as well as their compliance with these behaviours [10].

Previous research has looked to identify factors that may relate to better ISA in
employees.McCormac, Zwaans [11] examined individual difference variables and found
greater employee emotional stability, conscientiousness, and agreeableness were all
related to greater ISA. In addition, employees with less propensity for taking risks had
greater ISA [11]. While many relevant factors have been identified, there is a need to
further assess the individual and other factors that may relate to ISA [5].

In addition, there is reason to expect that job role will affect ISA. Pattinson, Butavi-
cius [9] found that bank employees had better ISA compared to the general public. They
explain that this was likely due to their training and work environment, which had strin-
gent InfoSec requirements. This leads us to question whether similar differences would
be present between regular employees and management. Managers and team leaders
may have more experience in their industry or organization, and may have received
more InfoSec training than regular employees. They may also be more invested in the
future of their organization. It is therefore expected that:

H1: Managers and team leaders will have greater ISA than regular employees.
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1.2 Employee Perception of the Internet of Things

While many InfoSec risks are well established, such as phishing and mal-
ware, the constantly-changing nature of the InfoSec landscape means new threats
are emerging [2, 3]. For example, 66% of InfoSec professionals report they consider
the risks associated with the Internet of Things (IoT) to be moderate to extreme [12].
IoT risks are unique, as they involve devices (e.g., mobile devices), that are often located
outside of physically restricted areas (e.g., a restrictedwork building or production floor),
but remain connected to the central work network [13]. Additionally, these devices are
often designed without security in mind, resulting in potential vulnerabilities [14]. Each
device therefore becomes a potential entry point for an attacker.

Being a relatively new threat, employee perceptions of IoT devices are critical to
examining the level of risk they pose. Despite this, human aspects research on the topic
remains limited, with only two previous papers available in extant literature. While not
focusing on employees specifically, Williams, Nurse [15] found that despite indicating
they care about their security and privacy, consumers continue to purchase IoT devices
without checking that the expected security controls are in place. Similarly, Zheng,
Apthorpe [16] found that the general public’s perception of IoT is generally positive,
however many expressed concern regarding privacy and security issues relating to the
technology. For this reason, it may be expected that employees who are more concerned
regarding the risks of IoT devices may be more vigilant, and therefore have greater
InformationSecurityAwareness (ISA).However, this has yet to be examined empirically.

1.3 Perceptions of Risk and the Psychometric Paradigm

People’s perceptions of risk events have been studied in a variety of fields [17]. Risk
is commonly defined as the probability of adverse effects and the magnitude of the
consequences [18]. The Psychometric Paradigm, developed Paul Slovic and colleagues,
is the most established and widely accepted framework to describe perception of risk
[e.g., 17, 19–22]. It identifies eighteen risk perception constructs, which can be explained
by two factors: dread and familiarity. Dread refers to the extent to which someone is
scared, troubled, or generally retracts away from the risk, at the level of a gut reaction.
Dread is often captured by measuring the extent to which someone feels they could
stay calm if the risk event occurred [21, 22]. Familiarity refers to the extent to which
someone feels they have knowledge of the risk, the extent to which they understand it,
and howmuch control they have over it and its consequences [21–23]. The psychometric
paradigm holds that people feel most threatened by risks that are highly dreaded and
unfamiliar [21]. As a result, people may actively change their behavior to avoid risks
that meet these criteria. In the case of InfoSec, threat avoidance behaviours align with
good ISA behaviours (e.g., avoiding the threat of phishing may involve being careful
with the links in emails, which is also a sign of good ISA). Following this theory, greater
ISA can be an outcome of greater threat perception and can be used as a proxy for the
level of threat an individual perceives from an InfoSec risk. It is therefore expected that
individuals who feel more threatened by an InfoSec risk (i.e., perceive greater dread and
unfamiliarity) will have greater ISA:
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H2a: Individuals who report feeling less familiar with InfoSec risks will have greater
ISA.
H2b: Individuals who perceive greater dread regarding these InfoSec risks will have
greater ISA.

1.4 Information Security Risk Perceptions

Previous research has explored InfoSec risk perceptions at a high level of abstraction
[e.g. 24] or has examined the employees’ perception of risk to the organization, and
used this to predict their InfoSec behaviours [8, 23, 25]. For example, employees who
do not believe their organization is at risk of a cyber-attack are more likely to be com-
placent with InfoSec-related matters [25]. However, it has been suggested that perceived
organisational risk is not the only risk perception factor that will influence an employee’s
behavior.

Pattinson and Jerram [8] investigated the InfoSec risk perceptions of 12 employees
from a local government organization. Using the Repertory Grid Technique [26], they
identified 11 items, categorized as ‘Risk perceptions relating to me’. These items refer
to the personal risks perceived by the respondents as a result of an InfoSec risk [8].
It may be expected that individuals who believe they will personally be affected by a
cyber-attack in their organization will be more likely to act more securely. For instance,
an individual who believes their own personal information may be leaked should their
organization’s data be compromised may be more likely to choose secure passwords
and be vigilant against phishing attacks. Although Pattinson and Jerram [8] identified
constructs relating to personal risk as important for InfoSec, they are yet to be studied
in relation to ISA.

A similar studywas conducted by Bulgurcu, Cavusoglu [25], in which 467American
employees completed a survey measuring various factors in regards to their intent to
comply with their organization’s InfoSec policy. The authors found that employees were
more likely to comply with an InfoSec policy if they felt the cost of non-compliance
was great, either because workplace sanctions were severe or because the information
technology systemswere highly vulnerable to attack. They also found that an employee’s
perception of the consequences of non-compliance are influenced by their ISA. While
the results are valuable, their study was limited by the use of a brief, non-validated
measure of ISA designed for the study. The measure also captured ISA at a high level of
abstraction by asking respondents to rate their agreement with items such as: “Overall, I
am aware of the potential security threats and their negative consequences” [25, p. 536].
These items rely on the respondent’s beliefs regarding InfoSec risks, rather than capturing
ISA in a more specific manner. These items are therefore susceptible to response biases
such as the social-desirability bias [5, 27]. Therefore, further research needs to examine
the relationship between personal risk perceptions and ISA with a more comprehensive
measure of ISA that focuses on best-practice behaviours rather than policy compliance.
From a theoretical perspective, based on the factors proposed by Pattinson and Jerram
[8] and the results of Bulgurcu, Cavusoglu [25], it is expected that:

H3: Individuals who perceive more personal risk from organisational InfoSec threats
will have greater ISA.
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1.5 Organisational Commitment

It may be expected that perceived personal risk would be related to the level of com-
mitment an employee has to the business. Organisational commitment refers to how
attached an employee is to their place of work. An employee who is greatly attached
and committed to their workplace should work harder, strive to make fewer mistakes,
and follow organisational policy diligently [28]. Businesses therefore focus on enhanc-
ing organisational commitment to increase productivity and reduce risk and turnover
[29–31]. Organisational commitment has also been associated with greater motivation
to learn in workplace training [32], leading to more positive outcomes of training pro-
grams [33, 34]. In line with these findings, more committed employees may have more
engagement with information-security related organisational training, as well as greater
commitment to follow security policy, leading to greater ISA. However, there is limited
literature exploring the relationship between organisational commitment and ISA

Meyer and Allen [35] developed a measure of organisational commitment, here
referred to as the three-component conceptualization of organisational commitment
questionnaire (3C-OCQ). The 3C-OCQ views organisational commitment as a combi-
nation of the affective, normative, and continuance factors that influence an employee’s
decision to remain in their organization. The affective component concerns the emo-
tional aspects of commitment. The normative component refers to the extent to which
an employee feels that remaining at one organization is expected by society or is morally
right. Finally, the continuance component refers to the more pragmatic reasons an
employee might wish to remain within an organization, such as the difficulty of finding
new work and the cost of moving organizations.

The three-component conceptualization has been examined in relation to ISA only
once. Stanton, Stam [36] studied the relationship between ISA and the 3C-OCQ.
Although the authors reported a positive relationship between organisational commit-
ment and ISA, to date, research has yet to examine the potentially differing relationships
between the three components of organisational commitment and ISA.

Therefore, there is a need to re-examine the effects of the three components of
organisational commitment on ISA using a validated, holistic ISA measure, such as the
Human Aspects of InfoSec Questionnaire [HAIS-Q; 5]. Following Stanton, Stam [36],
it is expected that:

H4a: Individuals with greater affective organisational commitment will have better ISA.
H4b: Individuals with greater normative organisational commitment will have better
ISA.
H4c: Individuals with greater continuance organisational commitment will have better
ISA.

1.6 The Present Study

Building on existing literature, it is expected that employees who feel more threatened by
workplace InfoSec risks will be more likely to be in management positions, have greater
perception of personal risk, perceive a greater risk of the InfoSec threats (i.e., greater
dread and unfamiliarity), and be more committed to their organization. In each case,
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those who feel more threatened should be more likely to take action to avoid the threat,
resulting in greater ISA. This research model and associated hypotheses is presented in
Fig. 1. No study to our knowledge has yet empirically examined these relationships on
a single cohort.

*not directly measured in this study

Fig. 1. Research model and hypotheses for the current study

Since previous research has demonstrated a relationship between ISA, demographic
variables, and InfoSec training [37], these variables are also examined. To test thismodel,
we used three threats, namely phishing, malware, and an Internet of Things (IoT) threat
associated with mobile devices (in the current study, the theft of a laptop). These threats
were selected as the focus of this study as phishing and malware are often identified as
significant threats to organisational InfoSec [1], while the IoT has been identified as an
under-researched threat of concern tomany security professionals [12, 38]. It is expected
that the hypotheses presented above will be consistent across the three threat areas.

2 Method

2.1 Participants

A total of 269 participants (54% males, 46% females) responded to an online ques-
tionnaire. Participants represented all age categories (31% between 18 and 29 years of
age, 28% between 30 to 39, 17% between 40 to 49, 15% between 50 and 59, and 9%
aged 60 and above), and most participants had completed a Bachelor’s degree (26%)
or a post-graduate degree (31%). Approximately 18% had not completed high school
education. Participants were recruited through the researchers’ Facebook pages, and a
closed invitation-only panel recruitment method via Qualtrics. Data collection occurred



238 A. Reeves et al.

in May 2017. Participants were required to be employed in Australia and be over the
age of 18. Basic demographic and workplace data were gathered, including age, gender,
self-reported knowledge of computers, education level, employment level, and work-
place InfoSec training frequency. Approximately 45% of respondents self-identified as
‘Staff/Individual Contributor’ and 55% as ‘Manager/Team Leader’ (definitions were not
provided).

2.2 Materials

The survey consisted of the following measures, each scored on a 5-point Likert scale
(1 = strongly disagree to 5 = strongly agree).

The Human Aspects of InfoSec Questionnaire (HAIS-Q)
The Human Aspects of InfoSec Questionnaire (HAIS-Q) is a 63-item measure of ISA
[5]. For the purposes of this study, 27 items were used, which relate to the three threat
areas examined in this study, namely, Email-use, Information-handling, and Mobile-
devices. These subsections of theHAIS-Q assess ISA in regard to phishing,malware, and
IoT/mobile devices respectively. Previous studies have found Cronbach’s alpha scores of
.78 for the Email-use, .79 for the Information-handling, and .81 for the Mobile-devices
subsections [5]. The Cronbach’s alpha scores obtained in this study were .82, .82 and
.81, respectively. Higher scores relate to better ISA.

Three-Component Organisational Commitment Questionnaire (3C-OCQ)
This scale, developed by Allen and John [39], contains 24 items and measures the
affective, normative, and continuance components of commitment to an organization.
Internal consistency for all three of these components is high, with previous studies
finding Cronbach’s alpha scores of .87 for the affective component, .79 for the normative
component, and .75 for the continuance component [39]. The Cronbach’s alpha scores
in this study were .82, .73 and .71, respectively.

Perception of Personal-Risk for InfoSec Threats Scale (PPRITS)
The Perception of Personal-Risk for InfoSec Threats Scale (PPRITS) was developed for
this study to measure how personally at-risk individuals feel in relation to organisational
InfoSec threats, based on the Risk perceptions relating to me developed theme by Pat-
tinson and Jerram [8]. The scale consists of 11 items adapted from the nine personal
risk perceptions identified by Pattinson and Jerram [8]. Full scale items are presented in
Table 1.

The scale was used to assess each of the three threats of interest: phishing, malware,
and IoT/mobile devices. To assess each threat, a definition of the key term (i.e., phishing,
malware, IoT/mobile devices) was provided, before asking respondents to rate their
agreement with the 11 items relating to personal risk (shown in Table 1). Each item is
measured based on perceived likelihood and severity. The product of the likelihood and
severity ratings are summed to create a total Perception of Personal Risk score, where
higher scores represent greater perceived risk. The definition of themobile devices threat
positioned the threat of a laptop as an IoT-related risk. Participants were asked to rate
the perceived likelihood and severity of consequences for each of the 11 items. The
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Table 1. Perception of Personal-Risk for InfoSec Threats Scale (PPRITS)

Phishing 

Definition: Phishing emails are 

malicious emails which appear to 

have been sent by a known con-

tact or organization. An attach-

ment or link in phishing emails 

may install malware on your 

work network or direct you to a 

malicious website set up to trick 

you into divulging sensitive 

information, such as work pass-

words and account IDs.

Instructions:  

You unintentionally click on a 

link in a phishing email on a 

work device.

Please rate the likelihood and 

severity of the following: (5-pt 

Likert)

Malware 

Definition: Malware refers to 

software which is specifically 

designed to disrupt, damage, or 

gain unauthorized access to a 

computer system or data. Re-

movable media (USB) devices 

can often become infected with 

malware. When connected to a 

work computer, the infection can 

spread to the work network, 

where it can cause data loss or 

leakage of sensitive information.

Instructions:  

You unintentionally connect an 

infected USB to a work comput-

er. 

Please rate the likelihood and 

severity of the following: (5-pt 

Likert) 

IoT/mobile devices 

Definition: The 'Internet of 

Things' (IoT) refers to a network 

of internet-connected devices, 

including laptops, smartphones, 

and smart-appliances. In organi-

zations, IoT devices are often 

located outside of physically 

restricted areas, but remain 

connected to the organization’s 

central network. Each IoT device 

therefore becomes a potential 

point of entry for an attacker, 

allowing them access to sensitive 

information on the organiza-

tion’s network. 

Instructions: You leave a work-

connected device (e.g., Laptop, 

tablet, smart phone) unattended 

in a public place, and it is stolen. 

Please rate the likelihood and 

severity of the following (5-pt 

Likert):

I am reprimanded I am demoted

I am fired My personal information is dam-

aged/destroyed/leaked 

I can’t do my job properly It is an inconvenience/time-consuming/nuisance

My professionalism/quality of my work is tarnished It causes me stress

I am required to take action and fix the problem My workload will increase

I lose confidence in the information or systems required for me to do my job

Cronbach’s alpha scores were .94 for phishing, .95 for malware and .95 for IoT/mobile
devices.

Psychometric Paradigm of InfoSec Threats Scale (PPITS)
These items measure participants’ perception of dread and novelty in relation to the
three InfoSec threats (i.e., phishing, malware, and IoT/mobile devices). To limit excess
respondent fatigue caused by long questionnaires, four items were used from the eigh-
teen developed by Slovic, Fischhoff [22]. The items used for the dread factor were
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“Dreaded” (how calm could an individual stay should the event occur) and “Control of
Consequences” [22, p. 5]. For the familiarity factor, “Immediacy of Consequences” and
“Well-Known” (aka. known to science) were used. As only four items were chosen for
reasons of length, they were not collapsed beneath dread and novelty factors. Instead,
they were treated as four separate items in the analyses. Table 2 details the exact wording
of the items used.

Table 2. Psychometric Paradigm of InfoSec Threats Scale (PPITS) (5-pt Likert)

Phishing Malware IoT/Mobile Devices
Well-known The threat posed by phis-

hing is well-known.
The threat posed by 

malware is well-
known.

The threat posed to cyber 
security by mobile com-

puting is well known.

Dread If I realized I had clicked 
on a phishing link, I would 

be able to consider the 
consequences calmly.

If I realized I had 
connected an infected 
USB to a work compu-
ter, I would be able to 

consider the conse-
quences calmly.

If I left a work-connected 
device unattended in 

public, and it was stolen, 
I would be able to consi-

der the consequences 
calmly. 

Control of Conse-
quences 

If I realized I had clicked 
on a phishing link, the 
consequences would be 
outside of my control.

If I realized I had 
connected an infected 
USB to a work compu-
ter, the consequences 

would be outside of my 
control. 

If I left a work-connected 
device unattended in 

public, and it was stolen, 
the consequences would 
be outside of my control.

Immediacy of 
Consequences

If I realized I had clicked 
on a phishing link, the 

consequences might not be 
immediately apparent.

If I realized I had 
connected an infected 
USB to a work compu-
ter, the consequences 
might not be immedia-

tely apparent.

If I left a work-connected 
device unattended in 

public, and it was stolen, 
the consequences might 

not be immediately appa-
rent. 

3 Results

Preliminary testing was conducted to inspect the data for normality and no major viola-
tions were observed. Pearson bivariate correlations were examined between ISA and all
measured variables. The correlations revealed that the significant relationships differed
across the three threat areas. Therefore, three multiple regressions were conducted (i.e.,
one for each threat area) to determine which of the measured variables may predict par-
ticipants’ ISA. Each of the regressions consisted of a two-step hierarchical regression,
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in which age and gender were added in the first step. This was done to control for their
effects, as age and gender are well established predictors of ISA [e.g., 5, 40]. Added in
step 2 were the variables that significantly correlated with Email-use ISA, Information-
handling ISA, andMobile-device ISA, respectively. Variables that did not correlate with
ISA in the respective threat area were not included in the regressions and are therefore
not reported in the below tables.

3.1 Predicting Email-use ISA

Table 3 presents the results of a hierarchical multiple regression used to test the extent to
which the measured variables predicted Email-use ISA. At step 1, the model explained
approximately 15% of the variance in Email-use ISA, F(2, 266) = 22.6, p < .001.
Email-use ISA was generally better for older employees, and females tended to outper-
formmales. At step 2, themodel explained approximately 33%of the variance,F(9, 259)
= 14.2, p< .001. Unexpectedly, staff/individual contributors tended to outperformman-
agers and team leaders. Affective organisational commitment also predicted ISA, as did
one PPITS item: dreaded. Table 3 presents the predictors in order of importance, as
determined by their respective standardized beta values.

Table 3. Summary of hierarchical regression for email-use ISA (N = 269)

Variable β (standardized) t

Stage 1 F(2, 266) = 22.6, p < .001; R2 = .145

Age .33 5.77***

Gender (Female = 2) .21 3.81***

Stage 2 F(9, 259) = 14.2, p < .001; R2 = .327

Employment level −.26 −4.82***

Age .24 4.30***

Affective org. commitment .20 3.78***

Gender .17 3.15**

Dreaded −.13 −2.18*

Training frequency −.11 −2.03*

Immediacy of consequences −.11 −1.97

Education .08 1.60

Well-known .04 .64

* p < .05, ** p < .01, *** p < .001

3.2 Predicting Information-Handling ISA

As presented in Table 4, at step 1, both age and gender were significant, together explain-
ing approximately 16% of the variance in Information-handling ISA, F(2, 266)= 25.6,
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p < .001. At step 2, the model explained approximately 27% of the variance, F(7, 261)
= 11.8, p < .001. The significance of the predictors largely mirrored those found in the
Email-use threat area. Unlike the Email-use threat area, age was a greater predictor of
Information-handling ISA than employment level, and gender was a greater predictor
than affective organisational commitment. Table 4 presents the predictors in order of
importance.

Table 4. Summary of hierarchical regression for information-handling ISA (N = 269)

Variable β (standardized) t

Stage 1 F(2, 266) = 25.6, p < .001; R2 = .162

Age .35 6.20***

Gender (Female = 2) .22 3.97***

Stage 2 F(7, 261) = 11.8, p < .001; R2 = .278

Age .26 4.53***

Employment level −.24 −4.37***

Gender .18 3.33**

Affective org. commitment .16 3.06**

Dreaded −.12 −1.98*

Well-known .10 1.61

Training frequency −.07 −1.24

Immediacy of consequences −.04 −.73

* p < .05, ** p < .01, *** p < .001

3.3 Predicting Mobile-Devices ISA

For the case of Mobile-devices ISA, the same 2-step hierarchical regression was con-
ducted. As shown in Table 5, the results mirror those of the previous two regressions at
step 1, explaining 18% of the variance, F(2,266) = 25.6, p < .001. The model at step 2
explained approximately 36% of the variance, F(9, 259) = 14.2, p < .001. Unlike the
previous two threat areas, perceived personal risk correlated significantly with Mobile-
devices ISA and was therefore included in the regression, where it was the third greatest
predictor behind age and employment level. Table 5 presents the predictors in order from
greatest to least importance.

3.4 Summary Across the Threat Areas

Although the predictors that explained significant variance in ISA differed across the
three threat areas, age and employment level were the most significant predictors for
all threats. In addition to age and employment level, gender and affective organisational
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Table 5. Summary of hierarchical regression for mobile-devices ISA (N = 269)

Variable β (standardized) t

Step 1 F(2, 266) = 25.6, p < .001; R2 = .182

Age .39 6.97***

Gender (Female = 2) .21 3.69***

Step 2 F(9, 259) = 14.2, p < .001; R2 = .363

Age .29 5.37***

Employment level −.22 −4.23***

Perceived personal risk .19 3.42**

Affective org. commitment .18 3.23**

Gender .16 3.12**

Well-known .16 2.65**

Training Frequency −.09 −1.66

Education .08 1.68

Normative org. commitment .02 .29

Control of consequences −.03 −.47

** p < .01, *** p < .001

commitment were the only consistent predictors across all three threats. In all cases,
results suggest that females, older adults, those with higher affective organisational
commitment, and those who are not in management positions have higher ISA. Table 6
presents an overview of all variables examined.

4 Discussion

This study examined the relationship between ISA, individual differences variables
(organisational commitment and risk perceptions) and workplace variables (employ-
ment level and InfoSec training) using a single cohort. ISA was examined in relation
to three InfoSec threats: phishing, malware, and the IoT/mobile devices. The follow-
ing sections discuss the individual and workplace variables that predicted ISA, as these
differed depending on the InfoSec risk being examined.

4.1 Relationships with ISA Consistent Across the Three Threat Areas

In keeping with previous literature [5, 9, 11], age and gender were significant predictors
of ISA in this study, across all three InfoSec threats examined. Older participants had
higher ISA scores, as did females.Managers were found to have significantly poorer ISA
than regular staff members across all threat areas. While unexpected, this finding could
suggest that managers, due to their increased responsibilities, may not feel they have
adequate time to comply with best-practice behaviours [36]. There are also implications
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Table 6. Summary of independent variables predicting ISA by threat area (N = 269)

Variable Email-use Information-
handling

Mobile-devices

Age (+) (+) (+)
Gender (Female = 2) (+) (+) (+)
Education ^
Employment Level (-) (-) (-)
Training Frequency (-)
Knowledge of Computers ^ ^ ^
Affective Org. Commitment (+) (+) (+)
Normative Org. Commitment ^ ^
Continuance Org. Commitment ^ ^ ^ 
Perceived Personal Risk ^ ^ (+)
Dreaded (-) (-) ^
Immediacy of Consequences (-) ^
Well-known (+)
Control of Consequences ^ ^
Total variance explained (%) 33 24 33

Explained significant variance. Significant correlation with ISA but did not predict signifi-
cant variance in the regression. ^ Did not correlate significantly with ISA and was not included 
in the regression. ( ) Direction of effect

for organisational culture, as managers play a critical role in forming the culture of an
organization [41]. If management have poor ISA, the ISA of the surrounding workforce
could be inhibited, potentially making it more difficult to establish a strong security
culture within the organization. This finding highlights the importance of organizations
developing their security processes to work with manager’s goals and to minimize the
interruption to their job role caused by security processes. Gearing InfoSec training in
such a way would act to avoid instilling complacency in the workforce.

Greater affective organisational commitment was also associated with greater ISA
in all three threat areas. However, continuance and normative commitment were not. A
potential explanation comes from work conducted by Eisenberger, Rockstuhl [42], who
found that employees with high affective organisational commitment are more likely to
perform extra-role activities (i.e., activities that are beneficial to the business but are not
mandatory for their job role) than those high on continuance or normative commitment.
The result found in the current study may indicate that employees perceive best-practice
InfoSec behaviours to be extra-role. From an applied perspective, businesses looking to
enhance the ISA of their staff may focus on adjusting their security processes to become
in-role for a greater proportion of their workforce. Doing so would enable the existing
continuance and normative commitment of the employees to drive greater ISA. Further-
more, this result highlights the importance of creating an environment where employees
feel valued and satisfied with their work, as this is likely to increase their affective
commitment [42], with flow-on effects to improve their cybersecurity behaviours.
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4.2 Security Training Frequency

More frequent InfoSec training at work was associated with lower Email-use ISA. Pre-
vious research has found that employees who have undertaken formal InfoSec training
may be overconfident and complacent, leading to poorer ISA [9]. Recent work has high-
lighted that the frequency of security training is less important than ensuring that the
training style matches that of the individual employee’s preferences [37], which was not
captured in the current study.

Furthermore, it has been suggested that an overload of InfoSec training may result in
negative behavioral outcomes, such as fatigue and intentional disobedience [43, 44]. As
email-use is a well-established InfoSec risk [1, 12], this negative relationship could be
the result of a previous overabundance of InfoSec training on the subject. Further work
could look to determine the role of fatigue in mediating the relationship between more
frequent InfoSec training and poor behavioral outcomes.

4.3 Perception of Personal Risk

In regard to phishing and malware attacks, there was no relationship between an
employee’s perception of being personally at-risk (e.g., of reprimand, data loss, reduced
productivity) and their ISA. This was unexpected, as it was thought that people who felt
personally at-risk would want to avoid the risk, and therefore have better ISA. However,
a significant relationship between perceived personal risk and ISA was found for the
mobile devices threat area. This inconsistent result may be due to the nature of phishing
and malware risks which may not be immediately visible or tangible to individuals. In
contrast, the IoT/mobile devices threat used in this study related to the theft of a lap-
top, which will have immediate tangible consequences. If an employee feels that such
an event would impact them personally, it would be simple for them to change their
behavior in order to ensure that event does not happen (e.g., by never leaving the lap-
top unattended). In the case of phishing and malware, it is not as straightforward for
someone to determine what they should do to avoid the risk. That is, as the result of
falling for a phishing or malware attack is often not immediately visible and there may
be no immediate feedback for the individual to adjust their behavior. For example, an
individual may discover that they have unwittingly given away important credentials or
installed malware on their computer, but the action that caused this may have occurred
weeks prior to being discovered.

4.4 The Psychometric Paradigm

Individuals who perceived the risk of IoT/mobile devices as well-known had greater
ISA. However, this was not the case for phishing and malware. As with the perception
of personal risk measure, this difference across the threat areas may be due to the more
complex nature of phishing and malware. That is, it would make sense that people who
are more familiar with the risk would be better at avoiding it, but only when the actions
required to avoid the risk are explicit. When the risk-mitigation behaviours are less clear,
specialized training is required [45]. This is likely the case for phishing and malware.
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The extent to which participants were able to control the consequences associated
with the risks was not significantly correlated with ISA in all three threat areas. This
indicates that, regardless of how much an individual perceives the consequences of a
phishing, malware, or IoT attack to be controllable, their ISA may not be affected. This
unexpected result may relate to the separate skill sets required for risk-containment,
as opposed to risk-mitigation [46]. Someone may be confident that they could handle
the consequences of a phishing attack, but still not be sure how to avoid the attack.
Furthermore, this result could indicate the discrepancy between people’s perception of
their own ability, and their real-world performance.

In regard to dread, individuals who were less scared of phishing or malware attacks
had greater ISA. While this does not seem intuitive, this may indicate that ISA is influ-
encing risk perceptions, rather than the other way around. Individuals with greater ISA
may feel more confident they can avoid the risk, and therefore may not perceive it to be
as scary. Interestingly, while this was found to be the case for the phishing and malware,
no such relationship was found in regard to IoT/mobile devices. This may be because
the theft of a laptop would be perceived as more of a personal risk compared to phishing
or malware. While there may be some personal impact, the consequences of a phish-
ing or malware attack in an organization will largely be business-related. In contrast,
the consequences of a theft of a laptop is much more personal. Therefore, it may be
expected that how scary someone finds the risk would be unaffected by their confidence
in mitigating it. This is also consistent with the results of the perceived personal risk
measure, which was only a significant predictor of IoT/mobile devices ISA, and not
email use or information handling ISA.

Alternatively, this result may reflect an avoidance of cybersecurity training due to
perceived dread. That is, if an employee is scared of the risks associated with phishing
or malware, they may avoid any interaction with training that involves this topic, leading
to poorer ISA than their colleagues.

4.5 Limitations and Future Directions

The relationships presented in this study are correlational. As this study has identified
multiple meaningful relationships, and speculated regarding the causal nature of the
effect, future work should look to confirm this. The variables examined in this study
together predicted between 24% and 33% of the variance in ISA across the threat areas.
While this result is significant, it also indicates that there are other predictors of ISA that
have yet to be identified. For example, variables such as organisational culture will likely
affect adherence to best-practice InfoSec behaviours [41, 47]. Future research could look
to examine culture in relation to other constructs examined in the current study, such as
risk perception.

The measure used to assess perception of personal risk was developed for this study.
While the items used have been previously found to be important in understanding
employee InfoSec risk perceptions [8], the use of this measure has not yet been empir-
ically validated. That said, current findings support its use. A valid measure of per-
ceived personal risk would be expected to correlate with organisational commitment,
as more committed individuals should perceive a risk to the business as a risk to them-
selves. In keeping with this, the perceived personal risk measure correlated significantly
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with organisational commitment. Furthermore, a measure of perceived personal risk
should relate to ISA, as people who feel more at-risk should actively avoid performing
behaviours that lead to that risk. This, too, was the case in the present study, but only
in the mobile devices threat area. These results partly support the measure’s convergent
validity. Further research should look at validating this measure with objective measures
of behavior.

The inconsistent relationships found regarding the psychometric paradigm and ISA
indicate further research is required. Due to length constraints, this study was only able
to focus on four of the 17 psychometric paradigm items. Nonetheless, the current prelim-
inary application of the psychometric paradigm to the InfoSec realm has demonstrated
that different risk perception variables are important for different InfoSec threats. Future
research should extend the current study by applying all items alongside a validated
ISAmeasure, such as the HAIS-Q. Methods such as principle component analysis could
then be used to determine which risk perception variables are most important for each
InfoSec threat.

4.6 Conclusion

This study found that different InfoSec threats are perceived differently, with impor-
tant implications for InfoSec training programs. Risk perception was found to be an
important predictor of employee ISA, but only in certain contexts. Our results suggest
that, in certain contexts, employees perceive a risk to the business to be a risk to them-
selves. This highlights the interconnectivity between work and private life and suggests
that perceptions of InfoSec risks in both domains are important in informing employee
InfoSec behaviours. Future research should look to further examine this, specifically by
examining the way employee perception of personal risk interacts with their behavior
regarding abstract threats, such as social engineering. Also, how emotionally-attached
an employee is to their workplace influenced their ISA. Finally, training should be tai-
lored to managers, who were found to have significantly poorer ISA than regular staff
members. Since management play an integral role in organizational security culture, it
is vital to ensure security processes are aligned with manager’s goals and the strategic
direction of the organization.
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Abstract. Home security systems are increasingly popular and afford-
able. Whether DIY solutions with various accessories or simpler propos-
als, they are a tool that many consider essential for their home. However,
these systems are not without problems. An important one is the anxiety
and the sensation of siege that can cause, i.e., that users feel insecure
inside their own homes. We propose five design guides focused on con-
sistency, through these and with the help of five experts we perform a
heuristic evaluation of three popular solutions in the market to try to
find the causes that lead to the harmful effects of security systems. Our
results reveal that the leading cause of the false siege is the excess of
notifications.

Keywords: Heuristic evaluation · Consistency · Home security
systems · Design guidelines

1 Introduction

Artificial Intelligence (AI), and Internet of Things (IoT) are very discussed top-
ics today, although they are not new in Computer Science. Phenomena such
as cheaper technology [16], and industrial automation [1], have caused many
questions and problems to arise in both areas.

A particular branch of IoT with a significant growth is that of home security
systems. This type of systems generally consists of a camera that streams video
over the Internet, microphones, speakers, and a cloud platform from which users
can remotely monitor their homes. With the promise of increasing quality of
life, and improving the security of their properties, many users have adopted
these systems [2]. However, they are controversial, since much has been inves-
tigated from the perspective of information security [6], privacy [4], and social
psychology [11].
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A significant problem that is particularly emerging in IoT home surveillance
systems is that users feel besieged in their own home [10]. By integrating AI
algorithms (e.g., detection of human forms) this type of systems sends alerts to
the users’ mobile devices, every time a movement is detected, creating a false
sense of insecurity. Although crime levels in the USA have gone down [7], the
perception of citizens does not match that data [8]. Thus, users do not have
clear information about when it is an actual alert, and when it is an error or a
situation that does not require any measure. This lack of consistency can lead
to situations of stress, anxiety, and unnecessary vigil [9].

All of the above poses a challenge for HCI researchers because the privacy
notifications and settings of these systems must be exceptionally clear and con-
venient if they are to be used in real life [22]. To improve the design of these
technologies, and thus try to mitigate the feeling of siege and insecurity, we evalu-
ate three popular security systems in the market: Ring Doorbell, Nest Hello, and
Eufy Doorbell, with the help of the consistency design guidelines for multi-device
systems that we had previously developed [17]. The purpose of our guidelines
is to preserve the consistency property of multi-device systems, i.e., that users
can obtain similar functionality, and a positive UX (User eXperience) regardless
of the devices that they could use. In this particular case, consistency can help
keep the user truly informed, know the status of each device, offer useful alter-
natives before the various notifications, and provide non-invasive controls and
configurations.

The organisation of this article is as follows. First, we analyse the works
related to our study topic (see Sect. 2). Next, we describe the research method-
ology that we use in the elaboration of our proposal (see Sect. 3). Next, we explain
our consistency design guidelines (see Sect. 4). Then we detail our case studies,
i.e., the heuristic analysis of the three home security systems (see Sect. 5). Finally,
we close with the conclusions and some ideas for future work (see Sect. 6).

2 Related Work

In this section, we present various related works that support the problem we
pose, and they are an overview of state of the art.

Alshamari [3] explored the differences between usability factors and aspects
related to security and privacy. He developed some basic guidelines for reducing
the gap between usability and security, as well as frameworks and some models
for the same objective. However, his study is theoretical, and no tests of any
kind were made.

Mäkinen [13] examined why and how home surveillance systems are used
and what the meanings and implications of these systems are to the residents.
Through a series of interviews, she discovered that being under surveillance,
especially in the privacy of one’s own home, can evoke positive and negative
feelings simultaneously. This is an exploratory study where possible solutions to
the problems raised are not provided.

Shehan and Edwards [18] discussed a range of usability issues with home
networking, as well as the sources of many of these issues. They contend that



252 L. M. Sánchez-Adame et al.

these problems will not disappear over time as the networking industry matures,
but rather are due to structural usability flaws inherent in the design of existing
network infrastructure, devices, and protocols. While this study does not address
security systems, it is a vision of what HCI can bring to DIY systems.

Urquhart and Rodden [19] presented a series of critical challenges to consider
for the regulation of domestic IoT. They argue that novel regulatory strategies
can emerge through a better understanding of the relationships and interactions
between designers, end-users and technology. This is a discussion/position paper
with no experiments.

Zeng et al. [20] conducted semi-structured interviews with fifteen people
living in smart homes to learn about how they use their smart homes, and
to understand their security and privacy-related attitudes, expectations, and
actions. Although their interviews provide guidelines for future work, they are
only general aspects of those that recommend a thorough investigation.

All these works demonstrate the importance of our field of study, and at the
same time, they are a sample of the gap we try to fill with our research.

3 Research Methodology

The research methodology for the development of our proposal is based on the
Design Science Research Methodology (DSRM) process model proposed by Pef-
fers et al. [14] (see Fig. 1).
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Fig. 1. We started from an Objective-Centred Initiation (coloured in orange) in the
DSRM process model [14]. (Color figure online)

An Objective-Centred Initiation has been chosen as a research entry point
because our goal is to improve the design of home security systems. As for Iden-
tification & Motivation, we have already described the problem of false siege
feeling, and the role of GUI consistency in that matter. The Objective of a Solu-
tion, the second step of the process, is to implement our set of design guidelines
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to help developers to create consistent applications to improve UX. The third
step Design & Development is the description of our guidelines for GUI con-
sistency (see Sect. 4). Demonstration and Evaluation are described in our case
study (see Sect. 5). This is the first iteration of the process. Subsequent itera-
tions will begin in the Design & Development stage, in order to improve said
guidelines.

4 Consistency Guidelines

As we have already mentioned, our design guidelines were initially created to
improve the consistency of multi-device applications [17]. Now we decided to
use them to evaluate the consistency in home security systems, and this has
two objectives. The former one is to test the flexibility of our guidelines in a
different environment (although we believe it is still related) for which they were
designed. The latter one is that through consistency, we intend to eliminate the
feeling of false siege that users of such systems may experience.

Below we list the five design guidelines we created:

– Honesty: Interaction widgets have to do what they say and behave expect-
edly. An honest GUI has the purpose of reinforcing the user’s decision to use
the system. When the widgets are confusing, misleading, or even suspicious,
users’ confidence will begin to wane.

– Functional Cores: These are indivisible sets of widgets. The elements that
constitute a Functional Core form a semantic field, out of their field they lose
meaning. The granularity level of interaction for a Functional Core depends
on the utility of a particular set of widgets.

– Multimodality: Capability of multi-device systems to use different means of
interaction whenever the execution context changes. In general, it is desirable
that regardless of the input and output modalities, the user can achieve the
same result.

– Usability Limitations: When multimodality scenarios exist, it is possible
that situations of limited usability could be reached. When the interaction
environment changes and its context is transformed, the environment can
restrict the user’s interaction with the system.

– Traceability: It denotes the situation in which users can observe and, in
some cases, modify the evolution of the GUI over time.

5 Case Study

The evaluation has been worked out with the help of five UX experts (1 woman
and 4 men, between 30 and 50 years old). We chose the experts for their expe-
rience applying usability and UX tests, and because they are familiar with the
topics of our research. All the experts are university professors and have post-
graduate studies; Two of them belong to our university. Their experience comes
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from both work in industry and research centres (between 5 and 25 years). It
should be noted that none is related to this work in addition to their participa-
tion in the evaluation.

The methodology we use for heuristic evaluation comes from works such as
Chuan et al. [5], and Kumar et al. [12]. An important point that we wanted to
adopt is that proposed by Quiñones and Rusu [15], i.e., to contrast the results
of the evaluation using our heuristics with the results of using another set of
similar heuristics. Nevertheless, we could not find such work.

We chose three home security systems: Ring Video Doorbell 1, Nest Hello,
and Eufy Doorbell because of their popularity in the market. The three systems
are similar to each other; All three are video intercom systems that have WiFi
connectivity, video streaming, two-way audio, motion alerts, and they are inte-
grated into their proprietary security system that is controlled from a mobile
app.

Before starting the evaluation, we gathered and explained to the experts
each of our design guidelines, their purpose, and discussed some examples so
that everyone had a similar starting point. Afterwards, the experts took the
systems home and tested each one for a week. We ask them to keep a diary of
their experiences, noting, among other things, the problems they encountered,
the characteristics they liked, and the possible failures they might experience.
They were always taking into account our design guidelines.

Once all the experts had tested all the systems, each of them drafted a list of
problems and violations of the guidelines that we propose. Once the evaluators
have identified potential consistency problems, the individual lists have been
consolidated into a single master list. The master list was then given back to the
evaluators who independently have assessed the severity of each violation. The
ratings from the individual evaluators are then averaged, and we present the
results in Table 1. For the rating, we adapted the severity classification proposed
by Zhang et al. [21]:

0 - Not a consistency problem at all.
1 - Cosmetic problem only. No need to be fixed unless extra time is available.
2 - Minor consistency problem. Fixing this, should be given a low priority.
3 - Major consistency problem. Important to fix, should be given a high

priority.
4 - Consistency catastrophe. Imperative to fix this before the product can

be released.

Evaluators found a total of 15 consistency problems using our guidelines
(a mean of 3 problems per evaluator). The severity rating of problems had an
average of 2.42 (3.1 for Ring, 1.7 for Nest, and 2.5 for Eufy). For the master
list, a total of 10 problems were evaluated and guidelines were violated 24 times.
Honesty and Traceability were the two most frequently violated guidelines, 10
and 6 times, respectively. In contrast, the guideline with less detected problems
was Functional Cores with 1 violation (see Fig. 2a).
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Table 1. Consistency problems and its rating.

System Problem Guidelines† Severity

Ring It does not fulfil its doorbell function at all; As the
sound comes from the device itself, it can only be heard
outside, and sometimes notifications to my phone
arrived long after the person had ringed (up to 10min
later)

H, M, T 4

The system never alerted me that the batteries were
running out. I only knew it when in a long time, I did
not receive any notification and went to check

H, U, T 4

No matter how you set the sensitivity of the camera to
start recording, it began to do so only when a person
was very close to the door, or when they were leaving

H, T 3.2

Nest Possibly it has the most sensitive sensor of the three
systems, although I put it to a minimum, notifications
of movement were too many, reaching the point of being
exasperating

H, U 2.2

Facial recognition can be a useful feature, but it was
wrong a couple of times since it identified a stranger as
if he were a relative

H, T 1.4

On several occasions I could watch the video stream
from my phone without any problem, however, when
consulting that clip stored in the cloud, people appeared
and disappeared suddenly, it was clear that the video
was cut, I could not know what the problem was

H, M 2.2

Eufy When you get a notification that there is activity and
you tap on the notification it takes you to the live view
instead of what it recorded

H, M, U 2.6

I installed the application on my phone and also on my
husband’s. Only one person can log in to the service at
the same time, i.e., we can both watch video streaming,
but only one of us receives notifications when someone
rings

H, F, M, T 3

Sometimes the applications notified me of motion alerts,
especially at night, but the video stream showed
nothing. This happened even if I deactivated said
movement alerts

H, T 3.4

All Interactions with people who ring the doorbell can
become awkward (and potentially dangerous), as one is
speaking as if one were at home when it might not be
so. As the person who rang now knows that the house is
alone

H 1

† Honesty (H), Functional Cores (F), Multimodality (M), Usability Limitations (U), Trace-
ability (T).
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With respect to the severity of the problems detected, we can see in Fig. 2b
that severity level 1 - “Cosmetic problem only” was the most frequent with
30%. On the contrary, we can notice that the lowest classification 0 - “Not a
consistency problem at all” got 0%.

Fig. 2. General results of our heuristic evaluation.

For the individual evaluations of the systems, it is notorious that the heuris-
tic in which more problems were consistently found was Honesty, while Func-
tional Cores was only violated once in the case of Eufy (see Fig. 3). Interestingly,
severity ratings vary diametrically in all systems. For example, the most severe
“catastrophe” rating occupies 60% in the case of Ring, while in Nest nothing
was rated in that range, and Eufy only obtained 10% (see Fig. 4).

In general, we can say that the worst-rated application was Ring since it was
the one that obtained a good part of its ratings in the most severe range. On the
contrary, Nest obtained the best marks, since 50% of its problems were classified
as minor.

It is no coincidence that the guideline with the highest number of violations
was Honesty, as it relates to the problem that afflicted all our evaluators in
all systems, false alarms and the excessive amount of notifications. This is a
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Fig. 3. Guidelines violations in Ring 3a, Nest 3b, and Eufy 3c.

severe problem because according to our evaluators, it was the leading cause
that sometimes they felt anxious, and the sensation of the siege came. The
systems tried to mitigate this by configuring the sensors and recognising faces,
but none of these measures was helpful.

It is a complex challenge. A good part of the solution lies in improving the
AI of these types of systems, but it is not the only thing that could be done.
Improving the design of the doorbells by themselves as well as the way to install
them could help people living in a particularly busy street, this could lead to more
effective handling of notifications. More transparent controls and configurations
would also be of great help so that users could choose the settings that best fit
their environment and thus obtain a positive UX.
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Fig. 4. Severity ratings in Ring 4a, Nest 4b, and Eufy 4c.

6 Conclusion and Future Work

In this paper, we analyse some of the most popular home security systems in
the market and the possible siege effect that users may experience. We perform
a heuristic evaluation with the help of five UX experts using our five consistency
guidelines.
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Our results revealed that the main reason that users felt besieged and anxious
in their homes was the excess of notifications, as well as false alarms. Security
systems made them believe that someone had knocked on their door or that
there was movement near the entrance of their homes when, in reality, this was
not the case.

Our evaluators were satisfied with the heuristics, allowing them to focus
their evaluation and identify problems more quickly. However, they suggested
that heuristics must be refined so that they can be understood and applied more
efficiently.

With the problematic scenarios that our evaluators identified, as well as the
UX journals they wrote, we plan to propose more focused solutions to solve the
sense of siege in security systems, but without getting users to feel false security.
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Abstract. Firewalls are network security components designed to reg-
ulate incoming and outgoing traffic to protect computers and networks.
The behavior of firewalls is dictated by its configuration file, which is
a written sequence of rules expressed by a set of keys and parameters.
In this paper, we investigate whether certain representations of firewall
rule sets can affect understandability. To collect data for our investiga-
tion, we designed an online survey for an audience who are familiar with
firewalls, in which we aimed to compare two different rule set represen-
tations: iptables and English. We collected data from 56 participants.
Our results show that participants’ perception of a certain rule set rep-
resentation depends on their firewall expertise. Participants with basic
or intermediate knowledge of firewalls consider rule sets expressed in
English to be 40% easier to understand, whereas advanced or expert
firewall users deemed it to be 27% more difficult. We will discuss the
reasons for these results and describe their possible implications.

Keywords: Firewalls · Human-computer interaction · User study ·
Rule set representation · Survey

1 Introduction

Firewalls are network security components designed to regulate incoming and
outgoing traffic to protect computers and networks. To ensure that firewalls
properly perform their assigned tasks, they must be correctly configured. How-
ever, people responsible for managing firewalls (administrators) often make mis-
takes [19], which may result in security vulnerabilities. The behavior of a firewall
depends on its configuration file, which is a written sequence of rules expressed by
a set of keys and parameters. The syntax is usually technical and specific to the
firewall or operating system. Learning the syntax and extracting the semantics
of a set of rules can be a large task for those who configure firewalls [14].

In this paper, we examine how people read and understand firewall rule sets.
The goal of our study is to investigate whether representing firewall rules in a
certain way can make them easier for to understand. We selected two different
syntaxes that are used to describe firewall policies:
c© Springer Nature Switzerland AG 2020
A. Moallem (Ed.): HCII 2020, LNCS 12210, pp. 261–270, 2020.
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– English, and
– iptables—a well-known Linux kernel firewall with its own policy description

syntax.

To achieve our goal, we surveyed 56 people who are familiar with firewalls
and collected their responses regarding understandability of the rule set repre-
sentations.

Our results show a significant difference in understandability of the same rule
sets expressed in iptables and English. That difference is dependent on the level
of firewall expertise of the participant. The rule sets presented in English are 40%
easier to understand, according to our participants with basic and intermediate
knowledge of firewalls. Those more experienced in firewalls considered English
rule sets to be 27% more difficult.

The rest of the paper presents a review of work related to our study in
Sect. 2. Our research methodology is described in Sect. 3. The results of our
survey, discussion of our findings, and limitations of our study are presented in
Sect. 4. Finally, the concluding remarks are given in Sect. 5.

2 Related Work

An excessive complexity of firewall languages is a well-known issue that has been
studied in literature. For this reason, firewall configuration files are often of low
quality as shown by Wool, who studied 84 Check Point Firewall-1 and Cisco PIX
rule sets and discovered critical errors in most of them [19].

Different methods to approach this problem were suggested in scientific
papers. For example, a range of higher-level firewall languages was proposed
[1,8,20]. These languages are designed to help system administrators avoid mis-
takes while configuring firewalls. However, IT professionals are often reluctant
to learn and utilize new languages, as Wong pointed out [18].

Others proposed different graphical user interfaces (GUI) for firewalls to
improve their usability (see [13] for a survey on firewall GUIs). However, most of
the proposed visualization schemes lack proper evaluation in terms of usability
testing and/or user studies, as noted in [13].

In parallel to this work, we looked into usability metrics for improving firewall
rule sets [15], which provide formal mathematical models to improve rule sets
based on qualitative studies with IT professionals. However, such a solution was
designed and tested using a single syntax (iptables).

In the field of software engineering, different programming languages were
compared in terms of understandability [4,7,16]. Furthermore, there were some
attempts to compare human and programming languages [3]. To the best of
our knowledge, there has not been any research comparing different firewall
languages with each other or with human languages.

3 Methodology

In this section, we present our research methodology, including the details of our
survey, the recruitment strategy and participants, and ethical considerations.
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3.1 Survey Details

We collected the data through an online survey from September to December
2019.1 The survey used skip logic and therefore had a non-fixed number of ques-
tions. The participants were asked from a minimum of 12 to a maximum of 16
questions, of which four to eight were open ended. All questions were required
to be answered; therefore, we added the option “not sure” in some open-ended
questions, so a participant could skip them in case of uncertainty about the
correctness of his or her answers.

The survey consisted of two parts: (1) we asked the participants demographic-
related questions, including age, gender, and expertise; (2) the participants were
shown two firewall rule sets expressed with different syntaxes (English and
iptables, in no particular order) and were asked to evaluate their understand-
ability.

We started with two rule sets {a1, b1} that were originally written using
iptables syntax, one of the most common software firewalls syntaxes, and found
in a public repository of real-world firewall rule sets.2 The two selected rule sets
were approximately of the same complexity level, according our metrics [15]. We
translated the iptables rule sets into English and obtained two new rule sets
{a2, b2}. Each participant was shown a pair of rule sets—either {a1, b2}, or {a2,
b1}, which were presented sequentially, i.e. one after the other.

To decide which pair of rule sets is to be shown, we used the following app-
roach. We randomly selected a pair of rule sets for the first participant and
stored that information together with his or her number of years of experience
with configuring firewalls. When the next participant with the same experience
took part in the survey, he or she was shown the other pair of rule sets. Thus,
we alternated which rule set representation the participants saw first: iptables
or English.

After displaying each rule set, we asked one to three open-ended questions
(see an example in Fig. 1) to the participants. These open-ended questions aimed
to verify if they completely understood the given rule set and its functionality.

Does the policy allow an (every) incoming TCP packet on interface eth0

to port 80? Select Yes/No and specify the position of the rule

(for default policy write ‘‘0’’) that makes the decision.

Fig. 1. An example of a question that tests whether a participant understood the given
firewall rule set.

The number of questions asked to a participant depends on the correctness of
his or her answers. As soon as a participant provided a correct answer, the remain-
ing (one or two questions) were skipped. Since the questions were open ended, we
considered the probability of accidental right answers (right guess) to be low.
1 The survey is available at https://survey.cs.kau.se/rulesets comparison/.
2 https://github.com/diekmann/net-network.

https://survey.cs.kau.se/rulesets_comparison/
https://github.com/diekmann/net-network
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In the last question, we asked the participants to evaluate how easy or diffi-
cult, in their opinion, to understand each of the rule sets using a 7-point Likert
scale.

The survey took an average of 660 s (M = 579, SD = 311, Q1 = 400, and
Q3 = 864) of the participants’ time to be completed.

The survey was pre-tested with five subjects before its dissemination.
Although no significant changes were necessary to be implemented to the orig-
inal design, the received feedback helped us eliminate some ambiguity in the
wording and slightly improve the design of the study.

3.2 Recruitment and Participants

Reddit3 has been demonstrated to be a good source to recruit participants,
especially when people with a highly tailored knowledge are required [14]. We
adopted the recruitment strategy from [14] and used the following channels for
finding participants:

1. System administrators’ subreddit. The Sysadmin subreddit4, which is known
to be one of the largest communities of system administrators (ca. 400k mem-
bers), yielded a significant part of our participant recruitment.

2. Other subreddits. For this study, we needed participants with varying firewall
expertise. Moreover, we knew that our study would be much more time con-
suming, which meant that the completion rate would be significantly lower.
Therefore, we reached out for three other subreddits: Networking5, Netsec6,
and Linux 7, which have members who have firewall knowledge.

3. Professional networks. We contacted several colleagues from our professional
networks and asked them to distribute our survey to our target group, i.e.
professionals with firewall knowledge.

The participants of our study were volunteers and received no financial com-
pensation for taking part in the survey. Among the 516 participants who started
the survey, 82 completed it (ca. 16% completion rate).

As aforementioned, we used up to three control questions to check whether a
participant completely understood the given rule sets. The participants who did
not give at least one correct answer for each of the two rule sets were excluded
from the survey’s data. Thus, 25 participants (ca. 30% of those who finished
the survey) did not meet this requirement and hence their data were discarded.
Additionally, one participant was removed as he or she filled out nonsensical
answers.

3 https://www.reddit.com/.
4 https://www.reddit.com/r/sysadmin/.
5 https://www.reddit.com/r/networking.
6 https://www.reddit.com/r/netsec.
7 https://www.reddit.com/r/linux.
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Table 1. Participant demographics (N = 56).

Metric Participants

Age 18–24 8 (14.3%)

25–34 27 (48.2%)

35–44 13 (23.2%)

45–54 4 (7.1%)

55–64 2 (3.6%)

Prefer not to answer 2 (3.6%)

Gender Female 6 (10.7%)

Male 43 (76.8%)

Prefer not to answer 6 (12.5%)

Experience with
configuring firewalls

<1 year 7 (12.5%)

1–3 years 13 (23.2%)

4–6 years 9 (16.1%)

7–9 years 5 (9.0%)

10+ years 22 (39.2%)

Proficiency with
firewalls

Basic knowledge 11 (19.6%)

Intermediate 13 (23.2%)

Advanced 19 (33.9%)

Expert 13 (23.2%)

Table 1 summarizes the demographics of the remaining 56 participants. Our
sample is skewed age- and gender-wise with 63% of participants being younger
than 35 years and with only 11% of participants being female, due to the speci-
ficity of the target audience and recruitment approach. We recruited the majority
of our participants via Reddit since its users are known to be younger than the
general population [10]. Moreover, the percentage of female users in the selected
subreddits is low, e.g. only 7.5% and 5.0% for the Sysadmin and Networking
subreddits [2], respectively, which explains the skewness of our data sample.

As expected, the completion rate of our survey is considerably lower than that
in our previous study [14] with (mainly) Reddit users—59% and 16%, respec-
tively. There are two main reasons for such a significant difference. First, this
survey consumed an average of 660 s, while our past study needed only an average
of 177 s to be completed. Since all our participants are volunteers, a significant
number of participants dropped out from our survey. Second, the control ques-
tions in the survey, which tested the participants’ understanding of the given
firewall rule sets, significantly increased the dropout rate, as we could evaluate
in our results. Such control questions were not included in our past study [14].
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3.3 Ethical Considerations

The survey was conducted in accordance with the Swedish Ethical Review Act
[11] and the Good Research Practice guidelines from the Swedish Research Coun-
cil [12]. Prior to data collection, this study was approved by our institutional
ethics review board (IRB). The following precautions were considered to ensure
that the participants were treated ethically and with respect:

– The participants completed an IRB-approved consent form before starting
the survey. The purpose of the study, its approximate duration, our commit-
ment to confidentiality, and their rights as participants, including the right
to withdraw from the study at any point in time, were stated in the form.

– The minimum amount of personal data (see Table 1) was collected.
– No sensitive personal data were collected.

4 Results and Discussion

From each participant, we obtained two difficulty scores: one for the rule set
expressed using iptables and one for the rule set expressed in English. Since
our samples are dependent, the data were analyzed using the Wilcoxon signed-
rank test [17] to compare the average scores of these samples and assess them for
significant differences. The Wilcoxon signed-rank test is a non-parametric equiv-
alent to the paired sample t-test that does not carry assumptions of normality
of data distribution and can be applied to ordinal data [6].

The Wilcoxon test did not yield significant results when all data points were
considered. (p = 0.843). However, a deeper look at the data shows that the data
records differ significantly depending on the participant’s firewall expertise. We
then divided our data set into two parts:

1. 24 participants who have basic or intermediate knowledge on firewalls
2. 32 participants who are advanced or expert firewall users

For each of these two data subsets, we displayed some descriptive statistics
and ran the Wilcoxon signed-rank test (see Tables 2, 3, 4 and 5).

From Tables 2 and 4, we see that mean scores for iptables and English
rule sets differ: 2.92 and 4.08 for less-experienced participants and 4.66 and
3.66 for proficient participants. The Wilcoxon signed-rank test indicated that
the difficulty score of the rule sets expressed in English was statistically signif-
icant higher than the score of the same rule sets when presented as iptables
(z = 2.823, p = 0.005) for the subset with a limited firewall knowledge; i.e. the
rule sets in English were more easily understood by the participants with basic
or intermediate knowledge on firewalls. On the contrary, advanced and expert
firewall users considered the iptables rule sets to be significantly easier than
the corresponding English ones (z = 2.350, p = 0.019).
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Table 2. Descriptive statistics for the subset of participants with basic or intermediate
firewall knowledge.

N Mean Std. Deviation Minimum Maximum

Iptables Score 24 2.92 1.248 1 5

English Score 24 4.08 1.381 1 7

Table 3. The Wilcoxon signed-rank test for the subset of participants with basic or
intermediate firewall knowledge.

N Mean rank Sum of ranks

English Score -
Iptables Score

Negative ranks 5a 6.20 31.00

Positive ranks 15b 11.93 179.00

Ties 4c

Total 24

a. English Score < Iptables Score
b. English Score > Iptables Score
a. English Score = Iptables Score

Additionally, we measured the effect size of the Wilcoxon test for both
of the data subsets. We calculated Pearson’s correlation coefficient, r, as the
following [9]:

r =
z√
N

where N corresponds to the total number of participants.

For the first and second subsets, r equals to 0.47 and 0.42, respectively. Both r
lie between 0.3 and 0.5, which corresponds to moderate effect [5].

4.1 Discussion

A possible explanation for why our participants prefer a certain representation
of rule sets depending on their firewall expertise is that learning the syntax of
iptables requires a significant effort.

Inexperienced system administrators and other users with basic or intermedi-
ate knowledge on firewalls considered iptables rule sets difficult to understand,
since they are usually not extensively familiar with its syntax. Therefore, the rule
sets that are expressed in English {a2, b2} were easier for them. In contrast, the
participants with extensive experience on firewalls are more familiar with the
iptables syntax, which is more concise than English and therefore preferred by
them.

Different representations can be used to show firewall rule sets to different
categories of people. In general, system administrators have many other respon-
sibilities apart from configuring firewalls [14], and they do not usually have time
to learn multiple and complex firewall syntaxes. Moreover, inexperienced users
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Table 4. Descriptive statistics for the subset of participants with advanced or expert
firewall knowledge.

N Mean Std. Deviation Minimum Maximum

Iptables Score 32 4.66 1.638 1 7

English Score 32 3.66 1.734 1 7

Table 5. The Wilcoxon signed-rank test for the subset of participants with advanced
or expert firewall knowledge.

N Mean rank Sum of ranks

English Score -
Iptables Score

Negative ranks 20a 15.25 305.00

Positive ranks 8b 12.63 101.00

Ties 4c

Total 32

a. English Score < Iptables Score
b. English Score > Iptables Score
a. English Score = Iptables Score

can be trained using a language that does not require a significant time invest-
ment to be learned. In particular, rule sets expressed in English are suitable,
since there is no additional learning of syntax involved. Furthermore, if several
people with different firewall expertise work on the same rule set, a translation
tool that can convert it from one representation to another would be extremely
valuable.

4.2 Limitations

One of the limitations of our survey is that most of the participants were recruited
through Reddit, an online platform. Since the study participants were volunteers,
there is a self-selection bias that leads to the sample not being fully representa-
tive. Moreover, since they did not receive any financial compensation, and the
survey consumed more than 10 min of their time on average to be answered, its
completion rate was rather low, which in turn significantly reduced the sample
size of our survey.

The study was conducted online and hence we could not observe the par-
ticipants answering the questions. Although we included (up to three) control
questions to improve the quality of the survey by selecting only participants with
some experience in dealing with firewall rule sets, the answers to some questions,
e.g. demographic related, might still be untrue. There is also the possibility of
misinterpreted or misunderstood questions by the participants. We mitigated
this limitation by carefully considering the design of the survey and pretesting
our survey with five people.
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The syntax of iptables is not very expressive while being considerably ver-
bose. It was recommended by some Reddit users to utilize Cisco Adaptive Secu-
rity Appliance (ASA) configuration files that are familiar to a wider audience
and thereby increase the number of potential participants. 8 The translation of
firewall rule sets into English might also be improved and eventually automated.

5 Conclusion

In this paper, we presented an online study for an audience who are familiar with
firewalls, in which we compared two different rule set representations. The survey
was successfully completed by 56 participants and their data were analyzed using
the Wilcoxon signed-rank test.

Our results show that a rule set expressed in English received on average
a 40% higher difficulty score (easier to understand) from inexperienced users
(with basic and intermediate knowledge on firewalls) when compared to the
corresponding iptables rule set.

Among the participants who are advanced or expert firewall users, we
observed the opposite. The rule sets presented in the form of iptables were
27% easier to read and understand when compared to the corresponding ones in
English.

Our work demonstrates that users might prefer different rule set representa-
tions depending on their firewall expertise. The theoretical significance of this
work is that we showed the need for multiple rule set representations, so both
inexperienced users and experts could efficiently use the firewall. This finding
presents opportunities for future research. For example, manufacturers of fire-
walls might need to compare several rule set representations to determine their
strengths and be able to create a better firewall interface.

As a part of our future work, we plan to increase the number of rule set
representations tested as well as to recruit more participants for future surveys.
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Abstract. Ubiquitous commerce services set new requirements for access con-
trol methods, e.g. to enable full payment automation it is necessary to passively
perform initial customer identification at point of sale. Face biometrics seems to be
promising in these scenarios since it does not require user to continuously carry
relevant object nor to actively participate. In theory, the accuracy of customer
identification should improve with the number of face images, however addi-
tional low-quality face images that are included in the recognition stream actually
can degrade identification accuracy. Therefore, in this work various criteria of
filtering image stream are analyzed to improve accuracy of final identification
decision: user attention (face rotation), user mimics, or user height different from
the template. The analysis is performed for various lightning conditions, various
recognition algorithms, various sensor types, and various recognition distances
in the environment simulating real point of sale. In this paper we report on new
systematic experiments performed on our earlier context-aware passive payment
authorization system. Results have been obtained as an effect of data mining and
statistical analysis of log sets.

Keywords: User identification · Passive identification · Face recognition ·
Ubiquitous commerce · Context-aware authorization · Payment authorization

1 Introduction

With the constant development of ICT in the areas of mobility, connectivity, inter-
operability, cloud technologies, and data analysis techniques, new interrelated com-
puting paradigms emerge, such as ubiquitous and pervasive computing, Internet of
Things (IoT), and recently Internet of Everything (IoE). As opposed to IoT, IoE is
not limited only to things, but “brings together people, process, data, and things to
make networked connections more relevant and valuable”. This paradigm constitutes
a platform for new categories of ubiquitous services and applications, such as smart
homes/spaces/environments/cities, but also increases the need for new categories of
access control mechanisms: “without cyber security the Internet of Everything is noth-
ing”. Ubiquitous services are accessed by end users which requires adequate user iden-
tification and authentication (passive, biometric or multi-device), then users interact
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with services which require authorization of their actions (in a manner that is context-
aware, adaptive, or collaborative), and finally, after service usage, the service provider
analyses historical and/or real-time usage data which requires proper audit controls
(that are privacy-preserving by design). In our research, we address these require-
ments for new access control methods that correspond to ubiquitous service specificity.
Particularly, multimodal system based on context-aware payment authorization model
deployed and evaluated at a physical PoS has been developed [1]. It performs risk and
trust assessment for dynamic selection of payment authorization method (biometrics-,
knowledge-, possession-based methods are involved). Multiple devices (mobile and sta-
tionary, client’s and seller’s) are used contextually. Consequently, the payment process
is simplified as much as possible, up to being fully passive, while maintaining controlled
security-convenience balance. The simplification of the payment process concerns reduc-
ing the execution time of the process and minimizing the number of operations required
to be performed by the client.

To enable full payment automation in architectures such as the one described in our
earlier article [1], it is necessary to use passive initial customer identification based on
detection of the presence of a particular person at a particular location. Identification
method which seems to be one of the most promising in ubiquitous computing scenarios
is face biometrics, since it does not require user to continuously carry relevant object or
sensor and can be utilized effectively without the active participation of the user. It can
be assumed that there is a short but continuous time period in which a user prepares to
the transaction which produces several dozens of face images and this is the timespan for
the initial passive identification. A rule-based heuristic algorithm has been developed [2]
in which final identification decision is a result of a number of face matchings calculated
within given time period. The evaluation of the proposed approach has been based on
an experiment performed in existing PoS with a group of its regular customers who usu-
ally conduct routine transactions. The evaluation has confirmed that automatic passive
transactions provide users with higher convenience level and similar duration as com-
pared to traditional transactions and that applying context-based authorization method
selection based on trust, risk and convenience criteria results in gradually decreasing
transaction duration [2]. However, it also demonstrated approximately 82% accuracy of
face recognition, which still can be improved.

In theory, the accuracy of user identification should improve with the number of
captured face images. However, additional low-quality face images (e.g. wrong orien-
tation, poses, mimics, distance, or lightning) that are included in the recognition stream
actually degrade identification accuracy, and because of the passivity requirement it is
undesirable to force a customer to wait too long to collect a number of high-quality
images. Therefore, in this work various criteria of filtering image stream are analyzed
to improve quality of image stream: user attention (rotated faces are uncertain), user
mimics (images too different from neutral-mimics templates), or user height different
from the template. The analysis is performed for various lightning conditions, various
recognition algorithms, various sensor types, and various recognition distances. Also the
effect of using pre-recognizer trained to recognize attribute such as user body height that
pre-segment the template database before final matching is analyzed. These criteria are
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expected to improve not only accuracy but also scalability of the solution, due to reduc-
tion of computational power requirements (lower number of recognitions) and reduction
of communication effort. In this paper we report on our new experiments with above
mentioned modifications of a passive payment system. Results have been obtained as an
effect of data mining and statistical analysis of log sets and have been confronted with
formulated research hypotheses.

2 Background

Human face recognition is a biometrics commonly used for user identification. It is
applied, for example, in commercial and law enforcement sectors. Various use cases
impose various constraints and technical challenges. These challenges have been inves-
tigated by researchers for more than 40 years [3, 4], but still in many areas there is no
perfect solution. For example, the Handbook of Face Recognition [5] highlights most
important technology challenges and face recognition evaluation publications, such as
Face Recognition Technology (FERET) [6] and Face Recognition Vendor Test (FRVT)
[7, 8], show that the performance of many existing face recognition solutions deterio-
rates with changes in lighting, pose, and other factors [9, 10]. In [11] Beveridge and
others measured the effects of covariates such as gender, age, expression, image reso-
lution and focus on three face recognition algorithms. Their main conclusions are that
covariates matter but almost no covariates affect all algorithms in the same way and to
the same degree. In [12] Lui and others presented a meta-analysis for covariates that
affect performance of face recognition algorithms, with results drawn from 25 studies
conducted over the past 12 years. Apart from comments on the influence of age, gender,
and race, they state that “there is universal agreement that changing expression hurts
recognition performance”. In [13] Erdogmus and Dugelay propose to address the issue
of expressions by enhancing the enrollment sample with a number of synthetic face
images with different expressions. With this approach they managed to achieve signifi-
cant improvements in face recognition accuracies for each tested database and algorithm.
These issues persist for both single-image recognition and video recognition solutions
[14]. Additionally to facial expressions, also pose and illumination are deteriorating
recognition performance [15]. The impact of pose is similar to the one of expressions,
while the illumination-related issue adds another layer of complexity. The illumination-
related topics have been analyzed [16], modeled [17], and avoided. The last approach
seems to be the most promising. Usually, in real-life scenarios, users of face recognition
systems have little to none control over face lighting conditions, so supporting the face
recognition with multispectral [18, 19] or 3D information [20] may help maintaining
a satisfactory face recognition quality. The 3D face pattern expressed as depth images
gives interesting results when processed with the use of Convolutional Neural Networks.
As Lee and others present in [21] a face recognition system using this approach provides
very accurate face recognition results and it is robust against variations in head rotation
and environmental illumination.

In face recognition systems that operate in identification, not verification scenario
(1-to-many, matching a specific face to one of a vast database of faces) there is an
additional layer of technical challenges related to the size of the database [22]. As the
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FRVT NIST report shows [8], recognition performance degrades with database size:
“Search durations scale approximately as a power of the database size. The exponents
are dependent on the algorithm”. The problemmay be reduced by segmenting or filtering
the database, thus limiting the face recognition process to a subset of the full database
[23]. This reduction may be based on information contained in biometric data (e.g.
anatomical Bertillion features), on additional non-biometric data such as the age of the
subject, height, gender or on external information. An interesting example of the last
approach is Zero-Effort Payments system proposed by Microsoft Researchers in [24]. It
assumes the subject is carrying aBluetoothLowEnergy (BLE) device,which enables fast
and passive device identification, thus enabling some sort of subject pre-identification.
In crowded locations, the BLE-based device identification is not conclusive, because
each reading would result in multiple identifiers, but it is enough to significantly reduce
the number of database records used by the face recognition process.

3 Passive User Identification in Ubiquitous Commerce

Payment systems, usually linked with banking systems, handle money transfers for
their users, making the payment process convenient. Payment systems have three main
requirements: to identify the buyer, to identify the seller, and to avoid orminimize the risk
of fraudulentmoney transfer orders. These requirements are handled by popular payment
systems based on smart cards, where the buyer uses a personal smart card and the seller
uses a physical device connected to a payment system– a payment terminal. The terminal
identifies the seller and enables two-way communication with a payment system, while
the buyer’s card is read by the terminal and identifies the buyer. The terminal is used
also to authorize the transaction – by requesting the buyer to confirm her identity by
providing a secret (PIN). It all works in practice but requires the buyer and the seller also
to handle manual activities related to the transaction. So, the convenience of the process
could be improved further to fulfil the requirements of ubiquitous commerce. However,
in most cases increasing convenience reduces the security and the risk of misuse arises.

A different approach to these requirements is considered in physical shops without
a human seller, such as “Amazon Go” [25] and “Take & Go” [26]. In these solutions,
the human seller is replaced by a system composed of a mobile application and some
form of in-store tracking technology. Each potential buyer has to install a dedicated
application linked to a payment card on her smartphone. After registration procedure, a
buyer is allowed to enter a seller-less shop presenting her smartphone at the entrance. This
manual action is a necessary identification step. It can also be used to authorize access of
a buyer to a given shop.While in a shop, a buyer collects products on her own and heads to
the checkout section. The in-store tracking technology automatically builds a summary
of collected products for every buyer and enables checkout automation. The buyer only
needs to confirm the list of products and may leave the shop. The system automatically
charges the payment card selected in the smartphone application. Depending on the
tracking technology used it is possible to completely automate the checkout step. The
“Take & Go” uses RFID as product tags and does not actively track each buyer, so
the checkout includes manual buyer identification and checkout confirmation actions.
However, the “Amazon Go” employs active product and buyer tracking based on a
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combination ofmachine learning, computer vision and data pulled frommultiple sensors
to automatically compile a list of collected products for each buyer. This approach
enables fully automated checkout and payment. Buyers just leave the store, so the only
manual action they have to take is related to the first requirement – the identification
of a buyer. Moreover, the shop physical access control assures that the transaction risk
is usually acceptable for automatic or confirmed checkout – which addresses the third,
security-related, requirement without a need of any additional payment authorization
methods.

The requirements related to user identification convenience and payment security
are also addressed in the context-aware passive payment authorization system (denoted
in this work as CAPPA), which we have presented in [1] and [2]. Our goal was to reach
a scenario in which the seller simply places an order, receives the goods and leaves
the store, without any manual action related to the payment while still maintaining a
required security level of the transaction. Tomake it possibleCAPPA systemuses passive
face-based buyer identification and a specialized algorithm for dynamic selection of
authorization methods. The face-based buyer identification is used in a passive manner,
which means that the buyer is not forced to present her face in any particular way.
CAPPA system exploits the fact that buyers spend a while in front of a seller while
placing an order, so there is a time window in which the system can capture a sequence
of face images and complete the identification process. When the buyer is identified
and order is placed CAPPA algorithm evaluates the risk of a given transaction and
selects payment authorization method/methods that guarantee the risk is below a given
threshold, including the “auto” authorizationmethod, which does not require anymanual
action from the buyer.

The design of CAPPA system differs in several ways from a typical card-based
payment system. The system has to maintain a database of buyer biometric profiles
instead of card numbers. This requires a specialized enrollment process in which images
of buyer’s face are recorded according to apredefinedprotocol, processed into a biometric
profile and stored in a database. The enrollment and database are handled by an operator
ofCAPPA system,whichmay act as a payment operator (PO) formultiple sellers. Instead
of enrolling with every seller separately, it requires only one-time enrollment for buyers.
At the same time, it appears that this variant is easier to deploy in practice because of
the higher level of trust that buyers have in POs – because the PO acts as a “trusted third
party” in the buyer-seller relation.

Once collected, the biometric profile is then used in the passive buyer identification
process. A Point of Sale (PoS) is equipped with a specialized system that tracks user’s
skeleton, detects face images, recognizes face images as belonging to a given user, and
based on the stream of such recognitions makes identification decisions in real time, no
later than when a seller decides that an order is complete and it is time to initiate the
payment process. Instead of a single face image, a stream of images is being processed
while the buyer places an order, making it possible to use a rule-based heuristic algorithm
in which final identification decision is a result of many, possibly contradictory, face
matchings calculated within a given time period. Therefore, even some number of false
matchings does not impact the final identification decision in the negative way. The
details of this approach are presented in [2]. The new experiments on filtering the stream
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of face images in order to improve recognition accuracy are described below in Sect. 4
and Sect. 5.

In practice, the risk of a transaction is different for each buyer-seller pair, may change
over time, depends on the amount and order type (product/service). The parameters
collected by CAPPA system are used to calculate the risk of a particular transaction
and decide which authorization methods should be allowed, to make sure the required
security level is maintained. The mechanism considers various trust/risk requirements
for biometric-based, possession-based and knowledge-based authorization methods, for
active and passive methods, for methods based on buyer and seller infrastructure, and
various convenience levels of the particular authorization methods. The technical details
are described in [1].

Our previous experiments [2] confirm that CAPPA systemmakes it possible to main-
tain the right balance between convenience and security, thus maximizing the conve-
nience without sacrificing security. Considering parameters of a particular order and a
history of buyer-seller relations it is possible to select the most convenient authorization
method even in an environment limited to a subset of possible authorization methods.
Including automatic, passive payment authorizations for trusted buyer-seller pairs, which
constitutes an enabler for ubiquitous commerce. The controlled balance between secu-
rity and convenience reduces security concerns and convenience constraints for all sides
and may attract newcomers, allowing the payment operator to quickly grow its userbase
and reach the “network effect”. The fact that the buyer is identified before paying can be
a key advantage for the seller, as this information may be used to introduce significant
improvements in the customer service process, including full personalization of service
and automation of loyalty procedures.

On the other hand, issues related to user privacy cannot be omitted when developing
such approaches: there is a number of serious risk to end-user privacy resulting from
the use of biometric systems, particularly face biometrics [27]. Perhaps, some level
of personal privacy is the price user pays for having both security and convenience
on the optimal level. However, in the proposed approach those risk are minimized by
the architecture employing single trusted and regulated payment operator processing
sensitive biometric data for many sellers. And if a trusted seller-buyer relationship also
exists, the buyer orders products, receives the merchandise and leaves without having
to search for any attribute necessary to authorize the payment, so it can be assumed that
the convenience of the process is maximized for every transaction. All that is still open
for improvement is the efficiency of the process itself, particularly, the accuracy of the
passive user identification.

4 Experiment Design

4.1 Experiment Setup

The initial goal of this work is to create an evaluation environment that allows for
conducting series of experiments on customer face recognition algorithms and factors
that impact their accuracy. The evaluation environment and evaluation procedures have
been designed to meet two requirements that seemingly are mutually exclusive. The
first one is to take into account a number and a variance of conditions that are present
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in real-world ubiquitous commerce, such as variable distance, lighting, sensor type,
customer look, mimics or attention. Such variance of conditions has been observed
during earlier experiments employing real customers at real PoS conducted in a long
period of time. However, in those unstructured experiments detailed impact of a single
condition was impossible to extract and analyze. Thus, the second requirement for the
presented evaluation environment has been formulated: to minimize random factor and
mutual interference and provide experiment structure allowing objective quantitative
analysis for various conditions/factors/algorithms/parameters.

Experiment setup contains the following components:

1. Changeable outdoor/indoor light sources
2. Physical barriers, floor and wall markers
3. Video capture system employing eye vision and infrared vision sensors, user skeleton

tracking and face detection systems (based on the one described in [1, 2])
4. User registration and identification systems (based on the one described in [1, 2]).

For the experiments the identification system works in off-line mode, i.e. recognizes
users on images and identifies users on streams of recognitions based on pre-recorded
video sequences.

5. Data acquisitions and data analysis modules.

The experiment procedure applied for the presented work contains all elements of
typical customer behavior in PoS. According to the procedure each test customer:

1. Goes out from behind a wall curtain that is situated 4 m away from the sensor.
2. Approaches the first stop situated 2.5 m away from the sensor (following the floor

marker), stops there.

a. While talking (talkingmimics) looks left, right, center following thewallmarkers
(exposes rotated face)

b. While not talking (nomimics) looks left, right, center following the wall markers
(exposes rotated face)

c. Looks directly up to the camera

3. Approaches the second stop situated 1 m away from the sensor (following the floor
marker), stops there

a. While talking (talkingmimics) looks left, right, center following thewallmarkers
(exposes rotated face)

b. While not talking (nomimics) looks left, right, center following the wall markers
(exposes rotated face)

c. Looks directly up to the camera.

With presented procedure the “difficulty” of the recognition gradually decreases: the
distance decreases, talking mimics is followed by neutral mimics, rotated face images
are followed by straight face images.
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4.2 Collected Data and Measures Used

18 test customers have been participating in the experiments. For each participant 3
video sequences in various lighting conditions have been recorded:

– sequence in Strong Indoor Lighting conditions (SIL-1);
– sequence in Weak Outdoor Lighting conditions (WOL);
– sequence in Strong Indoor Lighting conditions (SIL-2).

Thus, in total 54 sequences have been recorded. Each sequence contains both eye
vision (EV) and infrared vision (IV) video data.

SIL-1 is used to extract 8 eV and 8 IV still images for each person: far horizontal with
mimics, far horizontal no mimics, far up-to-camera with mimics, far up-to-camera no
mimics, close horizontal with mimics, close horizontal no mimics, close up-to-camera
with mimics, close up-to-camera no mimics. Recognizers based on EV and IR data
and based on Eigenfaces (EF)/Fisherfaces (FF) face recognition algorithms are trained
to identify participants with these images. Therefore, 4 recognizes are trained (EF-EV,
EF-IV, FF-EV, FF-IV), each with 144 images (8 positions * 18 participants). For each
training image, automatically measured participant body height is also acquired and
stored. WOL and SIL-2 are not used to extract any training images.

Recognition experiment takes place continuously during the whole sequence to sim-
ulate real-time recognition in ubiquitous commerce scenarios, cf. Sect. 1 and article [2].
Recognition takes place for all three sequences corresponding to different lighting con-
ditions: SIL-1 (from which training images are acquired), WOL, and SIL-2 (the same
conditions as in case of SIL-1, but fully independent from the training set). For each
type of sequence, 5 recognition tests are performed for each customer:

– no filtering of face image stream, raw stream (denoted F-N)
– filtering out rotated faces (pitch < 0.45; yaw < 0.35; roll < 0.3) (denoted F-R)
– filtering out faces with mimics (attribute jawopen < 0.5) (denoted F-M)
– filtering out faces of customers for whom difference between measured body height
and registered body height is more than 10 cm (denoted F-H)

– filtering out all face images F-R combined with F-M and F-H

In total: 5 test types * 3 sequence types * 18 customers = 270 recognition sessions
have been performed. For each recognition session, following 20 recognition measures
have been calculated:

– Shortest Time to the First Correct Recognition (STFCR) in a given video: for All
vision types and algorithms (STFCR-A), for Eye Vision and Eigenfaces algorithm
(STFCR-EV-EF), for Eye Vision and Fisherfaces algorithm (STFCR-EV-FF), for
Infrared Vision and Eigenfaces algorithm (STFCR-IV-EF), for Infrared Vision and
Fisherfaces algorithm (STFCR-IV-FF),

– Distance of Farthest Correct Recognition (DFCR) in a given video: for Eye Vision and
Eigenfaces algorithm (DFCR-EV-EF), for Infrared Vision and Eigenfaces algorithm
(DFCR-IV-EF), forEyeVision andFisherfaces algorithm (DFCR-EV-FF), for Infrared
Vision and Fisherfaces algorithm (DFCR-IV-FF)
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– Number of Correct/Incorrect Recognitions (NCR/NIR) in a given video: for Eye
Vision and Eigenfaces algorithm (NCR-EV-EF/NIR-EV-EF), for Infrared vision
and Eigenfaces algorithm (NCR-IV-EF/NIR-IV-EF), for Eye Vision and Fisher-
faces algorithm (NCR-EV-FF/NIR-EV-FF), for Infrared Vision and Fisherfaces algo-
rithm (NCR-IV-FF/NIR-IV-FF), forAll algorithms and vision types (NCR-A/NIR-A),
Number of Incorrect Recognitions Before First Correct (NIRBFC).

Based on data of simple measures listed above, the following 7 aggregated measures
have been calculated:

– B-STFCR: Cumulated number of times a given recognizer (EV-EF, EV-FF, IV-EF, IV-
FF) gives the Best STFCR, summed up for all participants. Presented separately for
various filtering methods (F-R, F-M, F-H) and for various types of sequences (SIL-1,
WOL, SIL-2)

– I-STFCR: Cumulated number of times a given filtering method (F-R, F-M, F-H) gives
STFCR Improvement comparing to F-N, summed up for all participants. Presented
separately for various algorithms (EV-EF, EV-FF, IV-EF, IV-FF) and for various types
of sequences (SIL-1,WOL, SIL-2). “Positive” I-STFCR is defined as number of cases
in which identification duration is faster than for F-N, added to number of “enabling”
cases for which time difference cannot be calculated. “Negative” I-STFCR is defined
as number of cases in which identification duration is slower than for F-N, added
to number of “disabling” cases for which time difference cannot be calculated. “En-
abling” case is defined as one in which for given video sequence applying given
filtering method enables correct identification: correct identification occurs with this
filtering method, and does not occur at any time without this filtering method. Cor-
respondingly “disabling” case is defined as one in which for given video sequence,
applying given filtering method disables correct identification: correct identification
does not occur at any time with this filtering method, but occurs without this filtering
method.

– B-DFCR: Cumulated number of times a given recognizer (EV-EF, EV-FF, IV-EF, IV-
FF) gives the Best DFCR, summed up for all participants. Presented separately for
various filtering methods (F-R, F-M, F-H) and for various types of sequences (SIL-1,
WOL, SIL-2)

– I-DFCR: Cumulated number of times a given filtering method (F-R, F-M, F-H) gives
DFCR Improvement comparing to F-N, summed up for all participants. Presented
separately for various algorithms (EV-EF, EV-FF, IV-EF, IV-FF) and for various types
of sequences (SIL-1, WOL, SIL-2)

– A-RA: Recognition Accuracy (NCR/(NCR+NIR)) Averaged for all participants, for
different recognizers (EV-EF, EV-FF, IV-EF, IV-FF). Presented separately for various
filtering methods (F-R, F-M, F-H) and for various types of sequences (SIL-1, WOL,
SIL-2)

– I-RA: Cumulated number of times a given filtering method (F-R, F-M, F-H) gives
RA Improvement comparing to F-N, summed up for all participants. Presented sepa-
rately for various algorithms (EV-EF, EV-FF, IV-EF, IV-FF) and for various types of
sequences (SIL-1, WOL, SIL-2)



280 A. Wójtowicz and J. Chmielewski

– I-NIRBFC:Cumulated number of times a givenfilteringmethod (F-R, F-M,F-H) gives
NIRBFC improvement comparing to F-N, summed up for all participants. Presented
separately for various algorithms (EV-EF, EV-FF, IV-EF, IV-FF) and for various types
of sequences (SIL-1, WOL, SIL-2)

Those 7 measures are used for the final data analysis.

5 Results

5.1 Filtering Out Rotated Faces (F-R)

Experimental results have not confirmed the hypothesis that filtering out images contain-
ing rotated faces (F-R, c.f. Sect. 4.1) from the recognition stream improves B-STFCR,
I-STFCR, B-DFCR, I-DFCR, A-RA, I-RA, I-NIRBFC for all conditions:

– Applying F-R improves significantly B-STFCR, I-STFCR and B-DFCR only for SIL-
1 recordings (that is only in case of the testing set similar to the training set).

– Applying F-R improves significantly I-DFCR for WOL and SIL-2 recordings in case
of IV recognizers.

– Applying F-R has ambiguous impact on A-RA, I-RA, I-NIRBFC.

The reasons for that are twofold. First, slightly rotated faces can be still recognized
correctly despite the rotation (c.f. construction of the training set described in Sect. 4.1).
Second, if the faces are too much rotated, they are not recognized at all (false negative
error may appear), but also they are not misrecognized as belonging to another user,
since they are too different from the pattern of any correct face. Thus, they do not
introduce false positives, and false positives have much higher negative impact on final
identification decision than false negatives.

5.2 Filtering Out Faces with Mimics (F-M)

Experimental results have confirmed the hypothesis that filtering out images containing
face with mimics (F-M, c.f. Sect. 4.1) from the recognition stream improves B-STFCR
and I-STFCR. Applying F-M improves significantly B-STFCR for SIL-1 recordings in
all cases, for WOL recordings in case of IV vision and for SIL-2 recordings in case of
EV (cf. Fig. 1).

Data presented in Fig. 1 illustrate that for testing in difficult light conditions F-M
combined with IV produces better results, and for testing in similar (to the training video
sequence) light conditionsF-McombinedwithEVproduces better results. It canbe easily
explained by higher independence of infrared imaging from lighting conditions. Choice
of the algorithm (EF/FF) does not matter here. The improvement is also confirmed by I-
STFCR results (cf. Fig. 2) for IV recognizers. Especially in difficult light conditions F-M
produces a higher number of “positive” I-STFCR than number of “negative” I-STFCR
(for definitions see Sect. 4.2).

In turn, F-M has not introduced significant improvement to distance-focused mea-
sures (B-DFCR, I-DFCR). It canbe simply explainedby the fact that face details (mimics)
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Fig. 1. B-STFCR, F-M filtering method compared to F-N. Presented for various lighting (SIL-1,
WOL, SIL-2)

Fig. 2. F-M: I-STFCR for IV (FF + EF). Presented for SIL-2 and WOL lighting

have lower impact on longer distance recognition, because of the low quality of images
captured from longer distances.

5.3 Filtering Out Faces of Customers for Whom There Is Difference Between
Measured and Registered Body Height (F-H)

Experimental results have confirmed the hypothesis that filtering out from the recogni-
tion stream faces of customers for whom there is a difference between measured and
registered body height (F-H, c.f. Sect. 4.1) improves distance-focused measures such as
I-DFCR (cf. Fig. 3). It can be observed that DFCR improvement takes place in difficult
lighting conditions, which can be easily explained: when it is hard to recognize or even
detect faces, the impact of other factors (height) on identification decision increases.
Also, height measurement quality is not as much dependent on distance as face image.
Actually in some cases the dependence is opposite: close shot may disallow precise
height measurement, thus F-H performs well for longer distance recognition.
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Fig. 3. F-H: I-DFCR for IV (FF + EF). Presented for SIL-2 and WOL lighting

Also accuracy-focusedmeasures, such asA-RA (cf. Fig. 4) and I-RA, show improve-
ment when F-H filtering is applied. In case of good lighting (SIL-2), F-H gives the best
A-RA and I-RA from all analyzed approaches for both EV and IV, and in case of more
difficult lighting (WOL), F-H gives the best A-RA and I-RA for IV vision.

Fig. 4. A-RA, F-H filtering method compared to F-N. Presented for WOL and SIL-2 lighting

6 Conclusions

One of the most significant technical requirements for mass adoption of ubiquitous com-
merce is related to effective passive customer identification. Face biometrics is promising
in this area, but it requires improvements in quality of recognition process in terms of
final identification duration at PoS, distance, or accuracy. Presented experimental results
obtained within experiment environment have confirmed that in case of high-level user
identification algorithms based on face image streams, pre-filtering the image stream
can effectively improve the accuracy of the subsequent identification process. Filtering
decision criteria have been based on face rotation, user mimics or body height; to remove



Analysis of Factors Improving Accuracy of Passive User Identification 283

possible bias the experiments have been conducted in various lightning conditions, for
two different algorithms, and for eye and infrared vision.

The general conclusion is that using in the identification stream as many face images
as detected does not produce optimal identification decisions since low-quality recog-
nitions disrupt final identification decision. However, at the same time, filtering out too
many low-quality face images also does not produce optimal identification decisions,
since the decisions are frequently false if based on too few recognitions. The pre-filtering
criteria should not be permissive nor restrictive ones. The results of this work can help
to properly choose and optimize them and consequently, to construct effective next
generation ubiquitous commerce systems based on face biometrics.
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Abstract. The Android ecosystem is dynamic and diverse. Controls
have been set in place to allow mobile device users to regulate exchanged
data and restrict apps from accessing sensitive personal information and
system resources. Modern versions of the operating system implement
the run-time permission model which prompts users to allow access to
protected resources the moment an app attempts to utilize them. It is
assumed that, in general, the run-time permission model, compared to
its predecessor, enhances users’ security awareness. In this paper we show
that installed apps on Android devices are able to employ the systems’
public assets and extract users’ permission settings. Then we utilize per-
mission data from 71 Android devices to create privacy profiles based on
users’ interaction with permission dialogues initiated by the system dur-
ing run-time. Therefore, we demonstrate that any installed app that runs
on the foreground can perform an endemic live digital forensic analysis
on the device and derive similar privacy profiles of the user. Moreover,
focusing on the human factors of security, we show that although in the-
ory users can control the resources they make accessible to apps, they
eventually fail to successfully recall these settings, even for the apps that
they regularly use. Finally, we briefly discuss our findings derived from
a pen-and-paper exercise showcasing that users are more likely to allow
apps to access their location data on contemporary mobile devices (run-
ning version Android 10).

Keywords: Human factors · Live analysis · Mobile computing · User
profiling · Location · Android 10

1 Introduction

We live in an ever-changing digital world and we constantly benefit from tech-
nological advancements. Mobile computing is an unambiguous example of the
merits we enjoy. Mobile devices are integral parts of our routines and, as a con-
sequence, they hold and transmit voluminous amounts of our personal data.
Unsurprisingly, since the earliest years of the mobile computing era we encoun-
tered malicious entities attempting to circumvent security and privacy controls
that were set to protect users’ information. The lessons learned from recent
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years, regarding users’ inability to effectively protect themselves from intrusive
and malevolent actors, led system developers to the implementation of privacy
controls that would allow users to easily monitor and regulate the apps’ acces-
sibility to sensitive data, sensors and system resources.

Four years after the introduction of the current access control system on
Android, which uses request dialogues during run-time (ask-on-first-use, a.k.a
AOFU [22]), and a few months after the advent of the anticipated finer-grained
model for managing location accessibility while the app is in the foreground (ver-
sion 10), there still existed approximately 25.2% users that access the Android
Play Store on devices running legacy versions of the OS (5.1 and below), as
reported on [4]. However, three quarters of Android users (who visit the Play
Store) are now familiar with the AOFU model.

This paper reports the results of a study we conducted recruiting 71 partic-
ipants to voluntarily provide access to the permission settings on their Android
devices. For this cause we developed an app that is able to instantly gather
appropriate information while it is active, i.e. while it runs on the foreground.
Given that any benign app in the Android ecosystem is capable of performing
similar data collection, we consider our prototype as a potential tool, able to per-
form an endemic live digital forensic analysis and extract the current state of the
permission settings on the device. This information might be useful for the ana-
lyst as it will provide the capability to perform user profiling and acquire some
fundamental information about the user’s security awareness. Furthermore, we
conducted a survey (using the app we developed) asking our volunteers to answer
two basic questions, aiming to investigate the following research questions.

– RQ1: Which sensitive resources on their devices users aim to protect more
frequently?

– RQ2: Do they change their privacy-related perceptions when they are dealing
with their favorite apps?

– RQ3: Are users aware of the permission settings on their devices?
– RQ4: Can we categorize users according to their privacy/permission settings?

Therefore, the main contributions of this paper are as follows:

a) We gather system related information from the actual devices used daily by
our participants, resulting in the acquisition of high quality permission data
which are further used to create representative privacy profiles.

b) We demonstrate that Android users are sceptical about providing access
to sensitive resources such as their SMS, microphones and contact lists.
However, they become more permissive with their favorite apps; this action
is related to the anticipation to gain benefits from the advanced functionality
and is based on the foundations of trust.

c) We show that users who are now familiar with the AOFU model are still
not fully aware of the resources their favorite apps are accessing on their
devices.
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d) Finally, we demonstrate that the finer grain location settings introduced in
Android 10 will probably positively affect users’ intention to allow apps to
access their location data.

The rest of this paper is structured as follows. Section 2 discusses recent
related work on users’ acceptance of the AOFU model. In Sect. 3 we present the
methodology we used to collect permission settings from live devices and we also
discuss elements of our survey design and implementation. Section 4 reviews the
collected information and Sect. 5 analyzes the results. Finally, we discuss our
findings in Sect. 6 and draw our conclusions in Sect. 7.

2 Related Work

Prior work that investigates mobile phone permission controls and dialogues has
shown that not only users do not pay attention to them, but they also cannot
comprehend them [9]. The ask-on-install (AOI) permission model (used on legacy
Android OS versions) might also cause frustration to users who feel they do
not have control on the personal data they share [8]. Additionally, the AOI
system presents the inherit disadvantage that users are not given any contextual
information about how and when apps access their sensitive resources [20].

These drawbacks undermine users’ secure interaction with the system and
therefore novel approaches have been adopted to address them. The AOFU
model was long-anticipated and it was initially well-received by Android
users [1,3]. However, users’ engagement in decision making when they are dealing
with the access control management of their mobile devices might lead to the
problem of habituation [23]. In addition, although the AOFU model provides
some context in the foreground and allows users to make informed decisions,
especially at the beginning of the apps’ lifespan, it can also be error prone [11,22].
However, users appreciate the fact that they have dynamically been made part
of the security chain in the AOFU model and they take into account the “when”
and “why” an app requests permissions [11,21].

We have seen numerous papers investigating users’ adoption and acceptance
of this model [2,6,7,10,16,18,19,21,23]. Andriotis et al. [1,3] recently introduced
a method to acquire snapshots of permission settings from Android devices and
showed that, in general, users make consistent choices when it comes to allowing
access to specific sensitive resources. Although malicious actors can employ side-
channel attacks to gain unauthorized access to sensitive resources bypassing the
Android system’s controls [17], users have a more positive attitude towards the
run-time permission model [18]. In order to simplify and enhance its effectiveness,
various researchers suggest the accumulation of users’ privacy profiles [13,14].

To this end, we use an updated approach of the aforementioned methodol-
ogy [1–3] to acquire permission snapshots via an app that has to be installed
on the users’ device. Our scenario/threat model accounts for the fact that any
installed app can periodically acquire similar snapshots (while in use) to effec-
tively create representative users’ privacy profiles. Therefore, the app can con-
duct a live forensic analysis to perform a comprehensive user profiling.
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3 Methodology

We follow the data collection approach discussed in [3] to collect users’ permis-
sion settings. First, we develop an Android app that will be used as a survey
instrument and at the same time it will collect the current permission settings
of the running device. We distribute our application on Google Play and request
participants to download the app on their devices. We target users with devices
that run Android 6.0 and above, i.e. they implement the run-time permission
model. The participants were recruited after viewing our call on various online
platforms such as popular social media and university email lists. We did not
compensate the respondents for their engagement but we gave them the chance
to be included in a prize draw, if they were willing to provide their email address
to communicate with them in case they won a prize. We finally got responses
from 71 individual Android users from around the world. The project was carried
out after ethical approval was acquired by the our RBI (FET Faculty Research
Ethics Committee of the University of the West of England (FET.17.03.027)).

3.1 Permission Settings Collection

Our redesigned app utilizes the PackageManager and employs the GET META DATA

flag to query the participant’s device and acquire a list of application infor-
mation. Then we use the method getPackageInfo with the GET PERMISSIONS and
FLAG SYSTEM flags to retrieve non-system applications, i.e. apps that were installed
by the users from online app stores. This distinction on the acquired data pro-
vides a more accurate representation of users’ permission settings because we
target only apps that were installed by them. Therefore there is a better proba-
bility for creating more representative profiles because we are primarily based on
apps that have been used at least once (details in Sect. 5). This is a fundamental
improvement compared to the previous work [1–3].

To ensure that this hypothesis stands true, we employ the UsageStatsManager

to collect app usage information provided by the Android system itself. Fur-
thermore, we store locally on the phone for each app the requestedPermissions

and requestedPermissionFlags, along with additional information such as the:
versionCode, firstInstallTime, LastUpdateTime, and targetSdkVersion.

The PackageManager returns the integer 3 if the permission has been granted
and the integer 1 if not. Following this methodology we are able to acquire a
snapshot of the user’s permission settings. Note that –using this methodology–
if the integer that was returned is 1, we do not know if a dangerous permission
has been requested by the app in the past. We can only infer that the specific
app does not have permission to access the given resource currently. Therefore,
following this approach we are able to reconstruct current permission settings
on the device for each installed app. In other words we are able to reconstruct
information given by the system when the user engages the Settings app and
requests to see the “App permissions” from the “App info” utility, as seen in
Fig. 1e.
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(a) Usage Stats (b) Demographics (c) Question 1 (d) Question 2 (e) Groups

Fig. 1. Screenshots showcasing “Permissions Snapshots V2” application and system’s
functionality.

3.2 Questionnaire Design

The data collection process and the users’ engagement lifecycle is described
in detail below. First, participants download the app on their devices. After
launching the app, consent is given to the app by the user to collect permission
settings information. Then the participant is asked to allow the app to collect
usage statistics from the device (Fig. 1a). This functionality must be explicitly
given by the user on our targeted devices. However we provide the users the
capability to skip this step, if they do not feel comfortable providing this amount
of data to a third party (i.e. to our app).

Afterwards the participants are asked to provide basic demographics (Sex,
Age, and Residency as seen in Fig. 1b) and answer 2 questions (Fig. 1c, 1d). The
first question asked the following: “Assume that an app requests access to the
following resources of your device (smartphone or tablet). How likely is it to
allow access to these resources? Use the bars to indicate your preferences for all
(9) resources in the following list. There are 5 choices for each category: Very
unlikely, Unlikely, Neutral, Likely, Very likely”. A five-point Likert scale [12] was
implemented as a slider to store participants’ preferences for each dangerous
permission ranging from “Very unlikely” to “Very likely”.

Next our survey app asked the participants to provide the name of an app
they regularly use: “The second (and last) question is related to your favourite
app. Please tap on the following text field and provide the name of an app that
you regularly use on this device. Then hit the NEXT button to see the second
question”. After providing the name of their preferred app, they read the second
question: “Assume that “your favourite app” requests access to the following
(9) resources. Which of these resources you would probably allow to access?
Turn ON the switch if you would allow the app to access the specific resource”.
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The activity contained a sequence of switches representing the state of access
privileges the specific user would be willing to provide to the specific app, as
seen in Fig. 1d.

Finally, respondents were instructed how to participate in the prize draw
and turn off this app’s Usage Access privilege after submitting their answers.
The rationale behind the design of our short questionnaire is to identify if there
exist deviations between the users’ ideal privacy preferences (Question 1) and
the amendments they are willing to do when they need to enjoy certain func-
tionalities of their favorite apps (Question 2).

4 Data Analysis

The majority of the respondents of our call provided complete survey answers.
Additionally the majority provided their app usage data to our app allowing
access to the UsageStatsManager. However, there was a small proportion of users
that did not allow this action. Additionally, we identified responses from 3 par-
ticipants that seemed ambiguous. For example, these respondents sent more than
one responses while our app was available on Google Play. Therefore, their data
were completely removed from the dataset. More details are given in Sect. 5
below.

Data analysis has been performed in two stages. First we accumulated valid
survey responses from participants as explained in Sect. 5. We refer to this group
of participants as Gs in this paper. Then, we compiled another set of data
depending only on the permission settings that were sent from the devices to
us. These data do not depend on the survey responses as they are actual repre-
sentations of the permission settings on the participants’ devices the given time
(Permissions Snapshots); we call Gd this group in this paper.

In order to translate permission data from each device and reconstruct the
permission group settings for each app as shown to any user from the Android
system (e.g. Fig. 1e), we are using the same methodology presented in [3]. We
focus on dangerous permissions groups and simulate the way Android handles
run-time permission requests to allow or deny access to sensitive resources.
Hence, permission settings for each app are represented as a sequence of nine
“Allow” or “Deny” decisions. The number nine represents the number of danger-
ous groups, according to the official classification. This classification depends on
the Android API level. While collecting our data, the highest available API level
was 27 (i.e. devices running up to version O, codenamed as Oreo). The given
time, there existed nine dangerous groups. From API level 28 (Android Pie)
another group was added (namely CALL LOG) which practically included some
of the older permissions from the PHONE group. Since our app was running on
devices with OS versions up to Android Pie, we present results based on the
nine group classification.
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Fig. 2. Responses to Question 1: (0: Very unlikely - 4: Very likely).

5 Results

We received responses from 71 individuals. Among them, 60 allowed access to the
UsageStatsManager, 8 did not turn on the Usage access switch when requested by
our app, and 3 provided ambiguous responses, therefore their data were removed
from our study. Additionally, data from one participant were rejected because
she claimed she was below 18 years old. Based on the ethical approval terms,
respondents had to be 18 years old and above to participate.

5.1 RQ1: Which Sensitive Resources on Their Devices Users Aim
to Protect More Frequently?

For the first part of this study (regarding the questionnaire responses) we ana-
lyzed survey data provided by 61 participants (group Gs). We rejected the
answers from individuals who either they did not provide the name of an app for
question 2 or they provided a name that could not be found in the corresponding
packages provided by their devices’ PackageManager. Additionally, some of these
participants provided responses baring the default answers only, which made us
consider they did not sincerely answer the questions; hence their responses were
also removed.

As shown in Fig. 2 respondents in general are reluctant to allow access to
their devices’ resources. However, they are more positive to allow access to apps
requesting to use their devices’ “Storage” and “Sensors”. This finding aligns with
recently presented work [2]. The figure also demonstrates that Android users are
hesitant to allow apps accessing their: a) SMS messages (75% negative answers),
b) their contact lists (72% negative answers), and, c) their devices’ microphones
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(62% negative answers). Another noteworthy finding is that responses related
to the camera access were almost equally divided (39% negative, 34% positive).
On the other hand, participants are disinclined to allow access to their location
data (57% negative answers).

Another point related to location data access is that the answers for the
certain permission group presented strong polarity between negative and positive
views (13% neutral answers). The decreased percentage of neutral views for this
group showcases that mobile device users are aware of the importance of their
location data, therefore they have clear views when it comes to sharing them with
third parties. Compared to similar previous studies [2,3] we identify analogous
behavior considering users’ acceptance of possible requests from the system. In
these studies most of the users do not intend to allow access to their SMS,
microphones, contact lists, phone logs and location. Our results showcase that
these trends haven’t changed a lot since the arrival of the run-time permission
model three years ago. Additionally, compared to the previous studies we can see
that users nowadays have a stronger perception about which protected resources
are willing to allow external apps to access.

5.2 RQ2: Are Users Changing Their Privacy-Related Perceptions
When They Are Dealing with Their Favorite Apps?

Next we investigate if users change their behavior when their favorite apps
request to access protected resources. For this case we focus on the Gs group
and gather the answers of the second survey question to compare them with the
answers from the first question. We consider as positive the “Likely” and “Very
likely” answers and as negative the “Unlikely” and “Very unlikely” answers from
the first survey question. Then we count the positive answers representing the
resources (i.e. the dangerous groups) they are more positive to allow an app
to access. This information is derived from their answers to the first question.
Similarly, we count the resources they would allow their favorite app to access,
according to their answers to the second question.

Figure 3 shows how participants answered. The blue line shows the number
of resources they feel more comfortable to allow an app to access in general,
and the orange line shows their responses for their favorite app. We can see that
in most cases users would allow more resources to be accessed by their favorite
apps compared to their generic response provided to the first question. 18% of
the participants provided the same number of positive answers and number of
accessible sensitive resources.

In general, from Fig. 3 we can infer that users are inclined to allow access to
a larger number of sensitive resources when prompted by their favorite apps.
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Fig. 3. Deviations among users’ survey answers (comparing Q1 vs Q2)

5.3 RQ3: Are Users Aware of the Permission Settings on Their
Devices?

The next part of our survey data analysis reflects on the differences between the
users’ answers on the second question and the actual settings we found on their
devices. Therefore, we now evaluate users’ answers by comparing them with the
users’ actual interaction with their favorite apps. This comparison is temporal
and adheres to the time we acquired the permission snapshot. Therefore, this
is a snapshot that depicts the users’ interaction with the system dialogues until
that moment.

We are still studying the responses from group Gs in this section. However,
due to inconsistencies in some of the users’ responses we had to consider only
those which did not cause any confusions. For example, one user suggested her
favorite app was “messaging” and, at the same time, we found permission set-
tings for more than one messaging applications on her device. Hence, it was not
feasible to know the application she was referring to. These ambiguous answers
were removed for this part of the study and therefore we report data derived
from 47 responses from group Gs.

We use the Jaccard distance (ranges from 0.0 to 1.0) to measure the similar-
ity of two binary vectors for each participant’s answer. In general, the Jaccard
distance of two vectors equals to 0.0 if the vectors are identical.

The first vector resembles the answers given for question 2 and the sec-
ond resembles the actual privacy preferences/controls found in the participant’s
device for the specific app. For example, if the respondent answered that Twit-
ter is her most used/favorite app, we represent as v1 = (0, 1, 0, 1, 0, 0, 1, 0, 1) her
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Fig. 4. Jaccard similarity of users’ answers to Q2 and their actual permission settings.

answers to the second question, where 0 is “I would not allow access” and 1 is
“I would allow access” to the following permission groups: (Calendar, Camera,
Contacts, Location, Microphone, Phone, Sensors, SMS, Storage).

The second vector v2 = (N, 1, 0, 1, 0, 0, N, 0, 1) resembles the actual access
settings found on her device for the specific app. Note that some apps do not
declare permissions for specific groups; here for example, the Calendar is not
used by the app, therefore this group is flagged as N in v2.

In order to calculate the Jaccard distance we neglect users’ choices made
for the permission groups flagged as N. Hence, the vectors to be compared are
now the following: v1 = (1, 0, 1, 0, 0, 0, 1) and v2 = (1, 0, 1, 0, 0, 0, 1). We do that
because we do not want to compare users’ answers (v1) with actual settings
(v2) when the particular dangerous permission group is not declared by the app.
Hence, we do not impute any missing values. Therefore, the Jaccard distance
of v1 and v2 is 0.0 in this instance, which means that the user’s answer and
her actual settings on her device are exactly the same. This can be seen as an
indication that the respondent was totally aware of the permission settings on
her device related to the specific app.

Figure 4 shows the Jaccard distance between v1 and v2 for each participant’s
entry. In 10 cases the Jaccard distance between v1 and v2 was 0.0. This means
that only 21.3% of the respondents appeared to have a clear view of the resources
they allowed their favorite apps to access. This number is indeed lower if we
consider that half of these participants appeared to be 100% permissive when
their favorite app requests access to their devices’ resources. The average Jaccard
distance derived from the 47 participants is approximately 0.71. The last metric
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shows that there exist misconceptions about the actual state of the permission
settings in our participants’ devices despite the fact that there were asked to
provide their privacy preferences/settings for their favorite (hence most used)
apps.

5.4 RQ4: Can We Categorize Users According to Their
Privacy/Permission Settings?

As of October 2019, there existed N = 55 distinct sub-categories on the Google
Play App store (e.g. Art & Design, Auto & Vehicles, Beauty, etc.). Our aim here
is to create users’ privacy profiles based on their acquired snapshots depicting
the permission settings for each category.

Modeling User’s Settings. We accumulate permission settings on each device
as follows:

App permission settings for each device are reconstructed from the permis-
sion snapshots and resembled by vectors a = (p1, p2, . . . , p9), for i ∈ [1, 9] (9
permission groups), where:

a) pi = 1, i.e. the permission was allowed to this app,
b) pi = −1, i.e. the permission was not allowed (or never requested by the app)
c) pi = 0, i.e. the app did not declare this permission.

When there are cases where more than one apps from one category exist on
a device, we perform the following basic calculations. For each permission group
we count the “Allow” (i.e. “1”) and the “Deny (i.e. “0”) decisions and find the
more prominent value between them. We transform this value to a float number
(percentage) representing the probability of this user to allow or deny access to
the resource protected by the permission from this specific dangerous permission
group. When the prominent number refers to “Allow” decisions the float number
is positive, and it is negative in the opposite case. If there exist apps that do
not declare a specific permission from a group (e.g. Sensors), we fill this place
with a zero. If there are equal “Allow” and “Deny” decisions for a permission
group in a category, we assume that the user is positively inclined to allow access
(according to our finding from RQ2).

Therefore, for each device we create a sequence (or a feature set in other
words) of N = 55 vectors representing the tendency of the user to allow or deny
an app from a given category.

In this sub-section we report results gathered from a larger group from our
pool of participants (i.e. Gd). Gd consists of data derived from 67 devices. As
explained earlier in this Section, we removed data derived from 4 devices. Addi-
tionally, we also noted that 7 participants did not provide app usage data. How-
ever, we included their permission snapshots in this part of the study because
these data are not ambiguous, meaning that they could not be falsified or some-
how manipulated, given that they are provided by the Android system itself.
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Fig. 5. Dendrogram derived from hierarchical clustering.

However, there is always a small probability that some permission settings
in these devices (we refer here to the 7 participants) will describe apps that
have never been used before. This is a reasonable concern which might lead to
misinterpretations of a user’s intention to allow or deny access to an app from
a certain category. Indeed this was also a basic limitation of similar previous
work [2].

In order to overcome this limitation we examined the data we derived from
devices that provided app usage data. We measured the percentage of installed
apps in each of these devices and identified from the app usage data if these apps
were invoked at least once. We found that on average 94.22% of the installed
apps were run at least once. Therefore, it is safe to generalize and assume that
the majority of the data provided from the aforementioned 7 devices contain
permission settings from apps that were used at least once.

Clustering Profiles. We perform Agglomerative hierarchical clustering using
scikit-learn [15] to identify clusters in our data (linkage method: ward). The
same methodology was used by Liu et al. [14] recently to create similar privacy
profiles. However, Liu et al. [14] did not consider users’ permission settings for
all known categories in the Play Store in their work.

We draw a dendrogram to visualize how clusters are formed from our data.
After performing a visual inspection, we empirically decide to deviate the users
in five big clusters (see the red line in Fig. 5). Liu et al. [14] identified 7 clusters
in their analysis. However, they admit that the majority of the users in their
study is gathered in one big cluster.

Figure 6 showcases representative samples of the privacy profiles we created.
On the vertical axes we place the different app categories and on the horizontal
axes we show the nine groups of dangerous permissions. The color of each cell
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(a) Profile 1 (b) Profile 2

(c) Profile 3 (d) Profile 4

(e) Profile 5

Fig. 6. Users’ privacy preferences profiles derived from their permission settings. (Color
figure online)

resembles the user’s tendency to allow (green) or deny (red) an app from that
category to access a resource from this permission group. White spaces denote
the lack of knowledge of the user’s reaction to access requests from apps from
the given categories.
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6 Discussion

As expected from the results presented so far, most of the users tend to protect
a number of sensitive resources on their devices. Therefore, the majority of the
profiles appear to be more restrictive. Profile 2 and Profile 5 are generally per-
missive. Profile 2 includes users who tend to allow apps access their Location and
Storage. Profile 5 appears to be stricter with particular app categories compared
to Profile 2. Profile 1 is restrictive in general, but allows access to Location and
Sensors. Profile 3 would not usually allow access to the Calendar, Storage and
the Microphone. Finally, Profile 4 appears to be generally restrictive.

Looking at the distribution of the population, we can report the following
numbers. Profile 1 includes 18 users (26.9% of our sample), Profile 2 includes 8
users (11,9%), Profile 3 is the most populated with 29 users (43.3%), Profile 4
has 9 users (13.4%) and, finally, Profile 5 is the smallest comprising only 3 users
(4.5%).

Compared to the work of Lin et al. [13] and Liu et al. [14] we identify sim-
ilarities between our generally permissive users (Profile 2) and the “Profile 3
users” of [14] and the “unconcerned” users of [13]. Additionally, Profile 4 in our
study is similar to the restrictive “Profile 4” that Liu et al. [14] identified as
their protective users, and Lin et al. [13] as their “conservative” users. Finally,
the derived clusters from our methodology seem to be more equally distributed
compared to those presented in [14].

6.1 Android 10 Location Settings

The permission data collection methodology utilized in this study can be applied
on the revamped finer-grained permission model for protection of location data
in the most contemporary Android version (i.e. Android 10). The current version
was released during Autumn 2019 and it features a new approach to location
permission management, featuring two levels of protection. The user according
to this updated model has the ability to choose between two location accessibility
levels: a) Allow an app to access location data all the time (i.e. even when it is
on the background), or b) allow access only when the app is in use (i.e. when it
is in the foreground).

Compared to the previous models, the only difference in this occasion is
the addition of an extra permission; the ACCESS BACKGROUND LOCATION. Thus, in
order to update users’ profiles in the near future to incorporate those users
who updated to the most recent OS version (Android 10), we probably need to
introduce a 4th choice in the location permission group: “Always Allow”, “Allow
when in Use”, “Deny”, “Not requested”. Additionally, we need to account for the
fact that more consumers will start using devices running versions 9 and above
(i.e. API level 28+). This means that we need to implement different profiles for
these users which consist of 10 dangerous permission groups. For the moment
these remarks form our plans for future work.
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6.2 Pilot Study on Android 10 Location Settings

We attempted to measure users’ acceptance of the modernized, tristate loca-
tion permission system on Android 10, conducting a pen-and-paper exercise as
follows. We gathered a random group of 25 undergraduate and postgraduate
students (studying Cyber Security and Digital Forensics at the University of
the West of England) and asked them to participate in a short experiment. We
distributed a short questionnaire and asked them to anonymously answer three
questions in 5 min.

The questionnaire comprised a screenshot of an app requesting location per-
mission, adhering to the new tristate location permission system introduced in
Android 10 [5], followed by 3 short questions. The depicted dialogue message
stated: “Allow App 1 to access this device’s location?”. The message featured
the following options: “Allow all the time”, “Allow only while the app is in use”,
“Deny”. The participants asked to answer the following questions:

– To comment on the functionality/outcome of each option.
– If the message was clear.
– Which option they would choose.

22 students answered anonymously the questionnaire. We briefly discuss the
outcome in this section. 16 participants (i.e. 72.7%) said that the message shown
by the system is clear. 3 students (i.e. 13.6%) claimed the opposite, and 3 other
students said that “it is misleading”, “not very clear”, or “a little clear”. There-
fore, 72.7% thought the message is clear and 27.3% had a different opinion. The
most interesting finding however derives from the answers to the last question. 16
students said they would choose the “Allow only while the app is in use” if they
were using the app, and only 1 said they would “Allow all the time”. Finally, 2
students said they would choose “Deny” and 3 students replied that “it depends
on the app”. Among these 3 participants, 2 of them said “it depends”, but they
would probably choose to “Allow only while the app is in use” or “Deny”.

Hence, this preliminary study shows that if the users have the choice to allow
an app to access the device’s location only while the app is in the foreground,
they are eventually positively inclined to provide the permission. Also, we saw
that almost three quarters of the participants thought the message provided by
the system about the tristate location permission was clear enough.

7 Conclusion

We utilized publicly available system information derived from the use of the
PackageManager, accessible by any installed app on the device1. We showed that
any app installed on an Android device is able to extract similar information and
perform user profiling tasks related to the user’s privacy awareness. In this study
we gathered permission settings from 71 devices and identified 5 distinct user
profiles, related to their inclination to allow or deny access to specific sensitive
1 The dataset can be found at the UWE Research Repository: Output ID: 5296390.
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resources on their devices. We found that 13.4% of users in our sample belong
to the most restrictive profile, 16.4% belong to generally permissive profiles and
the rest of them are protective, allowing access to certain permission groups
(Location, Sensors and Storage).

Moreover, our survey responses, and their comparison with participants’
actual privacy controls, demonstrated that users do not feel comfortable with
allowing apps to read their SMS, contact lists, and using their microphones.
However, the results of this study demonstrated that, as users, we are keener to
allow our favorite apps to access restricted resources.

Finally, following a cross-examination of the users’ responses with their actual
permission settings, we concluded that although users are supposed to have a
better overview of the protected resources they allowed their favorite apps to
access on their devices, they eventually fail to accurately report which groups
are accessible and which are not. Also we identified the inclination of users to
allow location access to an app only while the app is in the foreground (feature
available on devices running Android 10).

As future work we intend to use our profile categorization methodology to
investigate the feasibility of embedding these profiles in recommendation sys-
tems to efficiently suggest apps that match users’ privacy settings. We believe
that online app stores (such as the Google Play app store) have the capability
to create more accurate privacy profiles using numerous permission snapshots
via longitudinal measurements, because they have constant access to app usage
statistics.
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6. Bonné, B., Peddinti, S.T., Bilogrevic, I., Taft, N.: Exploring decision making with
android’s runtime permission dialogs using in-context surveys. In: Thirteenth Sym-
posium on Usable Privacy and Security ({SOUPS} 2017), pp. 195–210 (2017)

https://doi.org/10.1109/WIFS.2016.7823922
https://doi.org/10.1007/978-3-319-58460-7_42
https://doi.org/10.1016/j.jisa.2018.02.004
https://developer.android.com/about/dashboards
https://developer.android.com/about/dashboards
https://source.android.com/devices/tech/config/tristate-perms
https://source.android.com/devices/tech/config/tristate-perms


To Allow, or Deny? That is the Question 303

7. Diamantaris, M., Papadopoulos, E.P., Markatos, E.P., Ioannidis, S., Polakis, J.:
REAPER: real-time app analysis for augmenting the android permission system.
In: Proceedings of the Ninth ACM Conference on Data and Application Security
and Privacy, pp. 37–48. ACM (2019). https://doi.org/10.1145/3292006.3300027

8. Felt, A.P., Egelman, S., Wagner, D.: I’ve got 99 problems, but vibration ain’t
one: a survey of smartphone users’ concerns. In: Proceedings of the second ACM
workshop on Security and privacy in smartphones and mobile devices, pp. 33–44.
ACM (2012). https://doi.org/10.1145/2381934.2381943

9. Felt, A.P., Ha, E., Egelman, S., Haney, A., Chin, E., Wagner, D.: Android permis-
sions: user attention, comprehension, and behavior. In: Proceedings of the Eighth
Symposium on Usable Privacy and Security, SOUPS 2012, pp. 3:1–3:14. ACM,
New York (2012). https://doi.org/10.1145/2335356.2335360

10. Hossen, M.Z., Mannan, M.: On understanding permission usage contextuality in
android apps. In: Kerschbaum, F., Paraboschi, S. (eds.) DBSec 2018. LNCS, vol.
10980, pp. 232–242. Springer, Heidelberg (2018). https://doi.org/10.1007/978-3-
319-95729-6 15

11. Iqbal, M.S., Zulkernine, M.: Droid mood swing (DMS): automatic security modes
based on contexts. In: Nguyen, P., Zhou, J. (eds.) ISC 2017. LNCS, vol. 10599, pp.
329–347. Springer, Heidelberg (2017). https://doi.org/10.1007/978-3-319-69659-
1 18

12. Likert, R.: A technique for the measurement of attitudes. Arch. Psychol. (1932)
13. Lin, J., Liu, B., Sadeh, N., Hong, J.I.: Modeling users mobile app privacy prefer-

ences: restoring usability in a sea of permission settings. In: 10th Symposium On
Usable Privacy and Security ({SOUPS} 2014), pp. 199–212 (2014)

14. Liu, B., et al.: Follow my recommendations: a personalized privacy assistant for
mobile app permissions. In: Symposium on Usable Privacy and Security (2016)

15. Pedregosa, F., et al.: Scikit-learn: machine learning in Python. J. Mach. Learn.
Res. 12, 2825–2830 (2011)

16. Raval, N., Razeen, A., Machanavajjhala, A., Cox, L.P., Warfield, A.: Permissions
plugins as android apps. In: Proceedings of the 17th Annual International Con-
ference on Mobile Systems, Applications, and Services, pp. 180–192. ACM (2019).
https://doi.org/10.1145/3307334.3326095
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Abstract. Smart speakers are useful and convenient, but they are asso-
ciated with numerous security and privacy threats. We conducted thir-
teen interviews with users of smart speakers to explore the effect of
user experience (UX) factors on security and privacy. We analyzed the
data using Grounded Theory and validated our results with a quali-
tative meta-synthesis. We found that smart speaker users lack privacy
concerns towards smart speakers, which prompts them to trade their
privacy for convenience. However, various trigger points such as negative
experiences evoke security and privacy needs. When such needs emerge,
existing security and privacy features were not found to be user-friendly
which resulted in compensatory behavior. We used our results to propose
a conceptual model demonstrating UX’s effect on risk, perceptions and
balancing behavior. Finally, we concluded our study by recommending
user-friendly security and privacy features for smart speakers.

Keywords: User experience · Smart speaker · Security · Privacy ·
Behaviors

1 Introduction

The first practical keyboard was invented by Christopher Latham Sholes in 1873
[21]. The keyboard and other peripheral devices were invented because tradi-
tional computing devices were not able to decode human voices. However, the
rapid development of speech recognition technology is changing the way peo-
ple interact with technology. Mobile phones are equipped with speech-activated
functions supported with advanced and accurate speech-to-text technology. One
of the most significant and successful voice technology innovations are smart
speakers. Smart speakers like Amazon Echo, Google Home, and Apple Home-
Pod are increasingly becoming a trend in homes and rapidly becoming integrated
with other smart devices. Amazon’s devices team announced in January 2019
that the company had sold more than 100 million Alexa powered devices world-
wide [12]. In 2018, Google revealed that they sold more than one Google Home
product every second [19].
c© Springer Nature Switzerland AG 2020
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Smart speakers offer hands-free and eye-free operations allowing users to send
voice commands while working on other tasks. Smart assistants like Alexa also
emulate social presence due to being equipped with speech synthesis technologies
allowing Alexa to artificially produce human-like speeches [13]. To be able to
operate in a hands-free environment, smart speakers need to continuously listen
to what is being said around the device to catch the wake word (e.g., “Ok
Google”). Cybersecurity critics have argued that always-on devices like smart
speakers bring a significant threat to privacy and security. Smart speakers were
previously vulnerable to security attacks which allowed attackers to turn them
into a wiretapping device [13]. Integrating proper privacy and security controls
into smart speakers while preserving UX seems to be a continuous challenge.

Users don’t just look for privacy and security from those devices; they look for
satisfaction, convenience, and well-being. They want to use technology with-out
worry while having a good User Experience (UX). The UX of smart speak-
ers involves much more than usability; it includes people’s feelings, emotional
reactions and psychological needs. The purpose of this research is to allow us
to understand better how UX influences users’ security and privacy. Therefore,
we asked the research question: How do UX factors influence the security and
privacy of users of smart speakers?

To tackle our research question, we conducted semi-structured interviews
with thirteen users of smart speakers and analyzed the data with Grounded
Theory. We summarize our key findings below:

– Users express a lack of privacy concerns towards smart speakers be-cause of
individual perceptions (e.g., their perceived notability).

– Users trade their security and privacy for the benefits arising from smart
speakers (e.g., convenience and utility).

– Users have various security and privacy needs that result from specific trigger
points (e.g., detrimental experiences, adversarial needs).

– Common security and privacy features (e.g., muting) of smart speakers were
not found to be user-friendly and were hindering the UX.

– Users reported compensatory behavior (e.g., disconnecting the devices, delet-
ing audio history) resulting from negative experiences with smart security
and privacy tools.

We used our results to present recommendations for the security and pri-
vacy design of smart speakers. In addition, we proposed a conceptual framework
showing how UX interacts with risk and balancing behavior.

This research paper is organized as follows. Section 2 provides background in-
formation related to UX and smart speakers. The section also discusses related
works. Section 3 describes our study methodology and design. Section 4 presents
a detailed description of our results, organized according to the discovered cate-
gories. Section 5 introduces design recommendations for security and privacy in
smart speakers. In addition, it introduces our proposed conceptual framework.
Finally, Sect. 6 presents our conclusion.
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2 Theoretical Background

2.1 User Experience

Definition. There is no universally accepted definition of UX. However, we will
follow the definition by the international standard of human-system interaction
ISO 9241-210, which defines UX as “a person’s perceptions and responses that
result from the use or anticipated use of a product, system or service” [23]. The
definition includes a person’s emotions, psychological responses, beliefs, percep-
tions, behaviors, preferences, and accomplishments.

Research Approach. While the Human-Computer Interaction (HCI) commu-
nity cannot agree on a uniformly accepted UX model that drives research, there
is an agreement that UX is subjective, dynamic, and context-dependent [38].
UX research is mainly divided into two research methods: one method which
advocates a qualitative design approach and one method that promotes a quan-
titative model approach. There are two prominent UX frameworks for each app-
roach: McCarthy and Wright’s approach [39] which is considered as qualitative
design-based and Hassenzahl’s approach [30] which is considered as quantitative
model-based.

McCarthy and Wright’s Framework. McCarthy and Wright’s framework [39]
draws attention to the significance of a holistic experience view without reduc-
tionism [49]. The experience is described as holistic, dynamic, and subjective.
The framework suggests threads that help describe experience based on context,
time, feelings, emotions and processes which describe how a user subjectively
makes sense of an experience.

Hassenzahl’s Framework. Hassenzahl’s framework [30] focuses on the technolog-
ical artifacts that affect the experience. The framework specifies distinct proper-
ties of experience (e.g. subjective, dynamic, holistic, situated). Based on the
self-regulation theory by Carver and Scheier [16], the framework is composed of
a tiered hierarchical UX model that describes experiences as being related to
motives, actions, and specific conditions.

Factors of UX. UX is influenced by three factors: user, system, and context
[45]. These factors act as primary dimensions of UX, where sub-factors emerge
from the literature. For the user factor, the related sub-factors that appear are
emotions and psychological needs. As for the system factor, the sub-factors are
hedonic and pragmatic product quality. For the context dimension, time and
situatedness are the sub-factors.

Use in This Paper. For this paper, which is concerned with the security
and privacy of smart home speakers, we will apply Hassenzahl’s UX framework
because it is concerned with the design of technological products and the UX.
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2.2 Smart Speakers

Description of Smart Speakers. A smart speaker is a wireless voice command
device with a virtual assistant offering multiple hands-free services with the
help of activation words known as wake-up words or hot words. Smart speakers
consist of one or more microphones which await the wake-up word followed by a
command from the user. Smart Speakers provide extra capabilities by allowing
third-party developers to create applications that offer services. They can run If
This Then That (IFTTT) automation applications that connects cloud services
and users’ devices. Smart speakers are associated with numerous security and
privacy concerns [28,33,50], we summarize them below.

Security of Smart Speakers

Voice Authentication. VAs allow users to communicate remotely by saying the
wake-up word followed by the voice command. VAs had struggled in the past
to recognize human voices, which prompted any audio within microphone range
to send requests to the smart speaker. Smart speaker devices have numerous
cases of interaction with television programs and advertisements. In 2017, a
cartoon which included repeated Amazon Echo and Google Home commands
had wrecked some of the viewer’s devices [2]. Moreover, a notable attack on VAs
is known as DolphinAttack [52] which sends voice commands in the form of an
ultrasonic sound, a high-frequency sound that the human ear cannot detect.

Wiretapping. Smart speakers are at risk of getting turned into wiretapping
devices. Security researchers from Tencent demonstrated a security vulnerability
at DefCon that would allow attackers to take complete control of the device,
which would enable them to eavesdrop on private conversations [32]. Other
related security vulnerabilities were discovered by Checkmarx [1] and MWR [10].

Voice Commands. Smart speakers voice commands are transferred and stored
in cloud servers [50]. While the data sent to the cloud is encrypted, it does
not prevent a network sniffer from knowing there is an interaction happening
with smart speakers [8]. Major smart speaker brands like Google Home, Amazon
Echo, and Apple HomePod store the audio recordings in the cloud [41]. Google
[36] and Amazon [25] allow users to manage and listen to their audio activity
online, which adds a security risk in case an account is compromised [50].

Privacy of Smart Speakers

Company Monitoring. Major smart speaker companies (e.g., Google, Apple and
Amazon) employ staff to manually listen to consumers’ voice commands to
improve speech recognition technology [17]. A Bloomberg investigation revealed
that Amazon had contracted thousands of humans to work in a secret program
with each employee processing up to 1,000 audio clips in 9 h shifts [22]. Ama-
zon responded by saying that their contractors do not have access to customers’
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personally identifiable information [17]. However, critics argued that contractors
may have access to GPS coordinates which can be used to point to users’ loca-
tions [46]. In addition, companies collect personal information such as names, IP
addresses, locations, addresses and payment cards [3]. German magazine Heise
reported the story of an Amazon customer who decided to exercise his GDPR
rights by requesting his stored personal information from Amazon. The com-
pany mistakenly sent 1,700 audio files and a transcribed document containing
the interactions of users with Amazon Echo [11].

Misinterpretation. Misinterpretation of wake words and commands raise pri-
vacy concerns. An investigation by Symantec revealed that wake-up words could
trigger smart speakers even if they are not accurate. The research reports that
Google Home woke up for ‘Ok Bobo’ instead of ‘Ok Google’ [50]. A case reported
by KIRO7 confirms the finding where a family in Portland had their private
conversation recorded by Alexa and sent to a random contact due to misinter-
pretation [31].

Law Enforcement. Smart speakers collect and store a massive amount of per-
sonal information, prompting law enforcement to often demand access to data.
A double murder investigation in New Hampshire prompted a judge to order
Amazon to submit any audio recordings by Echo during the day of the murder
[27]. Prosecutors have also sought evidence from Amazon Echo in a case involv-
ing the killing of an Arkansas police officer [14]. To protect consumer privacy,
Amazon filed a motion against the police warrant issued by the prosecutors [15]
but later released the data once the owner of the Echo consented [40]. Although
Amazon was able to fight off the judge’s orders, some privacy experts warn that
laws can be passed to allow law enforcement to remotely activate smart speakers
and eavesdrop on suspects [20].

2.3 UX of Smart Speakers

Unlike laptops and mobile phones, smart speakers do not generally have a screen.
Even with screen-enabled smart speakers, the interactions remain invisible and
the designers often aim at a positive ‘voice experience’. The lack of visuals used in
interactions makes designing and measuring UX more challenging [5]. Pyae and
Joelsson conducted a web-based survey with 114 users and found that Google
Home devices result in positive UX but had some usability issues [44]. There are
current issues with understanding UX design for Voice Assistants (VA) of Smart
Speakers [34]. Traditionally, measuring user satisfaction consisted of analyzing
clicks and scroll signals. However, those signals do not exist in smart speakers
which makes it challenging to measure user satisfaction. Other researchers have
proposed ways to measure new signals. For instance, Hashemi et al. [29] proposed
user intent as an original signal for measuring user satisfaction. Moreover, the
personification of Alexa is linked to a higher level of user satisfaction due to
increased social interactions [43]. The personification of VAs might require UX
designers to work with Machine Learning as a design material [34].
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2.4 Related Work

Lau et al. [37] ran a diary study and semi-structured interviews with 17 users
and 17 non-users of smart speakers to understand users’ reasoning for the adop-
tion of those devices, privacy concerns and insights, and experiences. Smart
speaker users were found to have a sophisticated trust relationship with com-
panies behind smart speakers, a lack of complete understanding of privacy risks
and a dependence on the socio-technical context where smart speakers are. The
researchers also found that users rarely use the privacy features of smart speak-
ers. Moreover, non-users expressed distrust for smart speakers’ companies and
did not find smart speakers useful. Pascal Kowalczuk [35] analyzed more than
2,000 customer reviews and 850 tweets and found that enjoyment has the largest
effect on the intention to use smart speakers. Other factors that strongly adopted
the use of smart speakers were found to be: usability, equality and diversity of
the product, consumer’s technology optimism, and the security and privacy risk.
Yang et al. [42] ran a questionnaire for 315 individuals in South Korea to study
user intentions for adopting smart speakers. They found that the risk of smart
speaker use did not have a significant effect on the perceived value of speakers.
The authors tried to justify the findings with two possible explanations. The first
explanation is that privacy is the major viewed risk in speaker adoption which
could have a negligible effect on the perceived value [51]. The second explanation
is that smart speaker users may not be knowledgeable of all the risks associated
with smart speakers. To the best of our knowledge, there has been no previous
work that investigates the role of UX in security and privacy in smart speakers.

3 Research Methodology

Our study aims to explore how UX factors affect security and privacy in
smart speakers; therefore, we used a qualitative research approach (Fig. 1). Our
approach consisted of collecting data using semi-structured interviews. This
exploratory approach allowed us to reveal new information from participants
and uncover UX factors (e.g., emotions and motivations).

Fig. 1. Summary of our research methodology
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3.1 Recruitment

To recruit participants, we printed recruitment flyers and posted them in differ-
ent department buildings. We also published announcements in local city forum
posts (e.g., our city’s local subreddit [18]). Furthermore, we sent recruitment
emails for participants using university-provided mailing lists. The recruitment
message contained eligibility criteria and contact details. Initial communication
with potential participants happened via university email.

3.2 Sampling

We used purposive and theoretical sampling to recruit a sample of thirteen smart
speaker users to participate in our research study. Purposive sampling allowed
us to select specific eligible participants from preselected criteria. The eligibility
criteria consisted of users who: (i) were at least 18 years, (ii) used smart speakers
in the past three months, (iii) were able to communicate in English and (iv) were
able to give consent. Theoretical sampling allowed us to inform the sample size
(n = 13) which was determined based on theoretical saturation. We performed
data analysis after each interview and we stopped recruitment when interviews
did not provide any additional categories. The demography of the participants
is summarized below (Table 1).

Table 1. Participant demographics

ID Age group Education Gender Device

P1 25–30 High School Female Google Home

P2 30–35 High School Male Amazon Echo Dot

P3 35–40 Bachelors Male Amazon Echo Dot

P4 20–25 Bachelors Male Google Home Mini

P5 20–25 Doctorate Male Google Home

P6 20–25 Masters Male Google Home, Apple HomePod

P7 35–40 Bachelors Male Amazon Echo Dot

P8 20–25 Masters Male Google Home Mini

P9 25–30 Masters Male Amazon Echo Dot

P10 40–45 Masters Female Amazon Echo, Amazon Echo Dot

P11 20–25 Bachelors Female Amazon Echo Dot

P12 25–30 Masters Male Amazon Echo

P13 25–30 Bachelors Male Amazon Echo

3.3 Data Collection

Interviewees were invited to attend the interview in person. The interviews were
conducted within interview rooms in university buildings. Four participants could
not be present and were interviewed via Skype. The interview questions were
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based on the literature review conducted and tackled topics related to UX fac-
tors. All the interviews were audio-recorded using a recording device. Written
notes were taken during the interview. The length of the interviews varied between
28 min and 62 min. All the participants were thanked with a £10 ($12) Amazon
gift card voucher regardless of whether they completed the interview or not.

Interview Process. The experimenter first started with collecting necessary
information from interviewees such as their age, gender, education, employment.
Interviewees were then asked about the number and type of smart speakers that
they use. The experimenter had deeper probing about the environment of the
smart speaker. Interviewees were asked to justify all of the decisions they have
made such as reasons for using a smart speaker, picking a particular brand and
placement of the speaker in a particular location. Interviewees were then asked to
explain how they understand the technology behind smart speakers and discuss
any unpleasant interactions. This was followed by an open-ended discussion of
situations where the interviewees felt uncomfortable or uneasy around the smart
speaker. Based on the previous experiences and knowledge of interviewees, cir-
cumstances related to privacy and security were further explored.

3.4 Data Analysis

All the recorded interviews were transcribed and repeatedly read for familiar-
ization with the present data. We used Grounded Theory to analyze our data.
Interviews were coded with data analysis software Nvivo 12.0. At the end of the
analysis, we identified 127 codes. To validate our findings, we consolidated the
existing literature and used meta-synthesis [48] to compare our results with the
reviewed literature.

3.5 Limitations

We have interviewed smart speaker participants who clearly chose to use and
adopt smart speakers. Users of smart speakers are not a representative of all
users. Non-users are likely to have different views and perceptions.

3.6 Ethics

Oxford University’s Central University Research Ethics Committee reviewed and
approved our research study (CUREC/CS C1A 19 024). At the beginning of
each interview session, we gave each participant an information sheet and a
consent form which they had to sign before taking part in our study.

4 Results

We extracted six categories (Table 2) from our analysis (Fig. 2).
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Fig. 2. Summary of our categories and codes

Table 2. Summary of extracted categories

Perceptions and beliefs towards privacy resignation

Perceptions leading to privacy resignation: perceived notability, government
surveillance, trust, and product ecosystem

Usability and pragmatic quality of security and privacy controls

Usability of smart speaker’s security and privacy controls: muting ability,
voice authentication, and audio recording history

Influencers in the trade-off between privacy and convenience

Features affecting the trade-off choice between privacy and convenience:
personalization, hands-free mode, and purchasing

Factors and motivators affecting smart speaker adoption

Factors determining smart speaker adoption: usefulness, trust, hedonic
quality, cost, and social influence

Trigger points for security and privacy considerations

Occasions prompting security and privacy considerations: adversarial news,
non-users and negative experiences

Security and privacy compensatory behavior

Reported compensatory behavior: limited use, disconnecting the device,
stopping audio history and using multiple profiles



314 G. Chalhoub and I. Flechais

4.1 Perceptions and Beliefs Towards Privacy Resignation

Users express different perceptions and beliefs towards giving up their personal
data to their smart speakers. We identified four perceptions and beliefs:

Perceived Notability. Users of smart speakers are influenced by how notable
they think they are. When discussing giving personal data to the speaker, five
users said they’re not concerned about data collected by smart users because
they have nothing to hide. Other users said they do not feel targeted by any
external entities. When asked about concerns regarding their data being stolen,
two participants responded by saying they are not an interesting target and don’t
feel targeted as a result. P5 said: “I think it’s easy to kind of get wrapped up in
worrying about being followed or being tracked online. But in reality, probably
not going to happen to us. We’re not a person of particular importance.”

Surveillance. Some participants dismissed privacy concerns since they believe
that government and corporate surveillance can obtain their personal data. Quot-
ing P7: “At the end of the day, if government agencies want to see what I’m
doing, they can. I’ll never know. So, what’s the point of worrying about it?”
Also, some participants dismissed smart speaker microphone concerns because
they claimed they are no different than their smartphones. Quoting P6: “Why
does one smart speaker microphone make a difference? Some people wouldn’t talk
around Alexa because it seems like an over-listening device. But also, ultimately,
it is not that different from smartphones.”

Trust. All thirteen participants said that they trust their smart speaker manu-
facturer (e.g., Google, Apple, Amazon) to secure their personal data. As a result,
they feel safe using the devices despite some saying that the companies might
use it for “targeted advertising” (P6) and “commercial gains” (P1).

Ecosystem. Some participants dismiss privacy concerns because their data is
shared with the smart speaker’s manufacturer through their ecosystem. P6 who
massively uses Google’s services (e.g., Gmail, Drive, Photos) thought that adding
Google Home won’t make a difference. P6 said: “I did think of the privacy of
it. But once I saw how it was being used on, I thought about this whole Google
ecosystem which I’m already tied into, I thought well”. Similarly, P6 had used
Amazon services for more than two decades and was comfortable using the Echo
Dot in their home. Quoting P6: “Amazon must have an incredible profile on me
because I’ve used it for the last 20 years, they have a total profile of what my
hobbies are, what I like and what I don’t like. So, I don’t care. Really.”

4.2 Usability and Pragmatic Quality of Security and Privacy
Controls

We explored the usability of common security and privacy controls.
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Muting Ability. Some users wanted to mute the smart speakers for privacy
reasons but were frustrated because the devices can only be physically muted.
Quoting P10: “This is unhelpful. Echo devices are on high shelves. I can’t just
reach up and click it. I have to actually go and get it and pull it down and then
press it. Being able to voice control would be more useful”. Other participants
went further by suggesting that they would be annoyed if the smart speaker is
remotely muted because they will need “to get up to unmute it, because it is not
listening anymore” (P11). P1 said they would prefer to have a temporary remote
mute feature that would mute the device for a short period: “I wish there was
a feature where you tell Google not to listen to you for like 10min and it starts
listening to you again after 10min.”

Audio Recording History. Most Amazon Echo users know that they can
view their audio recordings using the Amazon app. Two participants said that
they regularly delete their audio recording history as part of digital hygiene or
housekeeping. Three participants described their stored history as “pointless”.
Two participants who use the Google Home said that they wanted to check
their queries online; however, they found the process to be complicated and
confusing. Quoting P4 “You needed to do like 7–8 steps to be able to see your
voice commands. After a few minutes, I gave up.”

Voice Authentication. Echo users expressed feelings of trust and security
towards ordering from Amazon due to the Echo’s Purchase by Voice feature.
The feature prompts Alexa to individually recognize voices using ‘Alexa Voice
Profiles’ and reportedly is easy to set up and effortless. Quoting P3: “It was
easy to set up, Alexa made me say a couple of things and then it easily worked.
If someone tries to use the Alexa in my house to order things, they won’t be
able to, because the voice thing will be able to block it.’ Google Home’s voice
authentication feature was not supported for UK households during the time of
the interview.

4.3 Trigger Points for Security and Privacy Considerations

We identified trigger points prompting users to re-consider their security and
privacy.

Adversarial News. Adversarial news originating from news stories or social
contacts tend to prompt smart speaker users to consider what they share with
the device. User P9 recalled a news article about Amazon: “You could read in
the past that Amazon had some issues with the data, for example, gave data from
one person A to person B. They didn’t even know each other”. In addition, P9
felt worried after finding a news article alleging that Alexa would recognize if
they were ill.
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New Functionalities. New smart speaker functionalities might prompt users
to question whether they would use smart speakers. While one participant had
the Echo Show 5, which contains a camera, most participants were not comfort-
able with using a smart speaker with a camera. P11 considers microphones to
be less concerning: “It’s just cameras. It’s like having CCTV in your home. You
don’t want people watching you eat peanut butter at 3 am in the morning. It’s a
bit more concerning, I guess. Audio is less concerning than video for sure”. In
addition, when asking participants whether they would bank with their device,
many have completely dismissed the idea.

Non-user. Non-users of smart speakers prompt some users to consider their
privacy around the device. P1 warns his guests about the device: “I would tell
my guests that the Google Home is listening to them. You know, if they have
anything very private to say, or if they would want me to mute it, then I would
mute it.” P2, who possessed multiple Echo Dots at home and work, started
having considerations about leaving it active when co-workers are around. P2
said that they have never muted the device at home but when they began using it
at work, they thought that it is appropriate to mute it. Similarly, P13 expressed
similar behavior when they had their client visiting them at home.

Negative Experiences. Some users reported negative experiences during their
use of smart speakers, which prompts them to consider their behavior. Partic-
ipant P8 who had difficulties checking his Google Home audio log was able
to review his logs eventually and discovered that multiple non-intended con-
versations were recorded. Quoting P8: “I really thought the Google Home was
innocent and all. Until I realized that a lot of unintended conversations were
recorded, yikes”. Another negative experience reported by P10 relates to the use
of the purchasing feature by Amazon Echo. P10 discovered later that their son
had made multiple orders from Amazon by tweaking the device settings. P10’s
negative experience prompted them to consider whether the purchasing feature
on their device is secure enough and whether it should remain activated.

Acquiring New Devices. Acquiring a new smart speaker for the first time
might be a trigger point for privacy considerations. Participant P4 explained how
receiving a Google Home as a gift triggered a privacy consideration: “I didn’t
want to get a smart speaker. And when I got it as a gift, I just kept it in the
drawer. Then I thought: Hey, it’s not recording me randomly. Why would it be?
And then, one time, I just put it on and slowly got over the fear of using them”.
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4.4 Factors and Motivators for Smart Speaker Adoption

We discovered six major factors and motivators for smart speaker adoption:

Usefulness. Usefulness is the most common factor for smart speaker adoption.
Before acquiring smart speakers, ten participants anticipated that the device will
be useful, convenient, and will “make life easier” (P13). P1 purchased Google
Home to be able to ask the assistant for quick questions: “I thought the Google
Home would be well equipped to answer my queries quickly.” Other widespread
purposes that users anticipated to be very useful were: playing music, managing
their calendar, checking the weather, messaging and getting the news.

Trust. Participants’ trust for smart speaker manufacturers affects whether they
would adopt a smart speaker or not. P2 would not have purchased a smart
speaker if Google was the only company that manufactured those devices because
they don’t trust the company. P2 said, “I really trust Amazon as a company,
I’ve used many of their services before”. In contrast, P5 trusts Google said “I
like Amazon a lot actually, in terms of products and services. But I don’t trust
them as much as I trust Google”.

Aesthetic and Hedonic Quality. The perceived aesthetic and hedonic quality
of smart speakers influences their adoption. Before purchasing the product, P13
watched online videos and felt that the ‘humanized voice of Alexa’ is satisfying.
Not only were the aesthetics considered, but the size, looks and feels. Another
user said that they were positively surprised by how small the Echo Dot and they
thought the small device can easily hide out of sight if needed. Other reported
qualities that were considered are the audio quality of the device, as well as the
color and mobility.

Cost. The cost of smart speakers seems to play a significant factor in acquiring
and adopting smart speakers. Eight participants had either got smart speakers
for free or paid a small amount during a sale period. Participant P10 “won one”
while P4 “got it as a gift”. Other participants acquired the device during sales
such as “black friday sales” (P11), “prime day” (P13) or during a “promotion”
(P8). Participant P3 was torn between getting Amazon’s Echo Dot or Apple’s
HomePod, but after finding a promotion online for the Echo Dot, they made
their decision: “The Apple stuff is too expensive. We got a deal for the Echo
Dots for 30 quid”. Two participants said they would not have purchased their
smart speaker device at the usual price sold.

Social Influence. Social contacts who own smart speakers seem to influence
non-users into acquiring them. P6 bought their own Google Home after a Google
Home Mini was set up at their family’s house. Similarly, P11 purchased their
own device after they used the smart speaker of their partner a couple of times.
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P12 saw an Echo Dot at his cousin’s residence before getting one: “When I was
at his place once, it looked like a very compact tool to have, I got jealous, and I
thought that’s a device that would like to have”.

Media. Mass media also seems to influence or motivate users to purchase and
use smart speakers. Two participants heard about smart speakers on the news
before acquiring them. Quoting P7: “I read an article in the newspaper and it
said the next third generation of the Echo Dot is out. I saw something in the
paper that was like, very interesting. I just thought this is going to be pretty cool.
Actually, I was just kind of intrigued”. Similarly, participant P1 had watched
videos and read about the Google Home before making the purchase.

4.5 Security and Privacy Compensatory Behavior

Users reported different cases of compensatory behavior.

Deleting Audio History. When P8 went through his Google Home audio
commands history and reviewed their audio history, the discovery of accidental
recordings triggered a compensatory behavior. Unintended conversations could
be recorded by the accidental triggering of the smart home assistant (e.g., mis-
hearing the wake words). After this experience, P8 mentioned that they regularly
review and monitor audio commands and delete queries that are considered to
be non-intended or malicious.

Stopping Device Features. P10’s negative experience of having unauthorized
purchases on their smart speaker from their child prompted a compensatory
behavior. P10 had contacted Amazon customer service and was able to turn
off the purchasing feature from their smart speaker: “I was able to chat with
customer support and completely stop this feature from working on my Alexa.”
In that case, P10 had a negative experience that caused them to lose money,
and this has led them to take a course of action and stop this feature from their
Alexa device.

Disconnecting the Device. Another reported example of compensatory
behavior involved participant P13 and his client. They were having a regular
discussion at P13’s residence, which ought to be private and confidential. P13
had noticed that their client seemed very uncomfortable after spotting that the
Google Home’s LED Light showing “running lights in white color” which meant
that Google Home is listening. P13 described the situation as very “awkward.”
After facing this experience, P13 disconnects his smart speakers whenever they
have a client visiting: “We never discussed the matter. But whenever they are in
my home, I make sure to plug off all the smart assistants”.
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Using Multiple Profiles. Two participants set separate profiles for security
or privacy reasons. P3 had enabled different profiles on their account to be
the only person able to make purchases on the Alexa app. Quoting P3: “So
they’re there, attached to me and set so that only I could make purchases through
them.” Another participant set up profiles on the Google Home to be able to
receive personalized results on that without feeling uncomfortable. Personalized
results include data from Google apps such as Photos, Calendar, Contacts, and
Purchases [26].

Limiting Data Sharing. P4 described themselves as “cautious” when using
their Google Home. In particular, when sending a command to the device, they
make sure no compromising information is sent. Quoting P4: “I make sure I don’t
say anything risky when it is recording. You know, I’m not going to, like, say
my SSN out loud when it’s talking.” Some participants do not completely adopt
smart speakers. They express reservations when looking at different features. For
instance, P11 said they would never use the purchasing feature in the device,
whereas P13 said they refuse to give the Alexa app access to their iPhone’s list
of contacts.

4.6 Deliberations in Privacy/Security and UX Trade-Off

Personalization. Smart assistants like Alexa, Siri, and Google Assistant are
personalized; they tend to use customer’s data and audio log to provide a person-
alized experience with the device. We asked users if they prefer a neutral smart
assistant that does not store any of their personal data, which might reduce
the UX with the smart speaker. Only one user said they wish to have a non-
personalized assistant. Most participants said they prefer smart assistants that
are personified, personalized and integrated into their daily lives. Some partici-
pants express numerous positive emotional reactions that heavily influence their
trade-off choice. Quoting P12: “I feel cognizant of the fact that sometimes I refer
to the device as “the device”. But sometimes I’ll refer to the device as “she” or
“her”. Kind of like humanizing the device in a sense.” Many users utilize their
smart speakers daily for different tasks at different times of the day and the
devices seem to be integrated into their lifestyle. P10 discussing personalization:
“Alexa almost feels like a member of the family and we just love her. We want
her to stay smart and remembering our details”.

Hands-Free Mode. We asked participants if they prefer a version of smart
speakers without the always-listening mode. 12 out of 13 participants dismissed
the idea. When examining the trade-off between privacy and UX, they chose to
sacrifice privacy for their comfort. Participants described a not-always-listening
mode smart speaker as “bothersome” (P5), “annoying” (P1), “a hassle” (P12),
“difficult” (P9) and “defeating the purpose” (P7) (P11). For disabled users, hav-
ing a not always-listening mode could significantly impact their comfort. P10
weighted in “I like the fact that I can wake up and ask what to do Alexa with my
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voice because I’m disabled, I can ask Alexa dozens of things to do for me without
having to find my phone or another human being.”

Purchasing. Both Google and Amazon allow users to purchase items through
smart speakers. Some non-users of this feature said that they don’t trust the
whole process of buying via the device. One participant was okay with using for
their smart speaker for small purchases but some felt “uncomfortable sometimes
for not knowing what is happening behind the scenes. Where is my credit card
stored? What if they overcharged me?” (P2). Participants who order via smart
speakers expressed positive feelings, good UX, and trust towards purchasing
and using the devices. Some users expressed feelings of trust and security from
ordering off Amazon due to the Echo’s “Purchase by Voice” feature. The feature
prompts Alexa to recognize voices using “Alexa Voice Profiles” and as a result,
only allows the smart speaker owner to order from Amazon.

5 Discussion

5.1 Privacy Design Recommendations

Improvements to Muting. Amazon Echo and Google Home users cannot
mute their smart speakers remotely (e.g., Alexa stop listening), which creates an
inconvenience. For instance, disabled users suffer from significant disadvantages
for not being able to mute their devices remotely. Manufacturers should add a
device feature allowing users to remotely mute their speakers. Remote muting
would require a physical trigger to unmute the device. Therefore, the feature
should be accompanied by two complementary functions: Temporary Remote
Mute and Mobile App Unmute. Temporary Remote Mute would allow partici-
pants to mute the speaker for a period of time (e.g., ‘Ok Google, stop listening
for the remainder of the day.’). Mobile App Unmute would allow users to unmute
their devices via their mobile applications. Manufacturers of such applications
should ensure that unmuting from apps is straightforward and easy to use (e.g.,
using GUI on/off toggle components).

Support for Multiple Devices. It is not unlikely for household users to own multi-
ple smart speakers. Having to remotely mute every device by voice may decrease
the usefulness and usability. Manufacturers should support muting all (e.g., Hey
Google mute all devices) or part of household devices from one device (e.g., Ok
Alexa mute the living room speakers).

Changing Privacy Default Settings. Google and Amazon store the audio
history of their customers’ commands by default. Google activates the ‘Voice &
Audio Activity’ feature by default storing all of the customer’s recordings. Sim-
ilarly, Amazon turns on two features by default which permits their contractors
to manually review a portion of the audio recordings. A significant number of
our interviewees were not aware that their audio recordings are cataloged and
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stored. It seems highly unlikely that smart speaker users will go through the
settings and disable features that pose a risk to their privacy or security (e.g.,
consenting to human review of their audio activity). Companies should ensure
that privacy-preserving settings are switched on by default.

Improvements to the Audio Logs Feature. While Google allows its cus-
tomers to switch off the audio log activity feature, Amazon does not [24]. Users
who do not want to have their audio activity stored would still need to delete
their log from the device regularly – which would result in decreased UX.

Private Mode. Some users mentioned that they would like to keep their audio
recordings for practical reasons, which would increase the UX. Smart speaker
manufacturers should introduce a private mode that is equivalent to the private
mode of a web browser. Users who wish to have their activity logged could
temporarily pause activity logging using the suggested private mode feature. The
private mode could be complemented with two additional associated features:
Voice Activation and Associated Colors. Voice Activation allows users to toggle
the private mode by voice (e.g., Hey Alexa, turn on private mode). Associated
Colors would change the color of the speaker to a specific color (e.g., red) when
private mode is on.

5.2 Security Design Recommendations

Adding Security Layers to Voice Recognition. Voice Recognition technolo-
gies have a history of security vulnerabilities (e.g., voice impersonation attacks
[4]). Many of our interviewees had difficulties trusting the voice recognition fea-
tures available on smart speakers – Google uses ‘Voice Match’ whereas Amazon
uses ‘Voice Recognition’. Smart speaker companies can add additional security
layers to voice recognition (e.g., asking for memorable passphrases) – which is
likely to increase the security and nurture trust.

Offline Capabilities. While some participants use their devices for multiple
and varied tasks, some report minimal use of the devices. Two participants have
suggested they would like to use offline smart speakers. One of the participants’
uses of their smart speaker is limited to controlling their smart home. The three
major commercial smart speakers send every user query to the cloud for process-
ing even if the command was straightforward (e.g., ‘Alexa, shut off the lights’).

Creating an offline smart speaker for performing basic tasks is possible. The
company Sensory has developed an offline smart speaker that does not require
any internet access. The device can perform voice recognition offline and perform
many tasks such as setting the timer, control smart homes and playing music via
Bluetooth [6]. Offline smart speakers nearly eliminate the security and privacy
risks associated with cloud smart speakers.
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5.3 UX Conceptual Model

Our results show that UX qualities (e.g., findable, desirable, credible) influence
security and privacy in three areas: the perception of risk, the experience of harm
and the mitigation practice. To present a model showing how UX affects behav-
ior, we explored John Adam’s theory of risk compensation, which states that
there is a “risk thermostat” influencing human behavior. The theory explains
that users experiencing a safe lifestyle eventually seek out risky behavior; but
overcompensate before returning to safety [7,47]. Using the risk thermostat and
our study findings, we proposed a conceptual model demonstrating how UX qual-
ities interact with the concepts on risk and balancing behavior. In our model,
the experience [39] of impact, vulnerability, and threat strongly influence users’
perceptions of risk which would affect balancing behavior (Fig. 3).

Fig. 3. Conceptual model demonstrating UX effect on risk and balancing behavior

6 Conclusion

With over a quarter of American adults owning a smart speaker [9], there is
no doubt that smart speakers are witnessing considerable growth today. Smart
speakers bring convenience and benefits to their users, but security and pri-
vacy concerns may be damaging their market growth. To find out how UX
factors affect the security and privacy of smart speaker users, we conducted
semi-structured interviews with thirteen users of smart speakers. We found that
users reported compensatory behavior due to security and privacy features that
were not user friendly. We used our results to recommend enhanced security and
privacy features for smart speakers. Finally, we proposed a conceptual model
that illustrates how UX qualities are linked with the concepts of risk and bal-
ancing behavior.
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Abstract. Many smartphone apps pose a privacy risk to their users and use sensi-
tive data, which is not visible during daily app usage. App permissions are acces-
sible but not comprehensible for average users, thus leading to information asym-
metry between app providers and users. We want to minimize information asym-
metries by making app information flows visible and understandable. To deter-
mine the information needed and how it should be presented, a survey (N = 227)
and a laboratory study (N = 31) were conducted. In sum, users desired a credible
tool that shows, explains and valuates information flows of apps. Furthermore, it
should provide options to act in a privacy protective way. This led to a framework
of user requirements, which can guide the development of analytic tools and nudge
mobile application users towards privacy, make informed privacy decisions, and
possibly change apps from the provider side.

Keywords: Mobile application · Permission · Nudging

1 Introduction

Starting in 2017, the majority of mobile phone users worldwide (51%) owned a smart-
phone [32]. An average smartphone user has 33 applications (apps) installed, 12 ofwhich
they use every day [3]. Furthermore, two and a half million apps exist in the Google
Play Store [1] available on Android, which is the most common operating system for
smartphones [2]. Despite the importance and popularity of mobile apps, data protection
and privacy issues create potential downsides for the user. Previous analyses revealed
that mobile apps might request more permissions than needed to accomplish tasks [5].
Moreover, two-thirds of the tested Android apps suspiciously used sensitive data with
implicit or explicit user consent [17]. Therefore, the Android’s permission system has
attracted a lot of research interest during the last years [27].
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In Android versions prior to 6.0, the user has to accept permissions during the instal-
lation process [28]. Research showed that these permission screens are hardly consid-
ered or comprehended [6, 7, 14], and thus users fail to remember granted permissions
[15]. Furthermore, users often feel uncertain about the appropriateness of permission
requests [14] and are more comfortable with additional explanations [16, 18]. In case of
uncertainty, users rather rely on the expectation that apps only incorporate the personal
information required by their functionality [15].

Since Android version 6.0. install time are complemented by runtime permission
requests [27], asking for user approval once a permission group is needed [19, 27].
However, critically important is that permissions are explained exclusively in the smart-
phone settings and only permission groups ranked as “dangerous” (e.g., for location or
microphone access) are requested during runtime. Permissions classified as “normal” or
“signature” are granted by default during installation [19]. One example for an install
time permission is the internet access [27], requested from 91% of tested Android apps
and often not secured even though used to send personal data [4].

In sum, regardless of theAndroid version, there are large hurdles formost of the users
inmaking informed privacy decisions during the usage ofmobile apps. Particularly, there
is an information asymmetry between app users and providers. To address these issues,
user-centered designed tools [9] are needed to provide users with clear information about
the behavior of their apps. As insufficient usability prevents users from effective use of
privacy functionality offered [36], the aim of our studies is to formulate guidelines to
design a user-friendly analytic tool to clear hurdles and enable informedprivacydecisions
for mobile application users.

2 Related Work

Different analytic approaches have been developed to identify possible privacy risks of
mobile apps [5]. For example, the static analytic approach analyzes the app code and
identifies possible sources and sinks of data leakage. Dynamic monitoring investigates
app behavior during runtime. Moreover, permission applications read the manifests of
installed applications and notify users about the requested permissions [5]. However,
there is little research on how these approaches could be combined to achieve the greatest
possible transparency for users [16], and eventually nudge users to preserve privacy.

The aim of nudging is to improve individual well-being without limiting the free-
dom of choices [13]. In general, nudges are interventions that can, for instance, encour-
age users towards more beneficial privacy choices by accounting for hurdles in human
decision-making [12]. One hurdle is incomplete or asymmetric information [13]. It is
conceivable that these decision-making hurdles also apply to mobile app interaction.

In particular, previous authors suggested that “dedicatedmobile apps can assist users
with nudges in making beneficial privacy decisions” [13], p. 30, or for example “a nudge
may take the form of an alert that informs the user of the risk” [8]. This raises the question
of how nudges should be designed. Acquisti et al. [13] already described six design
dimensions: 1. Information: reduces information asymmetries and provides a realistic
perspective of risks, 2. Presentation: contextual cues in the user interface to reduce
cognitive load and convey appropriate risk level, 3. Defaults: configuring the system
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according to user’s expectations, 4. Incentives: motivate users to behave according to
stated preferences, 5. Reversibility: limits the impact of mistakes, 6. Timing: defines the
right moment to nudge. These nudging dimensions can be assigned to mobile privacy
interventions described in the literature. For example, Dogruel, Jöckel and Vitak [24]
examined different default settings during the decision procedure. The authors found
that privacy default features are highly valued by users.

Bal and colleagues’ studied [25] nudges aiming on the presentation and timing
dimensions. First, the authors derived design guidelines from the literature and applied
them on a permission app. Second, they conducted a user study, which showed that
privacy concerns of the permission app group were significantly lower than in the con-
trol group. The authors concluded that a permission app designed in a usable manner
could be a promising tool to address privacy concerns. However, it remains unclear how
the authors designed the alternative approach of the control group in detail and what
characteristics account for a usable permission app.

Another study conducted by Almuhimedi et al. [26] focused on information, pre-
sentation, and timing. The authors examined behavioral consequences of a weak (daily
message) and a strong nudge (daily overlays). Results showed that the weak nudge lead
to privacy protective behavior, however strong privacy nudges can reinforce this effect.
The authors derived three design recommendations: First, an effective nudge should be
personalized (e.g., adapted to previous user decisions). Second, users should be able to
configure the nudges (e.g., the timing and form of delivery). Third, a nudge should be
salient without being annoying (especially repetitive notifications). The authors’ recom-
mendations on the individuality and salience of a nudge are valuable but provide little
help to understand the app user and its privacy requirements comprehensively.

Kelley et al. [14] also addressed the information, presentation and the timing dimen-
sions. They compared a Google Play Store permission screen with a modified privacy
facts sheet displayed before the app download. Results showed a significant increase
in selecting privacy-friendlier apps. However, all participants wanted a better under-
standing of why apps request certain permissions. Therefore, the authors demanded for
information on frequencies and purposes of permission utilization [14].

In summary, previous related work covered the development of different analytic
approaches enabling the identification of possible privacy risks raised by and during
the usage of mobile apps [5, 18]. Combining these approaches within one tool should
achieve the greatest gain for the user [13, 16], and thus offer strong potential to nudge
users towards privacy. Previous study results [14, 25, 26] serve as a starting point,
however, questions remain how analytic tools should be designed in a user-centered
way to clear hurdles regarding information and presentation of complex results of risk
analysis.

3 Research Question

The aim of our research was to formulate user-centered design guidelines for a mobile
application analytic tool to overcome hurdles of privacy decisions with regard to infor-
mation asymmetries and the presentation of (complex) information [13, 16]. We derived
the following research questions:
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1. Which user requirements regarding the information provision and presentation of
mobile application analytic tools need to be considered?

2. Which guidelines can be derived from the user requirements for mobile application
analytic tools?

We used a two-step approach to investigate our research questions and conducted an
online survey to identify users’ informational needs. Subsequently, we ran a laboratory
study to formulate user requirements, especially in terms of the presentation dimension.

4 Study 1 – Online Study

4.1 Materials and Methods

Sample. Our online surveywas conducted inGermany.We receivedN = 227 completed
surveys from 81 (36%) female and 146 male respondents. The respondents were on
average 35 years old (SD = 12.22). Our sample differed from the German population
[10] in terms of gender and age, but corresponded to the age distribution of German
smartphone users [21, 23]. The majority (78%) held a university degree, which exceeds
the averageGerman education level (31%, [10]). Furthermore, our respondents indicated
an average smartphone use of 2 hours a day (M = 109min), in accordance with available
German studies (140 min of daily usage; [22]). A quarter of our participants indicated
using 11 to 20 apps, which is also the most frequently ranked category among German
smartphone users [31]. The distribution of mobile operating systems among our survey
respondents (69% Android, 25% iOS and 4% Windows) was representative as well
[2]. Most respondents indicated using a messenger app (86%) and a navigation/map
app (85%). About half of the respondents used a weather app and 27% stated using a
shopping app. The ordering followed official download statistics [29, 30]. In sum, our
sample was highly representative for German smartphone users.

Procedure. The respondents of our online survey were invited via newsletter, personal
and panel based invitations. For compensation, participants could take part in a raffle
for 20 Euros. The survey questions included open and closed-ended questions. It took
about 30 min to complete the survey, which commenced with a short explanation of it’s
purpose, a guarantee of data anonymization, and a consent on voluntary participation.

The first part included items examining the respondents’ perception of privacy threat
for different data types - more or less necessary for the operation of different app
groups. To ensure personal relevance, we started with the query whether participants
use navigation/map-apps, weather apps, messenger apps, and/or shopping apps. If they
confirmed, we asked to indicate the level of agreement (ranging from 1 = “strongly
disagree” to 6 = “strongly agree”) with the statement “I feel my privacy is threatened
if my [map/navigation app, messenger app, weather app, or shopping app] uses…”.
We always presented 15 different types of data with a short explanation (see Appendix
A.1). Although this list is not exhaustive, it provides a reasonable set of necessary and
unnecessary data to fulfill an app service. Hence, the level of necessity of each data type
varies according to the respective app group.
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In the second part, the participants answered an open-ended question: “How could
privacy protection be improved in the mobile sector? Do you have any requests or ideas
for implementation?”. The survey concluded with questions about demographics and
smartphone/app usage (number of installed apps; operating system; estimation of app
usage time) and optional on previous negative experiences with privacy violation.

Data Analysis. Quantitative items were analyzed descriptively using median (Mdn),
mean (M) and standard deviation (SD). Depending on the distribution, non- or para-
metric inferential statistics were applied to identify differences between depending vari-
ables. Relationships were analyzed via bivariate parametric or nonparametric correlation
coefficients.

We used an inductive category formation [35] to analyze the qualitative answers. Cat-
egorieswere built bottom-up from the participants’ answers, whichwere split up into sin-
gle suggestion (multiple answers possible). Two levels of categories were formed within
this process. To comply with the requirements of exclusiveness comparable degrees
of abstraction, the second level categories is reported. A second coder was included
to ensure reliability of codings. Intercoder-reliability (unweighted Kappa) account for
κ = .79 indicating an “excellent” (>0.75) [37] agreement. Discrepancies of codings
have been eliminated and relative response frequency of this consensus solution was
analyzed descriptively to identify the most common suggestions.

4.2 Results

Quantitative Results. To obtain an overview of participants’ evaluation of privacy
threat, we analyzed their ratings on the 15 different data types and the 4 different app
groups. The mean evaluation was M = 5.16 (“strongly agree”; SD = .97), indicating
respondents feeling their privacy was threatened in general. Further, we calculated par-
ticipants’ mean agreement on the potential threat for each of the 15 data types across all
four app groups as well as for each separate app group (for all 15 data types seeAppendix
A.2). The distribution of descriptive data suggests that the evaluation of data types dif-
fered depending on the need for requesting data from the four app groups. To verify this
assumption, we defined three different levels of necessity (1= “data is necessary”, 2=
“data is partially necessary”, 3 = “data is not necessary” to provide the app service).
An expert group (N = 9 persons working as researchers in the field of mobile secu-
rity) allocated each data type and app group combination to these three necessity levels.
Figure 1 presents participants’ mean agreement with the privacy threatening potential
of data requests separated by the data necessity.

Evaluations appeared in the following plausible order: necessary data (M = 4.53;
SD = 1.13; n = 218), partially necessary data (M = 5.14; SD = 0.99; n = 218), unnec-
essary data (M = 5.29; SD = 1.05; n= 219). To identify statistical differences between
these three necessity levels, we conducted a Friedman’s ANOVA, as the Kolmogorov-
Smirnov test showed that the data for all three levels of necessity violated the assumption
of distribution normality (Dnecessary(217) = .12; p < .001; Dpartly_necessary(217) = .19;
p < .001; Dunnecessary (217) = .21; p < .001). Results revealed a significant differ-
ence (χ2(2)= 136.75, p< .001) between the perceived privacy threat across the defined



Clearing the Hurdles: How to Design Privacy Nudges 331

Fig. 1. Mean level of agreement (1 = “strongly disagree to the threat of privacy”, 6 = “highly
agree to the threat of privacy”) to the degree of privacy threat across three different levels of data
necessity; error bars represent 95% confidence intervals.

necessity levels. According to the post-hocWilcoxon-signed-rank-tests, the respondents
viewed using highly necessary data (Mdn = 4.75) as significantly less threatening (z =
9.74; p< .001; r = .66) than partially necessary data (Mdn= 5.40). They rated unneces-
sary data (Mdn=5.70) as significantlymore threatening (z=3.05; p= .002; r= .21) than
partially necessary data, however the effect sizewas rather small [33]. Accordingly, there
was also a significant difference between highly necessary data and unnecessary data
(z= 9.44; p< .001; r= .63). All comparisons were made using a Bonferroni correction
(α = .0167).

We examined how individual difference variables in our sample (age, gender, prior
experiences with privacy violations) related to users’ perceived threat evaluations. We
used Spearman’s Rho (rs) for all correlations as the assumption of distribution normality
across the different levels of necessity (results are presented above) and for the average
perception collapsed across all types of datawere violated (Doverall(219)= .19; p< .001).
The overall perception of privacy threat level indicated slightly increasing levels with
advancing age (rs = .20; p= .003). Separated by level of necessity, only the perceptions
for highlynecessary (rs= .20,p= .005) andunnecessarydata (rs= .19;p= .005) showed
small significant correlations with users’ age. There were no significant differences
between males’ and females’ perception of privacy threat level either across separate
data necessity levels or for overall necessity.

The same procedure was applied for analyzing previous experience with privacy
violations. No differences existed between thosewho indicated to have these experiences
and those who did not regarding the overall perception of privacy threat level across all
data types and app groups (U = 4471.50; z=−1.78; p= .075; r =−.12). Furthermore,
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we did not find differences between these two groups in the necessary (U = 4700.00;
z = −1.11; p = .268; r = −.08) or partially necessary data condition (U = 4788.50;
z = −.90; p = .366; r = −.06). There was one significant difference between those
who had experienced a privacy violation (Mdn = 5.83; n = 76) and those who had not
(Mdn = 5.60, n = 138) across unnecessary data specifically (U = 4345.00; z = −2.07;
p = .038; r = −.14). This indicates that users who experienced a previous privacy
violation tend to be more sensitive to using unnecessary data. However, the effect size
was rather small.

Qualitative Results. We asked for suggestions to improve mobile privacy protection
within our online survey. In total n= 154 respondents (68%) answered this open-ended
question, resulting in 240 single suggestions. We assigned these suggestions to six cate-
gories: “security techniques”, “functions, strengthen the user control”, “increased trans-
parency for the user”, “legal control and punishment”, “social and economic change
of values”, and “avoidance of service usage”(see Table 1 for illustration). Most state-
ments could be assigned to the categories “functions, strengthen the user control” (36%),
“security techniques” (26%), and “increased transparency for the user” (16%).

4.3 Discussion

The purpose of our online study was to identify users’ informational needs regarding
privacy invading app behavior and contribute to a set of user requirements. The find-
ings indicate that the users’ perception of privacy are linked to the necessity of data
requests. The survey respondents perceived using unnecessary data as more threatening
towards their privacy than (partially) necessary data. In line with Lin et al. [18], these
results emphasize the importance of a reasonable relation between the necessity of data
usage and user’s decisions on mobile apps. We conclude that transparency in terms of
unnecessarily used data should be particularly emphasized by application analytic tools.
For this purpose, crowd sourced perceptions or (in our case) app group specific threat
perceptions across different data types could supplement automated app analyses and
serve as a user based indicator of privacy risk or as a default (in line with [13]).

With regard to individual differences in the survey, we discovered only marginally
significant correlations between participants’ age and their perceived level of privacy
threat. Furthermore, we found a significant difference, although small effect size, for
unnecessary data between respondents who did and did not experience a past privacy
violation. Even though these effects improve understanding of privacy behavior, they do
not warrant adjusting privacy nudges and tools based on individual user characteristics in
general. Therefore,we refrain from recommending customizedprivacynudges according
to these variables per se. An individual adjustment would require access to this personal
data, which directly counteracts the privacy protection.

Respondents’ qualitative statements underlined requests on “functions, strengthen
the user control” and “security techniques” actively applied to protect privacy. Further-
more, they desired “increased transparency” on data access. Additionally, the overall
perception of privacy threat caused by data access was high. This underlines the high
level of concern app users in Germany generally have.
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Table 1. User suggestions for improving mobile privacy protection.

Freq. Category Explanation Example statement

36% Functions, strengthen
the user control

Accessible functionalities, which
allow for control of data release on
a granular level such as: flexible
definition of permissions, increase
of permission granularity, runtime
and event based permissions

“The user should/has to have the
option to determine by him/herself
what data is released to whom
(explicit consent; personal data
belongs to the user).”

26% Security techniques Possibilities to avoid the access to,
or even the evolution of personal
data such as: encryption of
transferred data, local data
processing, minimized data
acquisition of apps, generation of
dummy data

“[…] to feed the app with pseudo
data.”

16% Increased
transparency for the
user

Comprehensible information about
smartphone/app behavior with
regard to data handling such as:
permission alerts, knowledge
transfer to the user, improvement
of app store information, app
comparisons

“display comprehensible
information about the data on
which the app has access to […]”

10% Legal control and
punishment

Increased enforcement of data
protection laws and consequences
after data misuse such as: ban of
further data processing, facilitate
deletion of data, reinforcement of
control institutions

“[…] to bring companies to justice
if they misuse personal data,
stricter laws, more inspections
[…]”

6% Social and economic
change of values

Ethical change from economic use
of personal data to a value of
personal privacy such as:
implement ethical standards into
economics, financial payment for
services as a standard

“We need a change in information
society. At the moment, large
corporations and government
institutions are in a collection
fever.”

5% Avoidance of service
usage

Abandonment on the usage of
services such as: avoidance of
certain apps/smartphones,
avoidance of data entry

“Avoid the usage of an app.”

Concluding, these basic results confirmappusers perceptionof incomplete and asym-
metric information in Germany. To overcome incomplete and asymmetric information,
transparency in app behavior is a prerequisite for privacy-related decision making [20]
and privacy preserving behavior. Static and dynamic analyses for example can deliver
detailed information on app information flow. The major challenge is to adjust the pre-
sentation of this information to fit user requirements. For this purpose, the laboratory
study results below could provide valuable assistance.
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5 Study 2 – Laboratory Study

The laboratory study’s aim was to identify presentation requirements that must be
addressed when developing a mobile application analytic tool. We employed the user
experience (UX) concept to assess the presentation dimension as suggested by Aquisti
[13]. The CUE-Model (components of UX-Model) [34] enabled a subjective evaluation
of the applications and thus served as a theoretical background. In the main study, we
compared the UX of three privacy apps. In preparation, we conducted a pre-study to
adjust UX-facets, enabling the main evaluation of the applications and the selection of
the privacy apps.

5.1 Pre-study

Materials and Method. The pre-study’s first aim was to identify useful UX-facets for
the assessment of privacy apps. The term “privacy app” will be used to describe permis-
sion apps and mobile application analytic tools. Whereas permission apps only depicted
the manifest of a scanned app to provide information about these permissions, mobile
application analytic tools use (e.g., static or dynamic) analyses to gain information.

Identifying useful UX-facets for privacy apps assessment was an exploratory process
that also incorporated the results of the online survey. First, free available permission
applicationswere downloaded from theGoogle PlayStore. Second, aUXexpert explored
the apps to obtain a first impression of permission apps.Next, a suitableUXquestionnaire
(theAttrakDiff2 [11]) was selected that was adaptable for the assessment of privacy apps.
Upon choosing a UX-questionnaire, the permission apps were explored again and the
facets (see Table 4 in the Appendix) were adapted and extended.

The pre-study’s second aim was selecting permission apps serving as comparable
tools for a mobile application analytic tool. The mobile application analytic tool (Fig. 2)
was used, because it was similar to the tool we wanted to develop (static and dynamic
analyses included). For the selection of permissions apps, two UX experts evaluated 17
permission apps using the adjusted facets. They rated the extent to which the permission
applications fulfilled the criteria for the facet definitions. Furthermore, the facets were
weighted from two other UX-researchers to calculate an aggregated value. After that,
two different privacy apps (less and more user-friendly) were selected.

Results. In the pre-study, nine UX-facets (see Table 4) relevant to evaluating permission
apps could be identified. The two (more and less) user-friendly apps were compared to
the mobile application analytic tool. Figure 2 presents sample screenshots of the three
apps.

5.2 Main Study

Material and Method

Sample. Our sample consisted of N = 31 participants (65%) females;Mage = 23 years,
SDage = 2.73). All participants were students and received credit points for participating.
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They stated using their smartphone an average of 116 min per day (SD = 65 min),
which is representative of the German smartphone users [22]. Most often (29%) the
participants indicated using from 11 to 20 apps, typically for German users [31] and the
mobile operating systems used (71% Android, 26% iOS, and 3% Windows) was also
comparable [2]. Most participants (77%) had never used a permission app before.

Procedure. Two Android smartphones were available to allow for parallel testing of
participants. The mobile application analytic tool and the two permission apps were
preinstalled. Additionally, four other apps (Skype, eBay Kleinanzeigen, wetter.com,
WhatsApp) were installed to examine them via the privacy apps. Participants first
received an introduction to the test’s purpose and signed a consent form about the
data recording. A monitor presented the three tasks (within-subjects design, random-
ized order) and assessed the privacy apps (closed-ended and open-ended questions). The
main study concluded with questions on demographics and individual usage behavior
of smartphones.

Study Design and Data Analysis. The main study’s independent variable was the tested
privacy app (mobile application analytic tool vs. permission app 1 vs. permission app 2;
see Fig. 2).

The participants completed three questions for each privacy app: 1. “Can
the application (Skype/WhatsApp/eBay Kleinanzeigen) collect location data?”,
3. “Does the permission application provide any information about the risk of eBay
Kleinanzeigen/Skype/WhatsApp?”). The facets identified during the pre-study served as
dependent variables to evaluate the apps. The participants indicated the extent to which
the three apps fulfilled the criteria of the facets’ definitions (from −3 = “not fulfilled”
to+3= “fulfilled”). In addition, participants assessed the importance of each UX-facet
(from 1 = “not at all important” to 10 = “extremely important”). The ratings on the
UX-facets including “credibility” and “information about the analytic tool and provider”
were omitted because of the time-saving pre-installation of the privacy apps. In addi-
tion, the participants could have made qualitative statements on perceived problems and
the amount of required support supplied by the app. After completing all tasks, par-
ticipants recorded their perceived advantages “What do you like about this permission
application?” and disadvantages “Do you see room for improvement?”.

We used inferential statistics to analyze the quantitative data and a deductive category
assignment [35] to categorize the qualitative responses. In the subsequent sections, we
first present the quantitative assessment results, followed by a summary of the open-
ended question responses.



336 S. Döbelt et al.

Fig. 2. Selection of privacy apps compared in the main study.

Results

UX-Facets – Assessment of the Privacy Apps. Participants indicated the extent to which
the definitions of the UX-facets (Table 4) were fulfilled. Friedman’s ANOVA was used
to test whether privacy apps differed across facet assessment (Table 3 presents the
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results). Permission app 2 received the best evaluations across all UX-facets (all dif-
ferences between permission app 1 and the mobile application analytic tool were sig-
nificant, except the difference between permission app 2 and 1 in the “navigation”
facet). Permission app 1 received significantly higher ratings than the mobile applica-
tion analytic tool in the following UX-facets: “overall attractiveness”, “navigation”
and “comprehensibility”. Neither applications differed across the following facets:
“description and valuation of permissions”, “options for action”, “stimulation” and
“identity”.

UX-Facets – Level of Importance. The participants rated overall importance of the nine
UX-facets. The aimof the analysiswas to determinewhich facetsweremost important for
assessing user experience of privacy apps. TheWilcoxon-signed-ranktestwas used due to
the violation of the distribution normality assumption based on theKolmogorov-Smirnov
test. We tested whether the distribution representing the single facets differed from the
median (Mdn=8.00) of all facets. The results (Table 3) show that participants rated the
facets “description and valuation of permissions”, “credibility”, “comprehensibility”
and “navigation” on average as significantly more important than all facets.

Additionally Required Functions. After assessing the privacy apps, the participants
could indicate whether they felt any functions were missing. The most common answers
included: (de)activation of single permissions (8 participants), information on the neces-
sity of permissions for the function of a scanned app (4), suggestions for alternative
applications with less risk (4), and individualization of the risk score (2).

Frequencies of Qualitative Responses. Participants’ responses to open-ended questions
(problems/support demand, positive/negative aspects) yielded a total of 536 answers.
Commonanswers (one participant same app)were includedonly once. Themost frequent
responses could be assigned to the facets “description and valuation of permissions”
(40%), “navigation” (37%) and “stimulation” (15%). Only 6% of the replies could
be allocated to the other facets (3% “overall attractiveness”, 2% “comprehensibility”,
1% “options for action”), whereas 2% could not be assigned to any facet. No answers
could be attributed to the facets “identity”, “information about the analytic tool and the
provider” and “credibility” (Table 2).

Content of Qualitative Responses. Most answers could be assigned to the UX-facet
“description and valuation of permissions”. The evaluation of the mobile application
analytic tool reveals that 65% of the participants criticized the English terms and that the
permissionswere difficult to understand (61%). Furthermore, they criticized the listing of
permissions, their poor explanations, and the absenceof providingpossible consequences
for the user’s privacy. Participants (42%) were bothered by the use of technical terms
and the absence of a risk score (29%). Participants mainly (81%) criticized permission
app 1 because of the lack of any risk valuation of a scanned app. On the other hand,
almost one third (29%) liked the categorization of single permissions into groups. The
participants appreciated that permission app 2 explained all single permissions and the
possible consequences/risks (45%). Also valued was an overall numerical risk score
for all installed apps (39%) and for a scanned app with additional information (36%).
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Table 2. Users’ importance ratings of UX-facets for privacy apps.

UX-facet Distribution of normality
testa

Median level of facet
importance

Significant derivation
from overall medianb

Overall attractiveness D = .197, p = .003 8.00 z = −0.18, p = .860

Navigation D = .232, p = .000 9.00 z = 3.38, p = .001

Description and
valuation of permissions

D = .254, p = .000 9.00 z = 3.95, p < .001

Comprehensibility D = .232, p = .000 9.00 z = 3.56, p < .001

Options for action D = .185, p = .008 8.00 z = 0.38, p = .707

Stimulation D = .127, p = .200 6.00 z = −3.59, p < .001

Identity D = .159, p = .045 5.00 z = −4.74, p < .001

Information about the
analytic tool and
provider

D = .149, p = .076 7.00 z = −2.52, p = .012

Credibility D = .292, p = .000 10.00 z = 3.81, p < .001

aBased on the Kolmogorov-Smirnov test for distribution normality, α = .05.
bThe Wilcoxon signed-rank test for one sample examined if the distributions of the single facets
were significantly different from the median (Mdn = 8.00) of all facets.

In contrast, some participants remarked that they were not pleased with the lack of a risk
valuation for each single app (19%) and the non-transparent calculation of the overall
risk score (10%).

Many of the responses could be assigned to the “navigation” facet (37%). Most
participants (71%) criticized the mobile application analytic tool because of a confusing
presentation of information when scanned apps sorted permissions. In contrast, some
(26%) stated that the sorting by permission groups supported navigation. Participants
broadly assessed the “navigation” facet of permission app 1 very positively due to it being
“clear” (68%) and that the sorting of information by scanned apps and permission group
was implemented verywell (55%). A few participants (16%) stated that the “hierarchical
structure of the privacy app was good”. Similarly, participants widely assessed the
navigation of permission app 2 as “clear” (84%) and “simple, intuitive and fast” (74%).
Here, several participants (39%) felt that the function to sort permissions by permission
groups across all scanned apps was missing.

The mobile application analytic tool scored well regarding the “stimulation” facet.
Participants appreciated the presentation of potential risk (32%), especially with the use
of traffic light colors. Nearly one third (29%) criticized the design of the permission list
due to the extensive use of red. More specifically, these participants felt that permission
app 1 “seemed to be incomplete and without any highlighting of the potential risk” of a
scanned app. Comparable to the previously described UX-facets, participants responded
positively to the permission app 2 regarding the stimulation facet. Respondents stated that
the application’s design was “attractive and clear”. They also perceived the presentation
of potential risk via traffic light colors as intuitive (32%).
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Table 3. Differences between the three evaluated privacy apps across all UX-facets.

UX-facet Meana (standard
deviation)

Significance test
Friedman’s
ANOVA

Post hoc testb Wilcoxon
rank-sum test

Overall
attractiveness

AT: 0.06 (1.86) χ2(2, 31) = 21.41,
p < .001

AT < PA1: z = −2.45, p =
.014, r = 0.44

PA1: 1.03 (1.54) AT < PA2: z = −3.98, p <

.001, r = 0.71

PA2: 2.16 (0.86) PA1 < PA2: z = −3.20, p =
.001, r = 0.58

Navigation AT: 0.61 (1.93) χ2(2, 31) = 14.37,
p = .001

AT < PA1: z = −2,58, p =
.010, r = 0.46

PA1: 1.39 (1.61) AT < PA2: z = −3.22, p =
.001, r = 0.58

PA2: 1.97 (1.08) PA1 = PA2: z = −1.92, p =
.055, r = 0.34

Description and
valuation of
permissions

AT: −0.06 (1.70) χ2(2, 31) = 25.49,
p < .001

AT = PA1: z = −1.58, p =
.114, r = 0.28

PA1: 0.42 (1.61) AT < PA2: z = −4.29, p <

.001, r = 0.77

PA2: 2.23 (0.76) PA1 < PA2: z = −3.98, p <
.001, r = 0.71

Comprehensibility AT: 0.03 (1.84) χ2(2, 31) = 21.21,
p < .001

AT < PA1: z = −2,71, p =
.007, r = 0.49

PA1: 0.97 (1.47) AT < PA2: z = −4.04, p <

.001, r = 0.73

PA2: 2.00 (0.97) PA1 < PA2: z = −3,39, p =
.001, r = 0.61

Options for action AT: −0.10 (2.04) χ2(2, 31) = 15.14,
p = .001

AT = PA1: z = −0.83, p =
.409, r = 0.14

PA1: 0.13 (1.82) AT < PA2: z = −3.43, p =
.001, r = 0.62

PA2: 1.26 (1.57) PA1 < PA2: z = −2.49, p =
.013, r = 0.45

Stimulation AT: 0.03 (1.92) χ2(2, 31) = 15.87,
p < .001

AT = PA1: z = −0.53, p =
.593, r = 0.10

PA1: −0.26 (1.44) AT < PA2: z = −3.22, p =
.001, r = 0.58

(continued)
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Table 3. (continued)

UX-facet Meana (standard
deviation)

Significance test
Friedman’s
ANOVA

Post hoc testb Wilcoxon
rank-sum test

PA2: 1.61 (1.28) PA1 < PA2: z = −3.72, p <
.001, r = 0.67

Identity AT: −0.61 (1.82) χ2(2, 31) = 13.41,
p = .001

AT = PA1: z = −0.72, p =
.471, r = 0.13

PA1: −0.32 (1.60) AT < PA2: z = −3.50, p <
.001, r = 0.63

PA2: 1.10 (0.98) PA1 < PA2: z = −3.16, p =
.002, r = 0.57

aT = mobile application analytic tool, PA1 = permission application 1, PA2 = permission
application 2.
bAll comparisons were made using a Bonferroni correction. Therefore, all effects are reported at
α = .0167 level of significance.

Only a few answers could be assigned to the “overall attractiveness” UX-facet. For
instance, one participant stated that permission app 1 entailed the essential function
and 13% of the participants evaluated permission app 2 as useful. Some statements
could be considered as part of the “comprehensibility” facet. For example, one partic-
ipant acknowledged the simple language of permission app 1. Only a few comments
about the “options for actions” facet existed. Two participants (7%) liked the option to
delete scanned apps, whereas another wanted a function that provides suggestions for
alternative applications.

Discussion
User Experience Facets

Overall Attractiveness. Participants rated the overall attractiveness as fairly important.
Qualitative responses could be rarely assigned to this facet. This could possibly be
explained by the facet’s global nature. Participants were asked if they needed support or
if they encountered problems while using the privacy apps. Answers to these questions
were mainly specific and could therefore be assigned to other facets.

All three apps tested differed in their attractiveness. Permission app 2was considered
more attractive than permission app 1. However, both were rated more attractive than
the analytic tool. This is reflected in the assessment of the other UX-facets. Therefore,
we hypothesize that the “overall attractiveness” could serve as a global measurement
for the overall UX-evaluation of a mobile application analytic tool.

Navigation. The importance level of the navigation facet and the number of assigned
qualitative responses were rather high. The participants appreciated a simple, fast, hier-
archical and intuitive navigation. In addition, participants acknowledged the opportunity
to switch between the sorting of information by a scanned app and by permission groups.
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The quantitative assessment partly revealed these navigation aspects. The mobile appli-
cation analytic tool, lacking a hierarchical navigation structure, received the lowest score.
The permission apps did not differ, although permission app 2 provides no information
sorting by permission groups. A possible explanation of this balanced assessment of the
permission apps is that participants perceived the navigation of permission app 2 asmore
clear and simple compared to permission app 1. Therefore, the sorting by permission
groups seems to be not crucial.

Description and Valuation of Permissions. Participants rated this facet as the most
important and provoked the most commentaries. To comprehend the permissions, it
was essential that single permissions were explained. Grouping permissions enhanced
understanding. In contrast, using another language or technical terms diminished com-
prehension. In addition to the explanation of permissions, participants felt that a valua-
tion of the arising risks was important. They questioned whether there was a compelling
necessity for using certain permissions and what possible consequences could arise.
Although participants appreciated an overall risk score, some wanted a numerical score
for each scanned app. Based on the open-ended answers regarding additional functions,
it appears that individualizing such a risk score would also be useful. Overall, the results
indicate that the contents assigned to this facet are the most important for developing a
mobile application analytic tool.

Comprehensibility. Participants rated the “comprehensibility” facet as important, how-
ever the number of qualitative responses was rather small. A small number of responses
possibly existed because the tested privacy apps were easy to understand. Another pos-
sible explanation is that the privacy apps with their specific functions only had limited
components. Thus, there was little potential for it to be considered not comprehensible,
which could be assigned to the “comprehensibility” facet rather than the “description
and valuation of permissions” facet.

Options for Action. Participants rated the “options for action” as moderately important.
There were only a few qualitative responses. Some participants wanted a function to
(de)activate single permissions and suggestions for alternative apps. The few qualitative
responses received was unsurprising since the tested apps did not differ in their options.
Therefore, it was remarkable to find significant differences between the three systems
(permission app 2 being rated higher). This result could probably be explained by the
halo-effect (permission app 2 received the most positive evaluations). However, because
of the main study’s procedure, its importance was probably underestimated. Further
research should examine the “options for action” in greater detail.

Stimulation. This facet received the third most open-ended responses. Participants per-
ceived a simple design and the presentation of the privacy risk of a scanned application
through traffic light colors as intuitive. However, they rated importance of the facet
rather low, which seems to contradict the number of qualitative responses. However,
upon closer inspection, most responses referred to the design of core functions of the
apps. In conclusion, the general findings assigned to the “stimulation” facet were crucial
to support essential contents and functions of a mobile application analytic tool despite
the overall rated level of importance.
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Identity. Assigned contents of the “identity” facet of the mobile application analytic tool
did not appear that important given the user rating of its importance and the few quali-
tative responses. As with other UX-facets, permission app 2 differed significantly from
permission app 1 as well as the mobile application analytic tool. A possible explanation
could be the high correlation (r = .55) between the “identity” and “stimulation” facets
previously reported in the original AttrakDiff 2 literature [11].

Information About the Analytic Tool and the Provider. Based on the rated importance
level and the fewqualitative responses, this facet does not seemparamount for developing
mobile application analytic tools. This result is likely because our participants did not
download the privacy apps and therefore were limited in the available information during
the study. For this reason, the “information about the analytic tool and the provider”
facet requires further investigation.

Credibility. A permission app is credible if it refrains from requesting permissions for
its own purposes. The participants could not assess whether this facet was fulfilled
because the applications were preinstalled. Participants rated importance level for the
“credibility” facet as very high, receiving the highest median among all evaluated UX-
facets. Therefore, “credibility” should be further investigated by including the tested
tool’s download procedure.

Future Work and Limitations
During the assessment, we focused on the usage of mobile application analytic tools.
Therefore, investigation of the “information about the analytic tool and the provider” and
“credibility” UX-facets was limited due to the exclusion of the app download process.
Thus, future studies should assess these facets via a holistic interaction process including
download, scanning, and usage of mobile application analytic tools.

Our test setupmost likely influenced the quantitative and qualitativeUX-facet results.
Basing user evaluations on performing three selected tasks may have led to overes-
timating the importance of task-related UX-facets and provoking a higher amount of
qualitative responses to these facets (e.g., “description and valuation of permissions” or
“options for action”).

Another limitation is that the UX-facets cannot be considered perfectly distinct from
each other. However, the general findings (regardless of their facet assignment) were
used to derive requirements and guidelines for designing mobile application analytic
tools (see Sect. 6. Overall Conclusion).

6 Overall Conclusion

Both studies lead to a collection of user requirements, thus answering the first research
question. In this section, these user requirements are used to derive guidelines for devel-
oping a mobile application analytic tool (research question 2). In summary, increased
transparency is the central purpose. Moreover, a credible tool should explain and valuate
information flows of mobile apps. Furthermore, it should provide options to act in a pri-
vacy protective way. Figure 3 presents the guidelines and accompanying sub-guidelines,
which are not mutually exclusive and thus considered as a framework.
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Increase Transparency to Overcome Information Asymmetries. In accordance with pre-
vious research [13], our results underline the demand for increased transparency about
app behavior. Hence, our first guideline is: “Increase transparency of mobile applica-
tion information flows to overcome incomplete and asymmetric information access.”.
Through a combination of different (static and dynamic) analytic approaches it is possi-
ble to gainmaximum informational benefit for the user [16]. This guideline clearly refers
to the information dimension, as the hurdles are asymmetric and incomplete information,
availability, and overconfidence biases [13] in human decision making. Furthermore, we
- as other authors [20] - concluded that transparency serves as an prerequisite. In other
terms, the absence of transparency is the first hurdle to clear for making informed privacy
decisions within the mobile app context.

Explain and Valuate Mobile Application Behavior. Previous research has indicated that
most app users did not comprehend permissions [6, 7]. This corroborates our lab study
findings given the central importance of the “explanation and valuation of permissions”
UX-facet. The results showed that a mobile application analytic tool should aid com-
prehension on two different levels: 1). Technical terms, acronyms, or foreign languages
should be avoided, since these confused participants in our main study and finally led to
the “Explain permissions as simply as possible.” guideline, assigned to the information
dimension [13]. Based on the lab study results, a usable and hierarchical navigation
could serve as a support. We attribute his sub-guideline to the presentation dimension
[13]. 2). Lab study participants mentioned difficulties understanding potential personal
risks. Therefore, we formulated the information guideline: “Evaluate the potential risk
of a mobile application and show possible consequences to the user.” This is closely
related to our survey result underlining the high importance for users to understand the
data request necessity. This guideline could also be assigned to the default dimension in
a broader sense, as crowd sourced privacy risks evaluations [18] can serve as defaults in
a tool. In addition, some lab study participants also asked for information on the neces-
sity of data requests. Therefore, we recommend that a tool should provide information
about this necessity. The usage of traffic light colors seems to be appropriate to highlight
potential risk. Furthermore, a comprehensible numerical score can aid the user’s risk
assessment.

Provide Options for Action to Enable Privacy Preserving Behavior. To nudge privacy
preserving behavior, it is necessary to go beyond show, explain and evaluate. The online
survey’s results showed a demand for functions that strengthen user control. This cor-
responds to the lab study participants’ statements desiring more options for action.
According to these results, mobile application analytic tools should “Provide compre-
hensive options for action to enable privacy preserving behavior.”. This could show
users possible options for action, for instance altering existing privacy (pre-)settings or
switching to another more privacy preserving app. Therefore, we assigned this guideline
to the information and reversibility dimensions [13].

Ensure Credibility of the Mobile Application Analytic Tool. As described above, trans-
parency serves as a prerequisite for other guidelines. Therefore, a mobile application
analytic tool itself should be transparent regarding privacy protection. The median rating
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for the importance of the “credibility” facet in the lab study received the maximum pos-
sible rating. This suggests that a tool must avoid using permissions for its own purposes.
Moreover, the survey revealed an absence of significant correlations between privacy
threat evaluations and demographic data. Thus, we conclude that a mobile application
analytic tool should refrain from accessing personal demographic data. Therefore, the
fifth guideline is to “Provide a transparent tool to meet moral requirements regarding
privacy protection.”. It is associated with the information dimension [13] as it reduces
incomplete and asymmetric information access or eliminates this hurdle with respect to
the mobile application analytic tool itself.

7 Future Work

Our study results led to a user-driven framework of guidelines. They refer to designing
privacy nudges and addressing hurdles of informed decision making when using mobile
apps. It is conceivable that this framework can guide the design of privacy nudges and
respective tools addressing present information asymmetries in another context. There-
fore, future work could investigate the transferability of our results (e.g., to intelligent
transportation systems or vehicles).

Our guidelines do not address the timing and incentive dimensions due to themethod-
ology we chose. Enhancing motivation and temporal effects of mobile application ana-
lytic tools should be investigated in settings that are more naturalistic and in the long-
term. Our future research will address this limitation and we will test our tool during
a field trial. If user’s privacy preservation decisions are encouraged, this will probably
entail changes in app implementation from the provider side.
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privacy by means of static and dynamic analysis for Android app validation”, funded by the
German Federal Ministry of Education and Research. Furthermore, we want to thank Franziska
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Appendix A.1

I feel my privacy threatened if my
[map/navigation app, messenger
app, weather app, or shopping app]
uses…

Strongly
disagree

Largely
disagree

Somewhat
disagree

Somewhat
agree

Largely
agree

Strongly
agree

1 2 3 4 5 6

…location data Information
about where I
am

(continued)
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(continued)

I feel my privacy threatened if my
[map/navigation app, messenger
app, weather app, or shopping app]
uses…

Strongly
disagree

Largely
disagree

Somewhat
disagree

Somewhat
agree

Largely
agree

Strongly
agree

…communication
data

Dialogues
with other
persons in
terms of text,
picture, video
and audio
messages

…contacts data The stored
contact
information
in my contact
list (e.g., first
name, last
name,
telephone
number, and
e-mail
address of the
contact)

…motion sensor
data

What kind of
movements I
execute (e.g.,
climbing
stairs,
running,
walking)

…app usage data When and
how often I
use my
[app-group]
app

…data about
usage of other
apps

What other
apps I have
installed

…calendar data Which
appointments
(content and
timing) I have
entered

…call history data With whom
and when I
had a call

(continued)
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(continued)

I feel my privacy threatened if my
[map/navigation app, messenger
app, weather app, or shopping app]
uses…

Strongly
disagree

Largely
disagree

Somewhat
disagree

Somewhat
agree

Largely
agree

Strongly
agree

…local files Files which I
have stored
on my
smartphone
(e.g., pictures,
audio records,
download
files)

…camera data Pictures
which are in
the focus of
my camera

…WiFi state data Information
with which
WiFi I’ m
connected to,
if I used this
WiFi before,
which
wireless
networks I
have
registered on
my device
and/or which
WiFi my
device is
searching for

…fitness data Information
about my
physical
activity (e.g.,
pedometer,
heart rate,
sleeping
phase)

(continued)
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(continued)

I feel my privacy threatened if my
[map/navigation app, messenger
app, weather app, or shopping app]
uses…

Strongly
disagree

Largely
disagree

Somewhat
disagree

Somewhat
agree

Largely
agree

Strongly
agree

…data about
social network

Information
on who I
know, e.g. the
names of my
contacts,
access of my
contacts on
personal data
(pin board,
pictures,
status of
persons), and
unrestricted
access to my
data in a
social
network

…shopping data Information
on which
products I
monitor,
which
products I
bought and
which means
of payments
and shipping
address I used

…audio data Audio
information
which my
smartphone
microphone
records

Appendix A.2
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Appendix A.3

Table 4. Overview of adjusted UX-facets.

UX-faceta Definition

Overall attractiveness “…fulfilled if the application is generally
considered humane, simple, practical, direct,
predictable, clear, and manageable.”

Navigationb “…fulfilled if a permission application is
simple, direct, intuitive to use, and if the user
can receive help during the navigation.”

Description and valuation of permissionsb “…fulfilled if the permission application could
describe and explain permissions, if it presents
a valuation of permissions and if this valuation
is customizable.”

Comprehensibilityb “…fulfilled if the user could comprehend the
presented information and if the user can
receive support to aid comprehension. The facet
does not measure the comprehension of
permissions.”

Options for actionb “…is fulfilled if the user can function within the
permission app in a way they consider
necessary based on presented information about
the permissions and the resulting privacy risk.”

Stimulationc “…fulfilled if the application supports the user
in his or her personal development. This can be
achieved via introducing interesting and
stimulating functions, contents, presentation
and interaction styles as well as an appealing
graphical design.”

Identityc “…fulfilled if the user can identify himself with
the application. A high level of identification is
achieved if the application is describable as
professional, stylish, valuable, inclusive,
presentable, and brings them closer to people.”

Information about the analysis tool and the
providerc

“…fulfilled if the user receives comprehensive
information about the analytic tool and the
tool’s provider while downloading and using
the tool.”

Credibility c “…fulfilled if a permission application avoids
the use of permissions for its own function.”

aUX-facets are based the AttrakDiff2 questionnaire [11].
bUX-facets that were assigned to instrumental qualities in the UX-concept.
cUX-facets that were assigned to non-instrumental qualities in the UX-concept.
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Abstract. Privacy policies are the state of the practice technique for data trans-
parency. Oftentimes, however, they are presented in a non-prominent way, are
lengthy, and are not written in the users’ language. As a result, their acceptance is
rather low, even though users are generally interested in privacy. Thus, we need
enhanced transparency approaches. In this paper, we present a taxonomy andmod-
els that allow to describe privacy-relevant information. These models are based
on practical privacy policies and legal regulations, and enable automated process-
ing of privacy-relevant information. Automated processing based on well-defined
semantics is the baseline for new ways to represent privacy-relevant information,
for example by filtering, step-wise refinement or contextualization.

Keywords: Privacy policies · Taxonomy · Usable security · Transparency

1 Introduction

1.1 Motivation

Modern IT systems and services are getting more and more customized and aligned to
the user. This comes along with massive collection, processing, and sharing of personal-
related data. Because of that, many users have privacy concerns when using online
services [8] and intent to inform themselves about data usage [13]. In addition to the
users’ demand for privacy, data protection laws (e.g., EU GDPR) are getting stricter.
However, most privacy measures can only be effective, if users are able to understand
how their data is processed and how their privacy is protected. For example, if users
want to meaningfully use their right for objection, they must know and understand their
rights, be able to map the abstract right to the current situation or service, know how
to use their right, and understand the consequences. In other words: For informed and
sound self-determination, data processing and data protection must be transparent for
the user.

In the Internet, privacy policies are the standard measure to achieve transparency.
Providers textually describe the way they gather, use, manage or disclose user data.
However, current privacy policies are neither designed in a way so that they are suited for
users to achieve transparency nor do they meet transparency requirements demanded by
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legal regulations (such as the EUGDPR). In a survey byObar andOeldorf-Hirsch [11], it
is stated that 74%of users skipped the privacy policy completely. For the remaining 26%,
the average reading time was only 73 s—even though the average length of a privacy
policy is about 2,700 words [16]. Besides other reasons (e.g., privacy paradox), this lack
of acceptance is caused by a number of inherent shortcomings of their presentation. In
particular, their length, a complicated language, a high abstraction level and a rather
hidden positioning lead to low acceptance [5]. Additionally, privacy policies are not
verifiable by users. Thus, we need to find new approaches for modelling and presenting
privacy-relevant information to the users.

1.2 Ideas and Contributions

To improve the presentation of today’s privacy policies and eventually transparency, we
target two main goals: First, privacy policies need to be better navigable and searchable
(e.g., based on filtering or improved structure or presentation). Second, privacy-relevant
information needs to be better aligned to the current context of use (i.e., users should
only be required to read information that is relevant for them now). For this, automatic
processing and tailoring of privacy relevant information based on standardized models
and well-defined semantics is needed to master the complexity of managing privacy
information. Both goals cannot be achieved using plain text policies.

In the paper, we present the results of a privacy policy analysis we executed and
show the taxonomy we created based on our findings. This taxonomy consists of various
models, which are related to each other. Furthermore, we discuss options regarding
how users can access privacy-relevant information in an easy and understandable form
based on our concepts. To that respect, we distinguish two major cases: In the first case,
users want to know how their data is processed and protected during a concrete task
they currently executes (e.g. payment). This can be referred to as “Contextual Privacy
Policies” [5] and answers concrete privacy questions that come up during usage of the
website or web service. In the second case, users want to learn about their data is being
processed and protected by the service in general. Both use cases have their right to exist
and can (perhaps even should) be provided in parallel.

2 Approach

In order to build our models and taxonomy, we analyzed the content of existing online
privacy policies. We picked two representatives from each of the top 25 websites for
Germany from each of the 17 Alexa.com (a web traffic analysis service) categories.
We decided to split the category “Society” into “Adult” and “Society (without adult
content)”, because 24 out of 25 Society pages contained adult content, and we felt that
there might be relevant differences in terms of transparency and privacy demands. We
also excluded websites that were not in German or English from our analysis. This was
due to the simple fact that we do not adequately understand other languages and we
did not want to use automated translation tools in order not to falsify the results. Thus,
we ended up with 18 categories and analyzed the following 36 privacy policies (as of
February 2018), like shown in Table 1.

http://Alexa.com


356 D. Feth

Table 1. Analyzed privacy policies

Arts & 
Entertainment 

Business & 
Industry 

Computers & 
Technology 

Education Finance &
Economics 

netflix.com 
ubi.com 

immoscout24.de
dhl.de

whatsapp.com 
videolan.com 

wikimedia.org 
tu-kl.de

bitpay.com 
commerzbank.de

Government Health Home Internet News & Media
europa.eu
bremen.de

Weightwatchers.com
Baua.de 

chefkoch.de
cookitsimply.com 

pinterest.com
twitter.com 

spotify.com
spiegel.de 

Recreation Reference Science Shopping Society 
(without Adult)

bet365.com
koa.com

gutefrage.net
britishmuseum.org

mathoverflow.net
zeiss.com

check24.de
amazon.de

creativecommons.org
vice.com

Society (only 
Adult)

Sports Travel & 
Transport

pornhub.com
xtube.com 

fifa.com 
fcbarcelona.com 

booking.com
volvocars.de

From each of the privacy policies, we extracted the following information that are
related to how a provider processes personal-related data:

• Which entities are involved in the processing of person-related data?
• How is data processed?
• Which data is processed?
• Which users are affected?
• Which use cases require the processing of data?
• For which purpose is data processed?
• Which technologies are used?
• Under which conditions is data processed?

We harmonized and clustered all information. We removed duplicates, merged sim-
ilar elements (e.g., caused by different language or different terms for same concepts),
built clusters and related the remaining elements.

3 Modelling of Privacy-Relevant Information

Eventually, we came up with one model for each of the upper-mentioned topics. Those
topics and models relate to each other as shown in Fig. 1. Their relationship can be
summarized in the following sentence structure:

In <Service>, <Entity> [does|must|can|should|might] (not)
perform<Processing> with<Data> about<Person> during<Use-
Case> for <Purpose> using <Technology> if <Condition>.
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Data

Purpose

Processing

EntityPerson

Use Case Condition

Technology

bound to

of

relates to

under

uses

performs

Service supports

Fig. 1. Data processing taxonomy

For example, an instantiation of the model/sentence structure could be: “In exam-
ple.com, Example.inc does perform analytics with usage data about registered users
during the ordering process for the purpose of personalized marketing with Google
AdSense if the user consented”.

In our idea, such statements can be used to describe how a service processes personal-
related data—a major requirement for data transparency. Also, the structure and the
models behind the individual elements are the key for an automatic processing of privacy-
relevant information: They allow privacy policies to be easily filtered, searched, aligned
to the context. Example queries could be: “To whom is my order data transferred?”,
“Which data is collected when consuming video content?”, or “For which use cases and
which purposes does the service need my geo location?”

In the following, we describe each model in an own section. The sum of all models
builds a taxonomy for privacy relevant information.

3.1 Entities

We start with entities that process personal-related data (cf. Fig. 2). In our analysis, we
found threemain entity groups: The user himself, service providers, and external entities.
External entities, or third parties, include other users of the service, subcontractors of
the providers, and processors. For the latter, we mainly found examples for payment,
logistics and advertisement.

Entity

User

Service 

Other Users

Processor

Externals Subcontractor

Payment Provider

Logistics

Ad Provider

Fig. 2. Entity model
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3.2 Data Processing

Next, we took a look at how data is processed. In the analyzed privacy policies, we found
seven types of processing (see Fig. 3, left), namely collect, analyze, store, transfer, share,
delete, and the generic description process. Those seven types are also described in Art.
4 lit. 2 GDPR. In addition, GDPR describes nine other types of processing which,
however, were not explicitly mentioned in the privacy policies we analyzed (see Fig. 3,
right). Those are: record, organize, structure, adapt or alternate, retrieve, consult, align
or combine, restrict, and destruct.

Process

Analyze

Transfer

Collect

Store

Share

Delete

Organize

Record

Structure

Adapt / Alternate

Retrieve

Consult

Align / Combine

Restrict

Destruct

Fig. 3. Data processing model

3.3 Data

The kind of data that is processed, differs depending on the kind of service. Thus, we
built quite generic categories of data. In general, only person-related data is relevant
from a privacy perspective. Note that the presented categories are not disjunct, and the
categories do not make a statement about the sensitivity of the data. For example, the
“special categories of personal data” stated in Art. 9 GDPR can be contained in each of
our categories.

Master Data is all data about the data subject (e.g., user profile). Usage Data is data
that describes how a certain user is using the service. Location Data relates to data that
can be used to identify the position of a certain user (GPS, IP address). Public Data
is data that is openly available (e.g., via the Internet). Many services offer physical or
digital goods that can be purchased. In this case Order Data is produced. Also, many
services offer the possibility to communicate via the service—either between users, or
between the user and the service provider. Finally, the content of the service is what we
describe as Application Data (cf. Fig. 4).
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Person-Related 
DataUsage Data

Master Data

Movement / Location Data

Order Data

Public Data

Communication Data

Application Data

Fig. 4. Data model

3.4 Person

Asalready stated,weonly focus onperson-related data. Thus,we analyzedwhichpersons
data relates to, according to the privacy policies (cf. Fig. 5). In general, there are four
large groups of persons. Visitors use the service for free and do not have an account.
Registered Users are visitors that do have an account at the service. Customers pay for
the service or goods the service offers. Customers do not necessarily have to be registered
users. The last person group is somewhat different. While Visitors, Registered Users and
Customers can be considered as direct users of the service, there is data processed about
Uninvolved Persons, i.e., persons that are not using the service at all. Prominent examples
are social plugins that track you, even if you are not using this social network. Also,
on social media platforms, users can give access to their address book to the platform.
However, these address books typically also contain data about persons that are not on
this platform.

Person
Visitor

Registered User

Uninvolved Person
Customer

Fig. 5. Person model

3.5 Use Cases

Depending on the type of service, there are a lot of different use cases where person-
related data is processed. We clustered them in eight categories (cf. Fig. 6).

Oftentimes, services require users to create an account for using the full service.
Therefore, users need to register, typically with their email address. Besides this classical
approach, more and more services allow users to connect their accounts, respectively
authenticate with a different authentication provider (e.g., loginwithGoogle). The actual
service usage can happen via aweb page, or anAPI. Asmany of the services are financed
via ads, ad usage is also part of our model. Service usage may include the provision
and consumption of content (e.g., multimedia, posts). Also, it can include the purchase
of physical or digital goods, in particular ordering and payment. Communication is
another important use case. We differentiate the correspondence of a user with the
service provider (e.g., support, newsletter) and with one or more other users of the
service. Finally, there are some more special use cases, that also appeared several times,
namely the participation in beta tests, surveys and lotteries.
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Use Case

Account Connection
Account Creation

Registration

API Usage Service Usage

Page Usage

Ad Usage

Provisioning
Content Usage

Consuming

Payment
Purchase

Ordering

Communication
Provider Correspondance

User Correspondance
Support

Newsletter

Beta Tests

Surveys

Lottery

Fig. 6. Use case model

3.6 Purposes

According to regulations like GDPR, the processing of person-related data must always
be bound to specified, explicit and legit purposes. So, we categorized the purposes
mentioned in the privacy policies (cf. Fig. 7).

In most cases, the purpose is simply the execution of primary business processes as
part of the provisioning of the service. Besides that, data is processed for a number of
secondary purposes, namely:

• communication between the service provider and the user,
• customizing the service to the user,
• financing the service, either via ads or direct payment,
• improving the service,
• enforcing the security of the service, and
• enforcing the terms and conditions of the service.

Service Provisioning
Notification

Communication
Support

Provider Customization
Customization

User Customization

Ads
Financing

Payment

Primary Business

Security
Misuse Prevention

Authentication

Enforcing Terms

Improvement

Fig. 7. Purpose model

3.7 Technologies

Regarding the technologies used, four major categories were mentioned in the privacy
policies (cf. Fig. 8): the usage of cookies, of social plugins, trackers and captchas. The
use of cookies in particular was dealt with in great detail. Several services differentiate
different kinds of cookies, based on their purpose and allow the user to give explicit
consent for cookies that are not mandatory. In particular, these are cookies that are used
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to improve performance, customize the service and manage advertisements. For the
latter, but also for social plugins, third party cookies might be used.

Technology
Analytics Service

Tracking
Tracking Pixel

Captcha

Social Plugin

Cookies

Performance Cookies

Service Cookies

Ad Cookies

Functionality Cookies

Third Party Cookies

Fig. 8. Technology model

3.8 Conditions

Finally, we looked at whether the privacy policies link data processing to specific con-
ditions. However, most privacy policies stayed vague at this point. Only four conditions
were mentioned:

• Explicit consent has been given by the user
• The processing is lawful
• The user has been informed about the processing
• A certain timespan elapsed (e.g., IP address is deleted after 30 days)

Also, more and more services offer privacy settings for their users. These settings
influence how data is processed and are thus a part of the condition. These settings give
users the option to express their privacy demands and influence how data is processed.
In this sense, we differentiate four degrees of freedom, as shown in Fig. 9. Primarily,
the processing of data is defined by the application logic of the service and its business
processes. At this level, the concept of privacy by design should apply. Typically, the
provider then makes default settings when he configures the service (e.g., “posts are
publicly visible”). “Privacy by default” has to be implemented on this level. When users
are offered privacy settings, they are given the option to override these default settings
(e.g., “posts are only visible for my friends”). Ultimately, however, these settings can
also be overwritten on a case by case basis (e.g., “this special post is only visible for my
family”).

4 Presentation of Privacy-Relevant Information

The presented taxonomy, including the individual models, is not an end in itself, but
rather a starting point for optimized processing and presentation of privacy-relevant
information. In this section we discuss how they can be used to improve transparency
for Internet users.
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Fig. 9. Degrees of freedom

4.1 Improving Traditional Privacy Policies

In Sect. 3, we presented a sentence structure that covers all relevant information repre-
sented by our model. Of course, it is impractical to build a privacy policy solely based
on such sentences. Although consistent and precise, the result would be hard to read and
not very usable.

In its pure form, the sentence structure is an assistance for policy authors in order to
cover all relevant aspects. Also, these sentences can be used to summarize complex or
lengthy parts of the privacy policy. This concept of short summaries is a huge help for
users and can already be seen on some pages. A very positive example is Wikimedia (cf.
Fig. 10), where every paragraph is summarized in parallel and can be expanded for more
information. However, this approach has not yet established itself on a broad scale.

The main advantage of the presented taxonomy is that it allows for a consistent
semantics across different domains and services. Consistent wording, iconography,
glossaries and explanation texts are to be developed as part of our future work.

Fig. 10. Example privacy policy with icon, short summary and layered details (Source:
Wikimedia)
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4.2 Providing Equivalent Technical Descriptions

We provide a data model in order to allow service providers to offer machine-readable
policies by instantiating our model. The major benefit is that it allows for automatic
processing, especially searching and filtering. If users search for particular privacy-
relevant information, this is oftentimes difficult with plain-text policies. For example,
different languages, different or inconsistent wording or filler words complicate search.
Additionally, informationmight be spread over thewhole privacy policy, which demands
a highmental effort from the user. In contrast, a concrete search query (e.g., “showwhich
of my data is released”) can result in a filteredmodel that in turn can be used to generate a
human-readable answer based on the proposed sentence structure. In contrast to complete
privacy policies, the representation in this form is reasonable in this case, as only a small
subset of the information is shown. As part of our work, we built a data model for our
taxonomy and implemented a Chrome extension that injects filtered privacy information
into a website based on a technical privacy policy. The screenshot in Fig. 11 shows an
example of this.

4.3 Putting Information into Context

All services analyzed by us provide exactly one monolithic privacy policy for their
service. In some cases, one privacy policy even applies to several services offered. This
requires a large mental load from the user, due to the policy’s length, language and
abstraction level. As a result, their acceptance is quite low [11, 14, 15].

The idea of contextual privacy policies [5] is to show privacy-relevant information in
context of the current use case. This means that concrete information about collection,
use and sharing of information is shown at the time a user performs a certain activity.

For example, when a user creates a post on a social media platform, he or she will
be interested in the visibility rules and data processing of that post. In this situation, he
or she is probably not interested in how the platform uses cookies to authenticate the
user. In classic privacy statements, however, both pieces of information are treated in
the same document, which is located in a completely different place that has nothing to
do with the user’s actual activity.

By binding privacy statements to the current activity, privacy statements can be
more specific and explicitly relate to the current activity. We assume that this increases
understandability. The individual privacy polices presented to the user become shorter,
as only currently relevant information is shown. Also, it does not require the user to
interrupt his or her activity. This increases the likelihood that users take time to read the
privacy statements.

Figures 11 and 12 show fictive examples of contextual privacy policies. The pro-
cessing of data is explained directly at the point where they are elicited. This can be, for
example, when registering a user account (Fig. 11), or when creating a post (Fig. 12). In
both cases, information texts and graphics inform about what happens with the data to
be entered - without the user having to interrupt his activity. Of course, the presentation
must be adapted to the look and feel of the service and the information must be presented
in a correspondingly comprehensible way. We are currently working on guidelines for
designing such information texts and boxes.
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Fig. 11. Idea: Contextual Privacy Policy on a demo registration page

Fig. 12. Idea: Contextual Privacy Policy on Twitter

However,maintaining such distributed privacy statementsmanually is hard and time-
consuming. For example, by filtering the currently relevant data (e.g., e-mail address),
the model instance can extract all processing of this data from the model. This reduces
the administration effort, because changes in data usage can still be managed at a central
location, but a change is automatically made transparent at all relevant points.

5 Related Work

Since the mid-1990s, huge efforts have been made to develop approaches for aligning
usability and security. In [6] Garfinkel and Lipfort summarize the history and challenges
of the “usable security” domain.

Existing literature on usable security shows that the user is an important and active
part of modern security chains. The research field of usable security and privacy has been
approached both in a theoretical fashion and in the form of case studies. Famous case
studies analyze the usability of email encryption with PGP [17, 18], of file sharing with
Kazaa [7], and of authentication mechanisms and password policies [2, 4, 9]. However,
case studies are specific to one system, systemclass, or application domain and canhardly
be generalized. On the other hand, theoretical work [1, 3] is typically more abstract and
hard to apply in practice.

The acceptance of privacy policies by end users, as well as the consequences of
missing acceptance have been analyzed in different surveys [11, 14, 15]. These studies
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showed that privacy policies are mostly unsuited for users in practice. To improve the
situation, there is work targeting readability [1, 10], understandability [12] and design
[16] of privacy policies. These are important aspects, but all of these works consider a
privacy policy to be a large monolithic document, which is in contrast to our considera-
tions. Tools like the Platform for Privacy Preferences P3P Project1 targeted transparency
of web service privacy, but were not well accepted for usability reasons.

6 Summary and Conclusion

Our main goal is to optimize transparency for Internet users. To this end, we analyzed 36
online privacy policies for information about how the corresponding service processes
personal-related data. Based on this information, we created a taxonomy for privacy
policies. Eventually, we want to use this taxonomy to create a uniform, cross-system
semantics, language and iconography for privacy-relevant information. In the medium
term, we expect significant added value in terms of comprehensibility and thus also in
terms of acceptance and transparency of privacy policies. In addition, privacy-relevant
information can be better adapted to the current situation of the user through the contex-
tual presentation presented.We also expect this to improve acceptance and transparency,
as the users’ mental load is reduced.

With regard to the effort involved in the administration of privacy policies, manual
maintenance of (classical central or contextually distributed) texts and the maintenance
of a more formal model are opposed. This evaluation will be part of our future work.
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and Research (BMBF) projects Software Campus (01IS12053) and TrUSD (16KIS0898). The
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References

1. Adams, A., Sasse, M.A.: Users are not the enemy. Commun. ACM 42(12), 40–46 (1999)
2. Choong, Y.-Y., Theofanos,M.:What 4,500+ people can tell you – employees’ attitudes toward

organizational password policy do matter. In: Tryfonas, T., Askoxylakis, I. (eds.) HAS 2015.
LNCS, vol. 9190, pp. 299–310. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
20376-8_27

3. Cranor, L., Garfinkel, S.: Security and Usability. O’Reilly Media, Inc., Newton (2005)
4. Eljetlawi, A.M., Ithnin, N.: Graphical password: comprehensive study of the usability fea-

tures of the recognition base graphical password methods. In: Proceedings - 3rd Interna-
tional Conference on Convergence and Hybrid Information Technology, ICCIT 2008, vol. 2,
pp. 1137–1143 (2008)

5. Feth, D.: Transparency through contextual privacy statements. In: Burghardt, M., Wimmer,
R., Wolff, C., Womser-Hacker, C. (eds.) Mensch und Computer 2017 - Workshopband.
Gesellschaft für Informatik e.V, Regensburg (2017)

6. Garfinkel, S., Lipford, H.R.: Usable security: history, themes, and challenges. Synthesis Lect.
Inf. Secur. Priv. Trust 5, 1–124 (2014)

1 https://www.w3.org/P3P/.

https://doi.org/10.1007/978-3-319-20376-8_27
https://www.w3.org/P3P/


366 D. Feth

7. Good, N.S., Krekelberg, A.: Usability and privacy. In: Proceedings of the Conference on
Human factors in Computing Systems - CHI 2003, vol. 5, p. 137 (2003)

8. IControl Networks: 2015 State of the Smart Home Report. Technical report (2015)
9. Inglesant, P., Sasse, M.: The true cost of unusable password policies: password use in the

wild, pp. 383–392 (2010)
10. Milne, G.R., Culnan, M.J., Greene, H.: A longitudinal assessment of online privacy notice

readability. J. Public Policy Mark. 25(2), 238–249 (2006)
11. Obar, J.A., Oeldorf-Hirsch, A.: The biggest lie on the internet: ignoring the privacy policies

and terms of service policies of social networking services. In: The 44th Research Conference
on Communication, Information and Internet Policy (2016)

12. Reidenberg, J.R., et al.: Disagreeable privacy policies: mismatches between meaning and
users’ understanding. Berkeley Technol. Law J. 30, 39 (2014)

13. Rudolph, M., Feth, D., Polst, S.: Why users ignore privacy policies – a survey and intention
model for explaining user privacy behavior. In: Kurosu,M. (ed.) HCI 2018. LNCS, vol. 10901,
pp. 587–598. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-91238-7_45

14. Symantec: State of Privacy Report 2015 (2015)
15. Tsai, J., Egelman, S., Cranor, L., Acquisti, A.: The effect of online privacy information on

purchasing behavior: an experimental study (2007)
16. Waldman, A.E.: Privacy, notice, and design (2016)
17. Whitten, A.: Making Security Usable. Comput. Secur. 26(May), 434–443 (2004)
18. Whitten, A., Tygar, J.: Why Johnny can’t encrypt: a usability evaluation of PGP 5.0. In:

Proceedings of the 8th Conference on USENIX Security Symposium, vol. 8, p. 14. USENIX
Association (1999)

https://doi.org/10.1007/978-3-319-91238-7_45


Enabling Medical Research Through
Privacy-Preserving Data Markets

Shadan Ghaffaripour(B) and Ali Miri

Ryerson University, Toronto, Canada
shadan.ghaffaripour@ryerson.ca

Abstract. A great deal of recent advances in medical research are lever-
aging machine learning and artificial intelligence techniques. A major
impediment to these advances is the reluctance of patients to share per-
sonal health data due to privacy concerns and lack of trust. In this paper,
we propose a new privacy-preserving data-market platform to tackle this
problem. Our novel crowd sourcing platform uses zero-knowledge proofs
and blockchains to verify the validity of patients’ contributions, while
providing strong privacy guarantees for these contributions.

Keywords: Blockchain · Smart contract · Zero-knowledge proof ·
Data market · Collaborative medical research · Machine learning
model · Crowdsourcing

1 Introduction

A great deal of recent advances in medical research are leveraging machine
learning and artificial intelligence techniques. Many of these techniques are data
driven, and require access to significant amount of patients’ data. However, due
to privacy and regulatory restrictions, the process of gaining access to such
amount of data can be cumbersome, bureaucratic, and sometimes not possi-
ble. Statistics show that even though in practice patients are typically support-
ive of medical research, only a small percentage of them are willing to share
their medical data. This is often due to their concerns about unauthorized sec-
ondary utilization of their data [8]. These concerns are often reinforced when the
promise of anonymity for shared medical data has failed, resulting in release of
private medical information [13]. This perceived risk of data misuse and lack of
transparency discourages cooperation, and can negatively impact research that
relies on these data. In this paper, we propose a new framework to address this
important impediment - reluctance to share personal health data due to pri-
vacy concerns and lack of trust - in medical research. Our framework provides a
mutually beneficial platform for researchers and patients. This platform enables
an easy-to-use data collection method to researchers, while ensuring a degree of
privacy to patients, who are also provided monetary incentives. It is worth to
highlight that although patients can offer their data as part of their contribu-
tions to research studies, they are still assured of a high degree of privacy, as no
single health record is ever shared with researchers directly.
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This paper is organized as follows: An overview of the most recent and rel-
evant literature is given in Sect. 2, followed by the background information on
blockchain technologies and zero-knowledge proofs in Sect. 3. In Sect. 4, the pro-
posed framework and the description of how patients can collaborate in medical
research are presented. This section also shows how patients’ contributions can
be validated using a zero-knowledge approach. Sections 5 and 6 are dedicated to
demonstrate the feasibility of implementation using existing protocols. Section 7
outlines the mathematical underpinnings of the applied zero-knowledge proof
for arithmetic circuit satisfiability, based on Quadratic Span Programs (QSP).
Conclusions and some possible future work can be found in Sect. 8.

2 Relevant Work

The past decade has seen a growth in the crowdsourcing approach to problem-
solving. However, the effectiveness of this approach has yet to be utilized for
collection of personal health data for analysis and research purposes, with one of
the main challenges being the importance of confidentiality assurance to public
for their participation. Many of the work in privacy-preserving data mining and
machine learning, rely on the use of secure Multi-Party Computation (MPC) [5]
and Differential Privacy [7]. In MPC, participants can jointly compute a function
over a set of inputs, while keeping them private in the process. However, the
functions over which MPC can be performed are limited. Also, MPC suffers from
scalability issues. Differential privacy techniques also try balance the privacy
needs with that of results’ accuracy by adding an appropriate level of noise.
However, the inherent noise in the result can have unintended or unacceptable
consequences [3]. Furthermore, they are not designed for data validation, as
required by our health data collection application.

Our approach to protecting the privacy of participants is not to share any
data in the first place. Instead, allow participants to collaborate in the analytic
tasks with their private data and only provide proof attesting to their honest
behavior. To enable this aim, we have applied the principle of zero-knowledge
proof and have incorporated it in our blockchain transaction validation scheme.

Despite the importance of confidentiality in sharing private information, the
incorporation of zero-knowledge proofs in blockchain validation processes has
not received much attention. Previous work has been limited to preserving the
privacy of users in the context of digital payment. For example, Zcash [6] allows
transactions to be verified without revealing the sender, receiver, or transaction
amount. Likewise, on Ethereum, the AZTEC protocol [15] enables confidential
digital asset transactions. Few studies have examined zero-knowledge proofs in
voting systems to ensure anonymity of voters [9,10]. The details of these work are
outside scope of this paper. However, we believe that our approach can provide
a promising direction in these areas as well.



Enabling Medical Research Through Privacy-Preserving Data Markets 369

3 Background

3.1 Blockchain and Smart Contract

Blockchain is a chain of blocks linked by hash pointers, which contains the infor-
mation about the transition of states in a system. The most important property
of blockchain is being immutable; once data is stored in a blockchain, it becomes
unchangeable. The implications of immutability are tamper-resistance, auditabil-
ity, and trust. Blockchain can be used as a secure decentralized data store that
is not controlled by a central authority, but instead, maintained by a network of
peers.

A smart contract is a self-enforcing agreement, written as a computer pro-
gram that is managed by a decentralized network [14]. The program encodes a
set of rules under which the involved parties agree to interact with one another.
Once those rules are met, the terms of the agreement are automatically enforced.

We use smart contracts in our framework, as the framework requires that
researchers reimburse patients for their contributions to their research, accord-
ing to a set of mutually agreed-upon rules. On the other hand, the same rules
hold patients accountable for valid contributions. Smart contracts guarantee that
neither of the parties deviates from the terms of that agreement.

3.2 Zero-Knowledge Proofs

Proof systems mathematically validate the authenticity of a computation. Zero-
knowledge protocols are a subset of proof systems, with an additional require-
ment of “zero knowledge”, which allows a party to prove to another party that
a given statement is true without revealing the actual information.

Formally, zero knowledge proofs allow a prover to convince a verifier of a
statement of the form “given a function F and input x, there is a secret w such
that F (x,w) = true” [16].

Zero-Knowledge Succinct Non-Interactive Argument of Knowledge
(zkSNARKs) [1] is a form of zero knowledge proof that provides an additional
useful properties of succinctness. The first property allows for extremely small
proofs for large statements and efficient verification, regardless of how long it
takes to evaluate F . The second property preserves privacy, meaning that the
proof reveals no information about the secret w [16].

4 Proposed Framework

4.1 High-Level Description

Our proposed framework uses programmable blockchains as its underlying plat-
form. The decentralized security model of blockchains guarantees that only
“valid” updates, verified by the majority of network peers are accepted.

In simple terms, the researcher interested in building a model creates and
deploys a smart contract on the system, specifying the desired model structure.
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The objective of this contract is to calculate the model parameters according to
a learning method.

Patients who are willing to participate in the research, calculate their share,
and update the model parameters. As they are preloaded with balance, the
contracts automatically reimburse the patients for their contribution.

Ultimately, one of the primary goals of the system is to preserve the privacy
of patients. Therefore, unlike other blockchain-based systems, the correctness of
calculations cannot be verified by re-execution of the contract by peer nodes.
Yet, validation of proposed updates is one of the main processes in blockchain-
based systems and it is crucial to check whether patients have correctly evaluated
the formula, as given in the contract, with their secret data, and have indeed
used their data values in this process. We use a zero-knowledgeproof technique
- zkSNARKs (Zero-Knowledge Succinct Non-interactive ARgument of Knowl-
edge) [1,11,16] - to validate patients’ participation and that of the values they
have used. The core of this technique allows our validation problem to reduce
to a very efficient Quadratic Span Program (QSP), which we will discuss in
more details later in the paper. With QSPs, the verification task is simplified to
checking whether one polynomial divides another polynomial at a single random
point. The reduction function translates the transaction to a Boolean formula,
such that the formula is satisfiable if and only if the transaction is valid.

4.2 Model Descriptions in Accordance with Zero-Knowledge

Since the computational nature of the application is not customary in the sphere
of common blockchain applications that are often geared to financial transac-
tions, we start by providing a mapping between the terminology used in those
contexts and that of our proposed framework in Table 1.

Table 1. The different use of blockchain terminology in our application domain

Blockchain core concepts Equivalent

State Model parameters

Transaction Proposed updates to model parameters

Transaction validation Zero-knowledge proof verification

In our construction, states are model parameters that are meant to be
updated by transactions. Transactions contain proposed updates, issued by
patients, on the basis of their data.

For ease of explanation, we examine one of the simplest learning methods,
stochastic gradient descent [2] in a linear regression model.

The model parameters,wj , are updated according to the following equation,
where the (xi, yi) pair is the private data of the patients and α is the learning
rate.

wj = wj − α(xiw − yi)xij (1)
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From an instance of QSP, Φ, the system generates proving and verifying keys,
pk and vk respectively. The patients compute the update corresponding to their
data and generate the zkSNARK proof using pk, a public input Xpublic, and a
private input Wsecret for Φ. The proof attests to the satisfiability of Φ with the
(Xpublic,Wsecret) pair, but reveals no information about Wsecret [16].

Note that in our example, the private pieces that are not shared are xi and
yi and model parameters, wj , are publically accessible at each time instance.

By having the vk, Xpublic, as well as the proof, the verifiers of the blockchain
run the verification test, and if the provided proof passes the test, the proposed
update will be committed to the model in the blockchain.

Mathematically speaking (see Sect. 7 for more information), the verifying
nodes check whether a polynomial divides another polynomial at a random point.
In essence, the verifying nodes check whether the patient owns a data piece xi

and yi such that if substituted in Eq. 1, will result in her proposed update. This
statement checks: 1) whether the patient has the data she claims and 2) whether
she properly performed the computation as it was expected.

5 Components of the Framework

In this section, the components of our collaborative research platform is
described, in accordance with the Decentralized Anonymous Payment (DAP)
scheme in [12]. The reason behind this conformity is allowing the platform to be
tested using the existing implementations, such as Zcash [6].

5.1 Data Structure

The following data structures are used in the system:

– Distributed Ledger L
– Health Record a data object c, to which a commitment cm(c), a value v(c),

a serial number sn(c) and an address addrpk(c) is associated.
– Transactions

– Health Record Generation: a transaction txrecordGen contains the tuple
(cm, v, ∗) and indicates a health record c with value v and the commitment
cm has been generated in the system.

– Calculation: a transaction txcalculation contains the tuple
(rt, snold

1 , snold
2 , cmnew

1 , cmnew
2 , vpub, info, ∗) and indicates the use of

two health records c1, c2 with respective serial numbers snold
1 , snold

2 in
the calculation of new model updates with respective commitments of
cmnew

1 , cmnew
2 .

– List of Commitments: a list of record commitments at time t: CMListt
– List of Serial Numbers: a list of serial numbers of records at time t:

SNListt
– Merkle Tree: a Merkle tree at time t: Treet with root rt over the list of

commitments
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5.2 Algorithms

Setup. The purpose of this algorithm is to generate the public parameters,
available to every party in the system. It is run only once by a trusted third-
party (see Algorithm 1).

Algorithm 1: Setup
Input: security parameter λ
Output: public parameters pp
begin

Construct Ccalculation /* Arithmetic circuit for the NP statement,

i.e. verification of model-building calculations */

zkSNARK (pkcalculation, vkcalculation) := KeyGen 1λ, Ccalculation
)

/* generates

proving key and verifying key */

ppenc := Genc 1λ
)

ppsig := Gsig 1λ
)

pp := (pkcalculation, vkcalculation, ppenc, ppsig)

Create Addresses. This algorithm generates address key pairs. The public
portion is published by researchers who request participation in the research
study. The secret portion is then used to receive the model updates performed
by the participating patients (See Algorithm 2).

Algorithm 2: Create Addresses
Input: public parameters pp
Output: Address Key pair (addrpk, addrsk)
begin

(pkenc, skenc) := Kenc(ppenc)
randomly sample ask ∈ {0, 1}256

apk := PRFaddr
ask

(0) /* PRF is a pseudorandom function */

addrpk := (apk, pkenc)
addrsk := (ask, skenc)

Generate Health Record. This algorithm generates a health record and a
txrecGen transaction (See Algorithm 3).

Model-Building Calculations. This algorithm takes health records as input
and generates new records, the values of which are determined according to a
pre-specified logic, for example, the one specified in Eq. 1.



Enabling Medical Research Through Privacy-Preserving Data Markets 373

Algorithm 3: Health Record Generation
Input: public parameters pp,
health record value v ∈ {vmin, ..., vmax},
patient’s public key addrpk
Output: health record c,
health record generation transaction txrecordGen

begin
randomly sample ρ ∈ {0, 1}256

randomly sample COMM trapdoors s, r /* COMM is a

statistically-hiding non-interactive commitment scheme */

(apk, pkenc) ← parse(addrpk)
k := COMMr (apk‖ρ)
cm := COMMs(v‖k)
c := (addrpk, v, ρ, r, s, cm) /* health record tuple */

txrecordGen := (cm, v, ∗), where ∗ := (k, s)

To confirm the existence of such records, the algorithm tests the commitment
paths to be valid authentication paths with respect to the root in the Merkle tree
(See Algorithm 4 for more information). The algorithm also creates a txcalculation

transaction, as described in the previous section.
The patients who want to participate in research must have ownership of

the qualified health records, existing on the system. In other words, they must
know the secret keys pertaining to such health records. By having ownership of
the qualified health records, patients use them in calculations and create a new
record and commit to its value. The record, whose value is the sought-for model
update, is directed to the researcher by encryption via his/her receiving public-
key. Patients also calculate proofs using the proving key, the zkSNARK input x,
and zkSNARK secret a (see Algorithm 4 for more information) attesting to the
validity of their calculations, verifiable by anyone in the system.

Verify Transaction. All the transactions are validated before being perma-
nently recorded in the distributed ledger.
For the case of txrecordGen, a valid transaction is simply the one with proper
calculation of record commitment. For txcalculation transactions, it is much more
complicated. The algorithm first tests whether the serial numbers pertaining to
the used health records appear on the ledger or not. If not, meaning that they
have not been “double spent”, it also checks whether the zkSNARk verification
passes with respect to the provided proof and the zkSNARK input extracted
from the transaction (See Algorithm 5).



374 S. Ghaffaripour and A. Miri

Algorithm 4: Model-building Calculations
Input: public parameters pp
Merkle root rt
patient’s health records cold1 , cold2

patient addresses secret keys addroldsk,1, addroldsk,2

path path1 from cm(cold1 ) to rt /* path from commitment to Merkle tree

root */

path path2 from cm(cold2 ) to rt
new values (calculations) vnew

1 , vnew
2

new addresses (researchers) public keys addrnewpk,1, addrnewpk,2
transaction string Info
Output: new records cnew1 , cnew2

calculation transaction txcalculation

begin
foreach i ∈ {1, 2} do

(addrpk,i, v
old
i , ρold

i , roldi , soldi , cmold
i ) ← parse(coldi )(

aold
sk,i, sk

old
enc,i

) ← parse(addroldsk,i)

snold
i := PRFsn

aold
sk,i

(
ρold
i

)

(
anew
pk,i, pknew

enc,i
) ← parse(addrnewpk,i)

randomly sample ρnew
i ∈ {0, 1}256

randomly sample COMM trapdoors snew
i , rnew

i

knew
i := COMMrnewi

(
anew
pk,i‖ρnew

i

)

cmnew
i := COMMsnewi

(vnew
i ‖knew

i )

cnewi :=
(
addrnewpk,i, v

new
i , ρnew

i , rnewi , snewi , cmnew
i

)

Ci := Eenc
(
pknew

enc,i, (v
new
i , ρnew

i , rnewi , snewi )
)

(
pksig, sksig

)
:= Ksig

(
ppsig

)

hSig := CRH
(
pksig

)

h1 := PRF pk
aold
sk,1

(1‖hSig)

h2 := PRF pk
aold
sk,2

(2‖hSig)

1 x :=
(
rt, snold

1 , snold
2 , cmnew

1 , cmnew
2 , vpub, hsig, h1, h2

)
/* zkSNARK input */

2 a :=
(
path1, path2, c

old
1 , cold2 , addroldsk,1, addroldsk,2, c

new
1 , cnew2

)
/* zkSNARK

secret */

3 πcalculation := Prove (pkcalculation, x, a) /* zkSNARK proof */

m := (x, πcalculation, info,C1,C2)
σ := Ssig (sksig, m)

txcalculation :=
(
rt, snold

1 , snold
2 , cmnew

1 , cmnew
2 , vpub, info,∗)

, where ∗ :=
(pksig, h1, h2, πcalculation,C1,C2, σ)

Receive Updates. Researchers with address key pair (addrpk, addrsk) use this
algorithm to scan the ledger and receive the records containing update values
aimed at their address addrpk (see Algorithm 6).
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Algorithm 5: Verify Transaction
Input: public parameters pp,
transaction tx,
current ledger L
Output: bit b ∈ {0, 1}
begin

if tx = txrecordGen then
(cm, v, ∗) ← parse(txrecordGen) AND (k, s) ← parse(∗)
cm′ := COMMs(v‖k)
if cm′ == cm then

b = 1 /* valid */

else
b = 0 /* invalid */

else
/* transaction is txcalculation */

(rt, snold
1 , snold

2 , cmnew
1 , cmnew

2 , vpub, info,∗) ← parse(txcalculation)(
pksig, h1, h2, πcalculation,C1,C2, σ

) ← parse(∗) if

snold
1 , snold

2 apprear in L or snold
1 == snold

2 then
b = 0

if Merkle root rt does not appear on L, then
b = 0

hsig := CRH(pksig) /* CHR is a collision-resistant hash

function */

x := (rt, snold
1 , snold

2 , cmnew
1 , cmnew

2 , vpub, hSig, h1, h2)
m := (x, πcalculation, info,C1,C2)
b = Vsig(pksig, m, σ) ∧ Verify(vkcalculation, x, πcalculation)

Algorithm 6: Receive Model Updates
Input: public parameters pp
researcher’s address key pair (addrpk, addrsk)
current ledger L
Output: set of received records, containing model updates
begin

(apk, pkenc) ← parse(addrpk)
(ask, skenc) ← parse(addrsk)
foreach txcalculation on the ledger do

(rt, snold
1 , snold

2 , cmnew
1 , cmnew

2 , vpub, info, ∗) ← parse(txcalculation)
(pksig, h1, h2, πcalculation,C1,C2, σ) ← parse(∗)

foreach i ∈ {1, 2} do
(vi, ρi, ri, si) := Denc (skenc,Ci)
if cmnew

i == COMMsi (vi ‖COMMri (apk‖ρi)) AND
sni := PRFsn

ask (ρi) not in ledger L then
ci := (addrpk, vi, ρi, ri, si, cm

new
i ) /* received record,

containing the model update vi */
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6 Implementation Using Shielded Payments in Zcash

Zcash protocol [6] is an implementation of the DAP scheme of [12]. In this
section, we demonstrate how this protocol can be used to implement our pro-
posed medical application (See Table 2).

In shielded payments terminology, there are three fundamental notions of
“notes”, “commitments”, and “nullifiers”. An unspent valid note1, at a given
point on the blockchain, is one for which the note commitment has been publi-
cally revealed on the blockchain prior to that point, but the nullifier has not [6].

A note is a tuple (apk,v,ρ, rcm), where apk is the paying key of the recipi-
ent’s shielded payment address;v is an integer representing the value of the note
in zatoshi; ρ is used as input to PRFnf

ask
to derive the nullifer of the note; A

commitment on note is derived from apk, v, and ρ, using SHA-256. While note
commitments are maintained in a Merkle tree data structure, nullifiers are kept
in a list.

Adhering to the same terminology, we describe the main operations in our frame-
work.

Health Record Generation and Commitment Publishment. Every time
an Electronic Health Record (EHR) is generated, a new commitment is pub-
lished to the blockchain network. These commitments consist of the hash of the
public key of a patient (apk), the value of the EHR record(v), and an identifier
unique to that newly-generated EHR record (ρ).

Health Record Contribution and Nullifier Publishment. When patients
participate in a research study in order to contribute one of their EHR records,
they use their private key (ask) to publish a nullifier. This nullifier is the hash
of an EHR unique identifier (ρ) from an existing commitment, which has not
been used before and provides a zero-knowledge proof of their authorization to
participate. This hash should not already be in the set of nullifiers keeping track
of already-used EHR records to avoid double participation.

Verification of Contributions in Zero-knowledge. zk-SNARK is utilized
to prove the validity of transactions without revealing the identities of patients
or their electronic health records. At a very high level, the senders of such trans-
actions generate a proof that attests to the following statements:

– The patient is authorized to contribute her EHR records. i.e. has the owner-
ship of EHR records (has ask), existing in the system.

– For each EHR record that the patient wants to use, a revealed commitment
exists on the EHR data management system.

1 protected coin.
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– The input values- i.e EHR record values- are mapped to the output value-i.e.
model parameter updates, with the pre-specified logic2. The logic can be the
one shown in Eq. 1.

– The secret key of the EHR record(ask) is linked to a signature over the whole
transaction.

More inline with the terminology of the zcash protocol, a valid zk-SNARK proof
assures that given a publicly known input(e.g. the note commitment for the
output note, the sequence of nullifiers for the input notes, the merkle root tree),
the prover knows a secret input (e.g. a sequence of input notes and their secret
keys, the output note, a valid merkle tree path and position for the input notes)
such that the following conditions [6] hold:

– Merkle path validity, i.e. the path and the position of input notes are valid
Merkle paths.

– Balance is preserved, i.e. the total value of the output must not exceed the
total value of inputs.

– Nullifier integrity, i.e. the sequence of nullifiers for the input notes are com-
puted correctly.

– Spend authority, i.e. shielded payment address and spending key match.
– Non-malleability.
– Uniqueness of ρ for the output commitment.
– Note commitment integrity, i.e. the output commitment is computed

correctly.

Table 2. The mapping between notions of shielded payments and our work, demon-
strating their relevance

Shielded payment Our work

Digital coin (Note) EHR record

Note commitment EHR existance in the EHR management
system

Digital coin amount EHR record value

Spending Participating in research studies

Double spend Double participation

Authorization to spend Having the ownership of an EHR record
on the system that has not been used

7 Mathematical Descriptions of zk-SNARK for QSP

Quadratic Span Program (QSP) is an NP-complete class of problems for which
an efficient construction exists to prove a satisfying assignment in zero knowl-
edge [4]. The same construction can be used for any problem in NP, given the
reducibility of NP problems to an NP-complete problem in polynomial time.
2 In payment transactions, the sum of inputs has to be larger than the sum of outputs.
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In the QSP, we are given two sets of polynomials {v0, ...vm}, {w0, ...wm},
and a target polynomial t (of degree at most d) and a binary input string u of
length n.
The prover finds values {a0, ..., am}, {b0, ..., bm} and a polynomial h such that:

(v0 + a1v1 + ... + amvm).(w0 + b1w1 + ... + bmwm) = t.h (2)

In what follows, the setup, proof generation and proof validation processes are
described. For in-depth details, please refer to [11].

7.1 Setup

In the setup phase, the Common Reference String (CRS) is generated. The CRS
consists of:

– Encrypted secret field element s: E(s0), E(s1), ..., E(sd), and the shifted forms
E(αs0), E(αs1), ..., E(αsd)

– Evaluated polynomial at s in an encrypted form: E(t(s)), and E(αt(s))
– Evaluated polynomials at s in an encrypted form: E(v0(s)), ..., E(vm(s)), and

E(αv0(s)), ..., E(αvm(s))
– Evaluated polynomials at s in an encrypted form: E(w0(s)), ..., E(wm(s)),

and E(αw0(s)), ..., E(αwm(s))
– E(γ), E(βvγ), E(βwγ)
– E(βvv1(s)), ..., E(βvvm(s))
– E(βww1(s)), ..., E(βwwm(s))
– E(βvt(s)), E(βwt(s))

The encryption function is defined as E(x) = gx with certain homomorphic
properties, wherein g is the generator of a group of order n. Furthermore, d is
the maximum degree of all polynomials and s, α, βv, βw and γ are random and
secret field elements. The purpose of using βv, βw and γ is to verify that the
designated polynomials were evaluated and to avoid the use of any other arbi-
trary polynomials.
This setup is similar to the line that has been denoted as zkSNARK in
Algorithm 1.

7.2 Proof Generation

The prover computes polynomial factors as well as the polynomial h with a
witness-preserving reduction scheme. The SNARK proof consists of:

– Vfree = E(vfree(s)) = E(
∑

k∈Ifree
akvk(s)), W = E(w(s)), H = E(h(s))

– V ′
free = E(αvfree(s)), W ′ = E(αw(s)), H ′ = E(αh(s))

– Y = E(βvvfree(s) + βww(s))

Note that for each input to be verified, an underlying injective function restricts
some of the polynomial factors in linear combination. Those that are not
restricted are induced with Ifree and are used in the calculations above. The
restricted factors, induced by Iin, can be computed directly from the input.
For the zero-knowledge property:
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– vfree(s) is replaced by (vfree(s) + δfreet(s)),
– w(s) is replaced by (w(s) + δwt(s)),
– h(s) is replaced by (h(s)+δfree(w0(s)+w(s))+δw(v0(s)+vin(s)+vfree(s))+

(δfreeδw)t(s)),

where δfree and δw are secret random values chosen by the prover.
The underlying idea that leads to zero-knowledge property is shifting some values
by a random secret amount and balancing the shift on the other side of the
equation.
Proof generation has been shown in line 1 to 3 of the Algorithm 4.

7.3 Proof Verification

The verifier computes the missing part of the full sum of v by computing
Vin = E(vin(s)) = E(

∑
k∈Iin

akvk(s)).

Following that, The verifier checks that the following equalities hold:

1. e(V ′
free, g) = e(Vfree, g

α),
2. e(W ′, E(1)) = e(W,E(α)),
3. e(H ′, E(1)) = e(H,E(α))
4. e(E(γ), Y ) = e(βvγ, Vfree)e(βwγ,W )
5. e(E(v0(s))E(vin(s))Vfree, E(w0(s))W ) = e(H,E(t(s)))

In the above equalities, e is a pairing function with the property of e(gx, gy) =
e(g, g)xy, for all x and y. The first three checks verify whether the prover evalu-
ated some polynomial using the CRS. The fourth check verifies that the prover
used exactly the designated polynomials. Finally, the last item checks the Eq. 2
holds at s.
Proof verification has been shown in the last line of Algorithm 5.

8 Conclusions and Future Work

In this paper, we proposed a privacy-preserving and auditable crowdsourcing
platform for medical research. Our platform incentives participants to contribute
their medical data to research projects, while maintaining their privacy. In
essence, participants also provide proof attesting to the correctness of the calcu-
lations over the data to which only they have access. In this manner, the platform
enables researchers to verify the validity of contributions in zero-knowledge. In
this work, blockchain technology has not only automated the process, but has
also provided a means to enforce the rules of this collaboration.

The significance of zero-knowledge proofs in decentralized systems goes far
beyond the application described. Whatever the nature of a transaction might
be, the validation by a distributed network of peers is essential. The point here
is that the validators do not necessarily know or should know every transaction
detail for a variety of reasons, including but not limited to privacy. Yet, they
need to verify the validity of the transaction based on some application-specific
logic. Future work can explore further application possibilities and unlock the
full potential of blockchain technology.
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Abstract. It is important to understand users’ relationship with technology, par-
ticularly considering the large data breaches and privacy concerns that have been
plaguing users in the recent years. The CASA paradigm examines individuals’
social responses to technologywhich are triggered by cues in the interface. Emerg-
ing technology like voice assistants or conversational assistants are becomingmore
human-like, thus warranting a closer examination of the psychological mecha-
nisms underlying users’ interaction with technology. Current research examining
privacy concerns does not separate the agent (i.e. voice assistant like Siri or Alexa)
and the device throughwhich users interactwith the agent (i.e. smartphone or smart
speaker). This is important to consider as the cues triggering social responses could
be different for the agent and the device, thereby having different effects on infor-
mation disclosure behavior and privacy concerns. This paper aims to distinguish
between the different psychological mechanisms underlying users’ interaction
with the agent and the device, and examine how this distinction affects privacy
concerns and information disclosure behavior.

Keywords: Privacy concerns · Voice assistants · Information disclosure

1 Introduction

Doordash recently reported that there had been a data breach in their systems
which had left 4.9 million users’ data exposed, including the driver’s licenses of
100,000 delivery personnel (Baca 2019). Although the report assured consumers
that crucial payment information had not been compromised, the fact remains that
information disclosure remains a risk in today’s digital environment. According to
the Advertising Research Foundation (2019), individuals were slightly less likely
to share data online in 2019 as compared to 2018. That said, even though peo-
ple express concerns about their information privacy, their behaviors do not ade-
quately reflect these concerns. This phenomenon is called the privacy paradox
(Norberg et al. 2007). Simply, the privacy paradox (Norberg et al. 2007) describes
the discrepancy between individuals’ privacy concerns and their information disclosure
behavior. Research has found that a lack of awareness or technical knowledge could not
explain the discrepancy between privacy concerns and information disclosure behavior
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(Bonne et al. 2017; Hallam and Zanella 2016). While individuals may be aware of the
potential threats, the use of SNSs, mobile apps, etc. have become so widely entrenched
in day-to-day lives, that people do not subject their behavior to possible consequences
every time they perform that behavior. Here, it is important to consider the relationship
between consumers and technology, especially in light of the integration of new media
in everyday life.

The media equation theory states that individuals’ interactions with media are fun-
damentally social and natural (Reeves and Nass 1996), while the Computers are Social
Actors (CASA) paradigm (Nass et al. 1994a) examines users’ social responses to com-
puters and technology. Within media equation, Nass and Moon (2000) argue that social
responses toward media are mindless and triggered by contextual cues. In the current
media landscape, technology is advancing with the goal of providing greater efficiency
and usefulness to consumers, while increasing the human-likeness of the technology
through an increased number of social contextual cues. With the growth of in-home
voice assistants or conversational assistants like Amazon’s Alexa and Google’s Google
Home Assistant, consumers are interacting with increasingly human-like technology
on a daily basis. Consumers evaluate privacy risks and concerns on the basis of their
relationshipwith the peoplewhom they interact with through technology –mobile adver-
tisers, e-commerce site employees, bank employees, online vendors, etc. Trust has been
a consistent factor that impacts privacy concerns in these contexts (Bergström 2015;
Eastin et al. 2016). However, research has not delved into consumers’ relationship with
the technology itself, i.e. the website, the social media platform, the device through
which these sites are being accessed, and how this could affect privacy concerns. The
device is the only tangible point of contact between the user and the algorithm, the
programmer, the online vendor, the mobile commerce site, and the social media plat-
form. Therefore, the device is an integral part of understanding consumers’ relationship
with data, technology, and privacy concerns regarding both. This study aims to explicate
users’ relationship with voice assistants using the CASA paradigm, and understand how
this relationship affects information disclosure and privacy concerns.

2 Theoretical Premise

2.1 Consumer’s Relationship with Technology - Media Equation & CASA
Paradigm

Themedia equation theory explains how individuals treatmedia as real people and places
(Reeves andNass 1996). This implies that social rules and norms applied to interpersonal
communication are extended to interactions with media. Specifically, in media equation
studies, the social dynamics surrounding human–human interactions have been shown
to exist in human–computer interactions. Initial research on the media equation found
that individuals applied gender stereotypes to computers (Nass et al. 1997), as well as
applying social rules like flattery (Fogg and Nass 1997) and politeness (Nass et al. 1999)
while interacting with computers. The CASA paradigm (Nass et al. 1994) follows the
same tenets of the media equation, attempting to further understand users’ relationship
with technology in the rapidly evolving technological landscape.
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Individuals responded socially to computers despite the absence of any feature sug-
gesting human form, which Nass and Moon (2000) suggested was a result of mind-
lessness. Mindless behavior is a result of conscious attention to contextual cues which
trigger certain scripts and expectations, causing individuals to focus their attention on
certain information and divert their attention from other (Langer 1992). In the case of
computers, the contextual cues trigger scripts in individuals usually reserved for interac-
tions with other individuals while diverting their focus from cues which clearly suggest
that computers do not warrant social responses (Nass and Moon 2000). This suggests a
balanced number of contextual cues; enough to trigger a mindless social response, but
low enough to consciously believe that social responses are not appropriate. Nass (2004)
listed a number of cues that trigger social responses to computers including language
use, voice, face, emotion manifestation, interactivity, engagement with user, autonomy,
and filling of traditional human roles (e.g. teacher). Kim and Sundar (2012) added to
existing CASA research by suggesting that social response to technology could also be
the result of mindless anthropomorphism – the tendency to attribute human character-
istics to non-human objects. The basic premise of CASA paradigm is grounded in the
tendency to anthropomorphize technology that does not possess any physical attributes
suggesting humanness, but rather, has other cues that elicit social responses. In other
words, this area of research focused on how individuals responded to computers as if
they were human, despite the existence of a conscious belief that computers were not
human. Emerging technology is being created in order to increase perceived human-
likeness because it generates positive evaluation of content from consumers through
greater credibility and persuasion (Sundar 2008). This means that the number of contex-
tual or anthropomorphic cues are also increasing. With the increased human-likeness of
technology, CASA research developed the concept of an agent – a virtual being which
is controlled by technology as opposed to controlled by a person (Fox et al. 2015). The
agent, be it a voice assistant like Siri and Alexa or a chatbot communicating with con-
sumers on a website, is distinct from the device through which consumers interact with
the agent i.e. the smartphone or smart speaker. The human-likeness which is a result of
an increased number of anthropomorphic cues, is manifested in the agent because the
actual device is still a piece of hardware or machinery that can only achieve a limited
amount of human-likeness. This is where it is important to distinguish between the agent
and the device, and examine users’ relationship with both separately. Voice assistants
or conversational assistants like Amazon’s Alexa, Apple’s Siri, and Google’s Google
Home Assistant provide the ideal situation for examining this distinction between the
agent and the device, because the smart speaker (in the case of Amazon and Google) or
smartphone (in the case of Apple) exists simultaneously with the voice assistant (Alexa,
Siri, or Google Home Assistant), enabling users to develop a relationship with both the
device and the agent in the same space.

Smartphone. While initial CASA research focused on personal computers, the truly
ubiquitous media in a user’s life today is the smartphone. Smartphones are a vital part
of individuals’ daily lives with the number of smartphone users in the United States
increasing from 62.6 million in 2010 to 257.3 million in 2018 (Statista 2019). Smart-
phones are portable and serve many functions – traditional calls, video calls, internet
services, apps, etc., and therefore have a much greater presence in users’ daily lives



384 C. Ghosh and M. S. Eastin

than computers. On testing the media equation for smartphones, results confirmed “the
idea of phones being able to elicit polite behavior and emphasize the importance of
ownership and the emotional aspects associated with one’s own device” (Carolus et al.
2018, p.10). Furthermore, users appear to draw some formof digital companionship from
smartphones characterized by trust, closeness, and coping with the stress of the compan-
ionship similar to social relationships (Carolus et al. 2019). This digital companionship
from smartphonesmimicking various aspects of social human relationships is significant
because it can be connected to the set of cues proposed by Nass (2004) – specifically,
the filling-of-human-roles cue. Originally, Nass suggested that computers can fulfil the
human role of a teacher in an individual’s life, while Carolus and colleagues’ (2019)
study indicates that smartphones fulfil a companionship role in an individual’s life. It
is important to note how the human role being fulfilled has changed from a primarily
functional one (a teacher) to a primarily emotional one (a companion). This illustrates
how important smartphones are in a user’s life, inasmuch as it is no longer just a device
for performing a set of functions efficiently. Belk (1988, 2013) proposed the concept
of a person’s possessions becoming part of their extended self, which included digital
possessions like emails, smartphones, laptops, and social media.

Smart Speaker. The first popular instance of voice assistant usage was in 2011 when
Apple introduced Siri (Apple 2011), and it was a few years later that the concept of an
intelligent voice-controlled assistant found its way into people’s homes with Amazon’s
Alexa and Google’s Google Home Assistant. While Google did not provide a specific
name for its voice assistant, Amazon and Apple went ahead with female names for their
respective voice assistants with default female voices. In 2019, over 100 million devices
installed with Amazon’s Alexa had been sold (Matney 2019), while Google enabled its
voice assistant on all Android devices in the same year (Tillman and O’Boyle 2019).
While previous voice-controlled devices, smartphones, computers, and tablets provided
the user with a certain kind of interaction, natural language processing has advanced
the interaction capabilities of voice assistants like Alexa, Google Home, and Siri. The
fact that users interact with voice assistants through the modality of a human voice sets
it apart from other advanced technology. Nass (2004) suggested the presence of voice
interface was one of the anthropomorphic cues that triggered social responses from
users. Thus, voice assistants fall under emerging technology with an increasing number
of anthropomorphic cues that elicit a social response from consumers.

Mclean and Osei-Frimpong (2019) used the tenets of CASA paradigm to study
individuals’ use of voice assistants and found that social presence of voice assistants was
an important factor influencing their adoption and usage. Lombard and Ditton (1997)
conceptualized presence as an “illusion of nonmediation” which can either occur when
themediumappears to be invisible or transparent, orwhen themediumappears to become
a social entity. Sundar (2008) lists social presence as a heuristic which increases source
and content credibility. The social presence heuristic is triggered by cues present in
the interface, causing users to feel that presence of another being. Additionally, Apple,
Google, and Amazon offer users the ability to customize their voice assistants either
by changing the voice, accent, gender, or name of the assistant. Not only does this
allow users to change their voice assistant to suit their personal preferences, it affords
them with a higher level of agency. Research suggests that user agency increases an
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individual’s feeling of connectedness to digital possessions (Belk 2013). This feeling
of connectedness to digital possessions is related to the concept of the extended self
(Belk 1988); in other words, user agency causes individuals to view digital possessions
as part of their extended self. This contrasts with the notion of social presence which
suggests with feeling of having another being present. Therefore, while interacting with
technology it comes down to feeling like another being is present versus feeling like
the technology is part of oneself. The existence of the contrasting notions of social
presence of technology and technology as extended self, can be explained by following
the distinction between the device and the agent as suggested earlier. Users experience
social presence due to the agent, while the device itself is part of their extended self. In
other words, voice assistants trigger the social presence heuristic while the smartphone
or smart speaker feels connected to the user as part of their extended self. Customization
has been found to increase user agency (Sundar and Marathe 2010), thus, it is logical
that customization will increase the feeling that technology is part of an individual’s
extended self. Consequently, customization will also lower the feeling that another being
is present while interacting with technology (i.e., social presence). Following this logic,
the following is hypothesized:

H1:Userswho have customized their voice assistantwill report lower social presence
of voice assistants than those who have not customized their voice assistant.

2.2 Information Disclosure

Information disclosure is both a necessity and a risk in today’s digital world. Accessing
the various advantages and features of the IoT requires individuals to disclose personal
data and information such as banking details, location, social media activities, and inter-
net browsing behavior. Mass data breaches since the explosion of social media and smart
technology has created an awareness around the risk posed to individuals’ data and per-
sonal information. When we imagine digital media, it often comes across as a vast,
nebulous concept floating somewhere in the worldwide web. However, the truth is that
while data exists in the digital space, information disclosure occurs through a tangible
source – the point of contact between consumers and world of data. Here, it is important
to consider the device through which consumers disclose personal information and data.
Voice assistants are mainly used through smartphones (Siri through iPhone) or smart
speakers (Alexa through Echo and Google Assistant through Google Home) (Fingas
2019). Comparing smartphones and smart speakers - while both can be used to interact
with voice assistants, each one provides affordances in different ways. For instance,
smartphones are used for a variety of functions, the frequency and depth of usage has
almost made it into an extension of the user (Brasel 2016). In such a situation, users do
not consciously think about why they use their smartphones - is it because of the useful-
ness of smartphones features, how well it aligns with their own needs, or how intuitive
it is. Existing without a smartphone in today’s technologically interconnected world is
almost unimaginable. However, smart speakers are relatively new to consumers’ lives
and their primarily fixed location does not afford the same conveniences as a smartphone.
Research suggests that users are more likely to disclose information using their smart-
phone keypad than through voice assistants (Easwara Moorthy and Vu 2015). Users
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were also more likely to disclose information using voice assistants in private versus
public settings, as well as more likely to disclose non-private versus private information
using voice assistants. Although we see the difference in information disclosure, it is still
not evident whether motivations regarding information disclosure using voice assistants
would be influenced by the same factors in the case of smartphones and smart speakers.

In the current media landscape, technology adoption and usage is inextricably linked
with some form of information disclosure. Therefore, motivations regarding adoption
and usage of technology should also be linked to motivations regarding information dis-
closure through those technologies. Uses and Gratification theory (U&GT) is grounded
on the premise that media users are primarily goal-oriented and select media to fit their
needs (Katz et al. 1973). U&G has also been used to understand motivations regarding
usage of newer media and technology like social networks (Osei-Frimpong andMcLean
2018), and virtual and augmented reality (Rauschnabel et al. 2017; 2018). Lee and col-
leagues (2008), conceptualizedmotivations regarding information disclosure in a similar
manner - which included factors like information sharing and entertainment, amongst
others. This study utilizes both these perspectives to conceptualizemotivations regarding
information disclosure through voice assistants. According to the Technology Accep-
tance Model, perceived ease of use and perceived usefulness play a major role in the
adoption of new technology (Davis 1989). Venkatesh and colleagues (2012) found that
enjoyment influenced technology usage and adoption, thus suggesting both hedonic and
utilitarian factors influence adoption and usage of technology. Here we conceptualize the
hedonic factor as attitude towards voice assistants as it includes elements of enjoyment
and entertainment. Considering that voice assistants are relatively newer technology,
perceived ease of use, and perceived usefulness of voice assistants will have an impact
on their information disclosure using voice assistants.

H2: Ease of use will significantly predict information disclosure through voice
assistant.

H3: Usefulness will significantly predict information disclosure through voice
assistant.

H4:Attitude towards voice assistantswill significantly predict information disclosure
through voice assistant.

3 Privacy Concerns in a Digital World

Due to recent large data breaches and increased privacy concerns regarding personal
data, about six-in-ten U.S. adults believe it is not possible to go through daily life with-
out having data collected about them by companies or the government (Auxier et al.
2019). Bergström (2015) found that privacy concerns increased with age, while ideolog-
ical standing and previous internet experience were also predictors of privacy concerns.
Experience usingmobile applications was also found tomoderate the effect of individual
preferences and contextual factors on privacy related judgments, suggesting that frequent
users ofmobile applications havemore trust in them (Martin and Shilton 2015). Searches
conducted on the Internet, using e-mail, using social media, and using a debit card on the
Internet were four major areas of privacy concern for consumers, and trust was found to
be the most important factor for each area, such that people who were more inclined to



Understanding Users’ Relationship with Voice Assistants and How It Affects 387

not trust people had greater privacy concerns (Bergström 2015). Trust in mobile adver-
tisers was found to have a positive impact on consumers’ mobile commerce activity, even
though consumers’ concerns about perceived control and unauthorized access to their
personal information had a negative influence onmobile commerce activity (Eastin et al.
2016). It is evident that trust has an important relationship with consumers’ privacy con-
cerns. Previous research has examined trust towards e-marketers, online vendors, mobile
advertisers, i.e. the context of measuring trust involves the actual people communicating
with consumers through e-market sites, websites, blogs, etc. However, trust towards the
technology itself was not measured specifically. Users tend to disclose more informa-
tion through their smartphone keypad than through voice assistants; and even when they
disclose information voice assistants, they are more likely to disclose non-private rather
than private information (Easwara Moorthy and Vu 2015). This could be due to greater
privacy concerns regarding information disclosure through voice assistants. Applying
the distinction between device and agent, it appears that consumers disclose more infor-
mation through the device than through the agent. By considering the device as part of
the consumer’s extended self (Belk 2013), it is logical to conclude that consumers will
have more trust in the device than in the agent whose social presence indicates the pres-
ence of another being. Therefore, greater trust should indicate lower privacy concerns.
Here, it is important to consider the privacy paradox. Norberg et al. (2007), coined the
term ‘privacy paradox’ to explain the phenomenon where consumers express concerns
regarding privacy of their information, yet continue to disclose their information to com-
panies. The privacy paradox has primarily been studied as a decision-making process
guided by a rational cost-benefit calculation (Barth and Jong 2017). In other words, indi-
viduals calculate the risks and benefits associated with activity on mobile devices, apps,
and SNSs, and choose to disclose their information after evaluating that the benefits -
functionality, app design, costs, outweigh the risks (Barth et al. 2019). Social rewards on
SNSs, often seen asmore concrete and psychologically near, were significantly related to
the self-disclosure behavior as opposed to potential privacy breaches (considered more
psychologically distant), which were not significantly related to self-disclosure behavior
(Hallam and Zanella 2016). In this case as well, the benefits (social rewards) appear to
outweigh the risks (potential privacy breach) associated with information disclosure.
While examining voice assistants, it is important to note that in the case of voice assis-
tants functioning through smartphones (Apple’s Siri), information disclosure is possible
through the agent and the device, but in the case of voice assistants functioning through
smart speakers (Amazon’s Alexa), information disclosure is only possible through the
agent. Therefore, in order to apply the device-agent distinction proposed in this study to
understand the discrepancy between information disclosure behavior and privacy con-
cerns, it is more suitable to consider voice assistants functioning through smartphones.
As explained earlier, greater trust in the device should lead to lower privacy concerns and
greater information disclosure. However, the existence of the privacy paradox indicates
that greater privacy concerns will be associated with greater information disclosure.
Additionally, lower trust in the agent should lead to greater privacy concerns and lower
information disclosure.

H5a: Privacy concerns will have a significant positive relationship with information
disclosure through smartphones.
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H5b: Privacy concerns will have a significant negative relationship with information
disclosure through voice assistants in the case of participants using smartphones to
interact with voice assistants.

H6: Privacy concerns will significantly predict information disclosure through
smartphones.

Easwara Moorthy and Vu (2015) also found that users were more likely to disclose
information through voice assistant in a private versus public setting, and voice assis-
tants functioning through smart speakers are mainly situated in consumers’ homes. In
that case, lower information disclosure using voice assistants could also be related to
the device through which users interact with the voice assistant. As mentioned, smart
speakers only function through voice interaction while smartphones also possess touch
functions. Brasel (2016) found that touch versus voice interfaces produced different con-
sumer reactions to online content. Touchscreens encouraged the consumer to incorporate
technology into their extended self, increasing the feeling that the technology is part of
themselves. On the other hand, voice controls established the device as more of a social
entity or assistant. This further strengthens this study’s argument separating the device
and the agent. By incorporating technology into the extended self, the device becomes
increasingly transparent in the interaction (Brasel 2016). With the gradual erasure of the
technological object or device in the interaction, privacy concerns related to the device
would also decrease.

H7: Privacy concerns will be higher for participants who interact with voice assis-
tants through smart speakers than those who interact with voice assistants through
smartphones.

4 Methodology

4.1 Procedure

Participants were recruited using an online student participation pool at a public uni-
versity in South U.S.A, and were asked to fill out a Qualtrics survey regarding their
usage of voice assistants, attitude towards information disclosure, and privacy concerns,
amongst other things. The study was approximately 15 min in length and 29 incomplete
responses were removed from the dataset.

4.2 Sample

A total of 289 participants voluntarily took the survey. After removing incomplete
responses, the final sample consisted of 260 participants of whom 80% were female,
while the average age was below 20 years (M= 19.91, SD= 1.53). In terms of ethnicity,
72% identified themselves as White, 13% as Asian, 3% as African American, while the
remaining 12% identified as ‘Other’.

4.3 Measures

Motivations regarding information disclosure using voice assistantswasmeasured using
a 16-item 7 point Likert type scale (M = 2.83, SD = 1.18, α = 0.95) adapted from Lee
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and colleagues (2008). Items included “I disclose information while interacting with
voice assistants because it is convenient” and “I disclose information while interacting
with voice assistants because it is an efficient use of my time”.

Privacy concernswas measured using a 14-item 7 point Likert type scale (M= 5.46,
SD = 1.07, α = 0.94) adapted from existing scales (Malhotra, Kim and Agarwal 2004;
Shin (2010); Tan and Qin (2012)). Items included “It usually bothers me when online
companies ask me for personal information.”

Ease of use of voice assistants was measured using a 5-item 7 point Likert type
scale (M= 4.59, SD= 1.27, α = 0.9) adapted from Venkatesh and Davis (2000). Items
included “My interactions with voice assistants are clear and understandable.”

Usefulness of voice assistantswasmeasured using an 8-item 7 point Likert type scale
(M= 3.36, SD= 1.24, α= 0.91) adapted fromMclean andOsei-Frimpong (2019). Items
included “Completing tasks using a voice assistant fits my schedule.”

Attitude towards voice assistants was measured using a 4-item 7 point Likert type
scale (M= 4.14, SD= 1.36, α= 0.91) adapted fromMclean and Osei-Frimpong (2019).
Items included “I find using my voice assistant to be enjoyable.”

Social presence of voice assistants was measured using a 4-item 7 point Likert type
scale (M= 2.83, SD= 1.36, α= 0.85) adapted fromMclean and Osei-Frimpong (2019).
Items included “When I interact with the voice assistant it feels like someone is present
in the room”.

Participants were asked “Onwhat device do you interact with your voice assistant the
most?” in order to group them according to device usage. 67% said they interacted with
their voice assistant through a smartphone, while 25% said they used a smart speaker.

4.4 Analysis

Independent samples t-test was run for H1 and H7. Regression analyses were run for
H2, H3, H4, and H6. Correlation tests were run for H5a and H5b.

4.5 Results

Peoplewho customized their voice assistants (M= 2.93, SD= 1.42) did not report higher
social presence than those who did not customize (M = 2.92, SD = 1.49) their voice
assistant (t125= 0.25, p> 0.05). Therefore, H1 was not proven. However, when turning
to H2-H4, ease of use (β = −0.15), usefulness (β = 0.5), and attitude towards voice
assistant (β = 0.22) were all significant predictors of information disclosure through
voice assistants, explaining 35% of the variance in information disclosure through voice
assistants (R = 0.59, F = 34.78, p < 0.05). Thus, H2-H4 were supported by the data.

Turning to privacy concerns, data indicate privacy concerns (β = 0.25) significantly
explained 6% of the variance in information disclosure through smartphones (R= 0.25,
F = 17.32, p < 0.05). Therefore, H6 was supported by the data. Regarding H5a and
H5b, data indicated a significant positive relationship between privacy concerns and
information disclosure using smartphones (r = 0.25, p < 0.01), but indicated a non-
significant negative relationship between privacy concerns and information disclosure
through voice assistants in the case of participants who interacted with voice assistants
through their smartphone (r=−0.04, p= 0.58). Thus, H5a was supported but H5b was
not.
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People who primarily interacted with their voice assistant through smart speakers
(M= 5.69, SD= 0.94) reported higher privacy concerns than those who interacted with
their voice assistant through a smartphone (M = 5.37, SD = 1.08) (t244 = 2.10, p <

0.05). Therefore, H7 was supported by the data.

5 Discussion

As technology advances at an unprecedented rate, it is becoming increasingly difficult
to limit the amount of data and information that is available for companies and apps to
access and use. Smart speakers like Amazon Echo and Google Home provide a variety
of functions to consumers, but it comes at the cost of their personal data. This study
proposed that the increased human-likeness of emerging technology is bringing about
a distinction between the device and the agent, such that the consumer’s relationship
with either is established through different psychological mechanisms. In the case of the
device, consumers feel connected to it as it becomes a part of the consumer’s extended
self, while the social presence of the agent influences the relationship between the agent
and the consumer. Customization was expected to increase user agency and lower social
presence, however, users who customized their voice assistant did not report lower
social presence of voice assistants compared to those who had not customized their
voice assistant. Ease of use, usefulness, and hedonic factors were all significant predic-
tors of motivations regarding information disclosure through voice assistant. This was
in accordance with both the Technological Acceptance Model and Uses and Gratifica-
tion Theory. Privacy concerns had a significant positive relationship with information
disclosure through smartphones, but had a non-significant negative relationship with
information disclosure through voice assistants in the case of participants who used
their smartphone to interact with the voice assistant. Privacy concerns also significantly
predicted information disclosure through smartphones. Finally, participants who inter-
acted with voice assistants through smart speakers reported higher privacy concerns than
those who interacted through smartphones.

This study uses a student sample, and further research should test these observations
on a general sample.
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Abstract. As smart home technology is becoming pervasive, smart
home devices are increasingly being used by non-technical users who
may have little understanding of the technology or how to properly mit-
igate privacy and security risks. To better inform security and privacy
mitigation guidance for smart home devices, we interviewed 40 smart
home users to discover their security and privacy concerns and mitigation
strategies. Results indicated a number of concerns, but a general willing-
ness to accept risk in lieu of perceived benefit. Concern was sometimes,
but not always, accompanied by users taking mitigating actions, although
most of these were simplistic and not technical in nature due to lim-
ited options or lack of user technical knowledge. Our results inform how
manufacturers might empower users to take protective actions, includ-
ing providing security tips and more options for controlling data being
collected by devices. We also identify areas that might benefit from third-
party involvement, for example by providing guidance to manufacturers
on minimum privacy and security standards or developing a security and
privacy rating system to aid users in selecting devices.

Keywords: Smart home · Internet of Things · Security · Privacy ·
Usability

1 Introduction

As Internet of Things (IoT) smart home technology is becoming pervasive, smart
home devices are increasingly being used by non-technical users [10] who may
have little understanding of the technology or awareness of the implications of
use, including considerations for privacy and security. Since their inception, smart
home devices have become the target of security attacks, placing consumers’ data,
privacy, and safety at risk [13,16]. In addition, concerns about the privacy and pro-
tection of potentially sensitive consumer data are surfacing [6,12]. In fact, the U.S.
Federal Bureau of Investigation (FBI) recently issued security and privacy warn-
ings about smart televisions and other IoT devices [18,19]. Therefore, it is critical
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that users are provided with the means to safeguard their information and house-
holds while still enjoying the convenience of these devices.

Unfortunately, smart home device manufacturers may not provide privacy
and security protections and configuration options [4], or, if they do, these
options may not be transparent to the user. In addition, smart home users
may not be knowledgeable enough to discern which mitigations would be most
effective, or may only implement simplistic mitigations that might be inad-
equate [1,11,15,26]. This inadequacy was demonstrated by recent stories of
weak user-configured passwords being responsible for parents and children being
surveilled and terrorized after their smart home devices were exploited [13].

Understanding consumers’ interactions with smart home devices and their
current privacy and security mitigation strategies is a first step towards develop-
ing guidance for manufacturers and third-party organizations to aid consumers.
We sought to gain this understanding via an in-depth interview study of 40 smart
home consumers to discover their overall experiences with, perceptions of, and
challenges regarding their smart home devices. This paper addresses a subset of
research questions (RQs) from the broader study that were focused on security
and privacy:

RQ1: What are smart home users’ privacy and security concerns, if any?
RQ2: What mitigation actions, if any, do users take to address their concerns?
RQ3: What are the factors affecting users’ implementation (or lack of imple-

mentation) of privacy and security mitigations?
RQ4: What do users want (actions to take on their own or from others) in order

to feel like their privacy and security are adequately protected?

We found that many users have privacy and security concerns but are mostly
implementing simplistic mitigations to counter those concerns. However, some
smart home users displayed a lack of concern or failed to take mitigation actions
even if they do have concerns. The interviews revealed several challenges to the
implementation of effective security mitigations, including users having incom-
plete threat models, privacy resignation, lack of transparency, poor usability of
privacy and security-related device features, and lack of user technical knowl-
edge to discern or implement appropriate mitigations. Our study makes several
contributions:

– We confirm and expand upon prior studies that investigated smart home
users’ privacy and security concerns and mitigations [3,20,26] with a larger,
more diverse participant sample.

– We identify several mitigations not previously described in the literature,
including a more in-depth examination of smart home device updates.

– We distill participants’ privacy and security “wishlist,” which provides insight
into potential areas for improvement in smart home device design and data
handling.

– Our results inform how manufacturers and third-party evaluators might pro-
vide a more usable security and privacy experience.
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2 Related Work

Prior work has examined perceptions of smart home privacy and security. Secu-
rity and privacy concerns can be barriers to adoption of smart home devices. Lau
et al. find that some non-users are privacy conscious and distrustful of privacy
and security of smart home devices and their manufacturers, and that smart
home devices generally cross these non-users’ perceived privacy thresholds [11].
This finding is corroborated by Parks Associates [14], Worthy et al. [25], Emami-
Naeini et al. [3], and Fruchter and Liccardy [7], who find that a lack of trust
in vendors to properly safeguard personal data is a major obstacle to adoption
of smart home technology. From a broader IoT perspective, Williams et al. [24]
found that IoT is viewed as less privacy-respecting than non-IoT devices such
as desktops, laptops, and tablets.

Adopters were found to share the same concerns, and often expressed a lack
of agency in the control of their data [11]. However, they generally have higher
tolerances for privacy violations, and willingly or reluctantly accept the trade-off
in exchange for the convenience and utility offered by smart home devices [11].
They are generally more trusting towards well-known manufacturers and often
express that they have “nothing to hide” [11,20]. They also have complex, but
incomplete threat models, which includes a general sense of being surveilled
by manufacturers or the government, and the possibility of being attacked by
hackers, but a lack of awareness of botnets and the sale of inferred data [1,3,27].
A main security concern was the possibility of a breach in the cloud that would
expose user data [20].

Multiple studies discovered both technical and non-technical mitigations to
address security and privacy concerns, for example passwords, secure configu-
rations for the home network, and altering behavior around the devices [1,11,
15,20,26]. However, they also identified lack of action. Reasons may be lack
of awareness and availability of these options, privacy resignation, trust in the
manufacturers, and assignment of responsibility to entities other than the users
themselves [11,20,26].

Our study confirms many of the findings identified in prior literature while
identifying additional mitigations such as device selection, access control, and
updates. In addition, unlike other studies, we collected a wish list of mitigations
that can help inform manufacturers and other entities in making privacy and
security protections for smart home devices more usable for consumers.

3 Methods

We conducted semi-structured interviews of 40 smart home consumers to under-
stand their perceptions of and experiences with smart home devices from pur-
chase decision, to implementation, to everyday usage. The in-depth interviews
afforded more detailed data than could be collected via anonymous surveys and
the ability to ask follow-up questions to explore responses [2]. To protect partic-
ipants’ confidentiality, data were recorded with generic identifiers (such as P10)
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and not linked back to individuals. The study was approved by the National
Institute of Standards and Technology (NIST) research protections office.

We hired a consumer research company to recruit 33 general public partici-
pants, and identified seven participants via professional contacts. To determine
study eligibility, adult participants interested in the study completed an online
screening survey about their smart home devices, role with the devices (i.e.,
decision maker, purchaser, installer, administrator, troubleshooter, or user), pro-
fessional background, basic demographic information, and number of household
members. To ensure information-rich cases, we then purposefully selected par-
ticipants who had two or more smart home devices for which they were active
users.

The interview protocol addressed the following areas: understanding smart
home terminology, purchase and general use, likes and dislikes, installation and
troubleshooting, privacy, security, and physical safety. Interviews lasted an aver-
age of 41 min. Prior to the interviews, we informed the participants about the
study and how we would protect their data by not recording any personal iden-
tifiers that could be linked back to the participant. All interviews were audio
recorded and transcribed. General public participants were compensated with a
$75 gift card.

Using widely-accepted qualitative data analysis methods [9], all three authors
individually coded a subset of four interviews, then met to develop and opera-
tionalize a codebook to identify concepts within the data. Based on the codebook,
we then performed iterative coding on the remainder of the interviews, with two
coders per transcript. Each pair of coders met to discuss and resolve areas of
difference in code application. As a group, we then progressed to the recognition
of relationships among the codes and examined patterns and categories to iden-
tify themes. In this paper, we focus on themes related to privacy and security
mitigations and concerns.

4 Participant Demographics

We interviewed 40 participants, 32 of whom were the installers and adminis-
trators of the devices (indicated with an A after the participant ID) and eight
who were non-administrative users of the devices (indicated with a U). 55%
were male, and 45% were female. Multiple age ranges were represented, with the
majority (70%) between the ages of 30 and 49. Overall, participants were highly
educated with all but one having at least a bachelor’s degree and almost half
(45%) having at a graduate degree. Table 1 shows participant demographics.

All but one participant had three or more individual smart home devices,
with 34 (85%) having three or more different types of devices. Figure 1 shows
the general categories of smart home devices in participants’ homes. Represented
categories, along with examples of devices in that category, were:
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Table 1. Participant Demographics. ID: A - smart home administrators/installers, U
- smart home users; Education: M - Master’s degree, B - Bachelor’s degree, C - some
college, H - High school.

ID Gender Age Education Occupation

P1 A F 50–59 M Liaison

P2 A M 30–39 M Lead engineer

P3 A F 40–49 M Professor

P4 A M 60+ M Retired

P6 U F 30–39 B Events manager

P7 A M 30–39 B Software engineer

P8 A M 30–39 B Federal employee

P9 A F 30–39 M Educationist

P10 A M 30–39 B Computer scientist

P11 A M 50–59 M Electrical engineer

P12 U F 30–39 M Administrative assistant

P13 A M 50–59 M Manager, Cognitive scientist

P14 U F 40–49 H Information specialist

P15 A M 30–39 B Computer scientist

P16 A M 40–49 M Research chief

P17 A F 30–39 M Systems engineer

P18 A M 30–39 B Business consultant

P19 A M 50–59 B Retail services specialist

P20 A F 30–39 B Administrator

P21 U F 18–29 B Human resources manager

P22 A M 30–39 B Executive admin assistant

P23 A F 40–49 M Community arts specialist

P24 A M 40–49 B Operational safety analyst

P25 A M 30–39 B Program management analyst

P26 A M 30–39 B Analyst

P27 A F 40–49 M Program coordinator

P28 A F 50–59 B Consultant

P29 A M 18–29 M Events coordinator

P30 U F 18–29 B Event planner

P31 A F 30–39 M Lobbyist

P32 A M 30–39 B Health educator

P33 A M 18–29 B Senior technology analyst

P34 A M 40–49 B Financial analyst

P35 A M 40–49 M Accountant

P36 A F 30–39 B Project manager

P37 A F 40–49 M Assistant principal

P38 U F 60+ M Special educator

P39 U M 60+ M Retired

P40 U F 30–39 C Customer service rep

P41 A M 40–49 B Security
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Smart security: security cameras, motion detectors, door locks.
Smart entertainment: smart televisions, speakers, streaming devices, other

connected media systems.
Home environment: smart plugs, energy monitors, lighting, smoke and air

quality sensors, thermostats.
Smart appliances: refrigerators, coffee pots, robot vacuums, washers.
Virtual assistants: voice-controlled devices such as Amazon Echo (colloqui-

ally called Amazon Alexa) and Google Home.

Fig. 1. Types of Smart Home devices owned by participants.

5 Results

In this section, we report results from a subset of the interview data specific to
privacy and security concerns, mitigations, and mitigation wish lists. Counts of
the number of participants mentioning various concepts are provided in some
cases to illustrate weight or unique cases and are not an attempt to reduce our
qualitative data to quantitative measures.

5.1 Concerns

We present an overview of concerns identified in our study to provide context
for what our participants believe might need to be addressed by mitigations.
Participants’ privacy and security concerns are summarized in Table 2. For each
concern in the table, we include whether the concern was discussed in a privacy or
security context (or both), the number of participants mentioning each concern,
and an example participant quote to illustrate the concern.

The most frequently mentioned concerns that were discussed within both
the privacy and security contexts included: audio and video access via smart
home devices such as virtual assistants and cameras; data breaches of the man-
ufacturer; foreign and domestic government access to data; and exposure of
financial information via smart home device credentials and apps. Participants
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Table 2. Smart Home Privacy and Security Concerns. # - number of participants
mentioning the concern

Concern # Example participant quote

Audio/video access 34 “I was reading some article where [a virtual

assistant] listens in on some of the conversations we

have in our house without it being awake. . .That

kind of freaks me out in the sense that we could be

talking about something, and they have that

information.” (P21 U)

S
e
c
u
ri
ty

a
n
d

P
ri
v
a
c
y

Data breaches 17 “Manufactures can say they can protect things, but

in reality, if someone wants something bad enough, I

don’t know if they really can.” (P33 A)

Government access 12 “I would hate to sound like a conspiracy theorist, but

I’m pretty sure the government and places like that

can actually see what you do.” (P14 U)

Exposure of financial

information

8 “I wouldn’t want anybody committing fraud and

taking my credit card information to do things they

shouldn’t be doing.” (P37 A)

Household profiling 19 “If someone was in control of this [device], they

might be able to know what my schedule is, when I’m

usually home, when the house is empty.” (P34 A)

P
ri
v
a
c
y Selling data 17 “That’s what I’m really afraid of, is them packaging

my information to get trends and marketing it.”

(P13 A)

Unknowns of data

collection

16 “I’m concerned because I think we’re unaware of the

types of information that these smart devices store of

us or have of us.” (P21 U)

Device hacking 22 “There’s some just people who are really smart and

they’re sitting somewhere, all they’re thinking about

is how to get into stuff. . .And if people could hack

into the Department of Defense, they can hack into

yours.” (P28 A)

Safety 17 “It could be life threatening. . . If you rely on the

smart device to keep your home locked,. . . if it does

misfunction, there could be extreme circumstances. ”

(P19 U)

Gaining Wi-Fi access 6 “Many of these devices, you’re giving it your

network password, so it has full access to everything

on your network.” (P11 A)

S
e
c
u
ri
ty

Linked accounts 4 “If you use a password commonly across different

accounts, the same password, if that gets hacked. . . If

I log into my Google account they might be able to

get in because I might use the same exact password

and user name.” (P2 A)

Poor default security

settings

2 “I would be disturbed if I saw a device that, for

example, had a password you couldn’t change or

restricted you to something like a 4-digit key code

that’s more easily hacked.” (P15 A)

Update issues 2 “I guess one area where I would be worried about

would be adding features that may threaten my

privacy and security.” (P15 A)
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talked about the following privacy-specific concerns: household habit profiling;
the selling of data and targeted ads; and unknowns about what data is being
collected and how it is being used. Security-specific concerns included: general
exploitation/hacking of devices; physical security/safety; gaining access to the
Wi-Fi network and other devices on that network via smart home devices; gain-
ing access to linked accounts (e.g., email or social media accounts) by exploiting
device apps; poor default security settings (e.g., default passwords); and updates
potentially having harmful consequences.

We also found examples of various levels of lack of concern, with seven par-
ticipants having neither privacy nor security concerns. In 24 cases, participants
did not think that the information collected by smart home devices was valuable
or interesting to others. For example, one participant commented, “I live a life
that you could probably watch. I could probably have cameras in my house, and I
wouldn’t feel guilty about that. . .That’s a concern I know some people have. But
I didn’t have an issue with that” (P2 A). We also identified evidence of partici-
pants exhibiting privacy and security resignation [11,17] (8 participants). They
are of the opinion that, since so much of their data is already publicly avail-
able via other means (e.g., social media, data breaches), smart home devices
pose no additional risk. One smart home user said, “I do dislike having all of
my information out there, but I think that, regardless of these smart devices,
it’s already out there” (P17 A). Finally, five participants viewed exploitation of
devices (hacking) as a low-probability event. This feeling was often tied to them
not valuing information collected by smart home devices: “Somebody would have
to pluck us at random to really be at risk” (P25 A).

Ultimately, even if they had concerns, participants were more than willing to
accept privacy and security risks because of the perceived benefits. One partici-
pant commented, “It’s an acceptable risk if you don’t think you’re doing anything
that’s illegal or bad. It’s not like I do anything weird in front of the TV besides
exercise, and nobody wants to see that” (P14 U). Another said, “It makes my
life easier, so I will continue to do it unless I have a major security concern that
comes up” (P17 A).

5.2 Mitigations

Our study discovered a variety of mitigations that participants or others in their
household implement to address privacy and security concerns. All mitigations
were mentioned in both the privacy and security contexts. Figure 2 shows the
number of participants mentioning each mitigation. We describe the mitigations
in more detail below.

Authentication. Participants mentioned using various forms of authentication
(e.g., passwords, face recognition, two-factor) when asked what actions they
take to address their concerns. However, this action was typically not a user
choice, but rather prompted during installation. Authentication was most often
referenced with regards to the device companion apps, which are often controlled
via a cellphone.
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Fig. 2. Security and Privacy mitigations mentioned by participants.

Passwords were the most common authentication mechanism afforded by
device companion apps, and often the only mitigation mentioned. One partic-
ipant said that he addressed his concerns by “password protecting the devices
so nobody can connect to them. . . It’s not very convenient, but. . . that’s what I
need to do” (P20 A). Several participants specifically discussed their attempts
at having strong passwords: “I have my own unique passwords that aren’t dic-
tionary words, so that’s how I mitigate” (P10 A). Another participant used a
password manager for her smart home device apps. Two others said that they
made sure that they change any default passwords during installation.

Only one participant mentioned two-factor authentication in the context of
mitigations: “If I know that I can do two factor authentication for something, I’ll
do that” (P2 A). When asked about how they authenticate to their devices in
a later, separate question, only one additional participant mentioned two-factor
authentication, which was an option offered by his smart thermostat.

Limiting Audio and Video Exposure. To address concerns about audio
and video being exposed to manufacturers or unauthorized users, study par-
ticipants mostly mentioned non-technical mitigations. They were careful about
where they placed cameras and virtual assistants, avoiding more private rooms
in the house. For example, one participant talked about the location of his vir-
tual assistant: “Bedrooms are just a little more personal. I make sure not to keep
it there because. . . if it does record, I don’t want maybe those conversations and
things that happened in the bedroom to be on there” (P32 A). Several partici-
pants were also cognizant of not having sensitive conversations in the vicinity
of listening devices: “I try to keep [my virtual assistant] in a central location
and kind of avoid being close to it when having certain conversations” (P22 A).
Others covered cameras not being used. For instance, a participant remarked
that her husband took action: “The [virtual assistant] device has a video camera
that you can use, but he’s taped it over” (P1 A). Finally, several users turned
off devices in certain circumstances. One user talked about how her husband
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unplugs their virtual assistants when he is teleworking to guard against poten-
tially sensitive conversations being recorded. Another said, “With the security
camera, sometimes I switch it off. . . It’s when I’m really like out of town, that’s
when I like to switch it on back again” (P34 A).

Network Configuration. The security and privacy of smart home devices can
be contingent on the security of the home network. There were a few advanced
users that mentioned more sophisticated network security mitigations, for exam-
ple, segmenting their home network, installing virtual private networks (VPNs),
or monitoring network traffic. For example, a do-it-yourselfer who customizes
his smart home devices was diligent in securing his home network: “I have a
protective network where all these devices live in, and you can’t get to it from
the outside. I can get to it from within my house, and if I have to I can get to
it via a VPN from the outside” (P16 A). Another also made use of VPNs “to
mask the IP address. It’s not that I’m doing anything illegal. . . It’s just I don’t
feel like being tracked” (P20 A).

However, most participants’ extent of network security configuration was to
password-protect their Wi-Fi. One participant commented, “When it comes to
my internet that I use to connect a lot of them, you know, it is password protected.
So you know, it’s not like anyone can just log on and use my network” (P32 A).
Another said, “I’m always switching passwords with my Wi-Fi” (P34 A).

Option Configuration. Twelve participants configured options that were at
least loosely related to privacy and security. This mostly entailed disabling
default functionality. For example, one participant disabled online ordering on
her virtual assistant: “We have cut off some functionality just to prevent the
$400 order of mystery items” (P1 A). A tech-savvy participant mitigated his
concerns by “turning off certain features that I think might share more informa-
tion or provide more access to the device than is necessary” (P15 A), giving the
example of how he had disabled the microphone in his smart TV. Another par-
ticipant was one of the few who knew about options in virtual assistants to limit
audio recording usage: “For the [virtual assistant], it records everything. But I
did see one of the options was to regularly delete it every day or something, so
that kind of took the concern off the table” (P27 A).

Limiting Shared Information. Eight participants mentioned limiting the
information they share with device manufacturers, mostly when setting up com-
panion apps. A participant said, “I have my email address that I use for signing
up for accounts that I’m never going to check and email address that I use for
signing up for things that I actually care about. The latter is a very small num-
ber” (P17 A). Another remarked, “When it comes to, especially I think my [vir-
tual assistant], I don’t keep certain information stored on it. Like, I know some
people will keep their actual address or even sometimes even credit card infor-
mation to be able to buy things right away” (P32 A). One participant discussed
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using false information when setting up her smart home device app accounts:
“I always put in fake birthdays. . .You need to know I’m eighteen, but you don’t
need to know everything” (P37 A).

Device Selection. Some participants were proactive in their mitigation efforts
by considering security and privacy in their purchase decisions. One participant
remarked that, prior to selecting devices, he “paid a lot of close attention to
the security of those devices and what’s happening with the data, what sorts of
data they might record, how others might be able to access the system” (P15 A).
Another commented on the importance of buying secure devices: “Even if you
have to spend more money to get more into that security, we would definitely do
that as we are so much dependent on this. We have to protect ourselves” (P9 A).
Others made decisions based on whether or not they trusted particular manu-
facturers to provide secure products. For example, a participant commented,
“I’m looking for devices that, if they’re going to communicate with a cloud ser-
vice, they use a well-known cloud service” (P11 A). One made the conscious
choice to buy products from well-known, larger companies: “These are pretty
big companies. . .We’re paying money for the brand itself. . .Maybe that’s why
I’m feeling a little more secure than not. . . If something happens, hopefully, they
have the money to figure it out” (P6 U).

Limiting Access. Five participants made a variety of attempts to limit access
to smart home devices and their apps. Three discussed limiting access of devices
by visitors and service providers entering the house. One discussed making deci-
sions on which device to use for potentially sensitive tasks, for example, “I don’t
place orders via [my virtual assistant]. . . I do everything mostly on my computer,
which has a VPN on it” (P14 U). Another mentioned securing access to her cell-
phone (which contained device companion apps) as a mitigation:

“I’m very secure with my phone. I make sure that it’s not easily accessi-
ble. . . I keep my phone right on me, I don’t set it down, I don’t let people
look at stuff, I don’t access the [public Wi-Fi] internet in other areas when
I’m using those apps” (P37 A).

Updates. Although updates can be a powerful mitigation against device vulner-
abilities, only three participants mentioned updates or upgrades in the context of
mitigations. A user said, “I found that I’m updating everything a lot more. . . just
kind of keeping up with the technology because it is so important” (P31 A). A
do-it-yourselfer purchased a smart camera with dubious ties to a foreign govern-
ment, so he “modified the firmware so it’s no longer using the [untrusted] web
service or cloud service” (P11 A).

Prior to the security and privacy portions of the interviews, we asked partici-
pants about their experiences with device updates. Participants rarely associated
updates with security or privacy and mentioned that they often do not know
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whether updates are available or have been installed due to inconsistent notifi-
cations and user interfaces. While updates are often viewed as potentially being
security-related with traditional IT products (e.g., Microsoft’s “Patch Tuesday”),
we did not find that same association in our study. In addition, users often do
not apply updates if they feel their devices are still working without issue. These
findings indicate both a usability problem and a perception that updates are
only functionality-based and not related to security.

Lack of Mitigations. We also discovered reasons for participants not imple-
menting mitigations. Several participants cited a lack of privacy/security options
or them not being aware of available options: “Usually the description of the con-
trols aren’t specific enough. . .They’re like, ‘Check this for our privacy settings,’
and sometimes the description of the settings aren’t very specific” (P13 U). Sim-
ilar to reasons behind lack of concern, users often exhibited resignation and
feelings of lack of control: “I wish we could [limit data collection], but I don’t
think there’ll ever be a way to control it” (P12 U). Others cited a lack of knowl-
edge or skill, especially with respect to cybersecurity: “I’m not going to educate
myself on network security. . .This stuff is not my forte. I’m very accepting to
the fact that it is what it is” (P8 A). Of course, some participants were simply
not concerned enough to take any kind of action: “I go on faith that they don’t
find me interesting enough. I guess that’s it” (P23 A).

5.3 Mitigation Wish List

Even though users have ultimately accepted privacy and security risks by intro-
ducing the devices into their homes, we found that they still desire greater con-
trol, especially with respect to privacy. We asked participants what they would
like to do to protect their smart home privacy and security but are not doing,
cannot do, or do not know how to do. Examination of the participant “wish
list” provides insight into what would make users feel more empowered to take
mitigating action and what options or instructional information they think man-
ufacturers should provide.

Data Collection Transparency. Users desire manufacturers to be more forth-
coming about what data is being collected, where it is going, and how it is being
used (mentioned by 12 participants). Manufacturers claim that user level agree-
ments provide this information. However, participants said that they rarely read
the long agreements and generally do not find those useful because they are in
“lawyer speak. You don’t really know what they’re collecting because they can use
language to mislead you” (P31 U). The lack of transparency leaves users want-
ing more: “At least give us notice in terms of who has access to it. . .We would
appreciate that and make us feel more comfortable around the security behind
it” (P21 U). One user desired a more concise, clear statement of data usage: “if
these companies provided a manifesto of what information they’re interested in
or how they use information and how they’re collecting information and provide
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that - a one pager - that would be great” (P2 A). Realizing that it might not
be in manufacturers’ best interest to clearly disclose data usage, P31 A saw the
government as having a role since “we’ve got to do something to protect people’s
information, or at least make them more aware of what exactly is being utilized
and sold.”

Privacy and Security Controls. Ten participants would like more control
over the devices and data. This includes the ability to opt in/out of various data
collections, limit how data is shared, and configure security and other privacy
options. For example, a participant remarked, “there would be some of these prod-
ucts that I have been avoiding purchasing that I might purchase if they provided
more granular control over. . . all aspects of the security and privacy” (P15 A).
Another participant said he would like to be able to use two-factor authentica-
tion for his devices’ companion apps: “There would be features that would be nice
to have, I guess one being a two-factor authentication. If my phone is close to
my thermostat, that’s my second factor” (P10 A). Options should also be easy-
to-configure, as mentioned by one participant: “I think the ability to control that
data should be simpler than a multi-step process” (P29 A).

Technically advanced users were more specific about what they would like to
do and wanted granular controls. A computer scientist said, “I would really be
happy actually if a lot of them had APIs [application programming interfaces]
that I could use to directly program their behavior and get more control over them
programmatically” (P15 A). An electrical engineer commented:

“I’d like to have the ability to potentially allow or disallow the functionality
of all these devices, maybe at given times. I’d like to be able to define what
are allowable communications or protocols” (P11 A).

Five participants wished that they had the ability to keep smart home data
on their local network when possible instead of the common business model of
data being sent to manufacturers or their cloud services. A participant said, “If
I could not have accounts and just have it on my own home network, I would
prefer that” (P17 A). P15 A commented that he wished “some of these devices
used the voice control features locally only rather than sending clips of your voice
over the Internet to be analyzed.”

Security Feature Transparency. Four participants would like to know the
level of security provided by the devices. One stated, “it would be nice to know
what security features are already there because they’re not advertised or trans-
parent at all. And maybe to have an option to get some kind of enhanced secu-
rity if you wanted to” (P24 A). Wishing to know if he needed to bolster the
security of his home network to counter potentially weak smart home security,
another participant said, “I wish I knew more about what kind of encryption they
use” (P3 A).



406 J. M. Haney et al.

Assistance for Users. Within the security context, four participants expressed
their desire to be provided with suggestions and instructions on how to better
secure their devices. A participant unfamiliar with security best practices com-
mented, “I think I need to be advised on good practices that I could take. . .And
then I probably would implement them” (P35 A). Another suggested, “maybe
the apps that I have could throw out reminders in a more frequent manner that
says are you doing something like this to protect yourself?” (P19 A). A heavy
user of smart home devices said that he would like to know how best to protect
his devices against vulnerabilities: “I would like the vulnerability identified well
enough so I know what it is and then some directions on how to solve it” (P13 A).

6 Implications

The users we interviewed were diverse in their mitigation approaches to smart
home devices. Some were proactive from a privacy and security perspective and
knowledgeable about the technology. Others had very little understanding of the
technology and implications of use. Our results suggest that users do the best
they can with the skills and the options available to them.

Most of the mitigations identified in our study were simplistic (e.g., setting
passwords) or not technical in nature (e.g., placement of devices). From a pri-
vacy perspective, participants expressed the desire to be able to control what
happens to their data but do not know what options are available, or, in many
cases, no options exist. Security concepts and implications were more difficult for
participants to grasp, with many lacking the knowledge to implement effective
mitigations, for example, by properly securing their home networks. Overall, we
observed that many of the participants were left with a feeling of discomfort
because they had privacy and security concerns but felt powerless to address
those.

Based on study results, we describe possible ways in which manufacturers
could empower users to make appropriate security choices through usable inter-
faces and where further research may be helpful. We also identify areas that
could benefit from third-party evaluation and guidance.

6.1 Considerations for Usable Security and Privacy Options

Participants’ current mitigation strategies (or lack thereof) and their wish lists
for privacy and security can inform what additional options manufacturers could
provide and other areas where they might alleviate user burden by defaulting to
strong privacy and security.

Note that since our interview study was broader than privacy and security, we
had the opportunity to delve into users’ installation and administration expe-
riences with their smart home devices. Participants revealed that they rarely
change settings after initial setup. Therefore, additional research may be war-
ranted to investigate if installation is the best time to prompt users on security
and privacy options.
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Secure and Private by Default: As revealed in prior usable security research,
people are often reluctant to change default security settings [28,29]. Therefore,
to alleviate undue burden on users, there may be settings which manufactur-
ers could configure to be the most secure/private by default. However, more
research should be conducted to understand how setting defaults to the most
secure/private options may contribute to or detract from usability.

Opt In/Out: Currently, opting out of data collection and various uses may
not be possible or may be burdensome. For example, P17 A said that one man-
ufacturer required a letter be mailed requesting to limit data sharing. Based
on participants desiring more control on data usage, more research is needed
regarding how manufacturers could offer easy-to-configure opt in/out options.

Data Usage Transparency: Device privacy policies and user agreements are
rarely read and difficult to understand, leaving users uninformed about data
collection practices. Manufacturers could provide greater transparency about
what data is collected, where the data goes, how long it is stored, and who it is
shared with.

Data Localization: Our participants were often concerned about manufacturer
profiling of their households, selling of their data, and possible data breaches
of manufacturer data storage. To counter these concerns, manufacturers could
provide options to localize whatever data processing can be localized instead of
sending everything to the manufacturer’s cloud.

Securability: In situations where security settings might be dependent on user
context, there could be a focus on “securability,” which is the “ability and knowl-
edge to enable and configure the appropriate security features” [23]. To achieve
product securability, manufacturers could facilitate secure use by providing users
with real-time assistance, such as configuration wizards, to help them set the level
of security appropriate for their situation. For example, users might be given the
option of configuring low, medium, and high levels of security based on clear cri-
teria (e.g., network environment, context of use, risk tolerance) gleaned through
a security configuration wizard. The securability concept can also be applied to
privacy settings.

Granular Options for Advanced Users: We interviewed several advanced
users who were well-versed in technology and security. These users wanted more
control over security settings. Therefore, in addition to supporting less technical
users with guided wizards and instructions, manufacturers could offer more gran-
ular security controls for those who want them. We acknowledge that striking the
right balance between an abundance of granular options and a minimal set for less-
technical users may be difficult. Therefore, we recommend additional research into
interface solutions that may attempt to balance these considerations.

Update Transparency: Updates are especially important as they might be the
only mitigations for certain kinds of smart home device vulnerabilities (e.g., those
in the code). In line with the NIST Interagency Report 8267 (Draft) Security
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Review of Consumer Home Internet of Things (IoT) Products [5] recommenda-
tion that users receive update notifications in a timely manner, manufacturers
might either provide an option for automatic updates or push notifications to
users with clear installation instructions and descriptions of the importance of
applying the update.

Network Security Tips: Home networks need to be secured to protect smart
home devices. However, people often lack the knowledge and motivation to take
action. For example, the FBI recommends that users segment their network [13]
even though few participants in our study had the technical knowledge to be able
to do so. Several of our study participants said they would like manufacturers
to provide step-by-step tips on home network security (e.g., setting up secure
Wi-Fi, password-protecting all devices on the network) that complement the
security options provided by the devices themselves.

6.2 Third-Party Opportunities

Our results suggest that users may be open to third-party organizations (e.g.,
government agencies, industry groups, standards organizations) playing a bigger
role in suggesting guidance for manufacturers concerning the usability of smart
home security and privacy features and options. For example, the guidance pro-
duced by NIST [4,5] provides recommendations but emphasizes that these should
be tailored to specific contexts of use while not placing undue burden on the user.

The wide variety of mitigations mentioned by participants may also indicate
a need for more standardization of privacy and security best practices for smart
home users by trusted third parties (e.g., government agencies or an IoT indus-
try consortium). To help users understand privacy and security implications of
smart home devices, we also recommend exploring the usability considerations
of having an independent, third-party ratings system similar to that which has
been proposed by the Canadian Internet Society [21] and the U.S. Government
Departments of Commerce and Homeland Security [22]. This ratings system
would help consumers to make informed decisions about which devices to bring
into their homes.

7 Limitations

In addition to typical limitations of interview studies (e.g., recall, self-report,
and social desirability biases), our study may be limited in generalizability. The
small sample of participants, the majority of whom were well-educated individ-
uals living in a high-income metropolitan area, may not be fully representative
of the U.S. smart home user population. However, our study population appears
to mirror early adopters of smart home devices, which have been characterized
in prior industry surveys [8]. We also recognize that smart home users in the
U.S. may have different privacy and security attitudes from users in other coun-
tries because of political or cultural factors, for example those related to privacy
expectations. Finally, our study does not capture perceptions of those choosing
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not to adopt smart home technologies or limited adopters (those with only one
device). Non-adopters’ and limited adopters’ perceptions of privacy and secu-
rity could shed light on additional areas needing improvement. However, even
given the limitations, our exploratory study is a solid step in investigating smart
home users’ perceptions and practices and can inform subsequent surveys of
broader populations, for example via quantitative surveys distributed in multiple
countries.

8 Conclusion

We interviewed 40 smart home users to discover their security and privacy con-
cerns and mitigation strategies. Results indicated a number of concerns, but a
willingness to accept risk in exchange for perceived benefit. Concern was some-
times, but not always, accompanied by users taking mitigating actions, although
most of these actions were simplistic due to limited options or lack of user tech-
nical knowledge.

Improving the security and privacy of smart home devices will be critical
as adoption of these technologies increase. Efforts should be joint between con-
sumers, manufacturers, and third-party organizations with special considera-
tion made for designing usable interfaces that empower users to take protective
actions while not overburdening them.

Disclaimer

Certain commercial companies or products are identified in this paper to foster
understanding. Such identification does not imply recommendation or endorse-
ment by the National Institute of Standards and Technology, nor does it imply
that the companies or products identified are necessarily the best available for
the purpose.
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Abstract. In two studies, we examined the measurement of complex state vari-
ables with length of response, construct word counts, Likert-type responding,
self-reports of past behaviors, and implicit associations. In the first study, par-
ticipants were primed to write in a control condition and a suspicion condition,
which were also used as referents for self-reports, past behaviors, and priming
for implicit associations. In the second study, participants were primed for trust
and distrust. Results indicated length of response, construct word counts, Likert-
type responding, and self-reports of behavior were all affected by the manipula-
tions, indicating they measure the state constructs adequately. However, length
of response was also influenced by which condition participants received first,
indicating a possible exhaustion effect. Implicit associations indicated no change
due to the manipulations.

Keywords: Trust · Suspicion · Distrust · Information technology

1 Introduction

The measurement of psychological constructs has been at the forefront of psychology
since the inception of the discipline. Researchers today have a litany of methods for
assessing psychological constructs, but it remains to be seen which measure is best for
complex constructs (ones that comprise both affective and cognitive attributes) such
as suspicion, trust, and distrust. While the latter two constructs are more established
in the psychological literature [e.g., 1, 2], state suspicion is relatively new and has
only recently been defined to incorporate aspects from a multitude of literatures [3, 4].
Suspicion is an evaluation of a referent possibly having malicious motives [3]. Trust
has been defined as the willingness of a person to be vulnerable to a referent, with the
expectation of a positive outcome [2], whereas distrust has been described as a negative
unilateral judgement [5] or confidence in a negative outcome from another’s actions [6];
suspicion suggests an unknown but possibly negative outcome. In summary, suspicion,
trust, and distrust are complex states in which a person assesses a referent’s intentions.
What is currently unanswered is how to best measure state suspicion, trust, and distrust,
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which may account for variance in human decision-making. To better understand the
measurement of these constructs, the present research aimed to measure each through a
multi-method approach across two studies.

1.1 Measuring Complex State Variables

There are a variety of methods to measuring complex state variables, with self-report
being one of the most common [7]. Although self-report may be a great tool for assess-
ing some state variables such as affect [8] and pain [e.g., 9], it remains to be seen if
self-report is the non-invasive measure of choice for assessing more complex constructs
that are both affective and cognitive. Constructs such as social desirability, faking, and
social norms may influence measures with ratings on self-report scales [10], indicat-
ing alternative measurement methods may be necessary. Other methods exist that can
assess psychological constructs without the issues mentioned above, such as measures
of cognitive associations [e.g., 11, 12]. While no method of assessing psychological
constructs is perfect, each method has unique contributions and may account for unique
variance [13]. We attempt to apply a multi-measurement approach towards investigat-
ing suspicion, trust, and distrust using non-invasive assessments of state variables with
self-reports and implicit associations.

Self-reports. Self-reports have been implemented in information technology contexts to
measure trust and suspicion [14]. Self-reports rely on explicit ratings from the individual
being assessed, which may be in the form of qualitatively coded writing assessments
(e.g., construct word counts), surveys, and reports of past behavior.

Self-reports can be valuable and economical for measuring complex state variables.
In terms of value, the respondent may be the best individual to make any claims about
perceptions of their own internal state [15]. Self-reports are quick and cost-effective to
administer in real-world contexts [16, 17]. However, an issuewith self-reportmeasures is
that participants may not always be explicitly aware of everything they are experiencing
at the time of report, which may skew their responses [e.g., 18, 19].

Cognitive Associations. Researchers often wish to take a more indirect approach to
quantify a psychological construct by identifying implicit associations that may not
be accurately measured if the individual is asked directly [11]. These methods can
include implicit measurement [e.g., implicit associations; 11] and structural assessments
[e.g., pathfinder networks; 20]. Cognitive association methods help researchers to assess
implicit associations that may be difficult to measure explicitly [19] but can take much
longer to gather compared to self-report measures.

Convergence Between Measurement Strategies and the Present Research
Previous researchers have investigated the association between self-reports and cog-
nitive associations on certain constructs [21]. Some attitudes associated with an object
are better assessed through implicit measures due to the participant not being aware
of their true sentiments [22] or being reluctant to report their true sentiments towards
an attitude object [23]. Researchers have called for such assessments when the subject
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matter concerns issues that may be difficult for participants to report due to cultural and
social constraints [24].

Explicitly and implicitly reported measures of complex state variables are multi-
faceted and complex in nature. Each type of measure may account for unique vari-
ance in dependent measures, suggesting the limitations of any one metric can be over-
come by assessing these constructs with multiple measures. In this way, convergent
validity between multiple measures of complex state variables may be obtained. The
present research explores suspicion, trust, and distrust with a multi-method approach,
and explores convergent validity between self-reported and cognitive-associative mea-
sures of state suspicion, trust, and distrust. In study 1, we investigated state suspicion
using a multi-method approach to account for variance between disparate measures.
Study 2 explored state trust and distrust using the same methodology.

2 Study 1 – State Suspicion

State suspicion has been defined as “a person’s simultaneous state of cognitive activity,
uncertainty, and perceived malintent about underlying information” [4, p.336]. State
suspicion is the evaluation of a stimulus [e.g., person or situation] as having questionable
motives, and there is uncertainty as to the maliciousness of the motives [3, 4]. Behavioral
trust and distrustmay be ladenwith suspicion if the person is uncertain about the outcome
of their actions.

The construct of state suspicion grew out the trust-distrust literature; while trust
and distrust entail perceived certainty of an outcome of a decision, suspicion entails
uncertainty by “questioning motives” [25] and entertaining “plausibly rival hypotheses”
[26]. Recently, Bobko and colleagues [3] created a theoretical model of suspicion, in
which suspicion comprises uncertainty, cognitive activity, and perceived mal-intent.
Uncertainty refers to the perceived ambiguity of the outcome, and ariseswhen one cannot
determine if the outcome from their behavior or action will be positive or negative.
Cognitive activity refers to a high cognitive load attributed to one’s evaluation of a
referent [3, 25]. That is, when suspicion is aroused, it leads to further examination for a
better assessment of the stimulus in question. There must also be perceived mal-intent,
or an inference that the action (such as purchasing from awebsite) or trusting the referent
may result in harmdue tomaliciousness [3]. Themal-intent aspect comprises questioning
themotives andpotential hidden interests of the referent.All three aspectsmust be present
for state suspicion: uncertainty, cognitive activity, and perceived mal-intent.

Study 1 examines the state suspicion construct, a complex state variable which com-
prises uncertainty, cognitive activity, and perceived mal-intent. We hypothesize self-
reports and implicit associations will both accurately assess state suspicion. Lastly, we
explore the convergent validity of self-report and implicit association, as they measure
the same constructs, albeit through different routes. It is hypothesized that the type of
measures (self-reports and implicit associations)will correlatewithinmeasurement type.
Exploratory analyses examine correlations between measurement types.
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2.1 Method

Participants. Participants consisted of 120 undergraduate students enrolled in introduc-
tory psychology courses at a medium-sized university in the Midwestern United States.
Demographic data were not collected, but participants were likely to be similar to the
average incoming freshman class, which comprised predominantly Caucasian (71.3%),
male (51%) students with an average age of 20.12 years (SD = 3.43). All participants
earned course credit in their introductory psychology course, and were entered into a
random drawing to receive one of four online retailer gift cards if their responses were
admissible. Several participants performed the tasks incorrectly; these cases as well as
missing data were excluded from the analysis, leaving a total of 57 cases.

Materials
Episode Elicitation Questionnaire. Two versions of the episode elicitation question-
naire were constructed (i.e., suspicion-event and control-event). Both versions were pre-
sented to each participant in a random order. The purpose of each version was two-fold:
1) prime the participant’s memory for the given event and 2) collect open ended-response
data from which to later qualitatively code for suspicion. The suspicion-event version
instructed participants to “Think of a time you were making an online purchase and
became extremely suspicious” while the control-event version instructed participants
to simply “Think of a time you were making an online purchase.” For both versions,
participants were instructed to keep the given event in mind while completing the ques-
tionnaire, which asked specifics of the event through prompts such as “Describe the event
in detail.” The length of response and number of suspicious words/phrases from the “De-
scribe the event in detail” prompt were coded by four subject matter experts by counting
the total number of words written and the number of suspicious words and phrases used
to describe the situation. Participants were also asked whether they followed through
with using the website to make a purchase online, a behavioral assessment.

Likert-Type Responses. We adapted 20 items from Bobko et al. [4] to assess state sus-
picion in online contexts. Each suspicion item was measured on a five-point scale (1
= strongly disagree to 5 = strongly agree), with higher scores indicating more state
suspicion. For both the suspicion and control conditions, the items composed a reliable
scale (suspicion α = .91; control α = .97).

Implicit Measurement. Implicit associations were measured using a Java applet version
of jImplicit software [27], an adapted version of the task described in [28]. In the first
phase, participants are presented with a randomized ordering of single stimulus terms
(target words) on a computer monitor and instructed to press a key to categorize them
as “suspicion” or “trust” so that baseline latency scores can be calculated. The second
phase is a priming task, where participants are primed with attitude object words before
each categorization trial and instructed to commit the primes to memory, over a total of
32 randomly presented test trials. The difference was calculated between the latency at
which the participants classified the target words as either suspicion or trust in the second
phase and the target baseline scores to compute final latency scores used in subsequent
analyses. Greater values indicated greater polarity in one’s implicit associations between
suspicion and trust words [see [28] for full discussion].
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Procedure. Participants sat at a station consisting of a standard desktop-computer,
mouse, keyboard, and monitor. After the informed consent process, the experimenter
instructed participants to follow all on-screen instructions. On each computer, aQualtrics
[29] survey first presented either the suspicion or control version of the episode elic-
itation questionnaire, followed by a self-report of state suspicion questionnaire. Then,
participants were presented with the implicit association task. Upon completion of this
first half of the experiment, the survey then presented the alternate version of the episode
elicitation questionnaire, with self-report measures and the implicit associations task.
Upon completion of allmeasures, participantswere debriefed and thanked before leaving
the experiment room.

2.2 Results

We analyzed the data using a 2× 2 repeated measures multivariate analysis of variance
(MANOVA), with a null hypothesis of no significant differences between suspicion
and control conditions on four dependent variables. Although we did not expect the
order of the manipulation condition to have a significant effect [i.e., suspicious condi-
tion first (manipulation first) or suspicious condition second (manipulation second)] we
ran MANOVAs with one within factor containing two levels (suspicious condition vs
control condition) and one between factor containing two levels (manipulation first vs
manipulation second) to ensure any between factor variance was accounted for. Using
the Wilks’ criterion we were able to determine the combined DVs were significantly
affected by condition, F(4, 52)= 43.48, p< .001 η2

p = .77, but the order of the manipu-

lationwas not significant,F(4, 52)= 2.03, p= .10,η2
p = .14. The interaction of condition

and manipulation order was significant, F(4, 52) = 12.24, p < .001, η2
p = .49. Below,

we present the univariate results for each dependent measure assessed. All means and
standard errors for repeated measures MANOVA analyses are presented in Table 1.

Table 1. Means (SDs) for univariate analyses on condition (suspicion/control) by order of
manipulation (SC/CS).

Outcome Suspicion Control

SC CS SC CS

1. Total Response Length 72.85 (39.88) 46.42 (28,87) 35.54 (25.52) 62.87 (31.14)

2. Suspicion Word Count 3.31 (1.87) 2.39 (1.71) 0.27 (.72) 0.42 (0.96)

3. Likert-type Suspicion 3.45 (0.63) 3.62 (0.48) 2.10 (0.82) 2.29 (0.73)

4. Suspicion Prime Latency 0.68 (0.68) 0.58 (0.72) 0.73 (0.78) 0.51 (0.67)

Note. Time for latency scores are reported in seconds.

Writing Assessment. Univariate tests suggested significant differences between con-
ditions for response length, F(1, 55) = 7.22, p = .01, η2

p = .12, suspicion word count,
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F(1, 55) = 90.27, p < .001, η2
p = .62, and suspicion self-reports, F(1, 55) = 138.60,

p < .001, η2
p = .72. Participants wrote significantly longer responses, more suspicion

words, and reported higher state suspicion in the suspicion condition compared to the
control condition. The interaction of condition and order of manipulation was significant
on total word count F(1, 55) = 63.67, p < .001, η2

p = .40, and suspicious word count,

F(1, 55) = 5.10, p = .03, η2
p = .05.

Implicit Associations Task. Univariate tests showed that there were not significant
differences in implicit associations between conditions, F(1, 55) = 0.02, p = .89, η2

p =
.00.

Behavior. The outcomes for each online experience were qualitatively coded to reflect
whether or not they followed through with making a purchase using the website they
described. In the control condition, 54 participants reported they followed through with
purchasing from the website (indicating trust), and 3 reported they abstained from pur-
chasing from the website (indicating suspicion). In contrast, 32 participants reported
trust behavioral outcomes in the suspicious condition with 19 choosing to abstain from
purchase (6 did not specify if they completed the purchase or not in the suspicion con-
dition). Differences in reported past behaviors between conditions were tested using
McNemar’s chi-square test of independence. The proportion of purchase behaviors to
abstinent behaviors significantly differed between the suspicion and control conditions,
χ2 (1)= 15.06, p< .001. More participants abstained from purchasing from the website
in the suspicious condition compared to participants in the control condition.

Convergent Validity. Correlations within conditions are presented in Table 2.

Table 2. Study 1 correlations between measures within each condition.

1 2 3 4 5 6

1. Response Length – .58** −.23 .05 −.19 −.04

2. Suspicion Word Count .28* – .21 −.24 −.01 .03

3. Likert-type Suspicion .14 −.27* – −.44** .05 .10

4. Behavior .27* .33* −.24 – −.09 −.17

5. Suspicion Prime Latency .01 .17 .02 .40 – .55**

6. Control Prime Latency −.09 .29* .00 .18 .68** –

Note. Control condition correlations below the diagonal, Suspicion condition correlations are
above the diagonal. Time for latency scores are reported in seconds. * p < .05, ** p < .01.

2.3 Discussion

When primed to write about a suspicious interaction with a website online, self-reports
were affected the most, as demonstrated by the large effect size (η2

p = .72). Suspicious
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words and phrases were higher than in the control condition. Participants indicated cog-
nitive activation and uncertainty with phrases such as “Upon further inspection…” and
mal-intent with words such as “skeptical,” “sketchy,” and “fake,” respectively. These
results resemble those of [5] who found significant differences in attributions when
explaining trust behaviors after being primed for suspicion. In the suspicion condi-
tion, participants wrote longer responses when describing the event. Uncertainty about
the outcome of using the website leads to increased cognitive activity [3, 14], as was
evidenced by the increased length of response by participants. However, the order in
which participants received conditions had an influence on the total response lengths.
As such, length of response may not be an optimal assessment of suspicion; factors such
as response fatigue and personality may influence the data. In addition, state suspicion,
measured by Likert-type response scales, was higher in the suspicion condition than in
the control condition, supporting the scale’s capacity to measure suspicion.

Participants were less likely to report making an online purchase in the suspicion
condition, possibly due to perceived malintent. Individuals that perceive something or
someone is going to harm them are less likely to perform a behavior [30]. Although
suspicion was associated with a decrease in the use of the website, it is premature to say
suspicion leads to avoidance of the behavior; the majority of participants still performed
the behavior despite being suspicious of the website. Although suspicion may lead to
suspended judgement [3], peoplemight still perform trusting behaviorswhilemonitoring
the referent. For example, tracking a package after having purchased the item from a
website may indicate suspicion, not trust. In contrast to our hypotheses, writing about a
suspicious condition did not influence implicit associations.

We obtained some measure of convergent validity between self-report measures.
In the control condition, self-reported suspicion was related to total response lengths
and suspicion word counts. This supports the hypothesis that suspicion is associated
with higher cognitive activity [3, 4] indicated by increased word counts. However, no
convergent validity was demonstrated within implicit associations. Only suspicion word
count demonstrated convergent validity acrossmeasurement types, whichmay have been
spurious as it was not replicated across conditions.

3 Study 2 – Trust and Distrust

Study 2 attempts to extend the investigation of measurement strategies on two other
complex state constructs – state trust and state distrust. Trust is the willingness of a
person to be vulnerable to a referent, with the expectation of a positive outcome [2].
Although trust has been traditionally thought of as being between two persons, recent
research indicates trust is also an important aspect of a relationship between a person
and a non-person such as in automation [31, 32] and online [33] contexts.

Distrust has rarely been explored in the psychological literature [3]. Researchers
have considered distrust to be the lack of trust either implicitly or explicitly, indicating
they are the same construct [2, 5]. Distrust has been described as a negative unilat-
eral judgement [5] or confidence in a negative outcome from another’s actions [6]. An
important distinction between trust and distrust is the expected positive outcome if one
is vulnerable to the referent (e.g., person, machine, website) for trust and an expected
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negative outcome for distrust [6]. Despite the moniker - distrust indicating a lack of trust
– some postulate that trust and distrust are orthogonal [6].

Previous research offers conflicting views on the relationship between trust and dis-
trust. Some research on trust and distrust in information technology contexts indicate
trust and distrust are orthogonal [14]. Similarly, a card sort analysis found a weak rela-
tionship between trust and distrust from in-depth interviews in organizations [34]. In
contrast, research [35] and theory [2] has suggested trust and distrust are part of the
same continuum. Indeed, trust and distrust involve a degree of perceived certainty the
stimulus will lead to positive or negative outcomes, respectively. However, if the con-
structs are orthogonal it is difficult to envision a scenario when a person believes that
trusting a referent will result in both positive and negative outcomes [36], as trusting and
distrusting behaviors are almost always mutually exclusive.

Study 2 explores ways to measure trust and distrust. We hypothesize self-reports
will accurately assess state trust and distrust. In addition, self-report methodologies
should correlate moderately. We also hypothesize cognitive associations will accurately
assess state trust. Furthermore, cognitive associationswillmoderately correlatewith each
other as they are based on the associations of words. As in Study 1, we investigated the
convergent validity between and within self-report and cognitive association measures.

3.1 Method

Participants. Study 2 had the same number of factors as Study 1. We obtained 120
undergraduate students enrolled in introductory psychology courses at a medium-sized
university in the Midwestern United States to participate in Study 2. Demographic data
were not collected, but participants were likely to be similar to the average incoming
freshman class, which are the same demographics as Study 1. Participants were com-
pensated and incentivized the same as Study 1. Computer crashes and missing data left
a total of 90 cases on which we conducted our analyses.

Materials
Episode Elicitation Questionnaire. Two versions of the episode elicitation question-
naire were constructed (i.e., trust-event and distrust-event); both versions were presented
to each participant in a random order as described in the procedure section. The method
and coding were the same as in Study 1.

Likert-Type Responses. We adapted 10 items from Lyons, Koltai, Ho, Johnson, Smith,
and Shively [37] to assess self-reported trust in the trust and distrust conditions. Items
assessed general trust in a website. Participants respond to items such as “I would rely
on the website without hesitation” on a 7-point response scale (1 = not at all to 7 =
extremely), with higher scores indicating more self-reported trust. The items comprised
a reliable scale in both the trust (α = .86) and distrust (α = .86) conditions, respectively.

Implicit Measurement. The data collection instrument for the implicit measurement was
a Java applet version of jImplicit software [see Study 1, 27].
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3.2 Study 2 Results

We analyzed the data using a 2× 2 repeated measures multivariate analysis of variance
(MANOVA) tests, with a null hypothesis that no significant differences exist between
trust and distrust conditions on six dependent variables. We conducted aMANOVAwith
one within factor containing two levels (trust manipulation vs distrust manipulation) and
onebetween factor containing two levels (trustmanipulationfirst vs distrustmanipulation
second) to ensure any between factor variance was accounted for. Using the Wilks’
criterion we were able to determine the combined DVs were significantly affected by
condition, F(6, 83) = 43.25, p < .001 η2

p = .76, and by order of the manipulation, F(6,

83)= 2.74, p= .02, η2
p = .17. Also, the interaction of condition and manipulation order

was significant, F(6, 83) = 2.32, p = .04, η2
p = .14. All means and standard deviations

for repeated measures MANOVA analyses are presented in Table 3.

Table 3. Means (SDs) for univariate analyses on condition (trust/distrust) by order of
manipulation (DT/TD).

Outcome Trust Distrust

DT TD DT TD

1. Total Word Count 53.86 (37.1) 67.61 (34.2) 84.35 (46.8) 73.37 (80.54)

2. Trust Word Count 3.20 (2.75) 3.63 (2.31) 1.29 (1.78) 0.83 (1.00)

3. Distrust Word Count 0.12 (0.53) 0.20 (0.81) 1.10 (1.21) 0.95 (1.26)

4. Likert-type Trust 3.57 (0.52) 3.01 (0.57) 1.97 (0.70) 1.83 (0.60)

5. Trust Prime Latency 0.16 (0.12) 0.19 (0.17) 0.16 (0.09) 0.17 (0.12)

6. Distrust Prime Latency 0.19 (0.18) 0.25 (0.16) 0.21 (0.13) 0.20 (0.11)

Note. Time for latency scores are reported in seconds.

Univariate Results. The main effect of condition was significant on response length,
F(1, 88) = 8.92, p = .00, η2

p = .09, trust word count, F(1, 88) = 71.83, p < .001, η2
p =

.45, distrust word count, F(1, 88)= 34.30, p< .001, η2
p = 0.28, and self-reported levels

of trust, F(1, 88) = 223.13, p < .001, η2
p = .72. Trust word counts and self-reported

trust levels were higher in the trust condition, while total word counts and distrust word
counts were higher in the distrust condition. Condition had no main effect on trust prime
latencies or distrust prime latencies.

Order of manipulation had a main effect on self-reported trust, F(1, 88) = 15.97,
p < .001, η2

p = .15, such that trust was higher when participants received the distrust
manipulation first. There were no significant main effects of manipulation order on
response length, trust word counts, distrust word counts, trust prime latencies, or distrust
prime latencies.

The interaction between condition andmanipulation order significantly affected self-
reported trust, F(1, 88)= 4.97, p= .03, η2

p = .05. There were no significant interaction
effects of condition andmanipulation order on response length, trustword counts, distrust
word counts, trust prime latencies, or distrust prime latencies.
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Behavior. Differences in reported past behaviors between conditions were tested using
McNemar’s chi-square test of independence. The proportion of purchase behaviors to
abstinent behaviors significantly differed between the trust and distrust conditions, χ2

(1) = 21.19, p < .001, such that more persons reported purchase behaviors in the trust
condition (88) than in the distrust condition (64), and more persons reported abstinent
behaviors in the distrust condition (26) than in the trust condition (2).

Convergent Validity. Correlations within and between conditions are presented in
Table 4.

Table 4. Study 2 correlations between measures within each condition.

1 2 3 4 5 6 7

1. Response Length – .33** .42** −.17 .15 −.18 −.01

2. Trust Word Count .59** – .12 .00 .37** −.07 .10

3. Distrust Word Count .19 −.02 – −.22* .00 −.11 .28**

4. Likert-type Trust −.05 .15 −.17 – .31** −.10 −.33**

5. Behavior .14 .11 .04 .17 – −.04 .03

6. Trust Prime Latency .23* .10 .23* −.23* .02 – .29**

7. Distrust Prime Latency .14 .05 −.01 −.01 −.04 .10 –

Note. Trust condition correlations below the diagonal, Distrust condition correlations are above
the diagonal. Time for latency scores are reported in seconds. *p < .05, **p < .01.

3.3 Study 2 Discussion

Study 2 explored themeasurement of state trust and distrustwith the samemethodologies
as Study 1. In the trust condition, responses were shorter and trust phrase and word
counts were higher. In the distrust condition, total responses were longer, distrust word
counts and phrases were higher, and trust word counts were lower. Distrust may evoke
salient thoughts about the referent, such as reasons why the website was distrustful in
this instance. Participants used phrases such as “the website looked old and not well
updated” when describing their interaction.

The Likert-type self-report measure of state trust was reliable in both conditions and
higher mean scores in the trust condition, supporting the scale’s capacity tomeasure trust
as a state-based construct. The significant interaction supports this conclusion.Moreover,
there were more reports of purchase behaviors in the trust condition than in the distrust
condition. This may be because individuals believed something or someone was going
to harm them, making them less likely to make a purchase [30]. Trust and distrust
did not influence implicit associations. Implicit associations may assess more stable
associations [18, 22] such as trait suspicion or neuroticism, which may be associated
with state suspicion [3].
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We found several instances of convergent validity between self-report measures in
the distrust condition, but not in the trust condition. It may be that distrust caused an
increased memory recall from the bad experience, supporting past researching that has
found that when people are in a negative mood or have a negative experience, the quality
and precision of their memories is improved [38]. In addition, some convergent validity
was found across measurement types, however no discernable pattern was detectable
and thus the results may have occurred by chance.

4 General Discussion

The current studies sought to explore the best methods for assessing the complex state
constructs of suspicion, trust, and distrust. Based on themultivariate analyses, self-report
measures were effective in measuring complex state variables. In contrast, the implicit
association measure was not effective in measuring suspicion, trust, and distrust across
conditions. The assessments of convergent validity on the self-report measures across
the studies demonstrate these measures are capturing variance in state suspicion, trust,
and distrust, whereas implicit associations are not. In this study, we found that self-report
measures are more effective at assessing complex state variables. States of suspicion,
trust, and distrust can change depending on which context they are assessed. As such,
self-reports may be the non-invasive measure of choice compared to the others assessed
in the present research.

All measures of self-report were affected by conditions in the direction hypothe-
sized. The length of response was longer when prompted for suspicion or distrust. The
advantage of using length of response as a measure is that this measure is an indirect
assessment of the constructs. In both studies there was an interaction effect of condition
and order effect. If the suspicion or distrust condition was first, the effects of the con-
dition were stronger than if the condition was last. Length of response has significant
issues, such as exhaustion, for assessing the constructs in question. Length of response
may be best suited for scenarios when only one condition is presented to a participant.
Construct word counts were also significantly affected by the conditions. The construct
word counts were not affected by the order effects, as opposed to the length of response
discussed above. The construct word counts are directly related to the constructs in ques-
tion; when primed to discuss the interaction in the appropriate condition, primes elicit
the construct-related information.

Likert-type scales were adequate predictors of complex state variables. The ability to
create statements that participants agree or disagree with has high face validity [39] and
have been successful in the past at assessing state variables in the psychological literature,
such as state anxiety [40] and state stressor appraisals [41]. For state constructs such as
suspicion, trust, and distrust, the individual may be the best person to report how they
perceive the referent.

Interestingly, reports of past behaviors were adequately influenced by the suspicion
and control manipulations in Study 1 and the trust and distrust manipulations in Study
2. An important finding of the current study was that reliance behavior, or trust actions,
were not always representative of trust. In Study 1, 59% of the participants reported
purchasing from the website, despite being suspicious. This contrasts with Bobko and
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colleagues’ [3] assertion that suspicion is a suspension of judgement and thus a suspen-
sion of action. Instead, suspicionmay involve action (i.e., purchasing fromawebsite), but
the judgement is still suspended as participants reported tracking the package, email-
ing the vendor, and other information seeking behaviors. Purchasing behaviors were
also reported in the distrust condition of Study 2. Research has demonstrated people
have a tendency to perform trusting behaviors even when faced with information that
indicates the referent may not perform the desired behavior [30]. As such, although
98% of the participants performed a trusting action in the trust condition, it may not
always be that trust motivates a trusting action. If the trustor is still seeking informa-
tion and making assessments, suspicion may be occurring despite the trust action. It is
important to note, we are not advocating the abonnement of examining behaviors in the
psychological literature. Instead, we acknowledge that behaviors such as “trust actions”
have their short-comings in that subsequent behavior is often multiply determined [42].
Self-reports such as construct word counts or Likert-type scales help to elucidate the
underlying antecedents, which lead to behaviors.

4.1 Cognitive Associations

Implicit associations were not influenced by the writing conditions. It is possible that
implicit associations are stronger held beliefs that are not easily manipulated by writing
about a situation and would thus explain why this had no effect on latency scores in the
priming task. The implicit associations of suspicion, trust, and distrust may be closely
associated with personality variables, which are relatively stable across time [43]. It
may be that the implicit associations individuals hold are heuristics they employ in new
situations to process information, such as trust [44]. The task in the current study was
to reflect on a past experience of suspicion, trust, or distrust. The participants may have
chosen scenarios that fit their cognitive model of these constructs. Situations that fit
these cognitive models should come to the forefront of cognitive accessibility [11]. In
contrast, in a new situation such as a job interview, people may have to rely on their
heuristics, which may be formed by the cognitive associations that are exemplified in
implicit associations.

4.2 Limitations and Future Research

The current study is not without limitations. First, the current study did not conduct
construct validity of the measures of suspicion. Although some of the measures do
associatewith each other, it remains to be seen if the constructs are reliably different from
other more established constructs. Future research should attempt to study the divergent
validity of measures. Second, participants received all conditions and spillover effects
of suspicion, trust, and distrust in both within-subjects designs. However, the within-
subjects design controlled for possible individual differences in writing length that may
have unduly influenced results. The current study used repeatedmeasures design because
of possible individual differences in word counts. Future research should implement
a between-subjects design to investigate the influence of suspicion, trust, or distrust.
Third, future research should investigate the association of specific words that have a
high consensus across the population at evoking state suspicion, trust, and distrust. This
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can be done by assessing a large sample’s ratings of manywords as being associated with
suspicion, trust, or distrust, ad hoc. Future research should investigate words that are
classified as “suspicion,” “trust,” or distrust” based on the consensus in a large sample.

4.3 Implications

There are several implications of the present research. First, the study adds to the bur-
geoning literature on state suspicion [3, 4] and its relation to state trust and distrust
constructs [2, 5, 6]. Second, we quantified the convergent validity of multiple self-report
and cognitive association measures of state suspicion, trust, and distrust to determine the
variance accounted for by multiple measures of complex state variables. In comparison
to cognitive association measures, future research investigating complex state variables
may benefit by using self-report measures in terms of not only their economy but also
their efficacy and convergent validity. Third, we found behaviors, typically labeled “trust
actions” do not necessarily indicate trust. Trust actions were found in the suspicion and
distrust condition, with the majority performing the behavior despite the condition they
were primed to write about.
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Abstract. Users’ personally identifiable information (PII) collection is
a primary revenue model for the app-economy, and consequently user
tracking has become increasingly invasive and ubiquitous. Smart and
IoT devices provide even more access to users’ personal information by
utilizing their exact location and default device settings. Although users
in most cases must grant permission before their personal information
is collected and shared with third-parties, this is not the case when user
tracking happens through email or just by owning and using Bluetooth
dependent devices. In any case, the average user is willing to accept the
terms of the often unread “Privacy Policy” in order to receive the adver-
tised “better user experience”, without really being aware of the conse-
quences of this decision. In this work, we investigate the latest popular
technologies for user tracking through mobile and web applications and
demonstrate how much information about users can be gathered with-
out user awareness or acknowledgment as well as in which cases and how
we were able to limit this tracking. Finally, in our work, we attempt to
create unified user profiles by combining our findings from the different
tracking techniques against targeted users. We hope that our extensive
analysis of beacon tracking will lead to greater awareness of the privacy
risks involved with web beacons and Bluetooth tracking and motivate
the deployment of stricter regulations and a more effective notification
mechanism when such tracking is in place.

Keywords: Security and privacy technologies · User awareness of
privacy threats · Ethical, economic and societal issues in
cybersecurity · Tracking · Web beacons · Bluetooth beacons

1 Introduction

In the digital age, billions of users are using Web and mobile applications on a
daily basis and while doing so, are creating a digital footprint and a roadmap
that can reveal a significant amount of personally identifiable information (PII)
as well as their activity patterns. Such digital traces are leveraged by advertising
companies, online retailers as well as data brokers to craft targeted advertise-
ments and marketing messages in the hopes of driving sales and creating a deeper
level of customer engagement.
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Numerous studies in the last two decades have discussed a wide range of
techniques of user tracking across the Web ranging from standard stateful cookie-
based tracking [12,21], to advanced cross-browser device fingerprinting [20] and
more recently email tracking through web beacons [11,22]. With the popularity
of smartphones and IoT devices on the rise, it is no surprise that new methods
of user tracking through Bluetooth and GPS have flourished [13,15,16]

In an effort to limit potential legal liability for the abundant collection of user
data, most service providers display lengthy, easily accessible privacy policies to
regulate their engagement with customers and inform them about the data that
is collected by the service as well as the ways this data will be treated. Still,
despite their importance to users, multiple user studies [9,14,26] have shown
that it is common practice for users to quickly accept services’ privacy policies
without ever reading them with the foresight of a better user experience (tailored
ads, better streaming content, location-based suggestions, etc.). But even in the
cases where users are aware of this situation, they are still willing to give up
their data if they feel it’s going to help them in their day-to-day lives. For
example, surprisingly many consumers (more than 100.000 downloads in Google
Play) were willing to share their “first name, user name, profile picture, email
address, gender, birthday/age, country, language and password” [23,25] in order
to receive personalized advice and recommendations on how to improve their
brushing and oral hygiene habits.

In this work, we conducted empirical research for online user tracking using
popular email-tracking services and Customer Relationship Management (CRM)
systems as well as location-tracking through mobile and IoT devices. Our goals
were to simulate and better understand how much personal user information
can be gathered without users’ knowledge, combine information from different
tracking methods in order to build unified profiles for targeted users and explore
if/how these means of tracking can be limited.

The rest of the paper is organized as follows. Section 2 provides background
information on web beacons and Bluetooth technology and discusses the related
work. Section 3 details the tracking methodologies used for our data-collection
experiments. Section 4 presents our experimental results and compares the effec-
tiveness of the different tracking mechanisms we used while Sect. 5 discusses
countermeasures against these types of tracking. Finally, the paper concludes in
Sect. 6 where we also discuss our future work.

2 Background and Related Work

2.1 Personally Identifiable Information (PII)

Personally Identifiable Information (PII) is any representation of information
that permits the identity of an individual to whom the information applies, to
be inferred by direct or indirect means. According to the Bridge Corp [8], PII
can be divided into two categories, linked and linkable information. Linked
information is any piece of personal information that can be used to identify
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an individual on its own. Linkable information, on the other hand, is informa-
tion that on its own cannot identify a person per se, but when combined with
other information gathered, has the ability to identify, trace, or locate a person.
Table 1 highlights the difference between the two types. The PII that we have
investigated in this paper are (1) device owner’s name, (2) device name, (3)
MAC address, (4) IP address, (5) device type and (6) distance.

Table 1. Linked PII vs. Linkable PII

Linked PII Linkable PII

Name: full name, maiden name, last name, alias Date of birth

Personal identification numbers: social security (SSN),

passport, credit card

Place of birth

Personal address information: street address, email

address

Business telephone number

Telephone numbers Business mailing or email address

Personal characteristics: images, fingerprints, handwriting Race

Biometrics: retina scan, voice signature Religion

Asset information: IP address, MAC address, Mobile

Device Unique Identifier

Employment information (location)

2.2 Stateful vs. Stateless Web Tracking

Stateful web tracking, the most common practice of online user tracking, uses
persistent cookies to identify unique users across multiple websites. These cookies
stay in a user’s browser until they are either deleted by the user or they exceed
their expiration date. And it is not a surprise that these tracking cookies are
usually set to expire in several years. Regardless, most users are at least aware
of this tracking since they often need to accept these cookies to continue browsing
the website.

To the contrary, stateless web tracking, or fingerprinting, the method that
relies on device-specific information and configurations (e.g., screen size, WiFi
on/off, browser type & version, operating system, etc.) to identify unique users,
is not as known to the regular users as it doesn’t require user approval to proceed.
Note that the device- and/or browser-identifying data cannot be hidden, as they
are part of the requests to websites and without this data these requests will be
blocked.

The distinction between the two tracking techniques lies in how users can
block and avoid tracking. With stateful tracking, it is possible to block tracking
by preventing the code on a webpage from executing and storing information
on the machine, i.e., disabling cookies and 3rd party tracking in a browser could
accomplish this. In this project, we utilize stateless tracking methods in relation
to web beacons which is harder to detect and prevent due to the opaque nature
of fingerprinting.
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2.3 Web and Email Tracking with the Use of Web Beacons

The main purpose of email tracking is for senders to know which emails have
been read by which recipients and when. Although user tracking through email
views and URL-shorteners is not a new thing in the marketing world, it seems
to be evolving very fast lately due to the freely available CRM systems and all
the new browser extensions that can be setup with minimal effort. To prove
that claim, Engelhardt et al. [11] looked at emails from newsletter and mailing-
list services from the 14,000 most popular websites on the web, and found that
85% contained trackers and 30% were leaking email addresses not only to the
owner of the mailing list but to outside corporations, without the subscribers
consent. Surprisingly, all current email tracking services are utilizing one of the
very basic mechanisms of stateless web-tracking, the web-beacons [19]. These
are just very small invisible images (1× 1 gif) that are included in emails (or
in websites) and are supposed to “retrieve” detailed user data (i.e., IP address,
geolocation, device type, timestamp, and email client – results vary depending
on user’s settings) from targeted victims every time an email is opened. These
invisible images are automatically downloaded on most systems with standard,
default browser settings and are creating a log-entry at the tracking server at
every email view or visit to a tracking website. So email tracking is possible
because modern graphical email clients allow rendering a subset of HTML and
although JavaScript is invariably stripped, embedded images and stylesheets are
allowed. As the authors of [11] mentioned there hasn’t been much research done
lately on the privacy implications of CRMs and email trackers.

2.4 Bluetooth - and Bluetooth Low Energy (BLE) Devices

Bluetooth and BLE have emerged as the de facto communication protocols for
many of the new Internet of Things (IoT) devices, e.g. smart TVs, smart speak-
ers, cameras, fitness trackers, wireless headphones, cars, medical devices, and
even shoes. And although these two different categories of Bluetooth-enabled
devices are incompatible with each other, some devices, like smartphones and
laptops, tend to support both protocols and therefore can communicate with
both types of devices.

In both cases, there are three main states that these devices can operate on:
advertising, scanning, and connected (aka. paired). To get two Bluetooth- (or
BLE-) devices connected, one device should be in “advertising” mode, broad-
casting packets, whereas the other has to scan for such packets. The scanning
device may then decide to initiate a connection if the advertisement packets
indicate that the advertising device allows it. In our experiments (see Sect. 3.2
we simulated both of these modes. We used small BLE-transmitters, i.e., Blue-
tooth beacons, to simply broadcast data (e.g, a URL) that could be discovered
by any Bluetooth-enabled device, e.g., a smartphone equipped with an applica-
tion (e.g. a retailers’ application) that is silently scanning for such packets. Once
the smartphone application gets close (within 70 m) to the beacons and discovers
their packets, it will send data back to the retailers’ server and the application on
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the smartphone will probably be prompted to display a targeted advertisement
based on this user’s browsing history. Retail chains in the U.S., including Tar-
get, Walmart, Urban Outfitters, Sephora, have embraced such Bluetooth-based
technology to connect and interact with customers [15].

But scanning Bluetooth-devices are not necessarily used with mobile appli-
cations. Instead they can also be used to “fingerprint” individual users by listen-
ing to advertising packets broadcasted by nearby Bluetooth-discoverable devices
and record information contained in them, including but not limited to (1)
device name, (2) MAC address, (3) services’ ids (UUIDs) and signal strength
(RSSI), which also implies the distance from the scanner. More details on this
are included in Sect. 3.2. Fawaz et al. [13] conducted an extensive study across 214
BLE-enable devices to conclude that Bluetooth (and BLE) advertising messages,
leak an alarming volume of artifacts that permits the tracking and fingerprinting
of users. Similarly, the study in [10] focuses on BLE-enabled fitness trackers and
finds that the majority of them use static hardware address while advertising,
which allows user tracking.

Based on these conclusions of these studies, a couple of empirical research
works were conducted to leverage the broadcasted data from BLE-devices to
locate and profile individual users. Apart from our work, Kolias et al. [16] also
utilized the broadcasted information by nearby-BLE devices for profiling users
but in our case we were able to combine and verify the data gathered by the email
and web-tracking experiments for our targeted group of users. Korolova et al.
[17] also tried to identify real users using BLE-packets but their threat model
is involving malicious mobile applications that allow for cross-app tracking, i.e.,
linking pseudonymous users of different apps to each other.

3 User Tracking Methodologies

With the term user profiling we refer to the collection of PII (i.e., email,
MAC address, IP address, etc.) for targeted unsuspected users through beacons
located on webpages or in a close proximity to these users’ Bluetooth-enabled
mobile devices. According to the results from our experiments, many users are
susceptible to this kind of tracking through emails, websites, hyperlinked con-
tent, and Bluetooth mostly because their default user settings do not block the
aforementioned tracking techniques.

Testing Environment: In order to simulate the setup of actual email market-
ing campaigns our testing email campaign was implemented using the Mailchimp
CRM tool. Our case study consisted of 85 participants, who signed up for our
email campaigns accepting the Mailchimp user agreement rules, as they would for
every other marketing campaign. Geolocation by Mailchimp [18] is done through
collecting the user’s IP-address during every email viewing. The accuracy of the
geolocation varies significantly between different device types and settings.

As for tracking over Bluetooth, we mimicked a typical retail environment
that utilizes multiple Bluetooth Beacons, specifically we used two Estimote LTE
Beacons, three iBKS105 Beacons by Accent Systems, and a RadBeacon USB,
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Fig. 1. Web-Stat analytics collected information

all acting as Eddystone Beacons broadcasting URLs. We then used the Phys-
ical Web iOS app [4] on an iPhone to capture the Bluetooth signals sent out
from our Beacons (as retailers apps would do). To monitor users’ reoccurring
appearances for longer periods of time, we utilized a Raspberry Pi 3 B+. The
Raspberry Pi was used for general scanning in multiple intervals of 5 consecutive
days. This way we were able to identify Bluetooth-discoverable devices in a 70 m
range and log reoccurring appearances unbeknownst to the target user. This
information was then cross referenced with the information collected through
email campaigns to create user unified profiles.

Threat Model: We assume that our adversary has access to all the web-, online-,
and Bluetooth-tracking mechanisms described in Subsects. 3.1 and 3.2 and not
only wants to monitor users’ online activity, but more importantly, gather infor-
mation about the locations they frequent and the times they do so. The adver-
sary can have various motives depending on their end goals: a) marketing and
campaigning; b) profit through a sale; c) personal-interest (stalking). Finally, we
assume that the attacker can be in a certain proximity to their victims in order
to complete the second stage of user profiling using Bluetooth-enabled devices.

3.1 Web Beacons

Based on our own user study [14], and previous user surveys [24], Chrome, Safari,
and Firefox are the three most used browsers. With this in mind, we chose to
conduct our case study using these browsers to best simulate a user’s environ-
ment when they are subject to tracking. Apart from the three popular browsers
we also tested widely known privacy focused browsers (i.e., Brave and Tor). In
addition to this, we tested different email providers i.e., Gmail, Outlook, AOL,
Yahoo, Apple Mail. Each email provider was tested on all 5 browsers in terms
of which one would provide the most detailed and accurate information when a
web beacon was injected in the email. CRM applications and several tracking
browser extensions (e.g., Streak and ContactMonkey) were used for injecting the
web beacon. To further the scope of our investigation and collect more informa-
tion for our targeted users, web analytics services i.e., Google Analytics, Stat-
Counter, Web-Stat were added to our targeted test website. Our monitored users
were lured to our website through campaign-emails, which happen to include the
shortened-URL by Grabify of our tracking website.

Figures 1 and 2 depict the information collected by the methods mentioned
above.
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Fig. 2. ContactMonkey collected information

Email Tracking: To simulate email tracking through marketing campaigns, we
used the most popular free CRM tool i.e., Mailchimp. Table 2 demonstrates a
side by side comparison of the findings from Mailchimp tracking versus findings
from free email tracking browser extensions i.e., Streak and ContactMonkey. To
follow the email marketing trend, in the first stage of our tracking procedure, 27
email campaigns using the Mailchimp service, were sent to our targeted group
of users, in the span of four months. For each user engaging with an email from
these campaigns, MailChimp was recording the view- and URL-click-rate.

Note that users of Mailchimp are not explicitly informed about the collec-
tion of their IP, geolocation, and other private information through these emails
neither at the time of subscription to the service and mailing list nor at any
later point in time. Through these email campaigns, we were able to collect also
device fingerprinting data and retrieve the participants’ most frequent locations.
The automatically generated user profiles and a sample of the collected data for
one of our test users are shown in Fig. 3.

Table 2. Email tracking services comparison

Service IP address Date and
time

Number of
opens

Location
provided

Location accuracy

MailChimp - CRM � � � Location used most frequently
when opening email campaigns

Streak - Browser
Extension

� � � Specific Town with WiFi enabled,
General City without WiFi

ContactMonkey - Browser
Extension

� � � � Specific Town with WiFi enabled,
General City without WiFi

URL Shorteners and Web Analytics. To improve the accuracy of the uni-
fied user profiles, we employed free URL-shorteners (e.g., Grabify, Bitly) to mask
the URLs (i.e, https://grabify.link/HXYE4S vs. google.com). Once the URL was
clicked, no matter the settings enabled on the user’s device (i.e., load remote

https://grabify.link/HXYE4S
http://google.com
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Fig. 3. Mailchimp’s generated user profile & tracking statistics

images, incognito mode, etc.), a log would be collected, as seen the one seen in
Fig. 4, for this figure WiFi was enabled. Moreover, when users clicked the short-
ened URL, they were redirected to our test website that was being monitored by
web analytics (i.e., Google Analytics, StatCounter, Web-Stat). Figure 1 shows a
log from Web-Stat, the tracking of this service was not affected by the presence
of ad-blockers on the user’s side.

3.2 Tracking Through Bluetooth

Taking advantage of users’ willingness to enable Bluetooth at all times, we were
able to collect user information through Bluetooth-discoverable devices. To sim-
ulate the Bluetooth tracking done by retailers we used Bluetooth Beacons (see
Testing Environment) and the Physical Web iOS application to capture the sig-
nals broadcasted by the beacons. We were also able to direct users to our website
through our test beacons without the need for a user to have downloaded our
own app. To initially explore tracking through Bluetooth, we used free applica-
tions such as BlueCap [1] and NRFConnect [3] to identify nearby beacons and
Bluetooth-enabled devices (including those of our targeted users). Through our
scans, we were able to collect data which included linkable PII such as device
name, UUID, and device type of our target users. However, the disadvantage of
these scanning apps is that they don’t keep any log of reoccurring users.

To bypass this limitation we used a Raspberry PI to simulate what these
scanning apps were doing for a longer period of time, created a permanent log
of reoccuring users. In general, any computer with BLE capabilities running
any Linux distribution with the Bluez stack [2] suffices for our tracking tasks. In
addition to the data we could recover from the scanning apps, with the Raspberry
Pi we were able to recover the MAC address of the Bluetooth enabled devices
within close proximity to the scanner. However, it is important to note that with
Bluetooth scanning applications iPhones and iPads do not include the full device
name that includes the owner’s name, however with the Raspberry Pi scanning,
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Fig. 4. Grabify link shortener collected information

the full device name (which often includes owner’s name) is given. In order to
track a specific user using only scanning applications we would have to manually
collect the data of appearance. Using the Raspberry Pi we continuously scanned
for BLE, Bluetooth, and IoT devices (i.e., fitness watches, wireless headphones,
etc.) based on their MAC address and automatically created a permanent log of
every appearance for a targeted user.

4 Results and Conclusions

4.1 User Study

We conducted an online anonymous survey of 325 participants recruited through
popular forums and groups online and over email in order to better understand
user browsing habits and whether users’ are aware of the online tracking we
described in Sect. 3.1. The main section of the survey included also questions
regarding subscription to retailer’s email campaigns and familiarity of the partic-
ipants with privacy-related online common practices (e.g., Ad-blockers, private
browsing). A separate section was added for participants who themselves used
email tracking tools (e.g. Browser extensions, CRMs) to better understand their
motives as well as their understanding of these technologies.
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Of our 325 participants, 86.5% of participants were between 18 and 44 years
old, 6.2% were between 45 and 54, 4.7% were over 55 and 2.2% were younger
than 18. 42.2% of the participants described their “knowledge of computers and
new technology” as proficient, 39.7% as competent, 6.5% as experts and 11.7% as
advanced beginners or novice users. Regardless of their self-identified computer
knowledge though, there was great consent in the answers to the question “Have
your ever chosen “I agree” to legal terms and conditions agreement after hardly
giving it a glance?”, with 98.8% of the participants answering “yes” to this
question as shown in Fig. 5.

Fig. 5. Results: users knowledge and agreeing to privacy policies

Fig. 6. Results: software & extensions for blocking and email campaign users

Our survey also showed that although the majority of our participants are
aware that their online activity is tracked and therefore 62.2% of them use at
least one of the popular practices to limit this tracking (e.g. ad-blocking software
or privacy-focused browsers), still 94.2% are subscribed to email campaigns from
retailers and other popular services (e.g. LinkedIn), shown in Fig. 6. This leads
us to believe that users are mostly unaware of the tracking they are subject to
through email-campaigns and web-analytics tools.
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4.2 Comparison of Email Tracking Extensions

When testing with various email providers and methods of opening emails, we
found a varied outcome of user information collected depending on device set-
tings, email provider, and how the emails were opened (i.e, Apple Mail, App,
Desktop). With default email settings on, the most insecure method of opening
emails was found to be Apple Mail application which shares location, IP, device
fingerprint, etc. no matter the email provider, as seen in Table 3. However, the
Wi-Fi setup (on or off) skewed the accuracy of the location retrieved. Our results
indicated that having Wi-Fi on gave the IP address which was then geolocated
to the user’s current address. Without Wi-Fi enabled, a less precise location
was collected, showing the surrounding city rather than the specific town when
(results from Wi-Fi on). The most secure emails were opened via the Gmail
mobile or desktop application, which did not reveal any info other than when
the email was opened. With the Gmail app (on either mobile device or Desktop)
no information was revealed apart from the date and time of the email views.

Table 3. Tracking browser extensions through various email clients

Services Information collected

AOL opened on Apple Mail - Streak: City, Date & Time, Device, # opened

- Saleshandy: City, Date & Time, Device, # opened

- Docsify: City, Date & Time, Device type, # opened

- ContactMonkey: IP, City, Date & Time, Device, # opened

Outlook opened on Apple Mail - Streak: City, Date & Time, Device type, # opened

- Saleshandy: City, Date & Time, Device, # opened

- Docsify: City, Date & Time, Device type, # opened

- ContactMonkey: IP, City, Date & Time, Device, # opened

Gmail opened on Chrome Incognito Mode - Streak: “gmail - unknown location”, date & time, # opened

- Saleshandy: “read using gmail”, date & time, # opened

- Docsify: “gmail proxy”, date & time, # opened

- ContactMonkey: “using gmail”, date & time, # opened

4.3 Comparison of Web Analytics Tools in Terms of Tracking

After understanding how a user profile can be engineered as well as the extent of
information the average user is vulnerable to sharing, we then began to search
for ways to stop or limit this profiling. Various methods of blocking tracking
were tested (in Table 4) to determine whether or not these methods deemed to
live up to their pre-conceived functions. Ad-blockers which claim to block invis-
ible trackers, including Ghostery, PrivacyBadger, uBlockOrigin, etc. all deemed
unsuccessful in blocking tracking through emails and did not block web-analytics
tool Web-Stat, still able to retrieve PII which includes the IP address. How-
ever, common web-analytics services including StatCounter and Google Analyt-
ics were successfully blocked. On a different note, popular “Private” browsing
options, including DuckDuckGo, Brave, and Firefox were still susceptible to
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email tracking, however, two forms of web-analytics were blocked (StatCounter,
Google Analytics), but Web-Stat remained unblocked and logged user visit infor-
mation.

Table 4. Web analytics services

Service Information collected Private browsers
(Brave, DuckDuckGo,
Firefox)

StatCounter IP address
Location Data
• wifi on: specific town
• wifi off: surrounding city
Number of visits
User engagement (i.e clicks,
scrolling)

Successfully blocked
by private browsers

Google Analytics Location Data
• wifi on/off: surrounding city
Number of visits
User engagement (i.e clicks,
scrolling)

Successfully blocked
by private browsers

Web-Stat IP address
Location Data
• wifi on: specific town
• wifi off: surrounding city
Number of visits
User engagement (i.e clicks,
scrolling)

Not blocked by
private browsers

Grabify IP address
Location Data
• wifi on: specific town
• wifi off: surrounding city
Number of visits
Browser fingerprint
Device fingerprint

Not blocked by
private browsers

A misconception we have also come to find is that the “Incognito” and “Do
Not Track” modes are frequently thought to block tracking while browsing.
Through the use of survey studies [14], we found that most users do not use and
others have misconceptions about incognito mode browsing. While 27.1% do not
use these modes, 16% of users believed their IP address was hidden from web
tracking when using incognito modes. In reality, incognito mode is an internet
browser setting that prevents browsing history from being stored. In contrast,
with normal browsing, when you visit any web page, any text, pictures, and cook-
ies required by the page are stored locally on your computer, and any searches or
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forms filled out are stored in the autocomplete field. Although nothing is stored
on your computer in private mode, users are definitely not anonymous. Each
page that a user visits reveals their IP address therefore geolocation can still
occur, and user profiling techniques can still be applied.

Table 5. Bluetooth scanning services/techniques comparison

Application Device
name

UUID MAC
address

RSSI Device
model
number

Device
manufacturer
name

Services UUID
and properties
(e.j., write, notify)

BlueCap � � � � �
NRFConnect � � � � � �
Raspberry Pi � � � � �

Fig. 7. Results: incognito mode

4.4 Bluetooth Tracking Tools

Our experiments proved that using a combination of the BlueCap BLE and
NRFConnect scanning application to first identify a user, then a Raspberry Pi for
reoccurring scanning and logging of the user’s device successful in learning a users
habits at a specific location. The Raspberry Pi detects IoT devices (i.e., fitness
watches, wireless headphones, etc.), laptops, and phones. By collecting a specific
user’s device name, which we assume includes a variation of their first name,
we are able to collect information about this device including the MAC address
and RSSI. The detection of phones in our scanning though is dependent on the
manufacturer and user settings, for example, Huawei smartphones were always
detected but iPhones and Samsungs phones had to be paired to an IoT device
in order to be detected. To define user habits of a specific location, we logged
the timestamp and distance (RSSI) of a specific user with each reappearance.
Table 5 includes the details of the data collected by each one of the technologies
mentioned above.
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4.5 Unified User Profiles

To simulate unified user profiles, a combination of all tracking methods were
applied to each of the our target users. As Fig. 8 shows, there are two ways we
do user tracking, through web and Bluetooth tracking. First, we track a targeted
user online given the users email address. We track a user everytime they open
an email sent from our marketing campaign on their desktop, mobile, or laptops.
Each marketing campaign that is sent has web beacons and includes hyperlinked
content using URL shortener loggers. Then either the user will visit our tracking
website, or they are requested to fill out a form with their information, either
way we will collect the same end information.

On the other hand, we integrate tracking of targeted users through their
Bluetooth-enabled devices. We can either have the same result as web tracking
through our beacons that are broadcasting a tracking website; so in this case, our
targeted users do not have to be subscribed to our email campaigns. Or, we can
take advantage of their Bluetooth devices and create a log of each reoccurring
appearances and timestamp when the user, or their IoT devices, are within a
certain range. The comprehensive unified user profile is then created combining
both methods of user tracking, as shown in Table 6.

Fig. 8. Different tracking methods for a single test-subject.

5 Countermeasures

In the final stage of our work, we looked into countermeasures against those
prevalent tracking methods. We examined widely known techniques that are
thought to be solutions to limit user tracking.

5.1 Web Beacon Tracking

Blocked Images: The only permanent solution we have found to end tracking
via emails that doesn’t involve the email providers is disabling the “load remote
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Table 6. Comprehensive unified user profile

Information Technology used Final user profile of test user

IP address Grabify URL Shortener,
Email Tracking, Web
Analytics

147.4.36.79

Physical address Geolocated 1000 Hempstead Turnpike, Hempstead, NY 11549

Device name Raspberry Pi, Bluetooth
Scanners

Edden’s MacBook Pro

Device fingerprint Grabify URL Shortener,
Email Tracking, Web
Tracking

Date/Time: 2020-01-18 18:45:04
Country: United States
City: Hempstead, New York
IP Address: 74.101.244.64
Incognito/Private Window: No
Screen Size: 1440× 90
GPU: Intel(r) Iris(TM) Plus Graphics 640
Browser: Chrome (79.02945.117)
Operating System: Mac 10.14.6
Device: Apple
User Agent: Mozilla/5.0 (Macintosh; Intel Mac OS X
10 14 6) AppleWebKit/537.36 (KHTML, like Gecko)
Chrome/79.0.3945.117...
Platform: MacIntel

MAC address Raspberry Pi 38:F9:D3:88:58:B0

UUID of device Raspberry Pi, Bluetooth
Scanners

B9407F30-F5F8-466E-AFF9-25556B57FE6D

User name or email Mailchimp, User Survey Edden

Distance logged Raspberry Pi, Bluetooth
Scanners

Sat Feb 22 19:03:41 2020, RSSI: -72; Sat Feb 22
19:03:47 2020, RSSI: -66; Sat Feb 22 19:04:03 2020,
RSSI: -57;
Sat Feb 22 19:06:29 2020, RSSI: -65; Sat Feb 22
19:07:08 2020, RSSI: -52; Sat Feb 22 19:07:45 2020,
RSSI: -62;
Sat Feb 22 19:08:43 2020, RSSI: -70; Sat Feb 22
19:10:29 2020, RSSI: -52; Sat Feb 22 19:10:53 2020,
RSSI: -42...

images” setting, essentially blocking all images from the email and giving the
user the option to decide on their own and for every email separately whether
they want to view the images. Although this is a viable solution against user
tracking through email web-beacons, it severely diminishes the quality of cam-
paign emails that users have signed up for so this will not be a decision that
the regular user will make lightly. Another solution against email tracking are
some web browser extensions (i.e., Trocker [6], UglyMail [7], PixelBlock [5]) that
detect, notify, and block tracking pixel within emails. All three pixel-blocking
extensions mentioned are available for Chrome and Firefox browsers, and used
with Gmail and Trocker is used on Outlook as well. Although based on their
reviews they do not seem to be always successful, they are still a good compro-
mise. That being said, not all email providers and browser types would have this
option to specifically block tracking pixels in emails.

VPNs: Another blocking technique we tested to limit web tracking was using
a VPN. Although this creates another problem since VPN are just glorified
proxies, in the sense that the VPN provider gets access to all user traffic.
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Despite this, when using a VPN with web-analytics, email- and link- track-
ing were successfully bypassed, providing the VPN location, instead of the user
location. However, device types, client settings, timestamps and number of views
were still accurate.

Cookies: As for web-based tracking, even though again user experience will be
affected, we found when disabling all (third-party) cookies on Google Chrome
and Firefox the tracking methods were severely affected, however, enabling this
setting restricts the usage of many websites. For example, websites such as Gmail,
LinkedIn, Facebook, etc. will not allow a user to log in without having cookies
enabled. Even when adding these websites to the whitelisted links will not allow
users to log in, unless cookies are enabled. Note that on Google Chrome and
Firefox blocking third party cookies was successful in stopping web analytics
based tracking, however this same setting on Safari did not block web analytics
tags. However, blocking cookies is not effective against link tracking as our tests
on Google Chrome, Safari, and Firefox showed.

Ad-Blockers: Ad-blockers proved effective against widely known web analytics
(i.e., Google Analytics, StatCounter), however, they did not block email track-
ers, or WebStat analytics tracking, or URL shorteners. Ad-blockers are a good
solution to block from well known services, but are still not a bulletproof solution.

5.2 Bluetooth Tracking

Turn Off Bluetooth: The most secure way to prevent all Bluetooth based
tracking would be to turn off Bluetooth on our mobile and laptop devices, and not
utilizing and Bluetooth dependent technologies such as fitness watches, wireless
headphones, automobile handsfree speakers, etc. However, it is highly improbable
that users will be willing to stop using these devices. Especially as technology is
becoming more Bluetooth dependent (i.e., wireless devices).

Rename Devices: To limit the tracking that can be done through Bluetooth,
we suggest renaming devices to protect against personal interest tracking.
This will not mask all information about a device, but only the owner’s name.

6 Discussion and Future Work

While there are advantages in targeted advertising and BLE services for the
convenience of end-users, they can be overcome by the inherent privacy risks
of such systems, especially since in most cases no user approval is required for
this tracking. We have demonstrated how even low-skilled adversaries with inex-
pensive equipment can successfully achieve tracking of targeted users, violating
end-users privacy. And although there are countermeasures to limit user track-
ing if users decide to protect themselves from this constant tracking (e.g., install
Ad-blockers, change default settings on email-providers, use VPNs, deactivate
Bluetooth), we should not take for granted that the average end-user understands



Did I Agree to This? Silent Tracking Through Beacons 443

the consequences of such tracking, or knows how to activate these countermea-
sures on their devices. Especially for the very young and the very old users, that
usually lack the knowledge and/or the willingness to protect themselves. In such
cases, privacy-focused browsers, e.g. Brave, that by design block user tracking
and data collection, through built-in Ad-blockers, might be a good compromise.

Our future work will focus on the development of user-friendly notification
mechanisms, for email-campaign tracking, so that the regular user can easily
be aware of the extent and the frequency of this tracking in their day-to-day
communications. We also plan to build a mobile application for logging the use
of the Bluetooth-controller on mobile-devices so that the privacy-aware owners
of smartphones will be able to easily identify the installed applications that
are sending out data over Bluetooth so that they can make informed decisions
regarding the applications on their device.
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Abstract. Current research often tries to measure trust in technology
or argues about the possibility or plausibility of trust in technology, while
neglecting other influences Information Technology artefacts (IT) might
have on situations involving trust. To broaden the outlook on this area,
this article focuses on perspectives that can be taken in terms of the
roles IT might play in interactions that involve trust. The results of this
theoretical approach provide a role framework for IT in trust-related
interactions distinguishing the role of IT between a) a simple interaction
enabler between two other entities, b) a mechanism for mitigating risk
in an interaction between two other entities, c) a tool used in an interac-
tion, and d) a trustee in an interaction. In addition, assumptions on the
differences these roles might have on the perception of the users, i.e. reli-
ability, control, and trust, are given for each role. Giving future research
and practitioners the possibility to use the roles of the framework as
lenses for further work in the area.

Keywords: Trust · Human Computer Interaction · Information
Technology Artefacts · Theory · Framework

1 The Trust and IT Controversy

A recent article about seven Grand Challenges in Human Computer Interaction
(HCI)[25], identifies trust issues as an important factor in three of the uncovered
challenges, i.e. “human-technology symbiosis”, “ethics, privacy, and security”, as
well as “well-being, health, and eudaimonia”. A deeper look into the interplay of
trust and technology seems therefore necessary to further develop the field of HCI.

The role of Information Technology artefacts (IT) in trust-related interac-
tions between entities is a disputed topic in academia, where most literature
focuses on examining IT as the trustee, the object or party into which is trusted
[11], of an interaction. These studies have tried to measure trust in technology
with specifically developed measures in recent years [13,26]. Besides this applica-
tion of measures, a long ongoing debate exists, if it is reasonable or even possible
to consider the perception of trust in human-made, non-living objects, such as
IT. On the one hand, Friedman et al. have once stated “people trust people, not
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technology” [6], which is backed by Solomon and Flores [24], thereby arguing
that what we perceive when interacting with IT is only technical reliability and
not trust. On the other hand though, Computers are Social Actors (CASA) [15]
and Social Response Theory (SRT) [14] show people applying social norms to
technology in experiments. The interplay between IT and trust thus remains
disputed, which often resulted in an undifferentiated view as rather a question
of faith to the general possibility of trusting IT, fading out other potential influ-
ences IT might have on trust-related interactions, and raising the question, if
IT’s only purpose in these interactions is the role of a potential trustee.

This article therefore aims to discuss the different roles that IT can take
in interactions involving trust in a more differentiated way. Instead of a general
understanding about trusting IT as either always possible or not, a set of different
roles these artefacts can take in interactions with humans, depending on the
specific context of the situation, is proposed. This includes additional relations
between IT and trust, besides specifying IT as the object of trust. It should also
provide scholars and practitioners with a better understanding on how trust and
IT can be linked and influence each other. Consequently, the research questions
of this work are:

RQ1: What are the roles that IT artefacts can take in trust-related interactions?

RQ2: What might be the effects of these roles on the perception of the user?

Due to the abstract nature of the above stated research questions, a theoretical
approach is used in this article to propose a novel framework, which analyzes
and describes, according to the classification of theory in the information sys-
tems discipline by Gergor [8], the roles of IT in trust-related interactions and
their effects on the user’s perception. In this case, relying on social sciences and
psychology for an understanding of trust, which is then applied to a generalized
interaction model involving IT, providing a more comprehensive perspective on
the problem at hand.

Resulting from this approach, the rest of the article is structured as follows.
In Sect. 2, the relevant fundamentals of trust are discussed. Then, a general
interaction model for interactions that are related to trust and IT is deduced in
Sect. 3. Based upon this, a framework showing perspectives, roles, and resulting
effects on user’s perception for IT in trust-related interactions is presented in
Sect. 4, followed by a discussion of the work’s limitations and implications for
research and practice in Sect. 5. In the end, a conclusion of this work is provided
in Sect. 6.



Perspectives on IT Artefacts in Trust-Related Interactions 447

2 Trust

Trust has been researched for many decades with different definitions and con-
ceptualizations for its application fields, such as psychology, sociology, economics,
and computer science [1]. In this section, a definition and conceptualization of
interpersonal trust is given in 2.1, with risk, as an important contextual factor,
discussed in 2.2, and trust in technology, as a specific form of trust involving IT,
introduced in 2.3.

2.1 Trust as an Interpersonal Concept

For the purpose of this article, trust is defined according to Mayer, Davis, and
Schoorman as

“the willingness of a party to be vulnerable to the actions of another party
based on the expectation that the other will perform a particular action
important to the trustor, irrespective of the ability to monitor or control
that other party” [11].

Important elements from this definition are the willingness to make oneself vul-
nerable, the expected action of another party, the importance of that action to
the first party, and the incapability to monitor or control the situation [11]. This
definition is widely used and integrates elements of many other often used defi-
nitions, such as the one from Rousseau, Sitkin, Burt, and Camerer, who set out
to create an interdisciplinary definition, which states that “[t]rust is a psycho-
logical state comprising the intention to accept vulnerability based upon positive
expectations of the intentions or behaviour of another” [18]. One benefit of using
the interpersonal trust definition by Mayer et al. is that they also conceptual-
ized a model for measuring and further breaking down trust and its surrounding
factors (see Fig. 1)[11].

The model describes the relationships between the relevant constructs for
trust, which are [11]:

– an entity who is trusting, the trustor, with its general propensity to trust
others,

– an entity in whom is trusted, the trustee, with its trustworthiness, based upon
different antecedents,

– perceived risk in a situational context, and
– a resulting behaviour leading to an outcome, which then effects the trustwor-

thiness of the trustee.

It should be noted, that there is no clear finite set of properties that influence
a trustee’s perceived trustworthiness. Mayer et al. have identified ability, benev-
olence, and integrity to be crucial antecedents for interpersonal trust [11]. Other
studies though have identified additional potentially important antecedents,
influencing the perceived trustworthiness, often depending on the properties of
the selected trustee [10].
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Ability

Benevolence

Integrity

Factors of 
Perceived 

Trustworthiness

Trust Risk Taking in 
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Perceived Risk

Outcomes

Trustor’s 
Propensity

Fig. 1. Interpersonal trust model according to Mayer, Davis, and Schoorman [11]

2.2 Risk as a Contextual Factor

Besides the properties of trustor and trustee, the situational context is also
highly relevant for trust to result in behaviour, a so-called trusting action [4,11].
One key contextual factor of trust is perceived risk, which is directly linked to
vulnerability. Mayer et al. describe this relation as:

“Making oneself vulnerable is taking risk. Trust is not taking risk per se,
but rather it is a willingness to take risk.” [11].

Trust is therefore important to overcome risk in a situation, because an action
under risk involves willingly making oneself vulnerable, which is a key component
of the definition of trust.

2.3 Trust in Technology

Under the assumption that IT can be trusted, a few changes to the interper-
sonal trust model above become necessary. With the conceptualization of IT as
a trustee, the properties of the trustee that work as antecedents of trustworthi-
ness, had to be changed away from properties of people to properties of technol-
ogy. One commonly used translation of these properties was done by McKnight
et al. [13]. In order for this to work, they remapped the trustworthiness factors
identified by Mayer et al. [11] in the following way [13]:

– instead of ability, the degree of supporting the required functionality of an
IT artefact is used,

– instead of benevolence, the degree of helpfulness through helper functions of
IT is used, and

– instead of integrity, the reliability of IT is used.
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With this remapping of antecedents of trustworthiness, it is possible to measure
the trustworthiness of IT and consider it as a trustee in a trust relationship or
interaction.

When evaluating IT or assessing its broader societal effects, models and theo-
ries, such as the Technology Acceptance Model (TAM)[5] and the Unified Theory
of Acceptance and Use of Technology (UTAUT)[27] can be used to measure the
acceptance, intention to use, and adoption of IT. The question of users trusting
technology can be important in this context, with multiple studies identifying
trust in IT or its trustworthiness as an important additional factor in a user’s
acceptance, intention to use, or adoption of an artefact [7,13,20,23]. Besides
these outcomes, Thielsch et al. have also discovered the influence of trust in
information systems on well-being, performance, and stress [26], which could
relate to IT itself as well.

3 Trust-Related Interactions

Resulting from the given definition and conceptualization of trust (see 2.1), an
interaction between trustor and trustee can be used to abstract and analyze a
situation involving trust and IT. To find additional roles IT can play in these
situations, a model of trust-related interactions with their potential ways of IT
involvement is derived. As a starting point, a person (or user) is defined to be
the trustor in the interaction. In terms of relevant trustees, with whom a per-
son can interact, interpersonal trust and trust in technology have already been
covered in 2.1 and 2.3. They are also included in the interaction model. Besides
these, various other trustees have also been researched in the literature. For the
purpose of this article, it can be argued that especially trust in organizations
is of additional interest, because organizations provide the user with IT and
are therefore potentially perceived to be associated with it [17,21], e.g. govern-
ments [28] and companies [9]. Therefore, organizations will be considered in the
abstraction of the interaction as well. The trust-related interaction itself takes
place between trustor and trustee in a situational context that involves risk. The
resulting interaction model is illustrated in Fig. 2.

In the model, IT is already included as a trustee. But besides being a potential
direct interaction partner, IT may serve other purposes in the context of the
interaction as well. Following Söllner et al. [22] in differentiating between IT as
a mediator or as a trustee, the positioning of the IT artefact in the interaction is
set accordingly. Hence, an IT artefact is either a mediator within an interaction
between two other entities, effectively providing a form of infrastructure, or the
target of an interaction. It is noteworthy to say, while one IT artefact may serve
as the trustee of the interaction, another may act as a mediator at the same
time.



450 H. Koelmann

Interaction

Trust?

IT as a mediator
(infrastructure)

IT as a direct 
interaction partner

Risk

Organization

IT Artefact

Person

Fig. 2. Trust as an interaction between different entities.

4 Perspectives on IT Artefacts in Trust-Related
Interactions

This trust-related interaction model can now be analyzed to find potential roles
that IT artefacts can take within the interaction. In this section, the following
identified roles for IT are discussed:

1. an interaction enabler between two other entities (see 4.1),
2. a mechanism for mitigating risk in an interaction between two other entities

(see 4.2),
3. a tool used in an interaction (see 4.3), and
4. a trustee in an interaction (see 4.4).

In addition, different terms for the influence on the interaction as perceived
by its users are assigned to the roles and discussed further in the article. These
include the perceived reliability of an artefact, the change of perceived control
during the interaction, and a distinction for IT as interaction partners for which
either reliability or trust is perceived. These roles and perception concepts are
also visualized in Fig. 3.

It is important to note that IT can potentially fulfill each of these roles
depending on the interaction or the scientific perspective taken on the interac-
tion. To further clarify the roles and their interplay, an encrypted messaging
service is used as a running example throughout this section.

4.1 IT as an Interaction Enabler

The first identified role is IT as an interaction enabler. It can clearly be identified
when seeing IT as a mediator or infrastructure between a trustor and a trustee.
IT can be used as a platform or channel for trustee and trustor to act, enabling
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Fig. 3. Roles of IT in trust-related interactions.

the interaction. The parties represent themselves digitally or use digital channels
within their trusting relationship. In this case, the interaction is based upon
the use of technology to facilitate the interaction in any form possible. The
interaction involving that role is visualized in Fig. 4.

Interaction

Risk

Organization

Person

Trust?

Fig. 4. IT as an interaction enabler

By using IT as an enabler for the interaction, IT can introduce new risk, such
as potential system failures, affecting the interaction [6] and possibly alter or
distort the perceived trust between parties involved, due to differences in media
compared to non-digital alternatives [3]. In terms of the trusting relationship,
the involved parties rely on it to work, to be able to interact with one another.
Therefore, IT needs to be reliable in this trust interaction. The important factor
for the user’s perception is therefore reliability.

Every IT artefact that is capable of providing the basis of an interaction can
potentially take this role. In the example of an encrypted messaging service, the
service provides the means to interact digitally on which users rely upon to work
as a basis for their interaction.
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4.2 IT as a Risk Mitigation Mechanism

The second identified role is IT as a risk mitigation mechanism. From the per-
spective of IT as an infrastructure, IT can be used to mitigate the involved per-
ceived risk in the context of an interaction. Hereby not affecting trust between
the two parties per se, but rather the outcome of a trust evaluation against the
perceived risks involved, resulting in a potentially different trust-based action
[4]. This role is depicted in Fig. 5.

Interaction

Organization

Person

Risk

Trust?

Fig. 5. IT as a risk mitigation mechanism

By actively mitigating the amount of perceived risk involved in a situation,
IT acts as a control system for the context in which the interaction takes place
[19]. IT taking this role is thus affecting the perceived control over a situation.

In the example of an encrypted messaging service, especially the encryption
of the transferred massages stands out to be of importance for mitigating the risk
in an interaction, e.g. involving to talk about activities that involve high amounts
of risks, such as submitting information out of crisis regions [12]. Other examples
of IT use mitigating risk can be found in additional forms of transparency or
obfuscation technology. Recent developments in blockchain technologies are even
often called trust-free technologies or ecosystems [2,16], because trust becomes
irrelevant through control in their contexts.

4.3 IT as a Tool Used in an Interaction

The third identified role is IT as a tool used in an interaction. In this case, IT is
viewed from the perspective of IT as the interaction partner, which is visualized
in Fig. 6.

According to Solomon and Flores, trust, as “a function of human interaction”
[24], only applies to beings with agency, responding to our actions according to
their own attitudes towards the situation and their own intentions [24]. Following
this logic, IT artefacts cannot be considered to be trustworthy in a reciprocal
relationship on which trust usually is based [24]. Shneiderman put the perception
and related behavior of a human user towards IT the following way:
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IT ArtefactInteraction

Risk

Fig. 6. IT as an interaction partner

“If users rely on a computer and it fails, they may get frustrated or vent
their anger by smashing a keyboard, but there is no relationship of trust
with a computer.” [21]

For any trust-related interaction involving IT, this would mean that we won’t
be able to view IT as the trustee in the interaction, but would have to refer to
IT’s perceived reliability when using the perspective of IT as the interaction
partner.

When considering the example of an encrypted messaging service, this would
mean, using the perspective of IT being the direct interaction partner, the impor-
tance of the perceived reliability of the service is the important perception for
its user.

4.4 IT as a Trustee in an Interaction

The fourth and last identified role is IT as a trustee in an interaction. This role
is depicted in Fig. 7, which strongly resembles Fig. 6, differing only in an added
trust relationship. When directly interacting with IT, the IT artefact might also
be seen as the trustee in a user-to-IT trust relationship.

IT Artefact

Interaction

Risk

Trust?

Fig. 7. IT as a trustee in an interaction
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CASA [15] and SRT [14] provide insights into how people apply human
behaviour, such as social norms, towards technology. It is important to note, the
people in the experiments, examined to demonstrate the attribution of human
traits to IT through users, were aware that their behaviour might seem unrea-
sonable [15]. Nass et al. derived from this that human “individuals’ interactions
with computers are fundamentally social” [15]. Following this line of argument,
a user’s perception in an interaction with IT as the direct interaction partner
may include the perception of trust in IT.

Looking back into the example of an encrypted messaging service, the user
might perceive trust in the service and therefore be willing to use it even in
situations involving a high amount of perceived risk.

5 Discussion

The proposed framework of roles that IT can take in trust-related interactions,
has some limitations and implications for academics as well as practitioners.

Limitations of the Framework. Since this is a theoretical article, the con-
ceptual framework still needs to be tested to fully prove its actual usefulness for
academia in future research and practice. Specifically, the distinction in terms of
IT as an interaction partner into reliability and trust needs to be clarified and
checked for proof, if this holds true. Therefore, the question of the plausibility
of trust in IT still remains open.

Implications for Research. This work shows that IT can have multiple impli-
cations on situations that involve trust, providing the possibility to use roles of
the framework as scientific lenses for research to fixate a certain perspective on
the analyzed artefact, while further examining it. Using these roles as lenses on
IT, scientists can differentiate properly, what effects they can expect for their
studies and measurements when using IT in a trust-related situation. It shows
that IT can fulfill different purposes in relation to trust, providing a more dif-
ferentiated look into what is actually happening.

In addition, resulting from this work, some additional open questions for
future research arise:

– How does IT as a risk mitigation factor affect interpersonal or person-to-
organizational interactions?

– Is trust in IT actually reasonable and under which circumstances?
– What are processes surrounding IT or attributes of IT that lead to the per-

ception of trust in IT artefacts by its users?
– How can IT be developed and used to work best according to the role or roles

it is fulfilling in relation to trust?
– What are roles in case of a more sociotechnical information systems

perspective?
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Research hence still needs to guide practice towards a better understanding of
the social interplay their developments encounter as well as what influences their
IT may have on their users.

Implications for Practice. Practitioners can use the proposed roles to think
about the influence their IT artefacts may have on the trust-related interac-
tions of their users and can evaluate as well as develop them according to the
social role they fulfill. Further work from researchers and practitioners should
find guidelines and best practices to better understand their influence points in
designing IT according to each potential role.

6 Conclusion

This articles answered what roles IT artefacts can take in trust-related interac-
tions and what the effects of these roles on the perception of the user might be
from a theoretical perspective. The resulting framework (Fig. 3) for IT and trust
shows clear roles IT can take in trust-related interactions. With the proposed
distinction between these roles, research and practice can gain better insights
into the effects of IT on the real social world.
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Abstract. Visualizations can enhance the efficiency of Cyber Defense Ana-
lysts, Cyber Defense Incident Responders and Network Operations Specialists
(Subject Matter Experts, SME) by providing contextual information for vari-
ous cybersecurity-related datasets and data sources. We propose that customized,
stereoscopic 3D visualizations, aligned with SMEs internalized representations
of their data, may enhance their capability to understand the state of their sys-
tems in ways that flat displays with either text, 2D or 3D visualizations cannot
afford. For these visualizations to be useful and efficient, we need to align these to
SMEs internalized understanding of their data. In this paper we propose a method
for interviewing SMEs to extract their implicit and explicit understanding of the
data that they work with, to create useful, interactive, stereoscopically perceivable
visualizations that would assist them with their tasks.

Keywords: Visualization design and evaluation methods · Cybersecurity · Data
visualization

1 Introduction

Cybersecurity visualizations provide Cyber Defense Analysts1, Cyber Defense Incident
Responders2 and Network Operations Specialists3 (all three roles will collectively be
referred to as Subject Matter Expert (SME) in this paper from here forward) with visual
representation of alphanumeric data that would otherwise be difficult to comprehend
due to its large volume. Such visualizations aim to efficiently support tasks including
detecting, monitoring and mitigating cyberattacks in a timely and efficient manner. For
more information about these and other cybersecurity related roles, see [1]. As noted
in [2], cybersecurity-specific visualizations can be broadly classified into a) network
analysis, b) malware analysis, c) threat analysis and situational awareness. Timely and

1 As designated PR-CDA-001 and bearing responsibilities for tasks identified in [18].
2 As designated PR-CIR-001 and bearing responsibilities for tasks identified in [18].
3 As designated OM-NET-001 and bearing responsibilities for tasks identified in [18].
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efficient execution of tasks in each of these categories may require different types of
visualizations addressed by a growing number of cybersecurity-specific visualization
tools (for examples and descriptions of such see [3, 5] and [6]) as well as universal
software with visualization capabilities. These tools could be used to visualize data in
myriad ways (for examples and descriptions of such see [7]) so that SMEs could explore
their data visually and interactively (for interaction techniques see [8]). These are crucial
qualities for SMEs, with emphasis on the importance of the low latency between SME’s
request for a change in visualization (change in applied filter, time window or other
query parameters) and rendering of the visualized response from the system [9].

The challenge in creating meaningful visual tools for cybersecurity practitioners is
in combining the expertise from specialists from the fields of data visualization and
cybersecurity so that the resulting visualizations are effective and indeed useful for their
intended users [10]. Further, creating visualizations useful for SMEs is not possible
without an in-depth understanding of the taskswhich the visualizationswill support [11].
Hence,we describe here amulti-part, semi-structured interviewingmethod for extracting
from an individual SME their internalized understanding of the dataset4 that represents
their protected environment, in order to create visualizations that align with their own
understanding of that dataset and thatwill enhance the SMEs and their colleagues’ ability
to understand and work with that dataset.

The proposed interview method is rooted in the tradition of participatory design
[12], a democratic form of design originating in Scandinavia. In participatory design
all stakeholders are involved in the design by directly designing the user experience.
Stakeholders are asked to not simply inform the design process but to contribute by
actually designing interfaces and interactions.

2 Background

Although there are other design approaches for developing data visualizations [13], we
identified the need for a cybersecurity specific method that would allow SMEs to create
spatial three-dimensional layouts of visualized elements, referred to as data-shapes,
that are specific to these SMEs datasets or data sources, in order to benefit from the
novel capabilities of Virtual and Mixed Reality headsets that can provide users with
stereoscopic perception of the data visualization environment.

We acknowledge that the efficiency of 3D data visualization has been subject to
controversy (as thoroughly explained in [14]) and that the usability of visualizations
overall are hindered by biological factors of the user (e.g. impaired color vision, impaired
vison): these and other concerns were covered in earlier papers of our project [15] and
[4]. Despite that, for the users who can use and who do find 3D visualizations useful, we
should provide methods they can use to create, and suitable technical tools to use useful
visualization of their data.Other research [16] has previously shown that stereoscopically
perceived, spatialized data visualizations may provide advantages for understanding

4 In the context of this paper, “dataset” refers to the collection of individual data sources, e.g.,
network flow data, log files, PCAP, databases and other stores (Elasticsearch, Mongo, RDB-s)
used by an SME at a particular organization.
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and exploring the types of multidimensional (often partially deterministic) datasets and
sources that SMEs work with.

The Virtual Data Explorer (VDE) software that may be employed for visualizing
cybersecurity specific datasets was covered in previous research [15] and [4]. For a data-
shape or their constellations to be useful, the SMEmust be able to readily map data into a
data-shape and choose visual encoding for its attributes so that the resulting visualization
will enhance their understanding of that data. Only once an SME is intimate with the
composition of the visualization and its relation to the underlying dataset or source can
the SME use that visualization to extract information from it.

In this paper we describe a mental model mapping method that may be used to
extract the necessary information for creating such data-shapes fromSMEswhile they’re
workingwith their actual data. Tovalidate the usefulness of the newvisualizations created
with this method, it would be beneficial to involve at least three SMEs from the same
group or company who are working with the same data so that the visualizations created
with each participant could be evaluated at the end of the process with other members
of the same group.

Visualization examples in this paper are showing NATO CCDCOE Locked Shields
CDX networks traffic dataset [4], Figures feature screen captures from VDE Virtual
Reality sessions.

2.1 Assumptions

The following assumptions underlie our work:
Assumption 1: Visualizations of different dimensions of network topology (func-

tional, logical, geographic) using stereoscopically perceivable 3D can enhance an SME’s
understanding of their unique protected network environment if the visualizations are
designed to match the individual SMEs mental model(s) of their environment’s raw
cyber data.

Assumption 2: It is possible to create data-shapes by interviewing SMEs in order to
identify hierarchies of entities and entity5 groups in their data that, when grouped by
their functions, could be arranged into a 3D topology.

2.2 Hypotheses

We hypothesize that enriching the 3D data-shapes with additional contextual informa-
tion that is derived from the queries that SMEs typically execute to find all relevant
information to their data-focused tasks could be of benefit, specifically:

1. 3Ddata-shapes enrichedwith contextual informationwill provide significant insights
more effectively in comparison with their alphanumerical representations and/or 2D
visualizations on flat screens.

2. 3D data-shapes enriched with contextual information will improve the efficiency of
operators’ workflow, e.g., seeking answers to their analytical questions.

5 “Entity” refers to any atomic unit that the user could encounter in the data that’s being investi-
gated. In the context of this paper for example: a networked computer, IoT device, server, switch,
but also a human actor (known user, malicious actor, administrator).
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3 Process

The overarching goal of the SME interview process is to identify the properties that
an SME seeks within the raw cyber data of their environment, i.e., their dataset, in
order to obtain answers to the analytic questions for their work role. To do this, we
must identify the relevant attributes of the data which enable the SME to form, verify,
or disprove hypotheses about possible incidents or noteworthy events relevant to their
work role. Based on the SME’s role and specific inquiry goal, we determine the desired
dimensions of data (entities, the relations of groups, subgroups, and sub-subgroups,
etc.) to be visualized. We then consider which properties should be represented by
which elements; an example of these dimensions and properties can be seen in Fig. 1,
where names of groups (e.g. “..Siemens Spectrum 5 power management..”, “Substation
equipment network”) are visible above the “blades” of a data-shape, while names of
subgroups (inside each group) (e.g. “Windows 10 workstations”, “PLC-s”, “Servers”)
are visible inside the “blades”, above the entities of that subgroup. To better grasp the
three-dimensionality of these shapes, see videos at https://coda.ee/M4C.

Fig. 1. Examining relationships and behavior of the entities of a group of groups.

This information is initially elicited through the first individual interviews with the
SME group (Session 1 Interviews) by asking a series of specific questions designed to
identify these groups and entities. In our example case, where we are visualizing the
functional topologies of computer networks, the entities are networked devices (server,
laptop, fridge, gas turbine’s controller, etc.) that can be classified into multiple different
groups (e.g., logical subnetwork, physical topology, geolocation, etc.). The relevant
grouping (i.e., business functions, found vulnerabilities, etc.) depends on the goal of
an SME’s inquiry. If the visualization goal was different, for example, to visualize
application logs, the initial interview questions should be adjusted accordingly.

https://coda.ee/M4C
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Once all the first interviews have been completed, we evaluate the layouts created
during the interviews (see Sect. 3.3).All or someof the layoutswill be implemented using
VDE (as described in [4]), either by creating new configuration files or implementing
necessary components inC# (orwith another visualization tool).Once done, the resulting
data visualizations shall be testedwith the data that the interviewed SMEswould be using
it with (or an anonymized version of it), prior to a second round of SME interviews.

During Session 2 interviews, subjects are expected to use the custom visualizations
with a VDE instance, that is rendering the data-shapes from actual data from the SME’s
environment to enable the SME to adequately evaluate the usefulness of the visualization.

3.1 Prescreening Questionnaire

Participants should be pre-screened to verify their level of expertise and work roles to
the participant pool. In our example case, SMEs working subject matter (e.g., computer
network activity data) for at least a year with the specific dataset of their protected
network environment (e.g., flow data, captured packets, Intrusion Detection System
logs, logs of endpoints and servers, vulnerability scan reports, etc.,) may be invited to
participate in the study.

3.2 Session 1 Interviews

In the beginning of each session, the interviewer explains the purpose behind the knowl-
edge elicitation and asks the SME for written permission to record audio and video
during the session. The interviewer then conducts a semi-structured interview using
guiding questions to learn the SME’s understanding of the norms, behaviors, structure,
context etc. of the available dataset (e.g., their computer network’s topology, logfiles,
etc.). In cases where the tasks or roles of the group being studied are different than
described in this paper, the questions should be adjusted accordingly.

To gather actionable information from an interview, it is imperative that the inter-
viewer quickly builds rapport with the SME to a level, that allows the SME to validate the
level of subject matter competence of the interviewer [17]. If the interviewee, a seasoned
SME, determines that the interviewer does not have a strong understanding of the related
tasks, data, or concerns, they may choose to skip through the interview with minimal
effort, rendering the efficiency and usefulness of the resulting visualization negligible.

Throughout the interview, equipment to support and capture the SME’s participation
in the design process must be available. Equipment could include a whiteboard, large
sheets of paper with colored pens, LEGO sets, a computer with access to the datasets the
SME could refer to, or other tools, that would help and encourage the SME to express
their perception of the structure of the data in three-dimensional space. With LEGO
sets, for example, they could lay out the structure of groups on the table and build them
vertically, to a limit. With whiteboard SME could sketch the possible visualizations,
while the interviewer may need to help with capturing its dimensionality.

The questions below are examples for how to enable the SME to think through their
knowledge of the targeted data and lay out the groups. Not only should these questions
be adjusted for the specifics of the role of the person and data source or data set, but
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also to the personality of the SME. The interviewer may need to adjust or rearrange the
sequence of the questions based on the responsiveness of the SME.

Question 1:What are the primary everyday tasks that require you to use large data
sources (datasets, data collections)?

The intent of this question is to build rapport with the SME, while finding out the specific
role of the interviewee and identifying the data that the interview should focus on. To
help the SME articulate their tasks, a list of tasks from the Reference Spreadsheet for
the NICE Framework [18] (respectively for PR-CDA-001, PR-CIR-001 and OM-NET-
001 or others) could be shown to the interviewee. Depending on the tasks identified,
interviewer could then choose which one(s) of the data source(s) relevant to the tasks to
focus on.

Question 2: What groups of networked entities participate in your computer
networks?

The intent of this question is to identify the nested groups of additional groups and
entities (in the data source that was identified in Q1) that could be laid out spatially. If
the interviewee can’t name any such groups spontaneously, the interviewer may suggest
the following examples:

Fig. 2. Closeup of an example of triples arranged in a cube shape.
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1. Physical entities, e.g., users, administrators, guests, known external actors (including
intruders).

2. Endpoints, e.g., user workstations and laptops.
3. Network infrastructure devices, e.g., switches, routers.
4. Virtual or physical networked services, e.g., Active Directory Domain Controller,

a file server, databases, network security services (DLP, SIEM, traffic collectors,
etc.), as well as physical computers running the virtualized containers, containing
the offered services.

5. Special purpose equipment, e.g., physical access control, Industrial Control Systems.
6. External partners’ services inside or outside the perimeter.
7. Unknown entities.

Question 3: What subgroups [and further subgroups] could there be within those
groups?

The intent of this question is to help the interviewee to consider differentways of thinking
about the dimensions of data and choose the better candidates to be represented by the
three axes in a 3D visualization, and the relative positioning of these groups.

See Fig. 2, where entities’ positions on XYZ axes are determined by:

Z) the group this entity belongs to (a subnet).
Y) subgroup (a functional group in that subnet: servers, networks devices, workstations).
X) entity’s sequential (arbitrary) position in that subgroup (for example the last octet of
its IP address).

Question 4: How would you decide to which group an entity belongs, based on its
behavior?

The intent of this question is to understand how to build the decision process for the VDE
(or other visualization interface) that determines where and how to show each entity in
the visualization.

Question 5: While working on task X (identified in Q1), what data source do you
investigate first (second, third, etc.), and what would you be looking for in that
data?

1. What questions are you asking while building a query to find relevant data in that
data source?

2. What clauses would you use to build a query on that data source to acquire relevant
information for this question?

3. Howdo you determine if the result returned by the query contains benign information
or if it requires further investigation from the same or other data sources?

4. What other data sources would you consult to validate if a finding is benign or
deserves further investigation?

5. If you’ve identified a recurring identifier, how do you implement its automatic
detection for the future?

6. Repeat {1–5} for other data sources relevant for the interviewee.
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Question 6: Please group the most relevant query conditions (or categories of
indicators) that you use in your tasks to group the found entities into groups of
three

This question elicits triples that will then be aligned on 3 axes to create 3D data-shapes.
Examples of potential triple groupings are shown in Table 1, while Figs. 1 and 2 show
a 3D data-shape for an individual triple. Multiple related triples can be presented in
constellations of data-shapes, as shown in Figs. 3 and 4.

Table 1. Examples for mapping identified groups to 3D axes (triples).

Axis Example 1 (see
Fig. 2)

Example 2
(combination of
addressing
components)

Example 3
(functional topology
of groups of entities
in an organization)

Example 4 (private
ad-dress space)

Z Entity group Subnet (e.g.,
10.0.x.0/8)

Organizational group
(marketing, admin,
HR, etc.) the entity is
part of

10.x.0.0/8

Y Entity subgroup last octet of
entity’s IP address

Team within larger
Org. group (accounts
payable/receivable)
the entity is part of

10.0.x.0/8

X Inter-subgroup
sequence

Active
ingress/egress port
nr

Sequential position in
the team (team
manager or staff; HQ
or satellite office)

10.0.0.x/8

The intent of this question is to gather necessary knowledge to create or identify
the queries that should be run to gather data for rendering the visualization of groups
identified in Question 3.

Question 7: Please arrange triples (see examples in Table 1) into a relational
structure on the whiteboard

The intent of this question is to encourage the SME to reimagine (and redraw if needed)
the groups and their arrangement into subgroups so that instead of just 3 × 3 rela-
tions, triples would be positioned spatially into a stereoscopically perceivable constella-
tion data-shape (see Fig. 3), adding additional dimensions for potential additional data
encoding.

At this stage the interview should be ripe for in-depth discussion about the findings
and possible enhancements of the sketches of visualizations that were created by the
SME and the interviewer to make sure there is enough details for its implementation.

Based on the sketches created during the interview by the interviewer and SME, they
will select one or more layouts as potential designs to be implemented in VDE (or other)
software for further evaluation. Once the SME’s understanding of their dataset has been
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Fig. 3. Overview of a set of groups of groups of entities arranged into a constellation.

documented, the interviewer will explain further steps (e.g., timeline of implementation,
further testing with her/his data, if necessary).

3.3 Implementation of Data Visualization

After conducting Session 1 interviews, the data-shapes identified during those interviews
will be evaluated by the conductor of the study with the following criteria:

1. The proposed visualization differs from existing 2D or 3D data-shapes that either the
SMEs referred to, or which are previously known to authors (for example, Figs. 1,
2, 3 and 4). If the visualization described by an SME could be achieved using an
existing module of VDE (by reconfiguring it) or with another software, that shall be
employed instead of creating the visualization anew.

3. The data-shape can be rendered functional using the data that the SME referred to
during their Interview Session 1.

Layouts that meet the evaluation criteria are implemented with chosen software. In
case the VDE is used, the visualization layouts are either created via new configuration
files, or by implementing the necessary new components with C# and Unity 3D.

Once all the data-shapes identified during the Session 1 interviews have been imple-
mented in the visualization software, and each SME’s visualization has been reviewed
with the data sources specified by the SME and found to support the analytical goals
provided by the interviewee that it was designed with, Session 2 interviews will be
scheduled.
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Fig. 4. Overview of a constellation of groups, where subgroups of entities can be distinguished
afar, and examined in detail when user zooms in (moves closer with the VR headset).

3.4 Interview Session 2

The goal of these interviews is for each SME to evaluate the usefulness of the visualiza-
tion(s) developed based on their interview and other visualizations that were created for
their colleagues for the same data and/or role. At the start of the interview, the SME will
be reminded about the findings from the Session 1 interview and asked for permission
to record the audio and video during the current session. When each visualization is
introduced, the interviewer will thoroughly explain the logic of the visualization process
to the SME, to make sure they fully understand what is being visualized and why, and
ensure the SME knows how to use the visualization with their data and interpret its
results.

The SME will then be asked to answer some task-related questions while using
each of the visualizations: for example, can the visualization enable the SME to identify
whether (a)a suspicious host has initiated a connection targeting an entity that is currently
(b) vulnerable and/or the physical or functional provenance of the targeted entity is
(c) part of the protected network at the (d) time when this behavior was observed.
Afterwards, the SME will be asked to provide feedback on the visualizations. This
feedback will be subjective measures of mental workload and usability, measured using
standard survey instruments, respectively theModifiedCooper-Harper (MCH) [19]Scale
and the System Usability Scale (SUS) [20]. MCH uses a decision tree to elicit mental
workload; the SME simply follows the decision tree, answering questions regarding the
task and system in order to elicit an appropriate workload rating. In the SUS, participants
are asked to respond to 10 standard statements about usability with a Likert scale that
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ranges from “Strongly Agree” to “Strongly Disagree”. The SUS can be used on small
sample sizeswith reliable results, effectively differentiating between usable and unusable
visualizations. Once done, the SME is asked, using open ended questions to provide
overall feedback on the visualizations used, as well on the process of the interviews.

4 Conclusion

The mental model mapping method described in this paper could be used to create data
visualizations with SMEs that would be beneficial for them and their immediate peers’
purposes. Visualizations that originate from the same SME group could be evaluated by
peers from that same group, preferably with the same dataset or using the same original
data sources.

The participatory designmethod described in this paper focuses on creating 3D visu-
alizations for Virtual Data Explorer. With appropriate changes, it may be also applicable
for developing 2D visualizations for cybersecurity.

Our follow-up study will describe the results of applying this interviewing method,
including an overview of the results of Session 1 interviews, descriptive visualizations of
the data-shapes created during the study, lessons learnt from applying the interviewing
method and overview of SME feedback on the visualizations used during Interview
Session 2.

Later studies could investigate whether data-shapes created based on interviews with
experienced SMEs are more accurate and detailed than the data-shapes for the same data
that were created during interviews with less experienced SMEs. Another area ripe for
research is evaluatingwhat impact these 3D data-shapes developed based on experienced
users’ interview might have in teaching the (functional, physical, logical) topology of a
protected network environment. It is possible that this would speed up the onboarding
of new team members by assisting them in learning the functional topology and the
behavior of entities that are present in their datasets, for example, the logs from various
devices in the protected computer networks.

Further evaluation of the qualitative differences between the 3D visualizations cre-
atedwith SMEs could be donewith a followup study,where the control group’smembers
are not granted access to these 3Dvisualizations, while experimental groupwill be taught
to use the 3D visualizations created during the study.
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Parents Unwittingly Leak Their Children’s
Data: A GDPR Time Bomb?
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Abstract. There are many apps available for parents that are designed to help
them monitor their pregnancy or child’s development. These apps require parents
to share information about themselves or their children in order to utilise many
of the apps’ features. However, parents remain concerned about their children’s
privacy, indicating a privacy paradox between concerns and actions. The research
presented here conducted an analysis of parenting apps alongside a survey of
parents to determine if their concerns regarding sharing information about their
children was at odds with their use of parenting apps.

A survey of 75 parents found that they had strong concerns around the avail-
ability of information about their children but were using apps within which they
shared this information. Parents were not giving consideration to the information
requested when using apps. This should be of concern to developers given the
growing awareness of users’ rights in relation to managing their data.

We propose new guidelines for app developers to better protect children’s
privacy and to improve trust relationships between developers and users.

Keywords: Privacy · Security ·Mobile apps · Parenting

1 Introduction

Jack’s mum shares information about her son’s ADHD using a child development tracker
and social network app. Eight years later she wants to enroll her child in an exclusive
private school. Unbeknown to her, they search online to find evidence of behavioural
issues before they decide whether or not to admit him. They find the original posting, and
the ensuing discussion where others give her behavioural advice. The school decides
not to admit her child.

Pregnancy and the experience of becoming a parent is a life changing event and in this
digital age it is not surprising that parents look to online resources andmobile applications
to provide them with information and support during this period (Prior 2016). Mobile
application developers have responded to this and there are apps for a large variety of
parenting issues from conception to pregnancy development, contraction monitors and
baby development trackers. Parents are becoming used to sharing information about
their children before they are even born (Lupton and Pedersen 2016).

However, by sharing information about their children through these apps, parents are
unwittingly creating a digital footprint for their child and potentially compromising their
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child’s privacy. Recent breaches in privacy in apps such as Sitter (an app used for hiring
babysitters), in which information including address, credit card details and information
on users’ children were leaked in a data breach highlights the potential risks in having
this information stored online, even in trustworthy apps (Abel 2018).

At the same time parents report being concerned about what information is available
about their child online (Madden et al. 2012). This research seeks to build on previous
work in the area of sharing children’s information on social media, and in the security
and privacy of mobile health applications to examine how parents’ views of privacy
match with the mobile apps they install and use on their phones and the permissions
they grant to these apps.

By better understanding how parents’ concerns may impact on their use of these
apps there is the potential for designers and developers of parenting apps to reach out to
parents by including usable security and privacy measures which are clear and straight
forward for users. These could be applied in similar manner to other HCI guidelines
such as accessibility.

2 Related Work

2.1 Parenting and Privacy

In recent years there has been an increasing interest in parenting and data privacy within
the HCI community (Ammari et al. 2015; Moser et al. 2017).

Previous work in the field has looked at the information teenagers and children
share about themselves on social media, and the implications this has on their privacy
(Marwick and Boyd 2014; Silva et al. 2017). There has been a growing awareness in
recent years, particularly as the digital native generation has aged and become parents
of young children themselves that parents are increasingly sharing private information
about their children with online audiences.

Much of this work has been conducted from a sociological perspective and examined
sharenting – a term used to describe parents who over share information about their
children online. There have been concerns over how children of so called “mummy
bloggers” (professional bloggers who post regularly about parenting and updates on their
children) may feel in the future when reading posts about themselves (Blum-Ross and
Livingstone 2017;Orton-Johnson 2017).One large study looking at Facebook sharenting
was conducted byMarasli et al. (2016)who examined the Facebook profiles of 94 parents
and looked at the information shared through these profiles about their children. The
study considered the social implications of this information being shared but also briefly
touched on the potential for the children to become victims of identity theft. However,
hiding this information from so called “big data” companies can be a considerable
challenge, Vertesei (2014) looked at the steps necessary to prevent corporations from
discovering a pregnancy and likened the necessary steps to being similar to those used
by people wishing to commit criminal acts.

There has also been research into the data theft implications of this information
being shared. Brosch (2016) examined the Facebook profiles of participants and noted
the significant number of parents uploading photos of birth certificates or sharing their
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child’s date of birth. The risks in sharing this sort of informationwas discussed byMinkus
et al. (2015) who crawled a large number of adult profiles on Facebook for evidence of
children in their public profiles and then combined this with public records to identify
information on the children. Minkus highlights the value of this information to a data
broker. It is possible that parents are not aware of the dangers in sharing information about
children online, Steinberg (2017) offers suggestions for protecting children’s privacy and
suggests that this model could be viewed in a similar manner to the “back to sleep” and
second hand smoking campaigns of the 1990s and early 2000s. Most of the work done
into sharenting to date has focussed on social media, however the growing availability
of parenting and pregnancy apps means that these are increasingly becoming another
avenue for parents to share information about their children with others.

2.2 Mobile Apps and Privacy

The number of apps available to provide information and guidance on a range of topics
beginning at ovulation tracking through to pregnancy, childbirth and parenting continues
to grow at a rapid rate (Lupton et al. 2016). According to market research from 2013,
pregnancy apps are more popular than fitness apps (Dolan 2013), and while there has
been less research done into this recently it is thought that their popularity continues to
grow (Haelle 2018). It is possible that parents feel that by searching for information,
sharing images and monitoring the development of their children they are performing
good parenthood (Lupton et al. 2016) and there is an increasing awareness that users are
sharing a large volume of information through these mobile apps.

There has been interest in the amount of information being shared in mHealth apps
(mobile phone apps related to health) in general for several years. One concern since
health apps began to appear was the trustworthiness of the information, however this has
now grown into concerns regarding the security of users’ health information (Adhikari
and Richards 2014). It has been suggested that data breaches in mHealth apps are more
common than might have been thought (Adhikari and Richards 2014), and this may be
due to a limited understanding of security and privacy in mHealth apps and the risks
associated with this information being leaked (Dehling et al. 2015). Plachkinova et al.
(2015) created a taxonomy of mHealth apps in order to investigate their security and
privacy concerns and suggest that information on privacy should be available in an app’s
description so that users can read it before downloading.

It is argued that the rush to produce mHealth apps has led to some aspects of privacy
and security not being considered (Martínez-Pérez et al. 2014). At the same time there
appears to be a paradox in that users have high concerns about their privacy online
but are also willing to trade their personal information freely when they feel there is a
benefit to them (Wilson and Valacich 2012). It is still not clear whether this paradox
is due to users’ desire for instant gratification and is a behavioural mechanism which
cannot be altered (Acquisti and Gross 2006), or a case of learned helplessness. Learned
helplessness describes a situation in which users feel that it is inevitable that at some
point their data will be compromised and as a result feel there is no point in taking
privacy protecting actions (Shklovski et al. 2014).

Research into privacy concerns surrounding parenting apps has been more limited
than general mHealth apps, however it is now a growing concern. An Australian study
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found that many women using pregnancy apps were not concerned by the privacy of the
information shared or the accuracy of the information they receive (Lupton and Pedersen
2016). Lupton (2016) argues that monitoring apps related to conception and pregnancy
may have been created for the purpose of acquiring data for data breaches. There is a
risk that by sharing information in order to use apps, parents and their children could
effectively become recruited as unpaid contributors to the “digital labour workforce”
(Lupton and Williamson 2017).

This study examines the links between the security concerns of parents when con-
sidering sharing information about their children, and the information they are willing
to provide in order to use parenting apps. It differs from previous studies such as Lupton
and Pedersen’s work (2016) in that it is targeted specifically at users of parenting and
pregnancy apps and looks at a wider range of privacy issues.

In this study we will investigate the extent to which parents are aware of the
interaction between data sharing on apps and their privacy and propose the following
hypothesis:

H1. Parents are conscious of security and privacy dangers in sharing information about
their children.
H2. Parents with privacy and security concerns install, use and grant permissions to apps
on their mobile phone without considering the security implications.
H3. Parents do not consider data sharing implicationswhile selecting and installing apps.

Using these hypothesis, we look to answer the research question, what consideration
do parents give to security and privacy concerns when installing parenting apps?

3 Methodology

In this present study, we explore the extent to which parents consider the security and
privacy implications of providing data about themselves and their children in mobile
apps and whether this influences the decisions they make about installing apps related
to pregnancy and parenting.

A two stage approach was taken within this study. Firstly a poll was conducted with
members of online parenting groups to discover popular parenting and pregnancy apps.
This was combined with an analysis of trending Apps for Parents from the App Store.

The initial poll involved asking members of Parenting Facebook Groups which apps
they used, and collating those responses. This was then followed by a survey of users
of these apps to determine the extent to which they consider the security implications
when installing apps.

3.1 App Analysis

Eleven of the most popular parenting apps were selected for this study. These apps
were then further analysed to ascertain which data types the apps requested during
registration, and to review the terms and conditions of these apps. All of the apps were
available through Google Play or the Apple Store.



Parents Unwittingly Leak Their Children’s Data: A GDPR Time Bomb? 475

Table 1. Apps selected for study

App App description (Android downloads)

Peanut Peanut is a social networking app, designed to help mothers connect
with, and learn from, other mothers in their local area (50,000)

Ovia Parenting Ovia Parenting is designed to help parents keep track of their child’s
milestones and provides advice on child development and parenting.
Parents can use the app to share information about their children,
including photographs and videos (100,000)

Mush Mush is a social networking app, designed to help mothers to meet
similar, like minded-mothers in their local area (100,000)

Baby center Babycenter produce a pregnancy tracker and baby development calendar
app for parents. The app contains parenting advice and tips (10, 000,000)

Sprout Sprout is a pregnancy tracker with some premium content available for a
fee, for example health information and 3d videos of
in-utero foetus development (1,000,000)

Bounty Parenting Bounty Parenting is a pregnancy and baby tracking app, with vouchers
and free samples available for pregnancy and baby related products, and
links to UK relevant health guides and hospital information packs
(100,000)

Ovia Pregnancy Ovia lets users track the development of a foetus and provides further
advice and information on pregnancy and health tracking (1,000,000)

Parentune Parentune is a social networking app for parents, and provides access to
parenting experts and online advice (500,000)

Glow Baby Glow Baby is designed to help parents track their baby’s activities,
including breast/bottle feeds, diaper changes, nap times and duration,
medication, and record milestones (100,000)

Glow Nurture Glow Nurture is a pregnancy tracker, designed for expectant parents to
track the growth of the foetus and provide advice on pregnancy related
health matters (500,000)

What to Expect What to Expect is a pregnancy and baby tracking app to help parents
keep track of foetal development and record their baby’s milestones
(1,000,000)

The identified apps are shown in Table 1, along with a description of the purpose of
the app.

We installed these apps onto our own personal mobile devices (one Android and
one iOS), and logged the data that each app requested during the registration process.
Table 2 shows the data that each app requested from the user.

Data Collected by Apps. It is evident from Table 2, that there is a very broad range
of data collected by the various apps. Some of the data requested relates exclusively
to the user, for example name, email address and photo, while other data types relate
to the user’s child(ren), for example child’s date of birth, child’s medical history, and
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Table 2. App analysis
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Your name X X X X X X X X X
Your child’s name X X X X X X X X X X
Current location (P) X X X
Address X X X X
Email Address X X X X X X X X X X
Phone number (P) X
Your Photo X X X X X X X X X
Your child’s photo X X X X X X
Your date of birth X X X X
Child’s date of birth X X X X X X X X X X
Your child’s due date (P) X X X X X X X X
Your contacts (P) X
Your social media profiles X X X X X
Your medical history (P) X X X
Your child’s medical history (P) X X X X
Your child’s place of birth (P) X X

child’s place of birth. To appreciate the sensitivity of the different data types, we further
categorised the data depending on the longevity of the data. For each data type stored
by the app, we categorised the data type depending on whether the data was static (i.e.
would not change during the course of the owner’s lifetime), flexible (may change over
time) or dynamic (likely to change frequently). If there was a data breach, static and
flexible data will be of more value in constructing a further attack on a victim, as the
data is more likely to be accurate and useful in generating an attack hook that could
appear authentic to the victim. In Table 2, the static data types have been coloured red,
flexible as orange and dynamic as green. Some of the data could be considered publicly
available, (e.g. if the data is already available in the public domain, e.g. from websites
such as 192.com), while others would be considered private. For each of the data types,
those considered private (i.e. not generally shared online or via social media) are denoted
by (P). Some of this information is considered private by certain organisations, and used
to confirm identity (e.g. date of birth, place of birth).

Privacy Threats from Apps. Privacy threats relating to the use of parenting apps
include: a breach of user confidentiality, failure to protect the data, and client or server
end bugs that could lead to a security breach. Given the sensitivity of some of the data
collected, it is important that users are fully aware of what data is being collected, how
and where it is being stored, and how the data is going to be used. We reviewed the
Privacy Policies of each of the apps, to ascertain where data was stored and how it was
used. Typically, the paid apps had the best level of privacy protection, where the user’s
data was generally stored only on the user’s phone. This would ensure that a breach of
the organisation’s infrastructure would not lead to compromisation of the user’s data,
and the data was not being passed to third parties for marketing purposes.
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Any threats to the user’s privacy from these types of apps is limited to app security on
the device itself, and the ease with which malicious apps installed on the device may be
able to access the data on the device. The free apps stated various levels of data sharing
within their privacy policies, with all of them requesting permission to store user data
on the organisation’s servers, with that data being passed to third parties for marketing
purposes. Typically, the social media apps required the user to agree to share their data
with other users.

Based on the information that is stored by these apps, a list of potential attacks that
could be conducted using this informationwas compiled. A description of these potential
attacks and how information could be used to help orchestrate such an attack is described
below:

Spear phishing is an email spoofing attack that targets a specific user or organisa-
tion, using information that has been harvested to make the email look more authentic.
Spear phishing emails are generally designed to gain unauthorised access to sensitive
information, either by persuading the user to click on a link in the email or open a mali-
cious attachment. If someone’s email address was leaked from a parenting app, along
with other personal information, this information could be used to construct an authentic
looking spear phishing attack.

Identity fraud can occur if personal information has been stolen, for example fol-
lowing a breach of user confidentiality. Information such as name, address, date of birth
can be used to gain access to existing accounts, or used to obtain goods or services by
impersonating the user to open new accounts.

If a user’s details are breached, this information could be used to construct a password
guessing attack, or reset a user’s password if ‘security questions’ can be guessed. If a
user’s password hash has been stolen, user’s details could be used to generate a password
dictionary, unique to that particular user that could be used to then orchestrate a hybrid
password attack.

It would be relatively easy for someone who was seeking access to children, or
vulnerable mothers, to use the apps to gain access to this demographic for grooming
purposes.

App Reviews. The reviews of the apps in Table 1 which were posted in both the Google
Play and Apple App stores were examined for any mention of privacy or security. Over
500 reviews were examined, eleven reviews were related to security or privacy, these
were spread across seven apps.

Three reviews mentioned issues in deleting data, either users could not work out
how to delete their data, or having thought they deleted it they discovered that it was
still stored by the app provider. Four reviews expressed concern over the amount of
data which was being collected, these reviews related to two apps. While many reviews
revealed users’ frustration at being forced to create a Facebook account to log into some
apps only one review related this back to a concern around their personal privacy. Of the
remaining three reviews, one raised concern around the other users of the app and how
they were vetted, one commented that it was not easy to change the privacy settings of
photos stored on the app and the remaining review stated that they liked not having to
give special privacy permissions to install the app.
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3.2 Survey

Following analysis of the parenting apps selected for the study, we conducted a survey of
parents who used parenting apps to determine what consideration they gave to security
concerns when using the apps.

Participants and Design. An online survey was used to gather parents’ views on secu-
rity, privacy and app use. The use of an online survey enabled us to reach a wider
geographical area than would have been possible through other methods. The survey
questions were trialled with seven participants prior to validate the survey and ensure
there were no barriers to survey completion. The survey was designed to be completed
in under ten minutes.

Recruitment. Participants were recruited to the survey over the period of one month
between April and May 2018. Recruitment took place through a variety of online medi-
ums including Twitter, Facebook groups targeted at parents and parenting websites (such
as NetMums and BabyCentre). We were aware that some parents who used parenting
apps may not use social media and so leaflets about the study were put in playgroups,
parenting cafes and children’s recreation centres in the local area.

Following the informed consent process there were four sections to this survey.

Demographics. Participants were asked for their age, gender, level of education, if they
had children, if they used parenting apps and their country of residence. If participants
selected no to either having children or using parenting apps they were excluded from
the study. As the survey was examining the amount of personal information which
participants arewilling to sharewe deliberately avoided asking for information bymeans
of which participants could be identified. This meant that the demographic information
elicited was limited but still ensured that any themes in participant groups could be
identified.

Use of Apps. Before participants were asked about their privacy concerns they were
asked to identifywhich of the apps in Table 2 they used. Therewere eleven apps available
for them to select and the option of none of the above.

Privacy Concerns. The questions on privacy concernswere separated into two sections.
The first section asked questions relating to general attitudes to security and privacy on
a five point Likert scale ranging from Strongly Disagree to Strongly Agree.

The second section looked specifically at the information participants were willing
to share in order to use an app. The following information asked for by the apps were
listed and participants rated on a five point Likert scale their level of comfortableness
with sharing this information, ranging from Very Uncomfortable to Very Comfortable.

Reaction to Apps. The final stage of the survey revealed a grid which presented the
types of information stored by each of the apps. Once participants had examined this grid
they were asked whether they were comfortable or uncomfortable with this information
being collected. Depending on their answer they were then directed either to a question
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asking why they felt comfortable sharing this information or to a question asking them
given they were uncomfortable with this what they were likely to do with these apps in
the future.

Ethical consent was sought and obtained by the authors’ institution prior to the
commencement of the survey. The survey asked for no identifiable information and
provided details at the end on websites which could provide participants with further
information on keeping their data private if they wished.

4 Results

4.1 Descriptive Statistics

During the month that the survey was available 101 participants began the study, 26 were
excluded because they were either not parents or did not use parenting apps. In total 75
participants completed the survey. Of those participants 97% (n = 73) were female.
Participants were composed predominantly of the millennial generation, the majority of
participants were aged between 26 and 35 see Table 3.

Table 3. Participant demographics

Variable name % (n)

Age

18–25
26–35
36–45
46–55

9.33 (7)
60 (45)
29.33 (22)
1.33 (1)

Country

United Kingdom
USA
Australia
Singapore
Ukraine

89.33 (67)
6.67 (5)
1.33 (1)
1.33 (1)
1.33 (1)

Education

Did not complete HS
Completed HS
Some higher education
Undergraduate Degree
Postgraduate Degree
PhD

2.66 (2)
12 (9)
30.67 (23)
50.67 (38)
32 (24)
1.67 (5)

The participants were mainly from the United Kingdom with the remainder coming
from USA, Australia, Singapore and Ukraine. Participants had a variety of educational
experiences ranging from not completing high school to having a PhD. The majority of
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participants had at least an undergraduate degree. All participants in the study had used
at least one app with the average being 2.6 (sd = 1.6). The most popular app used was
Baby Center (52%, n = 39).

4.2 Levels of Concern

When asked how concerned they were about the data being collected and shared about
themselves and their children, the participantswere above neutral in their level of concern
for every category - see Table 4. Participants were more concerned about the data being
gathered about their children than they were about themselves. The highest average level
of concern related to information being collected about children for advertising purposes
(n = 4.04), followed closely by concerns around who could see information about their
children (n = 4). When considering information being shared about their children, only
three participants (4%) were completely unconcerned with the volume of information
stored about their children online, and with whom could see it. One participant (1.33%)
was completely unconcerned about the information stored about their child formarketing
purposes (Fig. 1).

Table 4. Hypothesis

Hypothesis Supported/not supported

H1. Parents are conscious of security and privacy dangers in sharing
information about their children

Supported

H2. Parents with privacy and security concerns install, use and grant
permissions to apps on their mobile phone without considering the
security implications

Supported

H3. Parents are not conscious of the information they are sharing on
apps

Supported

4.3 Levels of Comfort

The examination of the information participants would be comfortable sharing revealed
that there were only two categories of information in which participants on average
rated feeling comfortable or very comfortable in sharing, these were their own name (n
= 3.45) and their email address (n = 3.45). By contrast the average level of comfort for
their child’s name was 2.56. Participants were least comfortable in sharing their child’s
medical history (n= 1.56), followed closely by their own medical history (n= 1.6). The
median for both these forms of data was 1 (Fig. 2).

4.4 Continued Use of Apps

Having been presented with the information regarding what information is stored by the
apps, the participants were asked if they were happy to continue using the app, 81.3%
of participants (n = 61) were not happy.
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Fig. 1. Participants concerns regarding sharing information

Participants who were unhappy were asked about their future plans for use of these
apps and the majority (65%, n = 39) said that they would consider altering the settings
on the apps. Only two participants (3.3%) planned to continue using the app as before
and 31.7% (n = 19) would consider deleting the app.
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The participants who were happy with the information being stored on the app were
asked for the reason behind this. For the majority (78.6%, n = 11) this was because
they trusted the app providers to use the data appropriately, while the remaining three
participants (21.4%) were not concerned about how this data was used.

By splitting the participants into two groups it is possible to examine any differences
between them in their levels of concerns around issues about their data being shared and
in their degrees of comfort in sharing specific forms of information.

In both cases the data was normally distributed and application of the MannWhitney
U test shows that participants who were unhappy with the data being stored on the apps
had reported higher levels of concerns around data sharing issues than the participants
who were happy with the data stored on the apps (z = 3.01, p = 0.003). However there
was no significant difference between their levels of comfort in sharing specific items
of information (p = 0.14).

5 Discussion

5.1 H1. Parent’s Consciousness of Security and Privacy Dangers

Parents in the study on average were concerned about the information stored about
them and their children. Areas of particular concern were who could have access to
this information and how this information could be used for marketing purposes. This
suggests they are conscious of the dangers in sharing information about their children.

5.2 H2. Installation and Use of Apps

There were no significant differences in the amount of information parents with high
security concerns were potentially sharing through apps compared to those with lower
security concerns. This indicates that despite having privacy and security concerns,
parents are installing apps which request large amounts of information. It should be
noted that this study did not specifically ask what information was being shared, but
from our analysis of the apps we can conclude that this information would be required
in order to use the app effectively.

5.3 H3. Sharing of Information

When participants were shown the amount of information that could be stored by the
different apps they were using, 81.3% (n = 61) they stated that they were uncomfortable
with this and of these the majority (n = 39, 65%) would be looking to change the settings
on these apps. This indicates that parents are installing apps which request information
about their children and are not taking on board that they are sharing information in
doing this.

The results suggest that although the majority of parents are concerned by online
security and privacy issues surrounding their children, they give little to no consideration
to this when installing mobile parenting apps.
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5.4 Parents Views and Actions

Parents in the study reported being highly concerned about the information being shared
about themselves and their children and uncomfortable with many types of information
being shared. However, this appeared to be in contrast with their behaviour of using
many apps which stored personal information on them. This privacy paradox has been
noted in previous studies (Norberg et al. 2007), in which it has been noted that despite
their disclosed intentions users frequently share personal data. Much of this previous
work has looked at social media however, as this study has shown, this behaviour can
also be found in the use of apps. This study’s results are in contrast to those found in
Lupton and Pedersen’s work (2016) which found participants were not overly concerned
with the data being stored or used by parenting apps.

One potential reason why this contrast can be seen so clearly in this study could
have been due to stories in the media during the time period the survey was available.
The Cambridge Analytica/Facebook scandal was first covered in the press in the UK
in March 2018, shortly before we deployed this survey and during the study was being
discussed at on many popular parenting websites (Babycentre 2018; Mumsnet 2018).
The heightened awareness is often that users’ data is a commodity may have explained
this difference.

5.5 Guidelines for Developers

Those participants who responded that they were unhappy with the apps having their
information indicated that they were likely to have been unaware of the amount of
information being stored before the survey – only 3.3% would continue to use the apps
with no changes.As pointed out by somecommentators, by raising awareness of howdata
is processed there is the opportunity to build trust between app providers and their users.
If user awareness in this area continues to rise then app providers may find themselves
at risk of losing users if this trust is not present. Parental app providers could be at an
additional risk, as this study shows parents are more guarded about their child’s data
than their own.

There are existing guidelines for developers regarding how much data they should
request from and store about users. However, what our study suggests is that parents are
particularly concerned about the amount of information being stored on their children
and that should they become aware of this it may impact upon their use of the app.

We suggest that in addition to complyingwith current data legislation andonly storing
the minimum required amount of information, developers of parenting apps should work
with parents to determine the levels of information they are comfortable in sharing with
specific applications. Developers should also give consideration as to how they present
the terms and conditions of their apps. If parents feel confident that they understand the
digital footprint they are creating for their child then there is the possibility that they
may be more inclined to continue to use the app.

In addition theremaybe benefits in allowing parents to use the appswithout providing
specific information about their child. For example will it affect the advice given by the
app if they don’t provide their child’s gender or exact date of birth. Consider if there are
less identifying ways to gather this data such as the child’s age, could an icon be used
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instead of a photo of their child? Developers should give consideration to these issues
when designing parenting apps.

5.6 Limitations

There are several limitations within this survey. Firstly by asking adults to self report on
their concerns around data privacy there is the risk of a social desirability bias, we were
not able to validate how accurate this reporting was. Secondly we did not investigate if
parents who are concerned about the data being stored are actually sharing their child’s
data or using dummy data.

When asking participants about their comfort in sharing specific pieces of informa-
tion this was on a very general form, there would be benefit in future studies examining in
which situations theywould be comfortable sharing these different pieces of information.

Finallywe have not been able to followup on the study to determine if the participants
took any action after discovering the amount of data they were sharing.

6 Conclusion and Future Work

There has been a large growth in recent years in pregnancy and parenting apps, and data
on parents is of interest to many corporations. At the same time parents are becoming
increasingly concerned with what data is available online about their children and who
can access this. This study has shown that despite these concerns many parents are using
apps which store this information and have not given consideration as to who may have
access to this information.

This survey showed that despite being unhappy with the information stored by app
providers, the majority of participants were still planning to continue using the apps.
However of those who were planning to continue using the apps, many would look to
alter the settings on the apps, it should be noted that this is behavioural intention and it
is not clear if it became actual behaviour.

Future studies should investigate if after being informed about the data stored by
apps, participants make any changes to the settings on apps or the information, and if
this has been influenced by the recent press stories regarding the commoditization of
data. It would also be beneficial to work with parents who are non-users to discover any
privacy concerns that have stopped them from using these apps.
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Abstract. Data De-identification and Differential Privacy are two pos-
sible approaches for providing data security and user privacy. Data de-
identification is the process where the personal identifiable information
of individuals is extracted to create anonymized databases. Data de-
identification has been used for quite some time in industry to sanitize
data before it is outsourced for data-mining purposes. Differential privacy
attempts to protect sensitive data by adding an appropriate level of noise
to the output of a query or to the primary database so that the presence
or the absence of a single piece of information will not significantly alter
the query output. Recent work in the literature has highlighted the risk of
re-identification of information in a de-identified data set. In this paper,
we provide a comprehensive comparison of these two privacy-preserving
strategies. Our results show that the differentially private trained mod-
els produce highly accurate data, while preserving data privacy, making
them a reliable alternative to the data de-identification models.

Keywords: Differential privacy · Data De-identification · Separate
architecture · Privacy preserving databases

1 Introduction

In today’s ultra-connected world, huge volume of data are being produced and
consumed. Therefore, there has been a tremendous increase in the collection of
private information in areas such advertising, health care, and financial services.
Repositories for these types of data are also commonly shared with third par-
ties, either for commercial or research purposes. In this setting, there are growing
number of users who need adequate levels of data privacy and security protection
against all types of adversaries. Accessible users’ data made available by stor-
age or service providers are often hidden and de-identified based on policy and
regulatory requirements. However, given the level of access and variety of data
analytic tools available, such efforts provide minimal or no privacy protection to
users.

The growing need of the organizations to mine, research and analyze data
has created a need for sharing data within and among the organizations like
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never before. For example, a central department may need to access the data
of the other departments to evaluate the effectiveness of services delivered and
consequently revise funding provided. In all such cases, there must be a rule of
law for sharing the information within and among the departments since the
personal information of users is at stake along with their privacy. The Freedom
of Information and Protection of Privacy Act (FIPPA) and Municipal Freedom
of Information and Protection of Privacy Act (MFIPPA) have been enacted in
Canada as a standard guide for information sharing within and among organi-
zations. The motivation for FIPPA and MFIPPA was that the need to access
data has to be balanced with the rights of individuals to have control over their
own informations. These acts mandates that all organizations take necessary
measures and controls to protect private data. However, over recent years there
have been a large number of breaches of anonymized data sets [3] that highlights
the needs for better solutions and strategies to address these problems.

The term differential privacy was first introduced in a seminal work by
Dwork, McSherry, Nissim and Smith in 2006 [1], who in addition to provid-
ing a formal definition, also demonstrated various properties of this concept.
Differential privacy relies on building a scheme that provides privacy for a given
piece of information by ensuring that what is learnt as the result of an adver-
sary’s efforts will not significantly change whether that piece of information was
included in, or removed, from the database. This aim is achieved by adding an
appropriate level of noise to the output of the query or the primary database so
that the difference in the results of the output due to the presence or the absence
of a single piece of information will be insignificant.

In the remainder of this paper, we provide a detailed comparison between
de-identification and differential privacy. In our comparison, we also leverage
recent results in [14] that illustrate that even highly anonymized data sets are
not likely to satisfy the standards for anonymization set out by EU General
Data Protection Regulation (GDPR), and that the risk of re-identification in
these types of data sets is very high. In this paper, we provide a concrete solu-
tion for data anonymization through differential privacy. We will provide a com-
plete analysis of differential privacy along with its three different architectures
namely: Data Publication architecture, Separated architecture and Hybridized
architecture, with a number of case studies based on the privacy and efficiency
requirements. We propose and validate through a statistical model, that the
likelihood of re-identification will be reduced. We demonstrate the accuracy of
results when using differential privacy, and we will compare the probability of re-
identification between the two approaches. We use different types of benchmarks
as used in [14], to perform comparison between de-identification and differential
privacy and establish that differential privacy is definitely a better alternative
to de-identification in the modern world of data science.
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2 Differential Privacy vs De-identification

2.1 Differential Privacy

One of the early seminal work on Differential Privacy (DP) was done by Dwork,
Nissim, McSherry and Smith [1], with much follow up since. Generally, DP works
by embedding a layer between queries made by an examiner and the database
itself. Differential privacy is provided using the following equation [1]:

Pr [K (D1) ∈ S] ≤ exp (ε) xPr [K (D2) ∈ S] (1)

A randomized function K provides differential privacy, if the above equa-
tion holds for all data sets D1 and D2 differing on at most one element. The
function K satisfying this definition can address concerns that any participant
might have about the disclosure of her personal information x. That is, even
if the participant removed her data from the data set, the output would not
significantly change. DP [2] will provide privacy by process; specifically, it will
present randomness in the form of noise. Noise additions can be done before or
after queries have been made to a database. Differential privacy can also be con-
sidered as privacy-preserving statistical analysis of data. Different types of noise
can also be used. Some of the most prominent differential privacy mechanisms
are PINQ [9], AIRAVAT [15], GUPT [10] and that used in Apple iOS [8].

In all the differentially private analysis, there is a trade-off between min-
imizing privacy loss and maximizing utility [3]. Privacy is measured via the
parameter ε. The choice of ε depends upon how much privacy is required, as the
information is presented to multiple analysis, as well as in multiple databases.
The choice of ε also depends on the behaviour of the underlying algorithms used.
Different genre of problems belonging to different sectors like education, health,
financial, military etc, require specialize differential privacy algorithms for better
insight. Laplace mechanism, the Gaussian mechanism (i.e., addition of Gaussian
noise), the exponential mechanism and the propose-test-release paradigm are
the most popular choices [7]. The Laplace mechanism is a popular solution for
real-valued or vector-valued functions and is used to generate noise. The Laplace
distribution is also known as the double exponential distribution because its dis-
tribution function looks like the exponential distribution function with a copy
reflected about the y-axis [16]. The two exponential curves join at the origin
to create a tent shape. The absolute value of a Laplace random variable is an
exponential random variable. Objective perturbation methods have yielded bet-
ter results (lower error, smaller sample complexity) for certain techniques in
machine learning such as logistic Regression. In order to achieve near to perfect
results, special-purpose solutions may be of higher quality than general solutions.
In order to find methods for any particular analytical problem or sequence of
computational steps that yield good utility on data sets of moderate size, chal-
lenging computations are required [16]. There are different implications as well
associated with differential privacy. Some of the common implications of using
DP are that it protects individuals’ privacy regardless of prior knowledge. DP
makes it impossible to guess whether one participated in a database with large
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probability or not. The main goal of differential privacy is to allow the user to
know the properties of the population of the underlying sample population and
at the same time protect the private information of the individuals. In short,
differential privacy aims at developing strategies which allow to reveal the infor-
mation about the database but preserve the privacy of the individuals [3].

Properties of Differential Privacy. The following are some of the key prop-
erties of DP [3]: Arbitrary risks - DP algorithm ensures that even if the user’s
data is removed from the database, no outputs would become significantly more
or less likely. Worst-case guarantees - Differential privacy is a worst-case, when
compared to alternative paradigms that are mostly average case guarantee. That
means, it protects privacy even in the case of nontraditional databased or those
databases that do not conform to the normal distributions and templates. Group
privacy - DP automatically yields group privacy. DP can hide the absence or
presence of any group of a particular size with a specific quality of hiding depend-
ing upon the size of the group. Having said that, the inference will not include the
characteristics of the group and also will not reveal any particular information
about the group irrespective of it’s size. Automatic and oblivious composition of
more than one databases, is also a useful characteristic of differentially private
databases. DP ensures and minimizes the cumulative risk undergone by partic-
ipating in both the databases to a number related to the individual databases’
differential privacy factor. Learning the distributions is a very important char-
acteristic of DP since it will allow the results to be more accurate and close
to correctness while ensuring the privacy of the individual rows. Learning dis-
tributions and correlations between publicly observable and hidden attributes
is the key to accurate data analysis and data mining research results. As we
discuss later, DP has also can have a performance advantage when compared
to de-identification. Furthermore, it can avoid the re-identification attacks that
can pose a serious concern to protecting the privacy of the database.

Technical Issues. Depending upon the architecture used, a number of the secu-
rity consideration should be undertaken by the data owner. The first issue is that
of the side channel attacks originating from releasing the noisy results. The data
owner must consider strong strategies to minimize the leakage of information
to the adversary from such attacks. The second issue is to limit the number of
times queries can be made to the database, as the higher this number is, the
more the information will be available to an attacker.. Therefore, the owner of
the data should allocate number of sessions and number of query limits to in his
privacy-preserving architecture.

2.2 Data De-identification

Data de-identification is commonly considered as a vital strategy for ensuring
personal data privacy and protection. It is used in many different areas such
data communications, big data analytics, cloud computing and data storage.
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Data de-identification is the process where all or most of the personally identifi-
able information of individuals are extracted and removed to from an anonymized
database. This anonymized database can then be used without disclosing pri-
vate information. One guideline on how to use de-identification with databases
that contain the personal information of the individuals is that of the privacy
protection provision section of the Freedom of Information and Protection of
Privacy Act (FIPPA) and the Municipal Freedom of Information and Protec-
tion of Privacy Act (MFIPPA) [5]. The term data de-identification is also com-
monly interchanged with the term data anonymization. One of the main goals
of data de-identification techniques is to provide the opportunity to analyze the
characteristics of the raw data without violating the privacy of the individuals
associated with the database [5].

We will next explain different terminologies and practices involved in the
different steps of the process of data de-identification [5]. The first step is to
determine the target of the model: publicly released, semi-publicly released or
non-publicly released. Each of these release models is associated with a specific
level of availability and protection of information. Depending on the sensitiv-
ity nature of the database, the usability of each model varies. The amount
of de-identification chiefly depends on these release models. For example, the
public data releases requires the most availability and the least protection and
therefore significant amount of de-identification has to be applied. On the other
hand, non-public data only requires smaller amount of de-identification due to
its limited public availability requirement. The second step is to identify the
variables. These variables, referred to as direct identifiers are those which can
directly identify individuals. For example, name, address, driver license num-
ber, telephone number, photograph or biometrics are direct identifiers. Other
variables may release information about the individuals, when used in combi-
nation with other variables and they are called indirect or quasi identifiers. For
example, date of birth, gender, profession, ethnic origin, marital status etc are
often considered indirect identifiers. Depending upon the requirements of the
data de-identification, specific identifiers should be removed. Third step involves
determining an acceptable re-identification risk threshold. Re-identification is
the process that re-creates the relation between identifiable information and a
real individual. The amount of required de-identification is directly proportional
to the level of re-identification risk in case of the release of the database. The
higher the re-identification risk of a data release, the greater the amount of
de-identification is required. The level of re-identification can be evaluated by
estimating the risk which the release of the database would incur on the indi-
vidual’s privacy. The risk could be categorized as high, medium and low. The
fourth step is to measure the data risk. After the re-identification risk threshold
has been determined, the organization should measure the re-identification risk
in the data itself. This risk will give an estimate of the privacy loss in case of
the release of re-identified data. This measurement is a two step process which
includes first to calculate the probability of re-identification of each tuple in the
database and the second is to apply the risk measurement method based on
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the release model used. Fifth step is to measure the context risk in terms of re-
identification context risks produced. This measure will provide the probability
of one or more re-identification attacks against the database. The impact of the
attacks differ and depend upon the type of the release model used. According
to the safe harbour de-identification standards, there are mainly three types of
release attacks to be considered. For public data, the organization has to take
measures in keeping the worst case scenario in assumption which clearly needs to
cater the highest risk of re-identification. For a nonpublic data set, three types
of attacks are considered: a deliberate re-identification by the data recipient; an
inadvertent re-identification by the data recipient; and a data breach, where data
are accidentally exposed to an open audience. The final step in the calculation of
the risk is to measure the overall risk associated with the re-identification. Over-
all risk is actually the product of data risk and context risk. This overall risk gives
the probability of one or more data tuples being exposed in case of an attack.
The last two steps includes to actually de-identify the database by adopting a
suitable strategy, assess the trade off between the privacy of de-identification and
the accuracy for the research purposes according to the domain of the research.

Pros and Cons of Data De-identification. Data de-identification can offer
advantages over other data concealing strategies. Data de-identification is com-
putationally lighter to perform as compared to data encryption and also gives
better efficiency as compared to differential privacy. It also provides customiza-
tion since it allows different identifiers for individuals without identifying the
actual identity as per the requirements of the research domain. If shared within
the organization, data can be de-identified with lesser quantifiers as compared
to the situation where data is outsourced to a third party. Within the orga-
nization as well, employees at different levels of the hierarchy, need to share
different layers of data which can be produced by changing the identifiers for
data de-identification. Other uses of de-identified data may require the ability
to retain unique identifiers for individuals in the data set, without identifying
the actual identity of the individuals [14]. For example, a researcher may need
to know that certain actions were all taken by the same individual, in order
to form conclusions about how individuals use the data or service. A web site
designer may want to determine how long individuals stay on the site, or how
individuals traverse the site in order to find the information sought. Systems
development, test, and training environments may require the use of data that
simulates real production data, while not actually consisting of real data ele-
ments such as Social Security numbers. In such cases, de-identification processes
are complicated by the need to replace unique identifiers such as Social Security
numbers or IP numbers with alternate unique identifiers that cannot be used to
identify the actual individual While de-identification techniques protect against
the disclosure of individuals’ identities, they do not protect against the disclo-
sure of attributes relating to groups of individuals that may be denouncing to
those individuals. In a number of recent work, it has also been shown that given
the variety of data analytic tools and having access to a wide range of (possibly
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anonymized) data can result in serious privacy breaches against databases using
de-identification approach as their protection tool.

Examples of De-identification. Data de-identification is being used exten-
sively in practice in order to protect the privacy of the patients, consumers,
individuals or students in different fields. We mention only a few examples here
to emphasis upon the utility and application of data de-identification in the
industry. A research team from Harvard University and MIT has released a
de-identified version of learning data from their blackboard portal named as
edX [11]. The data is focused on the online learning of each institution’s first
year courses. Specifically, the data set contains the original learning data from
the 16 HarvardX and MIT xcourses offered in 2012–13. The data set was de-
identified using anonymization via random identifiers, and blurring techniques
to completely remove any personal identification information of the students.
This de-identified database has been vastly used for research purposes.

Data de-identification is also being used in the health care sector for pro-
tecting the privacy of patients across the world. The Canadian Primary Care
Sentinel Surveillance Network (CPCSSN) needed to outsource and mine their
data for the health practitioners and researchers in order to help improve treat-
ment and care [17]. They developed a multi-disease electronic record surveil-
lance system that would allow for research and analytic, by using data de-
identification of the health information in order to protect patient privacy.
Through securely de-identifying patient data from practices and care centers
across Canada, researchers and healthcare practitioners are now able to con-
duct research on chronic disease and at the same time protect the patients’ pri-
vate information. Another application of data de-identification is the program
named “Enabling Better Health Care Outcomes for Mothers and Infants: BORN
Ontario” [13]. The researchers and the practitioners received a de-identified ver-
sion of the database for the mothers and infants primary health at the time
of the birth. Subsequently, researchers can share EMR and population-based
de-identified birth data in order improve maternal health care. Through this
data, they can use to support performance measurement, quality improvement,
answer policy questions, enable research and inform funding inquiries. One of the
most prominent examples of differential privacy is The Health Information Trust
Alliance’s (HITRUST), which is designed to “enhance innovation and stream-
line the appropriate use of healthcare data”. The framework was also very useful
in promoting the utilization of de-identification and improve the understanding
of the healthcare organizations regarding the de-identified data, its classifiers
and it’s utility in developing fine research [12]. HITRUST privacy framework
uses “multiple levels of anonymization” and recommend specific use cases for
each variant in order to provide customized de-identification services to specific
healthcare units according to their needs.
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3 Experimental Analysis

In [14], the authors demonstrated that an individual can be re-identified correctly
in a de-identified database with a high probability, including the cases where the
data set is incomplete and de-identified at a high level.

Their work mostly focused on using health care data, socio demographic and
survey data sets. Their [14] results exhibits that the with a mean absolute error
(MAE) of 0.018 on average, their model was able to estimate the population
uniqueness. For a population sample of 1%, their model was able to uniquely re-
identify the individual with a MAE of 0.041. On a trained model, an individual is
identified at a false discovery rate if <6.7% for a 95% threshold with an error rate
of 39% lower than the best population level estimator. They also gave evidence
that as the number of attributes increase, the probability of an individual being
re-identified correctly within a heavily sampled data set increases. Their results
pointed to the fact that re-identification can occur with high probabilities in de-
identified datasets. They also argued that therefore the present de-identification
policies in the market does not satisfy the GDPR and CCPA standards set by
the European Governments.

Our comparisons includes two of the datasets used in this work [14]. Our
experiments were aimed at proving that differential privacy is a better strategy
than de-identification of the data. We started with original data sets, trained
them with differentially private AI algorithms. We used differential private
library developed by IBM [4], and applied classification models namely Gaus-
sian Naive Bayes (NB) and Logistic Regression respectively. The NB model is
based on the key idea of deriving the sensitivity for each attribute appropriately

Fig. 1. Naive Bayes and Logistic Regression results for ADULT database
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Fig. 2. Naive Bayes and Logistic Regression results for MIDUS database

based on whether it is categorical or numeric [4]. Further, an appropriate Lapla-
cian noise was added to the counts for categorical attributes, the means and the
standard deviations for numeric attributes. These parameters are then used to
classify a new instance in the NB environment. Secondly we used the Logistic
regression algorithm to make the data set differentially private and train our
model. We used Python version 3.7 and JetBeans as our IDE, for our implemen-
tation. The processor used was an Intel core i5.

This class implements regularized logistic regression using an optimize mini-
mum approach. ε-Differential privacy is achieved relative to the maximum norm
of the data, as determined by datanorm parameter of the algorithm, through the
vector method which adds a Laplace-distributed random vector to the objective
[CMS11]. The maximum norm of the data is basically l2 norm of any row of the
data which is actually the spread of data that will be protected by differential
privacy. If not specified, the max norm is taken from the data itself when the
model is trained for the first time. Differential privacy is completely implemented
by selecting datanorm parameter independent or irrespective of the data char-
acteristics or data domain. We then compare the performance of each algorithm
in terms of the accuracy of the model to accurately estimate the values of a
differentially private data set. For ADULTS data set, obtained from UCI [18]
and also used by [14], our accuracy came upto 100% with the ε value of 1 as
seen in Figure 1. For ε values less than 1 and more than 0.001, the accuracy was
fluctuating between 0.90 and 1. After that, the accuracy was 1 for larger values
of ε. The same phenomenon was seen with Logistic Regression. The accuracy
was fluctuating between 0.3 and 1 for ε values between 0.0001 and 1. After ε
values of 1, the accuracy tends to increase but unlike the NB, it takes higher
values of ε to reach to the point of 1 moreover, increased fluctuation is seen in
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the Logistic Regression than in the Naive Bayes. The same database tends to
perform differently under both the algorithms before reaching to the accuracy
level of 1. Our results for MIDUS [18] data sets, as used by [14], can be seen in
the Fig. 2. The behaviour of the database is same in this case for both the algo-
rithms. The MIDUS database does not show any change in fluctuation for both
the algorithms but it does take higher value of ε(1) to reach to the maximum
accuracy with Logistic Regression algorithm. On the other hand, it reaches to
the accuracy of 1 at the lower value of ε(0.01) in case of Naive Bayes.

The inference drawn is actually the proof that differential privacy has higher
accuracy and more security than the ones provided by de-identification. Our
results illustrates that through differential privacy injected into the database,
the noisy data can still provide results with high accuracy, while reducing the
risk of leakage of original information. Our observations also shows that the
performance of the algorithm depends upon certain characteristics of the data
and that is why we have slightly different accuracy levels for the same values
of the ε for the two different algorithms. The higher accuracy levels allow the
data owners to outsource the differentially private databases to the third party,
without the concern of privacy breach. We also noticed from the graphs, that the
fluctuating noise before reaching to a stable state, should further be investigated
and needs to be regularized.

4 Proposed Architectural Models

The three basic DP architectures used in our experiments were first introduced in
[6] These three architectures are: data publication architecture, separated archi-
tecture and hybridized architecture. The following is a brief description of each.
In the Data Publication Architecture, the database service uses a particular
data schema to publish a synthetic data set which has been injected with noise.
Because of the fact that the noisy database is not prone to privacy attacks, the
data mining services can be implemented and run on the published database
with no security concerns. The Separated Architecture separated the database
services from the data mining services through the differential privacy interface
in between the two. The data mining services should support the classical queries
like count and mean queries. The database service is independent of the data
mining algorithms used and the logic of both the database and data mining are
independent of each other and can be run by different users. The Hybridized
architecture adds the differential privacy interface into Data mining services.
In this architecture, the database is specifically tailored to facilitate particular
queries for specific data mining services.

In our implementation, we set up and used the Separate Architecture model.
The benefit of separate architecture is that the classical databases do not need
any modifications or editions to support specific data mining services. The data
mining services are curated in such a way that they use the query results only for
pattern predictions. The architecture yields higher accuracy results as compared
to the data publication architecture since it is simply using the results of the
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query. The data mining services are limited in this architecture because their
implementation is limited to the type of queries supported by the database. In
this way, the data owning organization can train the original database with the
appropriate AI model and add noise to the database. Secondly, they are able to
release the noisy database to the third party for further mining. The third party
can perform different analytics tasks and identify the trends in the data. Our
results also show a high level of accuracy, while providing protection of individual
identifiable information when releasing the noisy database. This architecture
does not allow complicated queries, however it also can represent huge cost
saving for the data owning organization as no database scheme modifications
are required.

5 Conclusions

In this paper, we illustrated that differentially private databases can be used for
accurate machine learning outputs, while not having re-identification risks asso-
ciated with the de-identification techniques. Differential privacy can also allow
for designing platforms in which where data owners can train their models and
release the noisy data for further analysis by third parties. The accuracy of model
can be further improved by considering characteristics of data. Future work can
include further exploration of the relationships between the characteristics of
data and that of machine learning algorithms used.
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Abstract. Personal data is widely and readily available online. Some of that per-
sonal data might be considered private or sensitive, such as portions of social secu-
rity numbers [1]. Prior research demonstrates the knowledge of personal acquain-
tances of data used in secondary authentication protocols [1]. We explored dis-
coverability and location of personal data online and gathered observation actors
making the data available.

To empirically understand online data discoverability, we sought to identify
select personal data of 32 volunteers. United States Naval Academy (USNA)Mid-
shipmen and recent graduates of the USNA cyber operations major used publicly
available online information to assemble personal data of participants. On average,
the investigations took 10–20 min and accurately recovered substantial personal
data.

Of the sample, 68.75% of mother’s maiden names, 34.38% of nicknames and
28.13% of mobile phone numbers were accurately identified. Searchers noted that
data was most readily obtained by performing a “social pivot” from the original
participant and tracing social relationships on commercial sites (e.g. WhitePages)
and social media (e.g. Facebook). Personal data was most frequently revealed as
a result of social connections rather than direct, first person information provided
by participants though their own web presence.

Measuring the discoverability of personal data online provides insights into
data vulnerabilities and actors in data availability. Data discoverability has ram-
ifications on discussions of privacy beliefs and behaviors and current and future
authentication protocols.

Keywords: Authentication and identification · Privacy implications of
authentication technologies · Authentication and identification: security and
usability of combinations of authentication factors · Human factors:
behavior-based cybersecurity · Human factors: human identification of websites

1 Introduction

Posting personal data on the web is increasingly ubiquitous in developed countries.
Pew’s 2019 social media update places Youtube usage at 73% of the United States adult
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population and Facebook usage at 69% [2]. Other social media are significant, but trail
the leaders with Instagram at 37%, Pinterest at 28%, LinkedIn at 27%, Snapchat at 24%,
Twitter at 22%, WhatsApp at 20% and Reddit at 11% [2]. These social media, and other
online venues of personal data make locating personal data for a very large demographic
of individuals exceptionally easy. Sharing data is both socially and fiscally significant,
with multiple actors with various motivations involved in personal data availability [3].
The presence of personal data online represents a complex interplay of individuals, soci-
ety and risk-benefit decision. The nuanced nature of those choices is not well reflected in
currently available technology [4, 5]. While many studies limit the examination of pri-
vacy attitudes and behaviors to individuals information sharing behaviors are contextual
and societal. Social media users to do not only share personal data about themselves,
but also personal data about others.

This study examines the origins of personal data online by performing searches for
personal data online for 32 individuals. The search team observed the relative diffi-
culty of obtaining information, whether information obtained was accurate, and where
information was likely to be located. Through the process of collecting personal data of
consenting individuals, the research team was also able to observe social relationships
that reveal data as well as the most likely locations of personal data availability.

Motivations for the study were two-fold. Of primary interest was observing data
availability directly and understanding factors affecting availability. Also of interest was
observing which data were most susceptible to easy discovery. The relative ease of
discovery is a significant aspect of personal privacy and control and is significant in the
discussion of authentication protocols, both those currently in use and proposed future
protocols.

One important consideration in the discussion of data privacy is the consistent use
of personal data in authentication mechanisms. Literature establishes the availability
of a wide amount of personal data online and supports the general tendency towards
use of personal data as authenticators. The security concern lies at the intersection of
personal data availability and the utility of that data for perpetrating security breaches.
This personal datamaybe used in numerousways, from targeted spear phishing attacks to
more generalize password or secret question guessing based attacks. Of specific interest
here was the intersection of personal data posted online and data frequently used in
authentication. Specific personal datawas selected for its ubiquity in personal knowledge
authenticators and also for the previous known difficulty in detecting the particular
personal data [6].

The study’s objective is to observe and report on observations of relative availability
of personal data online and explore the location of that data online as an indirect observa-
tion of behaviors that make personal data available. Personal data discoverability allows
insight into the outcomes of various behaviors – how user sharing influences the avail-
ability of personal data online. The availability of personal data online has ramifications
on discussions of privacy and cyber security.

2 Background

Previous studies lay a clear foundation for this work. Prior work demonstrates that per-
sonal data is available online and provides some insight into motivations and rational for
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personal data disclosure online. Choices to disclose personal information online repre-
sent a complex interplay between privacy and trust [7]. Multiple studies and literature
reviews provide insights into user’s choices to disclose data [8, 9]. The locations, and
implications of locations, of personal data availability have also been explored in recent
literature [10]. Research clearly establishes the prevalence of online data availability,
various explanations for privacy behaviors and the significance of personal data in the
context of authentication.

2.1 Personal Data Availability

Personal data online is a complex andmultifaceted issue. Personal data is made available
by a wide variety of actors whomay act intentionally or unintentionally and with various
degrees of good intentions and with nefarious goals. This personal data is exposed online
to companies, individual, and government through a variety of venues.

Personal data is exposed on online social media, where seemingly insignificant data
could compromise security [11]. With increasing frequency, data made public about
individuals online has led to significant personal consequences for actions that might
otherwise go unnoticed, such as hiring and firing decisions made on the basis of social
media [12].

A movement towards real identities online requirement altered the nature of online
identity and made individuals identifiable by name across platforms [13, 14]. One study
demonstrated links in social networks reveal private information that users do not wish
to reveal, such as political affiliation [15]. Very sensitive personal information, such
as portions of social security numbers are also predictable from public data [1]. Data
used in authentication and security protocols, such as a mother’s maiden name, can be
retrieved from public records [16]. Pet’s names were slightly harder to guess than human
names, but are also vulnerable to statistical analysis [17, 18]. Current work demonstrates
that significant personal data is available online and that the personal data may cause
individuals harm.

2.2 Personal Data and Privacy Behaviors

Modern technology provides unprecedented abilities to self-propagate personal data
[3]. The data is in fact, so easily accessible, that breaches can and have been perpetrated
without technical knowledge, but only on the basis of social media acquired personal
knowledge, as in the breach of Vice-Presidential candidate Sarah Palin’s email account
[19] “Neither criminal skill, nor advanced technical knowledge, nor even rudimentary
understanding of password cracking tools, is required to access this personal information
which is believed to be attainable readily.” [6].

Previous studies have indicated that personal data exposure may vary widely and
whilemany studies have explored privacy attitudes and sharing behavior [20, 21]. Privacy
behaviors include complex motivations that may fall on a spectrum between helpful and
detrimental [22]. Behaviors are directly related to trust [7] and the perceived reward of
interaction balanced against privacy concern [23].

Observed privacy behaviors and the resulting data availability may also not reflect
actual user intentions. Studies of socialmedia privacy settings reveal thatmanyusers have
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different beliefs about the behaviors of their privacy settings than those settings actually
afford [5]. Differences between user expectations and belief, user knowledge, and design
driven errors obfuscate user intentions. User’s privacy control is minimal at best and the
cost and difficulty of maintaining privacy through actions like reading privacy policy is
quite high - often requiring multiple years of collegiate level education [24].

Furthermore, information sharing behaviors can be manipulated, either positively or
negatively. Commercial actors vested interest in encouraging users to share data. Users
provide data for a variety of purposes and for a variety of rewards. Those rewards might
include personal rewards such as enjoyment or reputations and inter-personal rewards
such as such increasing social capital [25]. Individuals are also willing to part with
their data for quite minor rewards and appear to value sharing over protecting personal
data [26].

2.3 Secondary and Ternary Actors in Personal Data Privacy

In addition to sharing their own personal data, users are also parting with the personal
data of others [27]. Personal data beliefs and sharing behaviors are highly individual and
factors such as personality play a role in sharing decisions [28]. Personal information is
increasingly collected in a wide variety of circumstances [29].

However, personal control of data is highly ephemeral [30]. Personal data shared in a
specific, high trust context, can quickly and easily be moved and re-shared in a different
environment by secondary and ternary actors with different beliefs, motivations and
potential rewards.

Data may also be recombined in different forms and with the application of machine
learning and datamining techniques, yield derived data that was never intended or shared
by the original source personal data [13]. At times, this data has been reverse engineered
to reveal personal information [31, 32], demonstrating the secondary nature of data
control. The real consequences, both positive and negative, of personal data sharing
online raise concerns about personal data availability – especially if the data are made
available by a secondary source.

2.4 Personal Data Use in Authentication

One potential consequence of personal data misuse is account compromise as a result of
personal data availability. The contribution of personal data to account compromise are
recognized andwell addressed in the literature [3, 33–35]. Despite the known availability
of personal data online, personal data continues to form a key aspect of authentication
systems in use as well as proposed potential systems. Understanding the overlap of
personal data online with personal data that may cause compromise to authentication
systems is key.

There is a fundamental gap between “good” passwords and human cognition [36–
39]. The design of a “good” password is a superb example of failure to attend to the
“human” in technical systems. At one time, when personal data was not highly avail-
able online, the threat model for personal data use in passwords was quite different
and might potentially be limited to acquaintances or insider threats. The knowledge of
acquaintances of personal data relate to authentication is also established in literature
[40].
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Users frequently compensate for the difficulty of remembering passwords by the
use of personal data [37]. Even in the context of better passwords created by users who
do not use personal data, secondary authenticators, such as authentication by personal
knowledge question may provide an opportunity for compromise [11].

Additionally, personal data are used in other proposed authentication schemes.
Personal knowledge in the form of 5th factor authentication might also be compro-
mised by social knowledge obtainable by social media [6, 41]. While this study only
addresses common data for primary and secondary knowledge-based authentication,
awareness of personal data control and availability is a significant discussion for proposed
authentication models.

2.5 Background Summary

Research supports privacy as a complex, multi-faceted concept with a wide variety
of beliefs and motivations driving user behavior. The secondary nature of significant
portions of personal data sharing is also observed. Personal data is also clearly important
to security, particularly in the area of authentication.

Prior work examined the connection between particular personal data and authenti-
cation discoverability [10]. Prior research used untrained undergraduate students as par-
ticipants to locate personal data online. The current study describes online information
availability to trained searchers and provides secondary observations of privacy behav-
iors that are used to obscure personal data on social networks. The study seeks confirm
prior observations of data availability, using trained searchers, and observe location of
data availability to provide insight into primary and secondary actors in data availability
and observe variances in data availability.

3 Methods

The study reflects previous models based around acquaintances, friends, or family mem-
bers guessing personal data of other individuals [40]. Replacing the acquaintances in the
model, strangers to the participants volunteered to search public, online spaces andmake
their best guess about the personal data. The study explores the data availability of per-
sonal data used in authentication and particular data points which were more difficult for
searchers to identify in previous studies [6]. Searchers made their best guess or guesses
regarding personal data, made observations about the data locations, the apparent actors
providing availability, and factors affecting availability, recorded URLs, and time spent
searching.

3.1 Participants

Thirty-two individuals were recruited and provided permission to search for their data,
provided correct answers to personal data questions, answered a brief demographic
questionnaire about age and gender, and provided some initial data to allow for accurate
search, which included photographs, name, and a city state location. The participants are
all undergraduate students and represent an age demographic between 18 and 22, with an
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average age of 20.09. The participants provided anHRPP approved consent. Efforts were
made to recruit similar numbers of male and female participants. Ultimately, seventeen
female and fifteen male students agreed to participate. Two male students originally
recruited withdrew from the study.

3.2 Trained Searchers

Three searchers participated in locating personal data. These searchers, all trained in eth-
ical research and approved by the USNA HRPP (Human Research Protection Program),
were either graduating seniors in their final semester at the United States Naval Academy
or recently graduated officers,whomajored in cyber operations. The searchers had access
initially only to the name, city and state location and photograph of the participants.

3.3 Procedure

Participants were first recruited and provided with the HRPP approved consent. After
consent, they provided their name, city and state location and a photograph. Personal
data was also collected, and subsequently separated from identifying information. A
master copy of the data with both identifications and personal data was retained by the
researcher.

The searchers were provided with the name and city and state of the source partic-
ipants and asked to identify the source participant as a stranger, that is, someone with
which they have not previously communicated directly either in person or online. None
of the biographical description includes any part of the personal data sought.

Personal data selected for search included Nicknames,Mother’sMaiden Names, and
Mobile Phone Numbers. These datum points were selected because of their significance
to authentication and the relative difficulty of identifying those particular data points in
previous work [6, 10].

For each point of personal data, the searcher provides the requested personal data
and may supply multiple guesses, if desired. This design is reflected in other studies as
well [40]. Additionally, the approximate time as reported by the seeker spent locating
the data, the location of the data, and the perceived difficulty of locating the data were
obtained. The searchers recorded additional observations about data location, particu-
larly whether the data was self-propagated or appeared to come from a secondary source.
Original URLs of data were also recorded for further analysis after the search process
was complete. In addition, searchers rated the difficulty of identifying information and
recorded notes on their search process.

4 Analysis

Following the data collection process, the researcher compared searcher supplied guesses
with participant supplied correct answers. The comparison between participants supplied
answers and searcher supplied answers was also validated post facto by one searcher as
well. No inconsistencies between the comparisons were noted.
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After comparing results for accuracy, analysis of locations was conducted. Location
was evaluated post facto with analysis of similarities and differences between source
participants to providing insight into areas of vulnerability in personal data on the web
[10]. URLs were categorized by the researchers as a reflection of location – such a
particular social media site and type – social media, commercial or government.

Observations were made comparing gender availability, the most common and read-
ily available locations of data, the most easily discovered data, and the actors most likely
supplying data. Through the search process, searchers also noted cases when participants
seemed to take additional steps to safeguard their data. These cases were examined com-
paratively and similarities and differences in approaches to privacy were noted. These
cases were also compared for success – whether the personal data was more difficult to
discover.

5 Results

The methodology allowed for extensive exploration of multiple factors of data avail-
ability and personal privacy behavior. The final results provide an ability to compare
discoverability with previous studies that used untrained searchers and acquaintances
[6, 10, 40]. Gender differences were also explored, as were the relative difficulty of each
data point.

The searchers were able to successfully identify many of the personal data points.
There were clearly distinct differences in the availability of personal data availability by
data type. In searching for personal data, searchers also noted that additional data, such
as physical home addresses, would have been very easy to obtain as well.

Search time was often quite brief with the majority of searches taking approximately
15 min. The fastest search time was 2 min and correctly identified all three datapoints.
The mean search time was 16.57 min of recorded searches. Only two searches were
rated as very “difficult” by searchers and took 60 min. One of these searches succeeded
in all categories and one failed in all categories.

5.1 Mother’s Maiden Name

Twenty-two mother’s maiden names were successfully located. In twenty-one instances
only one guess was required. Searchers were confident that they had correctly identified
a single correct answer. In the remaining instance, the name was guessed within two
guesses. Correct name guesses represent 68.75% of cases. Three of the nine names that
were not found were guessed incorrectly by searches. In the remaining six instances,
the searchers were aware that they had not located a correct answer. No significant
differences in the gender of participants discovered was noted. The total number of
discovered cases was 11 (64.71%) for women and 11 (73.33%) for men.

Searchers citedWhite Pages as the primary source of correct data formother’s maiden
name. Data for mother’s maiden name was provided by secondary sources. The majority
of discoveries occurred through observation of social relationships onWhitePages. Eigh-
teen successful identification occurred using Whitepages. In addition, three names were
successfully located using Facebook. In one caseYoutube provided personal information
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leading to a mother’s maiden name. The Youtube video that provided the data was not
posted directly by the participant but is believed to represent a posting by a significant
personal relationship. In no case did searchers find the data directly in self-propagated
formats, such as the participant’s own social media site.

Searchers described, “social pivoting” as a successful tactic. In this case, using the
participant as an informational beginning to their search. Focusing on identifying social
relationships and searching the personal data provided by the social circle about the
original participant frequent provided Mother’s maiden names.

5.2 Nicknames

Eleven nicknames were correctly obtained. Of the thirty-two participants, two reported
not using nicknames. Nicknames were more likely than mother’s maiden name to be
found directly on from the participant’s own web postings. Social media, especially
Facebook,was themost consistent discovery location accounting for ten of eleven correct
identifications. In one case, LinkedIn provided the nickname.

Nicknames were likely to be rated as difficult by the searchers. In four instances,
the searchers commented on the ambiguity of nicknames. Also noteworthy, searchers
guessed nicknames incorrectly twice of nineteen unidentified nicknames.

In one case, searchers noted that one participant used twodifferent names consistently
– one name on LinkedIn and a different variant of the name on Facebook. This case,
labeled as the most difficult by searches, took a full hour, but did ultimately yield correct
answers in all three categories.

5.3 Mobile Phone Numbers

Mobile phone numberswere themost difficult to identify correctly.Ninemobile numbers
were correctly identified. A gender difference was noted here, although the number
of participants precludes any type of generalization. Seven mobile numbers belonging
to women were located and two belonging to men representing 41.18% and 13.33%
respectively. All participants reported having a cell phone.

Mobile phone numbers were located using White pages, LinkedIn, Youtube and
Facebook. In two of the nine correct identifications, Mobile phone number was provided
by a secondary source such as an apparent relative or friend’s social media post. In one
instance, the phone number was clearly self-propagated, appearing on a resume posted
publicly on LinkeIn from the participant’s profile. Searches noted that this case was
particularly easy – they successfully located all three data points in two minutes. In all
other cases, mobile phone number was noted as the most difficult data point to correctly
identify.

There were twenty-three misidentifications of Mobile phone numbers. The incorrect
numberswere discovered on either LinkedIn orWhitePages. Searchers notably struggled
to quickly and easily identify mobile phone numbers belonging to participants compared
to other numbers.
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5.4 Results Summary

Thirty-two searches were conducted over the course of 4 weeks. These searches, using
only public web data and free resources correctly identified the majority of data for
Mother’s maiden names, a significant percentage of nicknames and over 40% of female
participantsmobile phone numbers but only a little over 13%ofmale participant’smobile
phone numbers.

These particular data points were selected because previous studies indicated that
theymight represent more difficult information to locate compared to personal data stud-
ied elsewhere [6]. The studies are not directly comparable due primarily to differences
in methodology necessitated by HRPP requirements. The previous study demonstrated
a much lower accuracy, with a correct Mother’s Maiden Name identified correctly seven
times, nicknames, thirty-two times and mobile phone number was correctly identified
nine times. Each of four subjects’ data were searched for by approximately fifty infor-
mation seekers [6]. In the current study, much higher accuracy of mother’s maiden name
and mobile phone numbers were achieved, however, nicknames proved more elusive
comparatively (Table 1).

Table 1. Successful information identification

Successful information identification

Mother’s maiden names Nicknames Mobile phone numbers

Female participants (N 17) 11 (64.71%) 6 (35.29%) 7 (41.18%)

Male participants (N 15) 10 (66.67%) 5 (33.33%) 2 (13.33%)

Total (N 32) 22 (68.75%) 11 (34.38%) 9 (28.13%)

6 Discussion

Current and future authentication and secondary authentication models should be eval-
uated for data discoverability. If personal data is available through statically informed
guessing or easily accessible from a web search that data represents a significant and
measurable security risk.

There are clear differences in the availability of personal data to correct identification.
Some data appears to be treated as “more private” behaviorally compared to other data.
Furthermore, the data pertaining to the participants is less likely to be found directly
self-propagated. These findings have implications on discussions of privacy belief and
behaviors and the development of current and future authenticators.

6.1 Privacy and Personal Data as a Group and Societal Construct

The study demonstrates that a great quantity of the information sough is readily available
due to the social construct of users. Previous work suggests that the volume of online
data creates a level of obscurity, that while not a substitute for privacy, provides some
level of protection, arguing that, “information is obscure online if it exists in a context
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of missing one or more key factors that are essential to discovery or comprehension”
[42]. The search team observed that the most successful strategy employed was that of
observing the web content of “digital neighbors” and social communities as revealed
through commercial venues – not the information directly propagated by individuals.
The actual availability of personal data to discovery is not a construct of individual
privacy beliefs alone, but of the beliefs and behaviors of groups and societies.

Data privacy of individuals is clearly impacted by groups and societies. Groupsmight
include social relationships, such as friendship or parents. Broader societal decisions also
impact data availability – such as the availability of data on commercial and government
sites. Based on the location of data we discovered, it is unlikely the individuals acting
alone have significant influence over the availability of the data studied.

The prior observation impacts our study of the “privacy paradox” Much research
supports various explanations for the “privacy paradox” on individual and interactive
levels of behavior [8]. Lutz and Strathoff [43] provide support for privacy decisions
as a societal and group construct. The study of the outcome of privacy behaviors and
beliefs of individuals, groups and societies, as evidenced in this study, supports a social
construct for data discoverability. Therefore, the study of privacy beliefs and attitudes
about other members of society may be worthy of consideration. Many studies, to date,
focus on the privacy beliefs of individuals about their own data. Extending discussions
of privacy to a group’s sense of obligation to protect the data of other’s in their group
may be a meaningful contribution to unraveling the privacy paradox, particularly with
meaning to the actual results in online data discoverability.

6.2 Human Search and Machine Learning

Prior discussions have quantified the risk of guessing and the likelihood of users forget-
ting personal information [40]. We expand prior knowledge by providing quantification
of the discoverability of personal data to human searchers. Human searchers are often
able to perform very well in contexts that computers are not yet able to navigate. How-
ever, advances in AI and machine learning are rapidly impacting data availability and
prior work highlights the ability of machine learning to identify potentially sensitive
personal information. In particular, Acquisti and Gross [1] demonstrated the ability to
predict partial social security numbers from public data.

Human search, combinedwithmachine learning, would potentially render very com-
plete data sets on individual with relatively little effort. The effort required to obtain the
personal data was often quite low with good accuracy – a level of accuracy that would
once have only been achievable by a friend, acquaintance or significant family member.

The relatively difficulty of finding copious amounts of personal data is likely to
continue decreasing as machine learning continues to advance. Many new ways to iden-
tify ourselves have been recommended [40] however, passwords remain both the most
prevalent and user preferred mechanism for authentication [44]. Knowing that the next
adopted authentication scheme will be very difficult to replace, potential authentication
processes should be evaluated for empirical data availability.
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7 Limitations

All participants for study were volunteers. The impact of privacy attitudes on data avail-
ability was outside of the scope of the study and the impact of either individual or
collective attitudes about privacy were not collected. Volunteers privacy attitudes may
not reflect more broadly. A limited number of volunteers were available, and the sample
were entirely recruited from university students, which, in effect, limited the age of the
sample to eighteen to twenty-two year old adults.

Ethics considerations limited searchers to trained volunteer researchers. Trained
volunteers were limited in number, so relatively few actual searches by unique searcher
were conducted. This limits the broader application of search results. A larger pool
of searchers might have very different results and factors influencing search success
were not possible given the limited availability of searchers. Future work, exploring the
relative skill of searchers may be of interest.

A limited set of personal data were selected based on prior work, primarily due to
limited searcher time and to protect participants by limiting points of data collection.
Extremely personal or sensitive data, such as social security numbers or partial credit
card numbers were excluded for ethical reasons. Additional study is needed to establish
empirical information on data discoverability for other examples of personal data or
authentication protocols.

8 Future Work

Data discoverability is clearly a social construct. Individuals have limited ability to
control their own personal data exposure. Additional work is needed to address group
and social dynamics in privacy.Of interest is the possibility of clusters of privacy attitudes
in social groups. Understanding the value individuals place on the personal data of others
is also significant given the likelihood of data availability through secondary actors.

The ownership of data and the authorization to provide personal data pertaining to self
or others is both a social and legal construct. As technology for sharing and obtaining data
has evolved rapidly, laws and social rules are evolvingmuchmore slowly. Future work in
social construct and law and policy must recognize the current gap between evolutionary
speeds and attempt to anticipate the needs of individuals and society considering evolving
technologies that impact data discoverability.

Current studies are underway to further explore the impact of personality and privacy
beliefs on sharing behaviors as they pertain to participant’s own data and to the data of
others. A survey instrument for measuring the privacy beliefs of individuals with regards
to sharing both their own and other’s data is also in development as a result of this study.
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Abstract. Smart homes – a residence with innovative, interconnected,
and automated technologies – can enhance the resident’s quality of life
and well-being. Despite these potentials, users’ may have concerns about
the increased automation which negatively influence their technology
acceptance. Missing trust in automated technologies and privacy con-
cerns have been identified as crucial barriers for smart home adoption.
Still, privacy and trust perceptions in smart homes have not yet been
deeply understood. Also, the effect of different automation levels has not
been studied so far. In a qualitative empirical approach, we examine per-
ceptions of privacy and trust in smart home technologies depending on
the level of automation (using two juxtaposed scenarios: partially auto-
mated vs. highly automated). 10 adults (20 to 87 years) were interviewed.
Trust in smart home technologies comprises multiple dimensions of not
only trust in the functionality of the technology but also in the human
stakeholders involved and in connected technologies. Privacy in smart
home does not only regard informational privacy (data protection) but
also physical, social, and psychological dimensions of privacy which are
often neglected. The results show that privacy and trust in smart home
are interdependent. The degree of automation strongly influences privacy
and trust perceptions – with a higher automation leading to more con-
cerns. Our results contribute to a deeper understanding of privacy and
trust in smart homes. The negative impact of the level of automation
on privacy and trust perceptions is a guide for the development of smart
home technologies that meet users’ acceptance.

Keywords: Smart home · Technology acceptance · Privacy · Trust in
automation

1 Introduction

Increasing digitization entails global progress and change that affect many areas
of life [12], also domestic environments that become “sensitive, adaptive, and
responsive to human needs” [30]. Smart homes offer great potentials for the con-
trol of energy usage, improvement of security, comfort, entertainment, and com-
munication, but also in terms of health management with regard to aging and
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vulnerable residents [22]. Though research and development concerning home
automation is growing rapidly, the use of holistic environments is still rare in
practice compared to single technologies that have already become popular (e.g.,
surveillance camera, smart speaker) [22]. With regard to the users’ perspective, a
possible reason is that automation may lead to uncertainties, particularly related
to privacy and trust concerns. To this, previous research showed that, although
users appreciated smart home advantages (especially energy management), they
also feared perceived disadvantages in terms of being dependent on technology
along with the feeling of loosing control [3,44]. Future scenarios of smart homes
with more advanced automation may provide even more benefits but may also
increase concerns and feelings of loss of control. Therefore, the technology accep-
tance by the users is a decisive factor for the successful roll-out of smart home
environments. User requirements, especially regarding privacy and trust con-
cerns, need to be understood and considered in the development of smart home
technologies.

To better understand perceptions of privacy and trust in this context, further
research is needed to identify future users’ needs and demands, but also concerns
regarding life in smart home under consideration of different automation levels
– especially as previous studies are limited to either specific technologies and
systems or generic smart home descriptions as basis for use evaluation – to
derive acceptance-relevant factors as implications for the technical development.

1.1 Smart Home Environments

Smart homes are provided with integrated sensor and actuator networks for data
collection and task performance based on wireless communication to support
residents in their personal living environment for improved quality of life [9,11].
Smart home technologies and applications are manifold, including monitoring
systems (video tracking, biometrics control, etc.), integrated pressure pads (e.g.,
in the floor or furniture), light and temperature sensors, smart meters, emergency
buttons, and home robots, appropriately designed for security, entertainment
and communication, convenience and comfort, energy efficiency, ambient assisted
living (AAL) and health care [3]. To give one example, lighting and temperature
in a room can be regulated using (floor) sensors, such as for motion or pressure,
that detect the presence or absence of a person, allowing the lights and heating
systems to be switched on or off accordingly [32].

So far, users are provided with an intuitive handling of the smart home tech-
nology using speech, gestures, and familiar interfaces, such as smartphone or
tablet, to easily control and operate their living environment [18]. For exam-
ple, if residents receive visitors, they can recognize and communicate with them
through a monitoring system (camera, microphone, speaker) and remotely open
the door (e.g., at the push of a button or via voice control) [32]. With regard to
advanced home automation, the idea is to have fully networked appliances that
operate without human involvement [39]. To stay with the example of home
visitors, the security system automatically performs access control by identify-
ing (un)welcome visitors (e.g., via face recognition and pre-set information) to
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open respectively lock the door [31]. Consequently, when the active performance
of tasks is provided by highly automated systems, users take a more passive
role. The repercussions on users’ acceptance of smart home, especially regarding
privacy concerns and trust in the technology have not yet been investigated.

1.2 Technology Acceptance

Research on technology acceptance engages in the comprehension of factors that
influence the intention to adopt and use technologies. A very influential model on
technology acceptance is the TAM (Technology Acceptance Model [10]) and its
extensions [21]. Here, central influencing factors on acceptance are the perceived
usefulness and the perceived ease of use. As measurement for acceptance the
behavioral intention to use a technology is used based on the Theory of Reasoned
Action [1]. The TAM and most of its extensions are originally developed for the
use of Information and Communication Technologies (ICT) on the workplace.
For consumer technologies, the UTAUT2 (Unified Theory of Adoption and Use
of Technology 2 [42]) has been developed which includes additional factors which
are important to consumers like hedonic motivation and price value.

Still, research shows that regarding digital technologies like the Internet of
Things (IoT) and special contexts like smart homes, these models do not consider
the whole diversity of factors that influence acceptance [2,29,38]. In order to
increase users’ confidence and acceptance, Wilson et al. [44] found that smart
home technology needed to be reliable and guarantee privacy, corresponding to
the findings of Balta-Ozkan et al. [3] who revealed information disclosure (data
security) and hacker attacks (the system’s physical security) as major barriers
to use. In addition, it was apparent that users tended to distrust governments
and industries out of the concern for profit-making when it comes to the use of
automated smart home technology [3].

This shows that when technologies are integrated into the intimate space
of the own home, collect manifold data, and take over control of actions – as
it is the case in smart homes – factors like privacy concerns and trust become
decisive [36].

1.3 Privacy

Privacy is a key element of personal freedom, autonomy, and well-being [33].
Privacy can be defined as the control over access to the self [7]. Control being
the core element, privacy is not about absolute withdrawal but about having
the ability to achieve the optimal level of withdrawal and disclosure in each
situation [26].

In regard to digital technologies, the aspect of informational privacy is often
focused, meaning the control over access to personal information [7]. But espe-
cially regarding smart home technologies the other three dimensions of privacy
must not be neglected: Physical privacy describes the control over access to the
physical self like freedom from surveillance and unwanted intruders; Social pri-
vacy constitutes of control over the who, what, when, and where of personal
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encounters with others; and psychological privacy is the protection from intru-
sions upon one’s thoughts, feelings, and values [7]. All four privacy dimensions
may be infringed by smart home technologies and thus need to be considered to
understand privacy requirements regarding the acceptance of smart homes.

In various studies, concerns about privacy have been identified as important
barrier to the use of ICT in general [4] and smart home technologies in particu-
lar [43,46]. Potential users see risks and concerns regarding access and misuse of
personal information, invasion of personal space, feelings of surveillance, obtru-
siveness and more [5,14,17]. Influencing factors on privacy concerns are, e.g., the
perceived sensitivity of data that is collected by the technology [41], character-
istics of the technology like the type or location of sensors [15], who has access
to the data [37], and the ability to control the technology [13].

1.4 Trust

Trust is the key to situations characterized by uncertainties [19] that may arise
when different stakeholders are involved (Can I rely on the other? ). This applies
to interactions between humans with varying roles, needs, and demands as well
as to those involving humans and machines [20].

Considering trust in automated technology, previous studies have already
identified a wide range of influencing factors, including the environment (e.g.,
organizational and cultural setting), situation (e.g., tasks and related risks),
previous experiences, as well as user characteristics (demographics, personal-
ity, attitudes, etc.), cognition (e.g., ability and expertise), emotion and affection
(e.g., technology liking) [16,24,25,34]. Besides, trust in automation was found to
be application-sensitive. Brell et al. [6] revealed that trust in home automation
was significantly higher in contextual comparison with autonomous driving, pro-
vided that the participants also showed a higher willingness to use smart homes.
Against the background of increasing home automation, it is of great interest to
what extent these findings differ regarding diverse automation levels.

As home automation concerns a particularly private and intimate applica-
tion field, it is therefore not perceived without risks [22]. Two strong research
directions focus on aging in place (given the demographic change) and energy
management (as a major motive for use). Steinke et al. [40] identified reliability
and ease of use as trust predictors in AAL, provided that trust also depended
on the type of technology and varied with regard to user diversity. Wilson et al.
[44] found that, in general, dependencies on infrastructure (technologies and net-
works) and third parties (experts) were perceived as risky. With special focus
given to energy management, Paetz et al. [28] and Balta-Ozkan et al. [3] revealed
concerns about being betrayed and manipulated by politics and companies for
economic reasons. To this, Yang et al. [45] identified trust in the service provider
as a central acceptance factor for smart home technologies.

Understanding the role of trust in the decision-making whether or not to
use home automation requires further research to explore user requirements in
balancing perceived (dis)advantages with regard to multiple applications of use,
but also in-depth knowledge of conditions and aspects that can create (dis)trust.
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1.5 Research Questions

For the development of smart home technologies that fit the users needs and
wishes it needs to be understood what influences the perception of technologies
and the technology acceptance by potential users. Much research on technology
acceptance in smart homes focuses on the confirmation and extension of existing
models, using quantitative approaches [22]. This research shows that privacy
concerns and trust in automation are important factors that indeed need to
be included into the modeling of technology acceptance in smart homes (e.g.,
[6,38]). But this quantitative and confirmatory research still falls short in two
important aspects.

Firstly, technology acceptance, trust, and privacy are context-dependent
[6,26,35]. Still, not much is yet known about privacy and trust perceptions in
the special context of smart homes. Therefore, further exploratory examinations
are needed to study how these differences affect the perceptions of privacy and
trust, respectively, in smart homes. Only then can technological developments
be perfectly fitted to users wishes.

Secondly, privacy and trust are mostly examined as two independent vari-
ables. Trade-offs between conflicting factors, like privacy concerns and bene-
fits, like energy savings and quality of life, are a core element of the genesis of
acceptance [27]. First results show that there are interactions between trust and
privacy [6,35]. In a way, trust can mitigate privacy concerns [35]; but privacy
concerns also lower trust into automation [6]. To better understand how these
two important factors interact with and influence each other regarding smart
home acceptance further qualitative research is needed.

Also, an important factor for privacy and trust in automation, respectively,
is the perceived control over the technology [37] and correspondingly the level of
automation [16]. The level of automation has not yet been considered regarding
the acceptance of smart home nor for users’ perceptions of trust and privacy in
this context. It may help to understand key aspects of smart home acceptance.

This study aims to close these research gaps using an exploratory, qualitative
research approach to answer the following research questions:

– What are perceptions of and influences to privacy and trust in smart homes?
– How does the level of automation influence perceptions of privacy and trust?
– How do privacy and trust perceptions interact and depend on one another?

2 Method

The study aim was to explore privacy and trust perceptions of smart homes as
regards two automation levels (semi-automated vs. fully-automated). To this,
a qualitative research approach was designed with N = 10 participants using
guided group interviews (two or three participants each) for a reciprocal sharing
of opinions between the respondents to maximize the diversity of perspectives.
The participants were acquired in the personal environment of the research team
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on voluntary basis without gratification. As interview location, a familiar envi-
ronment was chosen, usually at one of the participants’ own places.

The sample consisted of n = 5 women and n = 5 men. The participants’ age
ranged from 20 to 87 years (M = 43; SD = 24.05). The interviews were recorded
(audio) and transcribed verbatim. Data analysis based on qualitative content
analysis [23]. The categories were developed guided by theory and inductively
supplemented based on the research material.

Prior to the interviews, the participants were given an introduction to the
topic, procedure, and privacy policy. The interview guideline consisted of three
parts with open questions and interactive elements. PART I provided a deeper
understanding of the content by discussing the use of technology and experiences
with home automation. Each participant received a ground plan in which they
were asked to draw technologies they regularly used at home (see Fig. 1).

Fig. 1. Ground plan drawing: technology use at home (translated from German).

PART II explored perceptions of and influences to privacy and trust in smart
homes with special regard given to the degree of automation. Two scenarios
were designed, based on the state of art (see for example [8,22,30]), contrasting
“semi-automated” (Scenario A) and “fully-automated” (Scenario B) home envi-
ronments, which were randomized for evaluation within each interview group.
First, the participants were provided with clearly illustrated text descriptions of
an everyday situation for detailed but easy-to-understand scenario presentations.
The integration of smart home technology into daily routines was outlined by
demonstrating the active role of users in semi-automated respective the passive
role of users in fully-automated smart homes. The understanding of the scenarios
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for all participants was ensured prior to the study in pretests with participants
of different age groups and technology generations.

Next, pictures of smart home technologies were handed out, selected under
consideration of diverse application fields (e.g., comfort, entertainment, security,
health care, and energy efficiency), including explanations on how they work for
each automation scenario (listed in Table 1). A ranking system was used for eval-
uation to ensure comparability. The assessment of perceived privacy based on a
traffic light system with the colors green (= “I have no privacy concerns”), yellow
(= neutral), and red (= “I have privacy concerns”). To assess the participants’
trust, three emoticons were used with a positive (= “I trust the technology”),
neutral, and negative (= “I distrust the technology”) facial expression. Subse-
quently, the participants were asked to discuss further issues of privacy and trust
related to the presented technologies, such as What aspects and conditions are
particularly important to you in terms of privacy and trust? What are exclusion
criteria for use? Do you think to have control over your data? Do you think the
technologies presented are reliable? etc.

PART III concluded the interview, in which the participants were asked to
decide and reason on which smart home scenario (semi-automated vs. fully-
automated) they would like to use in practice.

Table 1. Technologies in semi-automated (Scenario A) vs. fully-automated (Scenario
B) smart home environments.

Technology Scenario A (semi-automated) Scenario B (fully-automated)

Blinds Opening and closing at the

push of a button

Opening and closing based on

sensor information (e.g., light)

Fridge Food stock monitoring Food stock monitoring and

reordering if necessary

TV Networked with smartphone

(screen display)

Networked with smartphone

(screen display), lighting

(dimming), and external

speakers (sound)

Front door Remote access control via app Automated access control via

face recognition

Bed Sleep monitoring Sleep monitoring with

automated SOS call in case of

emergency

Alarm system Emergency notification Automated SOS call

Lighting Networked lighting controlled

via app

Networked lighting adaptive to

individual user needs

Smart speaker Activated via voice control

(“Play music!”)

Activated via motion

detection (music is played

automatically)

Smart Meter Visualization of energy

consumption

Automated energy

management

Shower Access to user profile

(temperature preference) at

the push of a button

Automated user recognition

and preference setting
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3 Results

In the following, trust perceptions, influences on these, and their dependence on
the automation level are described. Thereafter, privacy is focused. The results
are illustrated with statements from the participants that are presented at the
end of each section. These are indicated in italics, referenced by number and the
speaker is identified regarding their gender (f/m) and age (in years).

3.1 Composition of Trust in Smart Home

Trust in a smart home is based on multiple trust perceptions (see Fig. 2). One
factor is the trust into the functionality with trust in the reliability of the
technology as a decisive part (see Q1). But also the trust in data protection by
the technology is important (see Q1, Q2).

Fig. 2. Composition of trust in smart home.

Also foreground is the trust in human stakeholders. This is, on the one
hand, the trust in the developers and providers (Q3). Very important to many
participants was, on the other hand, trust in a good technical service (Q3), as
they did not trust the technology to be totally reliable.

As smart home technologies rely on technical infrastructure like networks
and the internet, trust in connected technologies and IT is also important
for trust in smart home (Q4). Related to trust in smart home is also trust in
technologies in general (Q5).

Q1: “I think trust refers to two things: how reliable the technology is and how much
I trust the company to handle my data.” (f, 27)
Q2: “[What conditions are needed for you to trust these technologies?] Data secu-
rity. That it is ensured that my data cannot be accessed by unauthorized persons.”
(f, 53)
Q3: “Any technology is only as good as the people who are behind it and who make
the technology work or who are responsive in case of failure.” (f, 53)
Q4: “I would not necessarily trust that the Wi-Fi will always work. So I think it’s
more about trusting other things that are not the technology itself.” (f, 28)
Q5: “If the standard technology, i.e. a mobile phone wouldn’t break after two years,
[...] then I would be happy to look into smart home.” (m, 57)
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3.2 Influences on Trust in Smart Home

Influences on trust in smart home can be structured into three aspects: the
technology, the user, and the context (Fig. 3).

Fig. 3. Influences on trust perception in smart home.

Technology. Multiple characteristics of the technology influence trust. Again,
the reliability plays the decisive role. This perceived reliability is influenced by
the maturity of the technology (Q6) and level of connectivity with other tech-
nologies (Q7). However, as most participants do not trust the technology to be,
absolutely reliable, they perform a risk evaluation based on the application type:
the less risky the task taken over by the smart home technology is, the more
they trust that technology (Q8). Therefore, it is also important how they per-
ceive privacy risks: the more severe potential privacy infringements, the lower the
trust into the technology. Additionally, the participants search for a safety net in
case the technology fails. Here, particularly a good technical service and manual
control over the technology or task at hand are important (Q9). Moreover, the
ease of using the technology influences trust.

User. Also, individual users vary in their trust perceptions in smart home. An
important user factor is the experience with the technology. On the one hand,
personal experiences with the smart home build trust (Q10). On the other hand,
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experiences of peers (Q10) and shared experiences in (online) reviews (Q11)
are considered. Besides experiences with the technology in question other expe-
riences influence trust perceptions. Here, especially the familiarity with similar
technologies (Q12) and technologies in general (Q13) are important. Also, having
experienced a threat like a break-in may impact users trust perceptions (Q14).

Additionally, the participants state that user diversity factors like age may
have an impact on trust in smart home (Q15).

Context. Besides technology characteristics and user factors, also the context
influences trust in smart home. For once, user do not regard trust independently
from the benefits of the technology (Q16). Similarly, the necessity to use a tech-
nology overrides distrust (Q17).

Q6: “I also think it’s important to say that all the systems you just introduced are
in absolute, not even beta, but alpha phase, which is not and will not work in any
way feasible.” (m, 20)
Q7: “Before it didn’t work. And now think about upgrading from three to seven or
eight technologies. That means there’s a better chance that something won’t work.”
(m, 57)
Q8: “I trust such systems more the less tasks they take over. So I don’t trust a
system that takes over driving my car while I’m on the highway at 160 miles per
hour. But if the system is only there to play music in my car, I trust it 100%,
because if the music doesn’t work, it’s not that bad.” (m, 20)
Q9: “But as I said, always with the option of manual operation in case I don’t like
it or want to have it otherwise. The individual adjustment must still be possible.”
(f, 53)
Q10: “What would create trust would be if a friend bought it, recommended it to
me, and then I would try it at his home. So with people who are close to me, who
I trust 100%, if they tell me it’s safe.” (m, 20)
Q11: “[Is there something that would create trust?] Customer reviews” (m, 21)
Q12: “Yeah I think that’s more familiar to what we have right now. That makes it
easier for me to move to smart technologies.” (f, 28)
Q13: “That’s the worst, because when I think about what technologies are not work-
ing for me right now ...” (f, 53)
Q14: “I would also say that everyone’s trust limits are different. If you have had an
incident, for example a burglary, you will have more confidence in such a system.”
(m, 20)
Q15: “Because for us younger people that would not be too much change. But older
people may be more concerned regarding technologies or changes.” (f, 28)
Q16: “I trust the big picture. This smart meter is super useful.” (f, 27)
Q17: “[What would create trust for you?] Once it becomes vital.” (m, 20)

3.3 The Impact of the Automation Level on Trust

All participants agreed that trust is higher in the semi-automated smart home
regarding all ten technologies on average than in the fully-automated one. Risks
are perceived as more severe (Q19) and giving up control increases distrust in
the fully-automated smart home (Q18). Still, for some applications, trust is still
perceived as positive in the fully-automated smart home, and some applications
are perceived negatively in the semi-automated one (see Fig. 4).
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Fig. 4. Ratings for (dis)trust in the smart home technologies juxtaposed by scenario.

Q18: “I think I would trust things here [in the semi-automated smart home] more.
I think it’s the fact that you have more control here.” (f, 28)
Q19: “[Which of the two smart homes would you prefer?] That is quite clear. The
second [semi-automated] one. It has the least technical risk.” (m, 87)

3.4 Composition of Privacy in Smart Home

In smart homes, all four dimensions of privacy [7] are important. Informational
privacy is the most often mentioned aspect describing the control of access to
personal data. Informational privacy in smart home means no unwanted access
(without consent) to the data collected by smart home technologies (Q20), no
misuse and no user profiling of that data (see Fig. 5). Physical privacy is
centrally about being alone. In smart home, this particularly means no visual
surveillance and no unwanted intrusion to the home (Q21), e.g., no break-ins.

Also the social privacy, i.e. the control over conversation partners & lis-
teners, can be confined in a smart home, e.g. by recordings of conversations
(Q22). Psychological privacy is not mentioned directly by the participants.
However, their statements show that they do not want technologies to be insuf-
ficiently adjusted to personal needs as that does not correspond to individual
wishes and preferences (Q23).

Q20: “Because this smart home knows almost everything about me and what I’m
doing, my privacy is no longer protected when someone can access this data.”
(f, 27)
Q21: “[Is there something that is very important for your privacy?] That there are
not suddenly strange people in my home.” (m, 87)
Q22: “[What does privacy mean for you in a smart home?] That conversations are
not overheard.” (m, 21)
Q23: “This is like a prison for me, because the technology always does what others
think is right for you.” (m, 20)

3.5 Influences on Privacy in Smart Home

Influences on the perception of privacy in smart home again stem from three
sources, the technology, the user, and the context (Fig. 6).
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Fig. 5. Composition of privacy in smart home.

Fig. 6. Influences on the perception of privacy in smart home.
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Technology. Technology-wise the data handling and data protection are impor-
tant. Users again perform a risk evaluation and want to prevent misuse & selling
of data (Q24). Important criteria for this risk evaluation are who has access to
data (Q24, Q25) and trust in data protection in general. In more detail, it is
also important where the data is stored and whether the devices are connected
to the internet or other technologies. Data provision with consent is no privacy
infringement.

The type of technology and application is decisive for the privacy percep-
tion. In the participants’ statements, we again observe the risk evaluation they
perform (Q26, Q27). The riskier for the personal privacy, the less a technol-
ogy is accepted. Decisive criteria besides the application are the location of the
technology in the home and the sensitivity of the collected data.

A feeling of control over the technology can mitigate privacy concerns. Also,
reliability is mentioned as influence on privacy perceptions. Moreover, one par-
ticipant explains that there is a difference between humans knowing data and
an inhuman machine doing so (Q28).

User. Also for privacy perceptions, user diversity is influential. On the one hand,
users differ in their personality and thereby disposition to value privacy (Q29).
On the other hand, experiences with privacy infringements and technologies play
again an important role.

Context. Context-related influences on privacy perceptions stem from the ben-
efit of data collection (Q30) and how privacy infringing alternatives are (Q31),
e.g., moving into a nursing home.

Q24: “Fear of abuse of this data would be a big problem. If the information is for
me it is okay. If it is used in the medical field, in the physiotherapy field also good.
But if it is used for advertising purposes, marketing strategies development, then I
am not willing to provide this data.” (f, 53)
Q25: “I think it depends on whom you refer to for privacy. To my neighbors and
friends I am still as private or not private as before. But the question is where the
data is stored and who can access this data.” (f, 27)
Q26: “So with the fridge I think to myself who cares what I eat. Blinds too, I don’t
know if they interfere with my privacy. I think the front door is super critical. If
my front door just lets people in, I it’s not cool.’ (f, 27)
Q27: “Well, I think it is important to know what the data is used for, because it
brings with it dangers.” (m, 30)
Q28: “When a milkman analyses my daily routine and then stands outside my
door at the exact time of day to bring me milk when I’ve just been awake for ten
minutes, I’m happy to see that milkman. But if you wake up and suddenly he is
standing in front of your door because the computer has told him to, I find that
strange. I would not feel comfortable with that.” (m, 20)
Q29: “I think it depends on you personality regarding privacy.” (f, 27)
Q30: “If the information is for me it is okay. If it is used in the medical field also
good. But if it is used for advertising purposes, I don’t want that.” (m, 57)
Q31: “With the blinds, every neighbor can also see when I do this.” (m, 20)
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3.6 The Impact of the Automation Level on Privacy

All participants agreed that the perceived privacy is higher in the semi-
automated smart home when they regard all technologies together. The main
argument is even more surveillance in the fully-automated smart home which
infringes on privacy as well as less control (Q32). Still, the ratings vary between
applications: every rating (positive, neutral, negative) is prevalent for each
automation level (see Fig. 7).

Fig. 7. Ratings for perceived privacy with the smart home technologies juxtaposed by
scenario.

– Q32: “[Do you feel like you’d get your privacy in this [fully-automated] apartment?]
No, even less. There is even more data being collected, and even more is controlled
by the technology.” (m, 57)

4 Discussion

In an exploratory group interview approach, users’ notions and perceptions of
privacy and trust in smart homes were investigated with special regard to increas-
ing automation – which has been identified as an important factor in other appli-
cation fields [16] but not yet investigated in this context. Using two juxtaposed
scenarios of a semi-automated vs. fully-automated smart home, the impact of
automation level on trust and privacy was studied. To this, interactive empirical
research methods were used to sharpen the participants’ understanding of the
research subject (through groundplan drawings) and discuss results at a detailed
level (by means of comparative rating systems). As privacy and trust perceptions
are highly context-dependent [6,26,35], in-depth knowledge of both concepts in
the sensitive context of home automation is needed. Only then, a user-tailored
development of smart home technology can be provided.

4.1 Understanding Trust and Privacy in Smart Home

Trust: The results confirm reliability as a core element of trust from a tech-
nological perspective, similar to the acceptance of smart home technology [22].
Also, trust in data protection is an important element. However, because users
actually do not fully trust the reliability and data protection, two aspects are
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important: On the one hand, risks of failure should not be too high. Here the
participants perform a risk evaluation based on the application of the technol-
ogy. On the other hand, users search for a safety net in case of failure wishing
for a good technical service and manual control over the technology or task at
hand. For developers and provides, the reliability as well as a good safety net
should be foreground. This is even more stressed by the results regarding user
diversity, where the personal experience with smart home and other technologies
is most influential. Correspondingly, time is needed to convince users about the
reliability via good experiences.

Our results highlight the high importance of trust in human stakeholders like
developers, providers, and particularly the technical support thereby confirming
previous results [45]. This human centered perspective needs to be integrated
into trust models. For providers, trust-building measures into their performance
and the technical support are key factors for users’ trust and thereby their accep-
tance.

As third aspect, trust in the connected technological infrastructure can be
confirmed as important factor [44]. Here again, experiences with internet failures,
complex installation processes, and more diminish trust in such a dependent and
interconnected technology as smart homes. Consequently, the extension of the
infrastructure needs to be driven forward for a successful roll-out of advanced
technologies like smart homes. As well, compatibility between technologies and
simple installation processes are important requirements for smart home tech-
nology development.

Privacy: In smart homes, informational privacy and data protection are core
elements for privacy perceptions which is closely linked to the trust in data pro-
tection. However, physical, social, and psychological dimensions of privacy are
also important in smart home. Feelings of being alone and free from unwanted
intruders, of unobserved conversations, and control over the environment to
adjust to personal preferences are key aspects. Smart home technologies should
correspondingly be most unobtrusive into the personal space of the home. As for
trust, a risk evaluation is a core element for perceived privacy. This highlights
the importance of data the principle of data minimization: only collect and store
data when it is needed.

Both, privacy and trust were not regarded independently from the benefits.
Here, trade-offs between barriers like privacy and trust concerns and benefits
become prevalent that are key to the genesis of technology acceptance [27]. These
trade-offs are not yet fully understood and should be focused in future research.

4.2 The Relation of Privacy and Trust

Interdependence of Privacy and Trust: Our study shows first indications
that privacy and trust are more interconnected than is often assumed. Comparing
the composition of and influences on privacy and trust in smart home, several
similarities and interdependence emerge.
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a) Privacy and trust perceptions are both based on a risk evaluation. The more
severe potential consequences are, the less trust and the less privacy is preva-
lent for the users.

b) The perception of privacy and the trust in the technology influence each other.
Trust in data protection is important for the perceived privacy in smart home,
and the perceived privacy influences the technological risks and thereby trust
perceptions.

c) Multiple factors influence both, privacy and trust. For example, the reliability,
connection with the internet, application type, control of technology, and
perceived benefits. For user diversity, experiences play an important role in
both cases.

We could observe in the interviews that the participants had a hard time
separating privacy and trust. Participants who first answered questions regard-
ing privacy often started referring to trust in data protection when answering
questions about trust. Similarly, participants often directly mentioned reliability
for privacy when trust was discussed beforehand.

Follow-up studies should investigate this relationship to advance the compre-
hension of privacy and trust for technology acceptance.

4.3 The Impact of the Automation Level

Faced with the decision to choose one out of the two smart home scenarios
presented for living, the participants commonly agreed on the semi-automated
environment often motivated by trust and privacy related issues.

Especially for trust perceptions, the level of automation has previously been
identified as important influencing factor [16]. Our results confirm that privacy
and trust perceptions in smart home are fundamentally based on and influenced
by feelings of control and are strongly influenced by the degree of automation.
All participants preferred less automated smart home technologies to fully auto-
mated ones regarding privacy and trust. These results can be explained by the
influencing factors on privacy and trust: higher automation is accompanied by
less (felt) control over the technology resulting in higher risk perceptions, more
data collection and interconnection between several data sources, as well as more
dependence on the reliability of the smart home and the connected technologies
and infrastructure. As one participants plainly puts it: “because one trust oneself
more than one trusts the technology”.

This strong, negative impact of the level of automation has to be confirmed
and quantified in future studies. It gives a clear direction to the development
of smart home technologies: there are adjusting screws to improve privacy and
trust in fully-automated smart homes, e.g. data minimization and data protec-
tion, reliability of the technology and connected infrastructure, as well as always
providing users with fail-safe technical support and manual control options. How-
ever, the use of fully-automated technologies is critical for users and should be
guided by a high benefit to convince potential users.
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4.4 Limitations

Our results contribute to a deeper understanding of privacy and trust in smart
homes and their dependence on each other and the level of automation. Still,
methodological limitations have to be considered when interpreting the results.
The qualitative approach was suited to identify perceptions and influencing fac-
tors for trust and privacy in smart home and to indicate important research direc-
tions. These have to be further confirmed and quantified in quantitative empirical
approaches. The sample size of 10 interviewees was sufficient for this exploratory
study. Still, the impact of user diversity in privacy and trust perceptions needs
to be further studied. Hence, more diverse samples are needed regarding age,
technical affinity and expertise, and experiences with smart homes. Moreover,
the study was conducted in Germany with a German sample. Perceptions of
privacy, trust, and technology acceptance vary between cultures and countries.
Therefore, the perspective should be widened to analyze cultural differences as
well as to better understand further influencing factors.

To engage participants into the discussion and promote in-depth reasoning
about privacy and trust in smart home, a interactive approach with drawings
of ground plans as introduction to the topics as well as ratings of privacy and
trust for each technology was chosen. For the results, this assured that each
participants considered and evaluated every technology. At the same time, for
the participants this made the interview more engaging and fun resulting in good
cooperation.

Another important aspect is the approach to interview potential smart home
users about hypothetical technologies. The participants were neither experienced
with smart homes nor could they try out the technologies. Therefore, the results
are based on perceptions and images of smart homes that are mostly based on
hearsay and experiences with other, partly similar technologies. Still, that does
not belittle the meaningfulness of our results as in the current beginning phase
of the roll-out of smart home technologies this is what guides most potential
users and buyers.
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Abstract. Smartphones are becoming our most trusted computing
devices for storing and dealing with highly sensitive information which
makes smartphones an essential platform to take under control utilizing
privacy-preserving applications (apps). There exists a variety of privacy
preserving apps on the mobile platform which claims to offer a potential
way for people to protect data on their mobile phone. However, there
has been no systematic study of these apps and what features and func-
tionalities they offer or what may contribute to their under-utilization
by mobile users. In this study, we analyzed the general functionalities
of iOS privacy preserving apps by examining features designed to sup-
port user engagement and their privacy preserving functionalities. In
addition, we examined user experiences, through a thematic analysis of
publicly available user reviews of sampled apps. Our findings provide
insight from users’ reviews and their usability challenges in use of these
privacy apps as well as the fundamental privacy features they are seek-
ing. We believe these findings will guide privacy application developers in
building appropriate functionalities that is more realistic and relevant to
mobile users’ daily life. In addition, this study provides the preliminary
steps towards a comprehensive and actionable privacy tools/architecture
for mobile phones that is human centered.

Keywords: iOS privacy apps · Usable privacy · Content analysis

1 Introduction

In the age of hashtag, you-tubing, trending faceapps, tweets, snaps, we are not
only able to share all aspects of our lives, but we are also able to experience
interactions like no other time in human history. Smartphones play a vital role
in making these interactions and functionalities possible. We rely on smart-
phones to assist us in all aspects of our daily lives such as messaging, performing
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financial transactions, accessing medical records, etc. According to a recent Pew
research study, large majorities of people around the world own or share mobile
devices where smartphones are generally the most common type of mobile device
[1]. Smartphones combining with the internet have been prevailing the way to
the economy, education, politics, and other fields. In this course of information
sharing practices on smartphones, we are often voluntarily sharing our personal
information that may be accessible to cybercriminals, different adversaries and
unauthorized third parties. Besides, there are potential privacy vulnerabilities
due to smartphones’ advanced processing capabilities of storing and processing
data like location, list of contacts, personal photographs, and health information
which are all personal and sensitive information. For example, in 2019 smart-
phone users downloaded 178.1 bn mobile apps which shows the great success
of mobile applications [2]. Furthermore, under the big umbrella of the internet,
we are doing different activities through our smartphones: web browsing, text
messaging, emailing, storing our photos and videos, using different types of apps.
Therefore, persevering privacy becomes a crucial concern for many smartphone
users. Among the variety of privacy-enhancing technologies (PETs) for preserv-
ing privacy, one strategy available to mobile users is the availability of many
privacy preserving applications (privacy apps).

While there are numerous studies on different types of mobile apps, to the
best of our knowledge there has been no published studies that have investigated
this privacy preserving apps for iOS, evaluating their functionality or usability.
Therefore, in our investigation we aimed to analyze both apps specific features
and users’ perception through their reviews to identify the relationship between
these two aspects and to determine if there are parallels and insight to be learned.
According to Wasserman, an important challenge with mobile application devel-
opment is that of finding effective solutions for achieving nonfunctional qualities
in mobile applications and defining suitable techniques and tools to support
their testing [3]. However, application testing and analysis represents a challeng-
ing activity, with several open issues, specific problems, and questions. Much of
previous research has solely focused on improving the technological aspect of
designing better system and architecture [4–8] or have focused on automated
testing to validate by utilizing different tools and most of those studies investi-
gated android apps [9–12] while there is a lack of research studies with iOS apps.
We also observed a lack of experimentation with iOS apps. Other researchers
have concentrated on utilizing more advanced techniques, for example machine
learning and deep learning approaches in system level for authorization, verifica-
tion to preserve certain level of privacy [13–15]. Meanwhile we know that mobile
apps’ utilization among users primarily depends on the user-friendly function-
alities and appearance. While privacy apps are developed and meant to provide
additional privacy preserving measures, in most cases, these apps include some
complex configuration and settings components in their architecture. In those
cases, it is difficult for users to easily follow new orientation and commands and
utilize the user interface and application environment [26]. In the worst-case
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scenario, people might not be able to use it and therefore, the usage of those
apps is significantly decreased.

In this study, we focused our research on iOS privacy apps that were free
and investigated the apps’ specific functionalities and characteristics and users’
experiences and expectations through analyzing their reviews and comments.
We believe that the results of this study will help app developers in considering
alternative or additional functionalities which could lead to increased privacy
preservation for mobile users as well as usage of the apps.

2 Background and Literature Review

Smartphone Privacy vulnerabilities and data leakage has become an important
and concerning issue worldwide [17,36]. At the same time sensitive data breaches
continue to increase, for example, the entire Verizon-USSS dataset from 2004 to
2009 has shown over 900 breaches [18]. Thus, existing smartphone users’ privacy
protections needs to be assessed. As mentioned above, a number of privacy apps
having been developed to combat these vulnerabilities. In order to improve on
these apps’ functionality and effective use, there is an urgent need for research
in respect to nonfunctional requirements and human factors. Much of previous
studies have focused on the development and evaluation of apps’ technological
functionalities [19,20] and UI testing but even those UI studies have mainly
focused on reliability which is mainly also a technological focus [16,21–23].

Our literature review reveals that there are several papers that have assessed
apps’ content in a form of review and feedback in respect to users’ perspective.
However, these studies reports on the relationship among different factors and
how apps are geared towards users perspective [24–26] or it evaluates the effec-
tiveness of expert involvement [27–30]. These findings have suggested a common
view that current apps testing and iterative improvement lack evidence-based
requirement analysis on features and functionalities [37]. According to these stud-
ies there is evidence of inconsistency in those reports on the correlation between
different factors (ratings, download counts) which suggests that there is a need
for further research and systematic investigation in this area. Moreover, most of
these research studies are conducted in the domain of eHealth, eBanking, fitness
and another kind of apps [31–35]. To date, there haven’t any published research
studies on privacy-preserving apps and users’ perceptions toward those apps.
Our research study aims to utilize app reviews from app stores which contains a
large amount of data regarding users’ experiences, type of use, usability difficul-
ties, and favorite features. Previous literature in Human Computer Interactions
(HCI) has demonstrated the benefits of using public reviews to investigate users’
attitudes toward and experiences of existing apps [37,39].

Accordingly, in our study, we have done content analysis to determine the
shortcomings in particular areas such as non-functional requirements by analyz-
ing usability comments, reliability, and compatibility in apps from our collected
users’ reviews. We have conducted descriptive and distributional statistics to
interpret our results.
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3 Methodology

This section describes the process of searching, screening, and selecting the apps
to be included in our systematic study, as well as the analysis procedures to
demonstrate the users’ perception towards privacy apps and its’ functional and
non-functional requirements.

3.1 Sampling

Our sample apps for this study were collected from the iOS Apps store from Dec
2019–Jan 2020. Apps were searched directly from the App Store using an iPad
device. The search terms “Privacy”, “Data Protection”, “Hide”, “Block”, “Con-
cealment”, “Confidentiality”, “Privateness”, “Seclusion”, “Solitude” resulted in
532 privacy apps.

Fig. 1. Collected information of apps

As it can be seen in Fig. 2, initial selection of the apps for analysis were
made if they met the following inclusion criteria: (1) English-language app, (2)
focused on preserving privacy on users’ portable device and mobile phone, (3)
free during installation. Hence several apps were excluded before analysis. Upon
this initial collection of apps, we noticed that the apps offered different types of
privacy protections, for example, photo and video privacy apps, VPN/ Wifi pri-
vacy, password manager, transmission and encryption, ad blocking, document/
file privacy, and others including guidelines and privacy specific conference apps.
Figure 1 presents our overall 532 collected apps and its privacy categories. To
make our follow-up evaluation manageable and systematic, we used the total
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number of reviews for a given as our main selection criteria. The mean for the
number of reviews at the time of our app collection was 10769 (where the max-
imum and minimum review counts are 426729 and 0). Privacy apps that had
slightly below and above 10769 review mean were chosen. Since our assessment
is on usability, technology, and interactivity measurement, we randomly selected
apps rather than selecting apps with higher number of reviews only. This yielded
12 selected apps, 6 of them are above the mean and 6 of them are under the
mean of number of reviews. The selected group of 12 apps were representative
of the 6 different privacy categories identified in Fig. 1 (VPN, photo and videos,
password, texting, browser, ad-block). The final sample of apps that were down-
loaded, installed and coded for our subsequent analysis was 12.

Fig. 2. Apps inclusion chart

3.2 Coding Process

We first downloaded each app to an iPad and got familiarized with the apps’ main
features. Next, we assessed each app and classified its general characteristics
based on the listed description in the App Store. Since our motivation for this
research is to understand and interpret’ users expectations, experiences, and
reviews of privacy apps, we recorded the recent reviews (from Dec, 2019 to Jan,



538 T. Sharma and M. Bashir

2020) and its content available from the App store. To analyze this content,
we explored similar content analysis coding process/scheme used by previous
researchers to guide our coding methodology [38], because there was no specific
coding scheme available for privacy apps. Table 1 provides our finalized coding
scheme that is literature driven.

Table 1. Collected information from apps web page

Category Definition

General characteristic

1. Option to Change Preferred Language User can change language

2. Actionable Application Lock Lock to open

3. Auto suggest and option Automatic suggestion

4. Storage Backup To store the data from users’

input

5. Screen lock Lock to prevent unauthorized

access

6. One-tap connect Easier to configure

7. Simpler Interface Friendly user interface to use

8. Well-described policy Brief privacy policy

9. Two-Factor Authentication Secure authentication mechanisms

10. Privacy and Security Certification Validation on products

11. Apps category Particular types of security

User review Comments left by users on

application specific page

1. Rating Perception and feedback in a

numerics

2. Review Feedback on text format

3. Date Date when users left any comment

4. Version Particular version of apps

3.3 Coding Scheme

General Characteristics were coded based on the information that was cap-
tured from the App Store, such as price, option for preferred language for app
users, availability of application lock for user screen, storage backup, screen
lock, one tap connect, simpler interface, well-organized privacy policy, enhanced
authentication, for example, two-factor authentication, privacy/security certi-
fication, rating, review counts, apps category/particular types of privacy and
security.

Purpose of the App. For perceived purpose of the app functionality, we coded
each app under one or more of the following six categories: (1) Wifi and VPN
privacy, (2) Photos and Videos Privacy, (3) Password Privacy, (4) Ad blocking,
(5) Texting Privacy and (6) Document/file privacy.
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Users’ Perception (Apps Store Review Content). In our overall coding
process, coding the review content was considered the most critical and chal-
lenging part of our coding scheme. Since Privacy apps include multiple features,
general information, privacy-specific functionalities, all of which can be subject
to content analysis. Previous studies analyzed their content by directly down-
loading the app or exploring the features list and description mentioned on app
web pages [39]. In our study, we analyzed the actual reviews collected from the
App store so that we can gain better insight from users’ direct experiences for
the selected privacy apps. Again, to make this coding manageable we used their
most recent reviews (Dec 2019–Jan 2020) on the most recent version for each app.
This is measured and coded as a composite of (1) Text reviews, (2) Rating given,
(3) Tag line (Categories of frequent issues of operating those apps). For our anal-
ysis, we have conducted content analysis which is a research methodology that
involves coding and interpreting qualitative, usually text-based material [40].

Design Principles. Our aim for this evaluation criteria was to systematically
study the features and content of the selected 12 privacy apps. Using Table 1’s
coding for the two main categories: General characteristics and users review
we developed Table 2. As it can be seen Table 2 extends the analyses of users
reviews content into an additional 6 categories that is been established in ISO
25010 [41] guidelines recently. ISO 25010 is a guideline for product quality eval-
uation process that determines which requirements and quality should be taken
into account [41]. We believe our study is the first one that has unfolded the clas-
sification of users’ reviews based on ISO guidelines and classifications. Further
insights from these classifications will be reported in future papers.

3.4 Assessment

In this study our assessment strategy for evaluating usability, interactivity, and
technology was to utilize users’ feedback that was available via their reviews.
More specifically, we aimed to address the following two main research questions:

1. What does users’ reviews reveal about their experiences in their use of these
apps interface and general functionality

2. What design and functionality improvements does the reviews reveal for app
developers

To address the above questions, we designed the following assessment and vali-
dation steps to carry out our systematic research study.

1. The first step included registering and installing all the 12 selected iOS privacy
apps that was described in previous sections. Some of them required a valid
apple account to create an app-specific account during installation. Next, we
manually assessed the usability and functionality of each app and recorded
them in Table 1.
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Table 2. Categories of users’ review on Apps Store

Type Description Example from user review

Usability Degree to which a product
can be used by specified
users to achieve specified
goals with effectiveness

“Really love the app but I
cant take pics or videos in
the app now”

Reliability Degree to which a product
performs specified functions
under specified conditions for
a specified period of time

“Every time I try to share
an image through the
Signal app on iPad, the
app crashes”

Performance The extent to which a
function must be executed
under stated conditions

“Huge battery drain after
updating to latest version.
Jan 11, 2020”

Security Degree to which a product
protects information so that
persons or other products
have the degree of data
access appropriate to their
types and levels of
authorization

“The develops need to pull
their heads out of their
collective behinds and
instead of introducing
more #34;social#34;
garbage onto the
platform...FIX
EXISTING SECURITY
FLAWS!!!”

Compatibility Degree to which a product
can exchange information
with other products while
sharing the same hardware or
software environment

“You will lose all your
conversation history when
switching phones since
Signal messages are not
included in iOS/iTunes
backup. Developers have
been ignoring feature
request for years”

Portability Degree of effectiveness and
efficiency with which a
product can be transferred
from one hardware, software
or other usage environment
to another

“Not OK, tons of safety
security messages for my
partner and me with her
new iPhone Xr. Verifying
us both makes no
difference ...We are not
able to delete them, it
than becomes even
more!!!!”

2. We conducted content analysis for the users reviews and recorded the concerns
raised in the reviews in terms of usability, interactivity and functionality.
Our preliminary analysis revealed our categorization for the most frequent
concerns that is listed in Table 2.
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3. Descriptive and distributional statistics was used to interpret the overall eval-
uation of those apps on their usability, functionality, and interactivity. Sta-
tistical software R version 3.6.1 was used to calculate descriptive statistics
which yielded to identify associations between app characteristics and user
ratings and review tags.

4. Findings were summarized for each app and recommendations and sugges-
tions for app developers were identified.

4 Results

4.1 Road Map

Our aim in this study is to better understand the features and content of privacy
elated iOS apps available to the public, with a focus on their purpose, general
and privacy-related features and users’ reviews. Guided by the newly developed
ISO standards for Mobile apps guideline [41], we developed our entire analysis
scheme. Our Result include quantitative measures through a descriptive and
distributional statistic.

4.2 Sample Description and General Characteristics

Our initial overall privacy apps collection was N = 532. All of these apps were
free. We calculated the mean score for the number of reviews counts to be
10769 (median = 6, SD = 43215.83) where the maximum and minimum review
counts are 426729 and 0. And the median of users’ ratings in apps store is 4.200
(mean = 3.042, SD = 2.035412). The final sample of apps that met our selection
criteria and was used in the final analysis (N = 12). These selected apps were
randomly selected in respect of mean number of reviews which was 10769. 50%
(N = 6) of selected apps’ are above the reviews mean and 50% (N = 6) are below
the mean.

4.3 Purpose of the Apps and General Features

The analysis for this part included classifying the goals for each of the apps
into one of the six main categories. These categories were established based on
literature on recent trend of privacy-enhancing technologies, namely, (1) Wifi
and VPN privacy, (2) Photos and Videos Privacy, (3) Password Privacy, (4)
Ad blocking, (5) Texting Privacy and (6) Document/file privacy. Majority of
the apps were categorized under Photos and Videos which is accounts for more
than one fourth of total counts of collected apps. From the total apps collection,
28% are privacy preserving of Photos and Videos, 16.5% is for VPN and WiFi,
8.60% are for protection of data during transmission and encryption, 7% are
for Password Manager, 6.60% are specific and a privacy guide for conferences
and symposiums (not for general use), 6.37% are saving for documents and files,
3.75% for adblocking, and 13.13% are others including privacy guidelines and
conference specific apps (Fig. 1).
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Fig. 3. Percentage of apps’ general characteristics

4.4 Evaluating Users’ Reviews (Apps Store Review Content)

We assessed actual users’ reviews from the Apps store for the 12 selected apps
and classified them into seven categories established by ISO 25010. We collected
1248 user reviews from the App store on the most recent version of the app
available in the timeline between Dec 2019–Jan 2020. Then we manually iden-
tified reviews with concerns related to the non functional categories mentioned
in Table 2. From those reviews, we randomly parse sentences and manually clas-
sified them into those categories (mentioned in Table 2), which led to 348 total
user review sentences. We used this randomly chosen 348 review sentences for
subsequent analysis.

All sampled user review sentences were manually classified by following a
non-functional standard described in (ISO 25010 [41]). Table 3 shows the num-
bers and percentages of manually labeled user review sentences in the dataset
that were classified as certain types (Usability, Reliability, Performance, Secu-
rity, Compatibility, Portability, and others) for each of the selected apps for our
analysis. From that table, it is quite clear that all the apps have frequent relia-
bility related comments which may indicate that those apps are not performing
as users expected them to do so. The other frequently stated comments in the
reviews is related to performance, compatibility, and usability (Fig. 4).

Table 4 shows the overall apps non-functional requirements results from ran-
domly selected sentences from users’ review regarding the interactions reported
while using the selected privacy app. The most highlighted and larger propor-
tion of users’ comment were on reliability issues of those apps. For example,
one review said “I updated the app and now it just crashes whenever I try
to open” “One day I opened it and FOUR YEARS OF INFORMATION HAS
DISAPPEARED!!!”

“I updated the app and now it just crashes whenever I try to open”
“One day I opened it and FOUR YEARS OF INFORMATION HAS DISAP-
PEARED!!!”
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Fig. 4. App characteristics and user review percentage

Table 3. Apps’ review classification and percentage

App no Usability Reliability Performance Security Compatibility Portability Others

App 1 29% 20% 22.7% 10.7% 5.33% 6.67% 5.33%

App 2 36.07% 14.75% 18.03% 6.56% 6.56% 8.2% 9.83%

App 3 11.54% 7.7% 0 23.08% 11.54% 0 46.15%

App 4 4.26% 44.68% 6.38% 12.77% 10.64% 2.13% 19.15%

App 5 37.5% 25% 0 12.5% 0 12.5% 12.5%

App 6 2.18% 30.9% 23.64% 0 21.82% 18.2% 3.64%

App 7 17.85% 25% 14.28% 3.57% 10.71% 0 0

App 8 0 37.5% 37.5% 12.5% 0 0 12.5%

App 9 0 29.41% 0 11.76% 52.94% 5.88% 0

App 10 0 58.06% 0 0 38.71% 0 3.23%

App 11 0 50% 0 50% 0 0 0

App 12 0 36.36% 27.27% 0 18.18% 0 18.18%

Table 4. Proportion and number of manually labeled users’ review sentences

Type No. of sentences Proportion

Usability 60 0.172

Reliability 91 0.261

Performance 54 0.155

Security 32 0.092

Compatibility 54 0.155

Portability 23 0.066

Others 34 0.098

5 Discussion

In this study, we examined the availability of privacy-preserving apps, their
specific privacy preserving functionality, general characteristics, design features,
app-specific information (price, rating, review counts, category, description),
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direct user reviews and comments. At the time of our data collection, 532 pri-
vacy preserving apps were identified in the iOS App Store. This high number
of privacy preserving apps demonstrates the increasing need from smartphone
users for such apps as well as the interest/market from the app developers point
of view. The majority of our sampled apps were developed to provide privacy
for photos and videos, WiFi, Documents, Passwords, text and calls.

When analyzing users’ review content we found the majority of the comments
were related to reliability followed by comments related to usability and then
related to compatibility. In addition, our evaluation shows that the majority of
the apps does not employ “Auto” suggestions such tap connection or two-factor
authentication that may ease usability. However, further research is needed to
determine if such features would actually provide ease of usability. Consistent
with previous studies mentioned above we also noticed that between the free
privacy apps that we had selected and those that had a premium price on it had
more usability features then the ones that were examined in our study.

6 Conclusion

In this study we investigated the current landscape of the smartphone apps
related to preserving privacy. Our research presents a systematic assessment of
free privacy apps in the iOS App store. Our analyses not only reveal the type
of privacy these apps provide but it also provides, smartphone user concerns
and evaluations. We believe this study provides the initial steps towards the
importance of not only functionality but also human factors, and interface design
considerations. In addition, this study provides support for the potential of using
reviewer comments and ratings to learn about user experiences and expectations
for privacy apps. Future studies should explore users’ expectations from apps’
composite usability instances in the context of privacy and data protection.
Furthermore, this study provides important insights into the implementation
and design strategies for the app developers.
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Abstract. This paper discusses how governance on cyberspace used cybercul-
ture elements and is increasingly using data to homogenize behaviors and social
groups. It is intended to discuss historical and philosophical issues through trans-
disciplinary study, gathering political sciences, communications, sociology and
international relations to demonstrate that people are taking social network plat-
forms, exposing their privacy and facilitating data capture by large companies. We
will see social behaviors on social network platforms and how power groups have
used data to manipulate social groups.

Keywords: Cyberspace · Cyberculture · Cybersecurity · Privacy

1 Cyberspace and Post-modern Condition

With the quick scientific and technological advance, technological devices becamemore
accessible and were exponentially being incorporated by society to facilitate routine
activities, and are used both at work and in personal relations. We can notice that the
scientific and technological advance created better life conditions to the population. The
social transformations in the last decades involve not only economic and technological
changes, but deep social transformations as well, still in turmoil. This paper presents
some explanations on how data are produced, consumed and shared on social networks,
in addition to how and where these networks are structured today. It is also shown how
the construction of social identity changed and is changing due to the breakwith concepts
of truth and modern meta-narratives.

For researcher and artist Rocha (2018, p. 113) “technology is not technique, or
device”; “technology is a knowledge that spreads in a community, after the understand-
ing by science evidences”. For him, “device is not a technology, but uses this knowledge,
as it incorporates this knowledge to execute its function”. This thought is aligned with
anthropologist François Sigaut who says that we can’t directly “observe” techniques.
What we can see is people doing things: a plumber fixing a leakage in your bathroom; a
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mechanical shovel digging a hole in your street (Sigaut 2012 [1994]:424). For anthropol-
ogist Coupaye (2017, p. 476) the “speeches produced” by usages, artifacts (works of art
of “new Technologies” products) are no longer passive witnesses, reflexes or signifiers,
but rather “actors” of social life, and that, sometimes, not metaphorically”.

Today, the idea is to have everybody connected to the internet, producing and sharing
data. Not very long ago, mobile phone devices were used only to make calls (verbal
language), then text messages prevailed (graphic language), and today everybody has
cameras (visual language) and connectivitywith internet. Internet is part of people’s daily
life, and the trend is that we will be increasingly more connected to devices linked to
internet, making connectivity a common space in social construction and in the identity
of the social being, so that there will be no longer distinction of “online”, “off line”,
“real” and “virtual” (Hine 2015; Teixeira et al. 2017). “The internet is no longer a mere
instrument and becomes part of the political action of a wide network of social actors”
(Teixeira et al. 2017). Some theorists view connectivity as characteristic of our age,
placing it above simple connection between persons and things and linking it to the time
we live – the connectivity age, where participation becomes self-motivating as contents
are exponentially received and shared on the network, many of them images.

Cyberspace is increasingly becoming more important as stage for political debate,
attracting companies andpublic agents to socialmedia platforms. It is therefore necessary
to understand the context and the global conjuncture, to understand why, who and where
discussions occur, because they form the collective agenda.Next, syntheses are presented
of the thought of scholars who study the post-modernity1 or super modernity and how
social movements are being developed in this new field.

1.1 New Technologies, Conceptions of the World and New Truth Regimes

With the emergence of new technologies, the cyberspace assumed a place of central
power promoting the exhaustion of hierarchically rigid institutions like church and
academy, making way to relationship networks, with fluid, transversal and cooperative
structures.

Studies on contemporaneity address global and collective themes that reflect and
are expressed in the individual life, having as initial historical Mark the break with the
previous period, modernity, by means of the decline of the Soviet Union and the fall of
Berlin wall, which promoted intense socio-economic changes at global level, breaking
with the modern model of the Cold War (Maffesoli 2015, online) and “changing the
global geopolitics2” (Castells et al. 2000, p. 39).

1 “As of the 1950s, the term started to be used in North-American literary theory to classify the
main schools in the 20th century. At first, the term was used in pejorative sense, that is, to name
a poorly inspired moment compared to previous productions in modern languages area. But in
the mid of the 1960s, the word gained affirmative connotation. In 1969, the American literary
critic Leslie Fiedler (Cross the border) describes his time as a death fight between modern and
post-modern literature. The post-modern watchword would be: “transpose the border” between
a supposedly elitist art and a more popular art” (Feitosa 2004).

2 Geopolitics is a study of States in their relation in the world context (Bofim 2005).
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The new conceptions of the world and reality arise due to several contemporary
phenomena, among them, the expansion of concepts of identity, gender and race. They
create doubts and promote reflection on economic, social and environmental problems
that have beenwidely discussed both in academic ambit and outside it. These analyses on
our historical condition are focused on the globalization and fragmentation paradox. On
one side, globalization hegemonizes cultural manifestations and imposes the neoliberal
economic model based on large scale consumerism that generates large scale production
and disposal. On the other hand, the fragmentation of this process by means of impacts
on the nation-state political system “due to local regional and institutional differences
that emerge not only across geopolitical groups, but also inside them” (Martins 2013).
For Martins, these two contradictory forces create conflicts in social spaces that are
intensified, in the post-modernity, by the participation of the mass in social networks
located in the cyberspace.

For theorists, this socio-economic and cultural transformation, somehow, has
recently promoted some divergence among authors and schools on our current historical
period and its definitions; however, there is consensus that we are undergoing a dense
social, economic, cultural and symbolic transformation, possible and potentiated by the
new information and communication technologies. To theoretically ground this research,
post-modern, super-modern and hyper-modern concepts will be presented along with
their relations with cyberspace and contemporary social movements.

Post-modernity, or super-modernity, or hyper-modernity definitions are linked to the
social changes that the contemporary society is undergoing due to breaks with truth
regimes and modern meta-narratives already consolidated in the social culture. These
three terms were coined by researchers from different schools in order to define the
state of the arts of the contemporary period and also o make theoretically possible the
development of methodological studies on the theme. Some definitions on this theme
will be presented for a better understanding of the time we live.

Maffesoli (2015), while approaching post-modernity, remarks the difficulty to define
the term, but creates a provisional definition that would be “the synergy of archaic phe-
nomena and the technological development” and explains that the main objects of study
of post-modernity are the Nation-State, institutions and ideological systemswith empha-
sis on local, urban tribes and mythological bricolage3. For Bauman et al. (2001) there
is a transition from the modern model (solid) to the post-modern model (liquid), where
human relations are increasingly becomingmore ephemeral. Giddens et al. (1991) under-
stands that we are still in modernity and that the term post-modernity is the “attempt to
ground epistemology” on social life and the patterns of social development that escaped
from the control of philosophy and contemporary epistemology and proposes to analyze
the nature of modernity itself, which has been insufficiently covered by social sciences.

3 “Bricolage” is a term originated from the French term “bricòláge”,whose meaning refers to the
execution of small household works without need to use the services of a professional. Available
on: <https://www.significados.com.br/bricolagem>. Access on: 04/23/2018. In this paper we
use the concept in the sense that the “scientific objectivity does not exclude the human mind,
the individual subject, culture, society: it mobilizes them. And objectivity is grounded on the
uninterrupted mobilization of the human mind, its constructive powers, as socio-cultural and
historical ferments” (Morin et al. 2007, p. 58) (our translation).

https://www.significados.com.br/bricolagem
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Augé (1994) rejects the term post-modernity for considering that there is no break with
modernity, as suggested by the term ‘post’, defending the continuation with modernity,
however, modernity with acceleration factors defined as “figures of excesses” rather
than “non-places” which he characterizes as space super-abundance, individualization
of references and transformation in time categories, which would be super-modernity.
Lipovetsky (2004), one of the theorists that made the term “post-modern” popular, today
disagrees that there is break with modernity and defends the term ‘hyper-modern’ based
on excesses to define the current age. He explains that in themomentwhen the expression
“post-modern” emerged, by the end of the 1970s, researchers analyzed social, political,
economic and cultural transmutation of the time and needed a term to explain it. The
term coined at the time was “post-modern”. Lyotard et al. (1970) was one of the pioneers
in the use of the term post-modern in philosophy, crossing philosophy connected to art
and politics to emphasize the study on post-industrial society and post-modern culture.
The author states that due to the loss of credibility of great discourses that legitimate
reality, that is, modern meta-narratives, spaces emerged to be filled by pluralism and
affirmation of differences.

People can connect to others through social networks via text, video, voice or images,
regardless of the location or time zone. Contemporary life is objectified, originates ele-
ments as data, shared among digital media platforms’ participants, from sad and indig-
nation moments to joyful moments. We understand that these deep transformations, in a
short period of time, have influenced the creation of urban tribes with highly consumerist
use of these data generated.

This conception of consumerist society is aligned with Baudrillard et al. (1981)
thought, that proposes to explain the contemporary personal behavior by means of the
consumption society and objectification of things and of life, creating a reality where the
object is more valuable than its functionality, that is, consuming a given object is more
important that its utility. Advertising uses it with branding4, promoting the image of a
given object, company, known brand, transforming the product itself into its purpose.
This conception, defined by Baudrillard et al. (1981) as “sign-market” is different from
all the previous societies had lived so far.

All these aspects are potentiated by the capitalist and globalized system model of
today that influences society by means of the cultural industry and guides daily discus-
sions, as clarified by studies on the setting agenda theory.5 These instruments of power
are used in large scale and impoverish personal relations, objectifying these relations
and transforming them into goods, disqualifying those who opt for life styles that are
not linked to consumerism (Adorno 1992).

“The characteristic feature of this time is that no human being, without exception,
is capable of determining his life in a sense to a certain extent transparent, such

4 “Branding is the system for brands management oriented by the significance and influence that
brands can have in people’s life, aiming at generating value for their publics of interest” (Cameira
2012, p. 44) (our translation).

5 “(..) daily selection in the presentation of news, editors and editorial directors focuses our atten-
tion and influences our perceptions of those that are the most important issues of the day. This
ability to influence the emphasis of topics in the public agenda was called the agenda setting of
news vehicles” (McCombs et al. 2009, pp. 17–18) (our translation).



Cyberspace and Cyberculture: The New Social and Governance Field 551

as occurred in the past in the assessment of market relations. In principle, all are
objects, even the most powerful” (Adorno 1992, p. 31) (our translation).

Individuals start to behave as goods and attempt, by means of image, to add value to
themselves. This value in the consumption society is associated to ostentation ofmaterial
and consumption goods, in addition to public demonstration of buying power or political
power that elevates them as consumption product before the other individuals who live
in this symbolic system where fewer likes, fewer followers, represent invisibility, and,
in the connectivity age “invisibility is equal to death” (Bauman 2009, p. 21).

“[…] people do as much as they can and use the best resources available to them to
increase the market value of products they are selling. And the products that they
are encouraged to place in the market, promote and sell are themselves” (Bauman
2009, p. 13) (our translation).

For Debord et al. (1997) we live in a “society of the spectacle”, where goods and
appearance became more marketable in the context of social relations, becoming a form
of social relations where having and pretending to be momentarily nurture the living,
objectifying and making artificial experiences, which are not lived in their essence. The
image that the individual attempts to transmit of himself or his way of life exceeds
reality and makes of the image, the representation, a new reality. Debord et al. (1997,
p. 8) says that “the spectacle, understood in its totality, is at the same time the result and
the project of the existing production mode” (our translation). The spectacle is not just
a set of images posted or shared on social media platforms, it is inserted in the context
contemporary social relations, mediating the relations of people with images, narratives
and framing. And this spectacle, this social action, contributes to create the collective
reality of our days.

As presented since the beginning of this text, society is quickly undergoing trans-
mutations in all spheres. When Debord et al. (1997) analyzes and explains the “society
of the spectacle”, he is analyzing the 1960s and, even later, in 1988, when the author
re-assesses the society of the spectacle, it is still very different from the reality we live
in 2020.

We agree with Debord et al. (1997), though, nowadays, technological devices multi-
plied, like platforms and social networks have done, in addition to the number of people
with access to the new conceptions of reality and metanarratives. These prosumers6

became fixers and maintainers of the way of life grounded on spectacle, consumption,

6 In 1979, Alvin Toffler coined the term prosumer, which derives from the union of two words
that are antagonistic at first, producer and consumer. These consumers, in addition to interfering
with the form of production, could also customize their products. Kirsner Scott (2005) sees the
term prosumer as the union of “professional-consumer” who is not seeking capital, but rather to
improve their distribution channels for creative works. In the marketing field, Mcfedries (2002)
identifies it as “proactive-consumer”, which would be the one that take measures to attempt to
solve problems in companies. These studies collaborated for companies to create departments
specialized in contact with prosumers and the creation of the concept of branding in advertising,
which is “the system of management oriented by the significance and influence that brands can
have in people’s life, aiming at generating value for their publics of interest” (Cameira 2012,
p. 44) (our translation).
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fiction, and “everything that was directly lived became representation” (Debord et al.
1997, p. 15) (our translation). The way of living life is very personal, but, analyzing
through Debord thought, we constantly see advertising build images of the products that
will be consumed. In this case, the image becomes more than the products themselves,
and people also become products that need a good image. Thus, the image plays a role
that carries desire and starts to form the person.

We are bombed on a daily basis by images of people with ruined marriages posting
photos of the last travel in family to Europe, in the best restaurants, wearing expensive
clothes indicated by personal stylists, faces marked with beauty products and esthetic
procedures smiling to the photo that will form an albumwith family records on Facebook
or Instagram intended to put them in this imagetic market under the view of a family
success image and, therefore, encouraging other families to do the same. All that con-
tributes to maintain this social system that became hegemonic. This photo – this product,
where these people appear enacting a happy life – is used as instrument of construction
of a self-image that represents moral and cultural values of the class or social group to
which they belong or want to belong.

The current hegemonic power regime, for knowing the functioning of today society,
has used the power of images and personal information transformed into algorithms
to create regimes of truth and regimes of power to watch and control society. It is not
something new. The photograph technique, since its creation in the 19th century was
used to create regimes of truth that stigmatized peoples and cultures, contribution to the
Eurocentric domination at global level.

Next,wewill deepen the understanding on howpower groups have used scientific and
academic knowledge – like the concepts of connectivity civilization and image civiliza-
tion – to control and subdue entire societies, initiating a new phase, the psychocapitalism.
Cameroonian researcher Achille Mbembe (2017, s/p) alerts that the age of “humanism
is coming to the end”. For Mbembe, “another long and mortal game started. The main
shock of the first half of the 21st century will not be between religions or civilizations,
but rather between liberal democracy and neoliberal capitalism, between the government
of finances and the government of people, between humanism and nihilism” (2017, s/p)
(our translation).

Based on the understanding of concepts of sign-market, society of the spectacle, age
of connectivity and civilization of image – which result from social researches produced
in the last decades – we can enter the current discussion on the contemporary society,7

also called society of transparency. The concept of society of transparency comprises all
concepts presented, unifies them in one single definition and proposes a systematized
analysis of the current society’s way of life, simplifying this dense subject for academic
studies.

1.2 Internet and Social Movements

Online social networks let people, wherever they are, whatever the form they are, inter-
act, keep contact with friends, and individuals can express and be heard by a local or
even global audience and are increasingly becoming target of campaigns of marketing,

7 Here we are referring to large urban conglomerates, mainly.
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advertising, in addition to being stage of political and ideological disputes (Benevenuto
et al. 2010, p. 3) (our translation). Social movements on the internet seek to create iden-
tities that will put them far from old movements while providing a new garb or approach
to old problems.

Attracting these different groups creates political capillarity, which strongly favors
the expansion of the group’s ideas and domain. However, this expansion also fragments
the group due to a series of factors explained by the dilemma of cohesion and expansion.
Cohesion considers the group unity by means of identity; identification that people have
with the cause, the group, the action, the theme, the framing. Expansion, in its turn, refers
to the flexibilization of identity commitments to reach a higher number of individuals
(Gobbi 2016, p. 42).

Bennet and Segerberg (2012) divide the actions on networks in three main topics:
organizationally negotiated networks; organizationally activated networks; and networks
activated by the crowd. In the three cases individuals hold certain freedom and autonomy
in actions – “personalizable action framings” – which differ from the logics of collective
action.

New forms of mobilization and activism have emerged using social network plat-
forms that became important instruments to organize and mobilize the society, drawing
the attention of several social actors for their capacity to engage people and disseminate
ideas in conflicting processes. “The new technologies provide approximation of the cit-
izen to political representatives and also to the object of political discussion in a space
of autonomy, much beyond the control by governments and companies” (Castells 1999,
p. 11) (our translation), creating an appropriate place for the development of digital
activism, or online activism.

Online activism has led to changes in the political culture and guided the combat to
varied forms of gender, sexuality, race, belief or class oppression. “It is an engagement
that aims not exclusively at confronting or connecting to formal political mechanisms,
but mainly at generating and fomenting behavior changes in the society” (Teixeira et al.
2017, p. 7) (our translation).Gerbaudo (2016), on the other hand, analyzes this activismas
“moments of digital enthusiasm”generated by the synergy of the page administrator,who
creates narratives and framings and plays the role of a kind of prosumer while receiving,
reinforcing and sharing. The author also reflects on the liquidity of social media, where
events are fugacious and movements start to decline when they are no longer “alive”
becoming ephemeral and are replaced by other events, which is characteristic of the
consumption society and the society of the spectacle.

We understand that there are highly complex factors for leaders of social movements
to keep the group united and engaged while expanding the group’s territory and domain
coverage. Tarrow (2009) states that the power of promoting collective actions is not the
same power to provide continuation to them. Control and strategy of leaders is necessary
to balance internal disputes in organizational processes and to keep the group cohesive
while taking advantage of the internet in political processes (vön Bullow 2016; Gobbi
2016). The new communication and information technologies were assimilated by the
market creating a digital economy that makes capital circulate through selling of data; as
examples we have the scandal of data sales by Facebook (2018), and the USA and Brazil
elections, which had massive use of artificial intelligence. The groups of power linked
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to the financial capital use the new possibilities of CITs to influence political elections,
democracies, people’s ways of life, chiefly for using and applying the complexity of
academic knowledge for purposes of domination.

With the emergence of new technologies and the expansion of networks and social
media, populists have created their agendas and sharedwithout filters from gatekeepers,8

journalists, mass media professionals. This relation involving politics, social media and
populism is referred to in the study by Bimber (1998, p. 137; Engesser et al. 2017),
who clarifies the potential to promote non mediated communication among politicians
and citizens, and, thus, “restructure the political power in a populist direction”. While
analyzing the political growth on socialmedia and the expansion of the populist language
for social mobilization, Bartlett (2014, p. 94), remarks that “the bitter and short nature
of populist messages works well in this medium”.

Han et al. (2014) sees a possible escape for the civilization crisis we experience in
art and contemplation. Art is a possible solution for us to find other narratives to live
the “I”, to better understand the world and its functioning, to achieve self-knowledge.
The author states that for us to live better moments of emptiness, deep reflections on our
lives are required, moments when we explore ourselves.

For a better understanding of the questions raised so far, we created a table with
the main characteristics of the modern world with regard to the globalized world that
exemplifies cultural, political and socio-economic transformations experienced by the
society in the last three centuries (Table 1).

With this brief bibliographic survey on cyberspace and social relations in the contem-
porary world, we tried to explain the current context and the contemporary conjuncture
of social organization in the cyberspace and how groups of power have acted inside this
new social construct. Our objective was not to exhaust the subject, but rather to provoke
the reader’s attention to facts that are inherent in our society, showing, through authors
from different areas, that there is a dense social transformation that is directly influencing
the social re-organization by means of the power that images and their representations
and perception exert on humanity. We also sought to demonstrate that social movements
on the internet seek to create identities that will put them far from old movements while
providing a new garb or approach to old problems.

We understand that the academy has also its share of accountability for the dis-
tancing of the society. We also raised questions for future research: Which are the
academy responsibilities with regard to social issues and democratization of teaching
and knowledge? To where and to whom knowledge is being produced in the academic
ambit?

8 Gatekeeper may also be understood as the “doorman” of the newsroom. It is that person respon-
sible for filtering the news, that is, he will define, according to editorial criteria, what will be
communicated. With the effervescence and a certain trend in the practice of collaborative jour-
nalism, the gatekeeper function has undergone changes. The audience, increasingly less passive
and more participative, leaves this function less centralized, however without losing the impor-
tance in the structure of news construction. Available on:<https://pt.wikipedia.org/wiki/Gateke
eping>. Access on: 05/19/2018.

https://pt.wikipedia.org/wiki/Gatekeeping
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Table 1. Characteristics of the modern world and the globalized world

Modern/documental world
19th–20th centuries

Globalized/fictional world
21st century

Industrial society Society on networks

Responsibility with the real Fictional narrative

Vertical Multiple

Static/slow Movable/fast

Paternal Collective

Disciplinary Risk/transparency

Homeland Global

Physical support Digital support

Unisexual Transexual

Digital Hyperdigital

Consumer Prosumer

Oneness Horizontal

We suggest the trans-disciplinary study for future research and discussions in the
academic ambit to developmethodological studies on the theme and promote real democ-
ratization of knowledge, besides a probable reduction in manipulation of the population
on themes already outdated in university chairs.

2 Conclusions

Considerations on the digital construct in the society and its implications are far from
being dimensioned, since we are still immerse in this historical moment that remains in
dynamic operations, therefore still changing. Meanwhile, acknowledging development
vectors and evenmovementsmay serve as diapason to inspect the relations among social,
cultural and technological dimensions, in order to navigate supported by a compass, with
respect to studies on culture, technologies and media.

Far from exhausting such discussions, the intention was to punctuate how networks
and this locus of interaction achieves protagonism in the culture, in a performativity that,
sometimes, builds meta narratives motivations that impact the objective and subjective
ballast of persons, of the social body itself. From historical and philosophic approaches,
with the notes brought in the present paper, a social emergence with few rules is defla-
grated, which makes the direction oscillate among truths, realities and quasi-fictions,
creating a problematic complex that, differently from the virtual one, is not solved in
the current one. It rather re-dimensions the social complexity, wrapped up in a thousand
persons, thousand vectors, requiring critical densification to overcome the evident, the
apparent, and reaches the immanent in the transcendent, the heart in the leftover, and the
essence in the abundance.
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It is exactly in this perspective that the glimpse emerged to make see social, political
and cultural tensions that networks formulate in the social body and in the historical
moment, full of futures, requiring the prenatal that will indicate the nature of this fetus.
And if this socio-cultural tensioning shows its face on social networks as in the ballast
appointed in this paper, it is essential that studies on the naturalization of the cyberspace
and cyberculture find, for once, the umbilical cord that deauthorizes, once and for all,
the split between them and the natural world and culture, but, before that, acknowledges
them as trace of one single body, the social body, even when we can glimpse their
personas, complex, contradictory and incomplete, as they always were.
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Abstract. This paper presents evaluation of a series of secure PIN/password input
methods named Secure Pad. When a PIN or password is input to a smartphone,
tablet, banking terminal, etc., the risk of the PIN or the password being peeped
and stolen by other persons arises, which is called shoulder hacking or shoulder
surfing. To decrease the risk, we have proposed amethod that erases key-top labels,
moves them smoothly and simultaneously, and lets the user touch the target key
after they stopped. The user only needs to trace a single key, but peepers have to
trace the movements of all the keys at the same time. Secure Pad does not have the
highest security, but it is easy to use and does not require any changes to the server
side. This paper presents detailed evaluation of Secure Pad and demonstrates that
it has high resistance to shoulder hacking while providing satisfactory usability
without large input errors.

Keywords: PIN code · Password · User authentication · Shoulder hacking ·
Cognitive difficulty

1 Introduction

A Personal Identification Number (PIN) is a secret sequence of digits and a password
is that of characters both to authenticate the user and protect against illegal access to
the information or resources possessed by the user. We can consider PINs as a type of
passwords here and discuss PINs inclusively. In daily life, passwords are increasingly
being used to authenticate user access to ATMs, to pay by credit cards, to open up
smartphones/tablets, to enter computer and network services, and so on.

An instance where a password is peeped by others over the victim’s shoulder (or
from the reflection off glass) is called shoulder hacking or surfing. Once this happens,
the information or resource possessed by the user is subject to illegal access or attack.

In this paper, we propose a series of methods for secure password input against
shoulder hacking that requires less mental load for the user while incurring cognitive
difficulties for peepers. It is not resilient to video recording, but can easily be made so by
introducing another secret or calculation. Moreover, it does not require any changes to
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the hardware and software on the server side. Its effectiveness is demonstrated through
an evaluation experiment.

This paper extends two preceding conference publications [1, 2] and formulates them
into a series of methods with an added evaluation. Section 2 presents related works and
clarifies the position of our approach among others. Section 3 describes our basicmethod
and its extensions, and Sect. 4 reports their evaluation. Section 5 draws conclusion with
future work.

2 Related Works

Several technologies have been proposed or invented to protect password input from
shoulder hacking. Randomizing key allocations every time a key is pushed may prevent
the key from being read by the positions of the user’s arm and finger, thus providing
resilience against the so-called replay attack [3, 4].Makita et al. proposed another replay-
attack resilient method that displays the input panel partially and has the user scroll it
to show and push the desired key [5]. This is more suitable for larger keyboards than
the smaller ten numerical keypads. Kakinuma et al. proposed another method within
the category of graphical passwords [6] that utilizes a sequence of colors as a password
and lets the user touch the color appearing in a presented picture in the sequence of
the password. Sakurai et al. proposed a method that is not only resilient to the replay
attack but also to peeping [7]. It classifies characters for passwords into several groups,
and for every character in a password, the user searches for the character, finds the
group that includes it, and selects a random number assigned every time to the group.
KyuChoul et al. invented another method [8] that randomizes the key arrangement for
a password and then lets the user push the key displaced to the fixed direction with
the fixed distance from the target key for each password character. The direction and
distance of the displacement is identified from the first character “*” of the password.
This method is resilient to replay and peeping attacks, but not to video recording.

Takada et al. proposed a video recording resilient method that introduces “fakePoint-
er” in addition to a password [9, 10]. fakePointer is a mask that may point to several keys.
The user manipulates a specific position in the mask to point to a password character
and repeats this to input the password. Its specific position is secret and peepers cannot
identify which key is selected. However, since the characters are limited in fakePointer,
the password is confined within a certain sequence. To avoid this, the method is extended
to interleave false characters, which can be detected by the system. It is resilient to peep-
ing and video recording but introduces another secret to remember. Kita et al. proposed
another video recording resilient method that displays graphical password keys on a 4
× 4 grid and the user input keys on positions shifted from the target keys by a secret
amount [11]. The drawback of this method is that the user needs to make a mental calcu-
lation to locate the shifted positions every time. Watanabe et al. proposed another video
recording resilient method that introduces “cursor camouflage” [12]. It shows multiple
dummy cursors moving in random directions, and while the user can find the real cur-
sor by comparing with the mouse movement, potential peepers cannot identify it. It is
resilient to peeping and video recording but it imposes a burden on the user to find the
real cursor. Luca et al. proposed a similar method [13].



Evaluation of Secure Pad Resilient to Shoulder Hacking 563

Information theoretic methods have also been proposed [14–16]. They are resilient
even to video recording, but introduce additional secrets and require complex mental
operations.

Another stream of authentication is emerging in the form of biometric informa-
tion such as fingerprint, iris, retinal pattern, finger or palm vein pattern, face, speech,
and handwriting [17, 18]. Biometric information is unlikely to be forgotten or stolen
compared to passwords or physical objects, and implementing it is both easy and user-
friendly. Once such information is stolen, however, it cannot be recovered. Moreover,
authentication of the true user may fail due to noises, and false users may pass through
a gate as a result of various errors.

Another stream of research has focused on reducing the mental load of the user,
though most of the methods are not resilient to video recording. Roth et al. proposed a
method [19] that colors half of the ten numerical keys black and the other half white. The
user selects the color of the key that he/she wants to input, and then the system scrambles
the keyboard to show a different coloring and the user selects the color again. When this
is repeated four times, the key is identified uniquely. User testing showed that thismethod
is resilient to peeping, but it takes about ten times as long as entering simple PINs on a
number pad. In order to enhance its recording resilience, they proposed reducing color
inputs to less than four times and making the PIN number unidentifiable uniquely. The
authentication is allowed if the correct one is within the probable candidates. Tan et al.
proposed a software keyboard that displays 42 keys and two “Interactor Tiles” at the
bottom of the keyboard [20]. Just as each key on a standard keyboard represents two
characters, each key is randomly assigned a lowercase letter (on the top row with red
background), an uppercase letter (middle with green background), and either a number
or a symbol (bottom with blue background). Rather than having a fixed shift state for
the entire keyboard, each key has a randomly assigned shift state, indicated by the red
line under the active character. In order to select a character, the user first locates the key
containing the character to be typed. Next, the user clicks on one of the Interactors to
cycle through shift states andmove the red underline to the desired character. Finally, the
user drags the Interactor to the key on which the desired character resides. Upon the start
of the drag interaction, the system blanks all key-top labels. Without knowing where the
user is going to drop the Interactor, adversarial observers have to memorize the locations
of all characters on the keyboard. The keyboard re-randomizes characters and the user
repeats the process to select the next character. The results of a user study conducted on
a digital whiteboard showed that, when 8-character passwords were input, the security
level was highly improved (a magnitude) while the input time was just doubled in
comparison with a common soft keyboard. As their future work, they appended an idea
to move multiple keys, but it has not been evaluated yet.

So far, we have proposed a series of methods for secure password input against
replay-attack and peeping in shoulder hacking. It requires less mental load for the user
while incurring cognitive difficulties for peepers.

We assign colors, shapes, and/or various sizes to keys in a keypad/keyboard, erase
key-top labels, move them simultaneously, and let the user touch the target key. Peepers
have cognitive difficulty in tracing the movements of all the keys at the same time, but
the user only needs to trace a single key and touch it. An extension of this method is
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to move all the keys instantaneously after erasing key-top labels and let the user touch
the target key. Another extension is to introduce a “move backward/forward” function
for the user to confirm the traces of movements. It is not resilient to video recording,
but it can easily be made so by introducing another secret or calculation in similar ways
as [7–9, 19]. A simple example is to let the user touch a key displaced by an agreed
distance from the correct key. In our study, however, we limit our focus to presenting a
new dimension for defending against shoulder hacking.

3 Basic Method and Extensions

In this section,we present a series of password inputmethods that require lessmental load
for the user while incurring cognitive difficulties for peepers, thus providing resilience
to replay-attack and peeping. We have named this series of methods Secure Pad.

3.1 Basic Method

When there is no risk of shoulder hacking, the user inputs a password character by
touching displayed keys directly. When there is a risk, however, the user triggers the
function of Secure Pad by tapping the “shuffle” button. Secure Pad then erases the key-
top labels, moves them smoothly and simultaneously, and lets the user touch the target
key after they stopped, as shown in Fig. 1. Meanwhile, the shuffle button is renamed
as “retry” to let the user retry the process if the target is lost. Peepers are expected
to find it cognitively difficult to trace the movements of over four objects at the same
time [21, 22], but the user needs only to trace a single target key and touch it without
having to remember another secret or to make any calculation. Therefore, we discard
key-movement candidates when fewer than four keys overlap while moving. This can
be used without any special hardware and without any changes to the server side.

=> =>

(a) (b) (c) (d)

Fig. 1. Secure Pad display: (a) initial state, (b) erasing key-tops, (c) moving them smoothly and
simultaneously, and (d) stopped state for accepting key-tap. The retry button initiates another cycle
when the target key is lost.
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3.2 Extensions

We can extend the basic method by assigning different colors, shapes, and/or sizes to
keys for enhancing distinguishability, as shown in Figs. 2 and 3.

=> =>

Fig. 2. Secure Pad display with various colors.

=> =>

Fig. 3. Secure Pad display with various shapes.

Enhanced distinguishability due to different colors, shapes, and/or sizes allows all
the keys to bemoved instantaneously after key-top labels are erased and the user to touch
the target key.

Table 1 summarizes the dimensions of variations for Secure Pad. Key color may
include variations of texture, figure, or even pictures on the tops of keys. However, a set
of colors undistinguishable by people with color weakness should be avoided. In such
a case, gray level variations could be utilized. We can combine variations of key color,
key shape, key size, and key movement to enhance distinguishability, but this may lower
the difficulty of peepers to trace key movements.

The combination of variations can be applied for both the ten numerical keypads and
the alphanumeric (QWERTY) keypads. Figure 4 shows the color and shape variations
applied for the latter.
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Table 1. Dimensions of variations for Secure Pad.

Dimension Variation Detail

Key color Single color Single color for all keys

Multiple colors Different color for each key

Key shape Single shape Single shape for all keys (e.g., circle, square)

Multiple shapes Different shape for each key (e.g., circle, polygon, star)

Key size Single size Single size for all keys

Multiple sizes Different size for each key

Key movement Smooth Move all keys smoothly and simultaneously

Instantaneous Move all keys instantaneously and simultaneously

Fig. 4. Secure Pad for the QWERTY keyboard.

4 Evaluation

This section presents evaluation of the variations of Secure Pad through an experiment
on the robustness to peeping and usability.

4.1 Variations of Secure Pad

We evaluate the robustness to peeping by others and the user’s ease of use of the Secure
Pad variations. We prepared 12 variations of Secure Pad for the ten numerical keys (ten
keys in short) and the QWERTY keys with regard to key color, key shape, and key
movement as well as two benchmark key configurations, as shown in Table 2.

For color variations, we divided the hue into ten (for ten keys) or 36 (for QWERTY)
at equal intervals while fixing the brightness and saturation (as all the participants in the
experiment had normal color vision). Then, we assigned these different hues randomly to
the keys. For shape variations, we utilized circles, upward triangles, downward triangles,
squares, rounded squares, diamonds, pentagons, hexagons, octagons, and stars. We felt
that more than ten different shapes would be too confusing. When combining color and
shape variations for QWERTY, we chose three or four colors, at approximately equal
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Table 2. List of keypads for evaluation.

Type Dimension

Key set Key color Key shape Key
movement

Benchmark 1 Ten keys Single
(Blue)

Single
(Circle)

No
movementBenchmark 2 QWERTY

Secure Pad 1 Ten keys Single Single Smooth

Secure Pad 2 Multiple

Secure Pad 3 Single Multiple

Secure Pad 4 Multiple

Secure Pad 5 Multiple Single Instantaneous

Secure Pad 6 Single Multiple

Secure Pad 7 Multiple

Secure Pad 8 QWERTY Single Single Smooth

Secure Pad 9 Multiple

Secure Pad 10 Single Multiple

Secure Pad 11 Multiple

Secure Pad 12 Multiple Multiple Instantaneous

hue intervals, and assigned them for each shape. We do not examine key size dimension
here because we assumed it would have the same or less effect as the key color and key
shape.As for keymovement,we considered straightmovement and set the duration of the
smoothmovement to 1 s considering the balance between the difficulty of peepers tracing
multiple keys and the user’s ease of tracing the target key and time to input a password.
For instantaneousmovement, keysmust be clearly distinguishable, and combinationwith
single color, single shape, and single size ismeaningless.When instantaneousmovement
was used for the QWERTY keys, we only tested the combination with multiple (36)
colors and multiple (ten) shapes because color or shape variations alone seems hard to
distinguish with 36 keys.

4.2 Details of Experiment

We formed a pair of participants—one as a user and one as a peeper—and changed their
roles for each type of Secure Pad. Peepers were allowed to stand at the easiest distance
from the display for peeping, which was about 30 cm on average. This is similar to
the conditions on a crowded train, so the experiment should illuminate the worst-case
scenario for peeping resilience. Table 3 lists the profiles of participants. The PINs used
for Secure Pad with ten keys (Secure PIN Pad) were 4-digit numeric strings, and the
passwords used for Secure Pad with the QWERTY keys (Secure QWERTY Pad) were
4-character alphanumeric strings. They were randomly generated for each pad and each
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role in a pair. We denote the sequence of actions where the user inputs a PIN or password
and the peeper tries to read it as a trial.We asked each pair and role to perform three trials
with the same password (note that PIN is included) on each type of Secure Pad. When
the peeper succeeded in reading the password completely at the first or second trial,
the subsequent trials are considered “success” and are skipped. In contrast, when the
user retried inputting a single character three times, the input and the peeping conditions
were marked as “failure” and the user was forced to input the next character. In each
trial, we recorded whether the password was successfully peeped and the time required
for actions. The experiment was performed using a 7-in 1024 × 600 tablet oriented
horizontally without tilt.

Table 3. Experiment participants.

Pair no. Age Gender

1 22 Male

23 Male

2 22 Male

23 Male

3 22 Female

21 Male

4 54 Female

55 Male

5 59 Female

59 Male

Each pair took part in the following procedure:

1. Be explained on how to use Secure Pad and the procedure for the experiment.
2. Do a few practice runs on Secure Pad 1 and Secure Pad 12 (QWERTY).
3. Perform the trials on Benchmark 1 and Benchmark 2.
4. Perform the trials on various types of Secure Pad. In order to eliminate bias due to

the order of use, the types of Secure Pad used were randomized for each pair.
5. Answer a simple questionnaire after completing the experiment.

4.3 Results

We present the results on the robustness to peeping, ease of input, input time, and
verification.

Robustness to Peeping. Table 4 shows the average numbers of successful peeping of
individual characters and the average rate of peeping all four characters for each type
of keypad. Although the password was typically peeped in the 1st or 2nd trials with
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the benchmark keypads, which do not feature moving keys, Secure Pad was robust to
peeping even in three trials withmany types.With Secure PINPad for numeric keys, only
one PIN was peeped in two trials, some were peeped in the third trial, and the number of
characters successfully peeped was less than half in three trials. With Secure QWERTY
Pad, no password was peeped in three trials, and only less than a single character was
peeped with some types on average (at most two characters).

Table 4. Average number of peeped characters and rate of all four characters peeped.

Type Measure

Number of characters
peeped

Rate of all four characters
peeped

1st trial 2nd trial 3rd trial 1st trial 2nd trial 3rd trial

B1 (Ten, Kc:Sin, Ks:Sin, M:No) 4.00 4.00 4.00 1.00 1.00 1.00

B2 (Qw, Kc:Sin, Ks:Sin, M:No) 3.10 3.80 4.00 0.60 0.90 1.00

SP1 (Ten, Kc:Sin, Ks:Sin, M:S) 0.90 1.50 1.50 0.00 0.00 0.20

SP2 (Ten, Kc:Mul, Ks:Sin, M:S) 0.60 0.90 1.50 0.00 0.00 0.10

SP3 (Ten, Kc:Sin, Ks:Mul, M:S) 1.20 1.30 1.90 0.00 0.10 0.10

SP4 (Ten, Kc:Mul, Ks:Mul, M:S) 0.80 1.40 1.80 0.00 0.00 0.10

SP5 (Ten, Kc:Mul, Ks:Sin, M:I) 0.00 0.30 0.70 0.00 0.00 0.00

SP6 (Ten, Kc:Sin, Ks:Mul, M:I) 0.50 1.00 0.70 0.00 0.00 0.00

SP7 (Ten, Kc:Mul, Ks:Mul, M:I) 0.50 0.60 1.10 0.00 0.00 0.00

SP8 (Qw, Kc:Sin, Ks:Sin, M:S) 0.00 0.10 0.10 0.00 0.00 0.00

SP9 (Qw, Kc:Mul, Ks:Sin, M:S) 0.10 0.10 0.30 0.00 0.00 0.00

SP10 (Qw, Kc:Sin, Ks:Mul, M:S) 0.00 0.00 0.20 0.00 0.00 0.00

SP11 (Qw, Kc:Mul, Ks:Mul, M:S) 0.10 0.20 0.30 0.00 0.00 0.00

SP12 (Qw, Kc:Mul, Ks:Mul, M:I) 0.10 0.10 0.20 0.00 0.00 0.00

Under “Type”, B and SP denote Benchmark and Secure Pad, Ten and Qw denote Ten keys and
QWERTY, KC:Sin and KC:Mul denote key color being single and multiple, KS:Sin and KS:Mul
denote key shape being single and multiple, and M:No, M:S, and M:I denote movement being no
movement, smooth, and instantaneous, respectively.

Ease of Input. Table 5 shows the average number of characters successfully input and
the number of retries performed on each type of keypad. The former divided by four
shows the input success rate. Participants in their 20s had no large difference in this
rate between Secure Pad and the benchmarks, and their numbers of retries were small.
In contrast, the input success rates were lower and the numbers of retries increased on
Secure Pad for participants in their 50s. Moreover, instantaneous movement was liable
to cause input failure. As the color and/or the shape variations were added under the
same condition, however, the input success rate was improved and the number of retries
decreased.
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Input Time. Table 6 shows input time,where the “Time” columnshows the average time
(in sec) taken to input all four characters on each type of keypad and the “Time/char.”
column shows the average time per character from pushing the shuffle button to key
input. Note that B1 and B2 do not have the shuffle button, so there is no value for the
latter column. For Secure Pad, the value in the Time column does not equal four times
the value in the Time/char. column since the former includes the time from key input to
the next shuffle and that for retries. With Secure Pad, it takes lager input time. It is from
2.8 to 11.5 times compared with the benchmarks (27.34 s on SP8 v.s. 9.70 s on B2 to
38.62 s on SP4 v.s. 3.34 s on B1 by participants of 50 s). Moreover, Secure QWERTY
Pad took a long time for users in their 50 s (discussed in more detail later).

Verification. We performed paired t-testing on the number of characters successfully
peeped, the rate of all four characters being peeped, the input time, and the number of
characters successfully input between each type of keypad and the benchmarks (B1 or
B2). The number of characters successfully peeped and the rate of all four characters
being peeped were significantly smaller with p < 0.001, which supports the peeping
resilience of Secure Pad in these respects. On the other hand, the input time was signif-
icantly larger with p < 0.05, while the number of characters successfully input was not
significantly different with p > 0.01.

We also preformed paired t-testing between the smooth movements (SP2, SP3, SP4
and SP11) and the instantaneous movements (SP5, SP6, SP7 and SP12) under the same
conditions. Specifically, we took the n-th (n = 1 to 3) trial of a pair of participants
for SP2 and the n-th (n = 1 to 3) trial of the same pair of participants for SP5. We
repeated this for SP3 and SP6, for SP4 and SP7 and for SP11 and SP12. Then, we
applied paired t-testing for all of these pairs. The number of characters successfully
peeped and the rate of all four characters being peeped by the instantaneous movements
were significantly smaller than those by the smooth movements (p< 0.05), which shows
that the peeping resilience of the instantaneous movements is stronger than that of the
smooth movements. On the other hand, the number of characters successfully input by
the smooth movements was significantly larger (p< 0.01), which shows that the ease of
use of the smoothmovements is better compared to that of the instantaneousmovements.
For the input time, no significant difference was observed (p > 0.05).

Feedback from the participants. We received the following opinions from the partic-
ipants after the experiment:

• When a single color and shape is used, neither inputting nor peeping are easy.
• Instantaneousmovement is difficult both to trace and to peep froma single observation.
• Ease of peeping depends on the distance of key movement.
• Without shape variation, the user is not confident in deciding the target key.
• When the target key and surrounding keys are similar in shape and color, the user is
confused in tracing the target key.

• When movements cross over, both tracing and peeping are difficult.
• It takes time to input all four characters.
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Table 5. Average number of successfully input characters and number of retries.

Type Group of participants & measure

All participants Age: 20s Age: 50s

No. of chars. No. of retries No. of chars. No. of retries No. of chars. No. of retries

B1 (Ten, Kc:Sin, Ks:Sin, M:No) 3.97 N/A 4.00 N/A 3.92 N/A

B2 (Qw, Kc:Sin, Ks:Sin, M:No) 3.87 N/A 3.94 N/A 3.75 N/A

SP1 (Ten, Kc:Sin, Ks:Sin, M:S) 3.80 0.13 3.78 0.00 3.83 0.33

SP2 (Ten, Kc:Mul, Ks:Sin, M:S) 4.00 0.07 4.00 0.00 4.00 0.17

SP3 (Ten, Kc:Sin, Ks:Mul, M:S) 3.97 0.03 4.00 0.00 3.92 0.08

SP4 (Ten, Kc:Mul, Ks:Mul, M:S) 4.00 0.00 4.00 0.00 4.00 0.00

SP5 (Ten, Kc:Mul, Ks:Sin, M:I) 3.77 0.30 3.94 0.28 3.50 0.33

SP6 (Ten, Kc:Sin, Ks:Mul, M:I) 3.67 0.33 3.67 0.22 3.67 0.50

SP7 (Ten, Kc:Mul, Ks:Mul, M:I) 3.93 0.10 3.94 0.00 3.92 0.25

SP8 (Qw, Kc:Sin, Ks:Sin, M:S) 3.80 0.27 3.94 0.00 3.58 0.67

SP9 (Qw, Kc:Mul, Ks:Sin, M:S) 3.80 0.33 3.94 0.28 3.58 0.42

SP10 (Qw, Kc:Sin, Ks:Mul, M:S) 3.80 0.27 3.94 0.06 3.58 0.58

SP11 (Qw, Kc:Mul, Ks:Mul, M:S) 3.90 0.10 3.94 0.11 3.83 0.08

SP12 (Qw, Kc:Mul, Ks:Mul, M:I) 3.93 0.10 3.94 0.06 3.92 0.17

4.4 Considerations

The experimental results, as shown in Table 5 and discussed in Robustness to peeping
section, demonstrate that Secure Pad is robust to peeping. However, the success rate of
inputting a password character dropped when a single color and shape were specified. In
addition, instantaneous movement was liable to cause input failure, but failures could be
prevented by the color and shape information. Likewise, the number of retries decreased
when there were more color and shape variations. These results suggest that the user’s
mental load is not excessively increased by the color and shape information, compared
with the benchmark keypads that do not feature moving keys.

As for the input time, it took several timeswith Secure Pad thanwith the benchmarks.
This is the price of enhancing the security, the same as with other methods [11, 17]. In
Secure Pad, however, users can touch keys without having to move them, which means
they can shorten the input time when there is no need to worry about security. It took
users in their 50s a longer time with the Secure QWERTY pad, presumably because two
of them were not accustomed to using the QWERTY keyboard.

A comparison between the smooth movements and the instantaneous movements
shows that the instantaneous movements have higher peeping resilience but the input
success rate deteriorates. Each has advantages and disadvantages so that an appropriate
method can be chosen according to the required peeping resilience and the ease of use.
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Table 6. Average input time (sec).

Type Group of participants & measure

All participants Age: 20s Age: 50s

Time Time/char. Time Time/char. Time Time/char.

B1 (Ten, Kc:Sin, Ks:Sin, M:No) 2.81 – 2.51 – 3.34 –

B2 (Qw, Kc:Sin, Ks:Sin, M:No) 4.60 – 1.53 – 9.70 –

SP1 (Ten, Kc:Sin, Ks:Sin, M:S) 15.75 2.06 10.80 1.77 22.76 2.47

SP2 (Ten, Kc:Mul, Ks:Sin, M:S) 18.60 2.18 9.54 1.76 32.18 2.81

SP3 (Ten, Kc:Sin, Ks:Mul, M:S) 20.88 2.10 9.89 1.75 36.45 2.60

SP4 (Ten, Kc:Mul, Ks:Mul, M:S) 21.35 2.21 9.84 1.75 38.62 2.91

SP5 (Ten, Kc:Mul, Ks:Sin, M:I) 19.89 1.71 10.41 1.39 34.12 2.20

SP6 (Ten, Kc:Sin, Ks:Mul, M:I) 21.80 2.04 13.12 1.69 34.81 2.56

SP7 (Ten, Kc:Mul, Ks:Mul, M:I) 20.17 1.49 9.42 1.06 36.30 2.14

SP8 (Qw, Kc:Sin, Ks:Sin, M:S) 20.55 2.31 15.75 1.97 27.34 2.79

SP9 (Qw, Kc:Mul, Ks:Sin, M:S) 22.85 2.26 15.63 1.87 34.65 2.84

SP10 (Qw, Kc:Sin, Ks:Mul, M:S) 22.28 2.31 14.00 1.89 34.70 2.94

SP11 (Qw, Kc:Mul, Ks:Mul, M:S) 22.59 2.33 12.05 1.83 38.40 3.08

SP12 (Qw, Kc:Mul, Ks:Mul, M:I) 3.93 0.10 3.94 0.06 3.92 0.17

5 Conclusion

Wepresented a series of replay-attack and peeping resilient PIN/password inputmethods
named Secure Pad and detailed evaluation. The key idea is to associate colors and
shapes with keys, erase key-top labels, move them smoothly and simultaneously or
instantaneously, and let the user touch the target key. The user only needs to trace a
single key, but peepers have to trace the movements of all the keys at the same time.

We conducted an experiment to evaluate the resilience, ease of input, and input
time. It has demonstrated that Secure Pad is robust to peeping even over three trials.
Although the success rate of inputting a password character dropped in the case of
single color and shape, especially for older people, the input success rate improved
and the number of retries decreased when color and shape variations were added under
the same condition,. As for the input time, it took several times longer with Secure
Pad compared with the benchmarks featuring no key movement. This is the price of
enhancing security, as with other methods. In Secure Pad, however, users can touch keys
withoutmoving them,which shortens the input timewhen there is no need toworry about
security. We compared the smooth and the instantaneous movements with the result that
the instantaneous movements have higher peeping resilience but a worse success rate of
input. An appropriate method can be chosen based on the required peeping resilience
and the ease of use. As a whole, Secure Pad achieves high resilience to shoulder hacking
while providing satisfactory usability without large input errors.

There are still a few issues pointed out by the users, including speed and crossover
of movements and arrangement of different colors and shapes among keys, which need
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to be addressed. Moreover, movements along curvilinear or polygonal lines should also
be considered.
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Abstract. Smart assistants, also known as ubiquitous personal assistants, intel-
ligent assistants or digital personal assistants, have already entered the private
sphere and are at the brink of real productive application in the business sphere as
well. While those developments can make life easier for end users and increase
productivity of businesses, they, at the same time, lead to concerns from the per-
spective of IT security and privacy. This article presents an approach to address
these challenges – not through restricting these assistants but through leveraging
their specific features.

Keywords: Digital personal assistants · Smart assistants · IT security · Privacy ·
Enterprise security

1 Introduction

New technologies regularly promise to make life easier for end users and provide com-
panies with large productivity gains, while these growth promises are at the same time
usually met with skepticism [1, 2]. From the point of view of the IT security and privacy
discipline, however, it is mainly the associated dangers that are regularly pointed out
[3, 4]. In the past, such new technologies were for example cloud computing or mobile
(smart) phones. Experience shows that, already in the medium term, ignoring or banning
new technologies is not a promising strategy. Useful technologies eventually spread and
employees simply establish “shadow IT systems” that are not monitored or sanctioned
by the IT department [5]. If cloud services for collaboration, such as Google Drive or
Dropbox are not available, employees simply use private accounts.

When it comes to new technologies, it is therefore necessary to develop viable
solutions that balance IT security and data protection aspects holistically with (socio)-
economic and usability aspects. The technologies should therefore be examined with
regard to the security challenges and solutionsmust be developed to leverage the potential
of the new technologies for the organizations on the one hand, and to ensure IT security
and data protection on the other.

More recently, some technologies inducing major challenges from the perspective
of IT security and privacy discipline are the Internet of Things (IoT) and Artificial Intel-
ligence (AI) [6, 7]. In the wave of these developments, so called smart assistants (also
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known as digital personal, intelligent, or ubiquitous personal assistants) are coming into
use. Such assistants are usually based on IoT devices and use big data and AI technolo-
gies. Various definitions of smart assistants have been proposed. A definition of an ideal
smart assistant could be that it should employ many, if not all of the following prop-
erties: some form of personalization, context awareness, enable intelligent interaction,
act proactively and have a network connection. This definition by [8] is in line with the
definition for fuzzy cognitive agents [9] and personal digital assistants [10]. As such,
smart assistants are now getting into the focus of attention for those responsible for IT
security and data protection in organizations. The reason for this is that we are mov-
ing towards the ubiquity of smart assistants, often equipped with voice interfaces [11].
Well-known implementations of such assistants are Siri, Alexa, and Google Now, but
also more and more domain specific assistants are being released, for example “MBUX
- Hey Mercedes” in cars [12, 13].

Voice controlled smart assistants or simply speech interfaces, also referred to as
“Conversational AI” (potentially in order to benefit from the current hype around AI,
the most recent Gartner Hype Cycle for Emerging Technologies features plenty of AI
technologies [14]), are proclaimed to become the interface of the future [15]. In a first
step, such speech assistants are already spreading in the private sphere. They currently
appear as stationary “intelligent” loudspeakers in the smart home, mobile on the wrist
via smart watches and in the trousers’ pocket in smart phones, in headphones connected
to smart phones and watches, in the car and kitchen appliances as well. Diffusion among
the population is already considerable [16, 17].

As smart assistants will soon be everywhere, it will become more or less impossible
to avoid getting in contact with them. Employees bring smart watches to work, drive in
rental cars with smart assistants and sleep in hotel rooms with smart speakers. At the
same time, businesses increasingly look at smart assistants to optimize their processes.
This means that non-authorized employees as well as visiting employees of other com-
panies will get into contact with these smart assistants that smart might also overhear
confidential conversations of the employees. We see that there is no escape from smart
assistants and that separating the private and the business sphere seems is another seri-
ous challenge when it comes to this technology. Therefore, we need to analyze more
closely, what IT security and privacy challenges are posed by smart assistants. This will
be the topic of the next section. However, those challenges are not everything that has
to be taken into consideration when drafting a strategy about how to deal with smart
assistants. We have to account for their potential as well (Sect. 3), in order to evaluate
potential strategies (Sect. 4). Section 5 will then outline an approach for a strategy ensur-
ing secure and privacy-friendly use of smart assistants while still being able to profit
from their potential.

2 IT Security and Privacy Challenges Through Smart Assistants

In the following, we will focus on voice-based smart assistants such Amazon’s Alexa,
Google’s Assistant and Apple’s Siri that can be based on smart speakers such as Ama-
zon’s Echo, Apple’s Home Pod and on smart phones as well. Their very basic function-
ality is as follows (of course architectures can vary): Via their built-in microphones these
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devices continuously listen into the surrounding sound using a local voice interpreter
detecting wake words such as “Hey Siri” or “Hello Google”. On smart phones this is
often the default setting that can be deactivated, while on smart speakers this is the set-
ting that enables the basic functionality of the device. The microphones can usually be
deactivated via hardware buttons. Once the specific wake-word(s) is (are) detected, the
device switches to recording mode where the recorded sound is sent to the cloud. If no
wake word is detected no sound recordings are stored. In the cloud of the smart assistant
provider, the recordings are decoded using natural language processing to capture the
intention of the user. This intention can trigger an action that is performed or triggered
directly in the cloud of the smart assistant and sent back to the device where the assistant
is located. An example could be the setting of a timer. Another possibility is that an
action of a third party is supposed to be triggered. Then a request is forwarded to the
web service of the third party where it is again processed, an answer is sent back to the
assistant provider’s cloud and back to the user’s device. Maybe even another cloud ser-
vice is triggered to control another Internet of Things device such as a remote controlled
light switch.

2.1 Challenges Resulting from the Technical Architecture

Various privacy and security challenges arise from the described technical architecture
as such. The cloud-based architecture of smart assistants requires that the sound that
is recorded after the wake-word is detected will be sent from the private network of
the assistant’s user through the internet to the cloud of the smart assistant provider for
processing. The wake-word can be triggered intentionally or unintentionally or the inter-
pretation of the smart assistant can be false. Most of the current smart assistants provide
nomeans for authentication of users or controlling the access to functionality of the assis-
tant. This means that everyone in range of the device is able to issue voice commands
and to perform sometimes security critical tasks. Moreover, it has been demonstrated
that so called “Dolphin” attacks can be used to call functions on voice assistants without
the owner or user of the assistant noticing. This is achieved through broadcasting audio
signals, e.g. through smart phones, TVs or other devices, which are inaudible to humans
[18]. Replay attacks on voice assistants are another technical attack vector. These are
performed through somehow acquired recordings of authenticated voices (if such an
authentication is even implemented) that are played back to trick voice assistants into
assuming the authenticated person would actually interact with the assistant. Recently,
Amazon has applied for a patent that is supposed to protect speech assistants against
replay attacks on voice-based authentication systems [19].

In any case, the sound recording that is supposed to contain the voice command is
processed and stored in the cloud of the smart assistant provider that builds up a rich
pool of data sourced by all smart assistant users and their potentially highly sensitive
information overheard by the smart assistants. Thismeans that this can pool be a valuable
target for attackers. Moreover, the smart assistant provider could perform profiling tasks
with the recorded data. A simple profile would be when and where a user is present.
That such a profiling can even be achieved through traffic analysis of encrypted traffic
by external attackers has been demonstrated by [20]. If actions from third parties, e.g.
for smart devices are triggered and web and/or cloud services of these providers are
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involved in the process, these services and devices can be used for profiling as well,
become attack points for attackers and serve as entry points [21], for example, have
demonstrated how an attack on a smart device can spread in a private network. There
is also the question about which data is exactly shared with the third party provider. A
systematic overview of technical security and privacy challenges from smart assistants
can be found at [22].

2.2 Challenges Resulting from the Usage Scenarios

Other security and privacy challenges are less related to the technical architecture as
described above, but arise from the manner the assistants are used. While the challenges
mentioned above seem to be in the focus of current research efforts, less sophisticated
attacks do not seem to be as much in the current focus of the scientific discussion. The
current usage scenarios can look as follows.

Users communicate to the assistants via the voice interface. The assistants are based
on smart devices that are located in environments that are visited by various known and
potentially not so well known people (visitors). These locations might be conference
rooms in companies, hotel rooms, a (rental) car, the private living room etc. Moreover,
the assistants might be carried around by users on smart watches or smart phones that
meet other known or unknown people in various locations. The smart devices and thus
the smart assistants as well can have some knowledge of their current location, e.g.
through GPS. The communication to the smart assistant provider’s cloud either is routed
through the local network (usually for smart speakers) or through the cellular network
(usually smart phones, possible for smart watches as well).

The diffusion of intelligent assistants in the private sphere makes it increasingly
difficult to keep private smart assistants out of the professional sphere. This means
that it could easily occur that an employee’s private smart watch with voice assistant
listens in on confidential professional meetings – even without the employee’s malicious
intent, this implies a security challenge. Moreover, it may appear undesirable that the
voice assistant in the office reminds its user out lout of sensitive private topics like
your therapy session in the afternoon and colleagues or business partners listen in.
This could happen as you have entered this appointment into your office calendar to
block the time (or as private and business calendars are synchronized). Alternatively, a
manager could be reminded of a confidential business appointment with a competitor
when playing semi-private golf with business partners. These examples highlight the
privacy and security challenges that such assistants might induce. The particular context
and (potential) recipient(s) of the information have to be taken into account. Depending
on the sphere: private or business, privacy challenges in one sphere can also be seen
as security challenges in the other sphere. These challenges apparently have been only
partially addressed so far.

To summarize, from a security and privacy perspective, significant challenges for
voice assistants that originate from usage scenarios are:

1. Who is talking/asking? (Authentication)
Voice authentication of current voice controlled smart assistants is basic – if existent
at all. Anyone can control the assistant with his voice.
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2. What is asked, is the questioner entitled? (Authorization)
Current smart assistants do not support different users, roles and respective rights.
However, it might be reasonable to distinguish between users being able to tell the
smart assistant in a conference room to close the shades and others being able to end
the meeting and change the conference room schedule. One limited possibility to
approach this can be verbal password prompts. Those are integrated into Amazon’s
Alexa as protection against Kids going shopping via the voice assistant. However,
those password prompts are obviously very vulnerable to eavesdropping as well as
replay attacks and only provide very limited security gain.

3. Who else might be standing there? (Authentication, Authorization, Context)
The smart assistant might be used by an authorized person while other persons are
present that are not authorized for information that the assistant is providing. This
could be the case in a company conference room with external visitors. In such a
situation, classified information should not be shared.

4. Where is the assistant located? (Context)
While Smart Assistants already have some knowledge about their current location,
they do not use this for security or privacy features. It would, for example, be advis-
able that smart phone-based smart assistants disable any sound recording as soon as
they enter sensitive areas such as corporate research and development facilities.

Besides the challenges related especially to the voice interface of smart assistants,
other vectors might be exploited by attackers or can passively leak sensitive information
as well. There are, for example, GPS functionalities tracking the location of their users
to share it through APIs with web services. In early 2018, it became known that through
a social network for fitness tracker users that aggregates and publishes heat maps of the
routes run by its users, the locations of secretive US military bases and patrol routes
were unintentionally leaked. Apparently, it was even possible to identify and locate
interesting individuals and track them. The USmilitary reacted by tightening its policies
and restricting the use of such trackers [23]. From an industrial espionage perspective,
it could be promising for an attacker to trace if certain high-ranking individuals from
a certain company meet business partners in their facilities to prepare a certain deal or
to derive information whether the activities in a certain research or production facility
of a competitor is higher or lower. This illustrates that besides the voice interface, other
functionalities of smart assistants pose a challenge as well. Therefore, smart assistants
as a whole should be addressed.

The challenges described are both relevant for the business (as security challenges) as
well as for the private sphere (as privacy challenges). In the business sphere, they seem
to hinder the adoption of smart assistants, as IT security professionals are hesitating
to permit the introduction of these technologies into productive processes. This could
result inmissed opportunities to optimize productive processes (see following section for
examples). Private users apparently do not seem to care as much about those challenges,
as can be observed from the fast adoption that is reflected in the statistics mentioned in
the introduction. However, for privacy-aware private persons it could become virtually
impossible to avoid contact with such smart assistants if most persons they meet and
places they visit are equippedwith them.Moreover, from a societal point of view, it could



580 M. Kubach and H. Roßnagel

be regarded problematic if these smart assistants collect such a huge amount of personal
data that in the end is aggregated and exploited by a few big platform corporations.

3 The Potential of Smart Assistants in the Business Sphere

The challenges mentioned above would not be as relevant, if smart assistants had no
potential in the business sphere. Then companies could just avoid using them, there
would not be a security challenge and all that remained was the privacy problematic in
the private sphere. However, there is a significant potential for smart assistants in the
business sphere. By leveraging this potential, companies could improve their business
processes, make work for their employees easier and gain competitive advantages. This
will be illustrated through the following examples.

Amazon Alexa already features a number of skills that are useful for programmers
and users of cloud services like Amazon Web Services (AWS). These skills allow for
the easy voice query of the current status of the cloud resources and start or stop certain
cloud instances. Others let you create or manage service tickets and to learn about the
open or recently closed tickets of a JIRA bug-tracking system [24]. Authentication and
authorization are not really covered by these skills, which makes it questionable if using
them is worth the danger of everyone entering the office being able to stop a cloud
instance or spamming the helpdesk with new service tickets. Microsoft focusses with
his Cortana smart assistant now specifically on business applications, e.g. to schedule
meetings, book conference rooms and aims at more sophisticated applications [25].

Another example is the Nami Assistant, presented in 2018. This smart assistant with
chat interface and natural language processing is supposed to support finance traders in
routine and monitoring tasks. As such, it monitors the market and notifies the trade of
fluctuations. Moreover, it can be instructed to place orders depending on defined rules.
The assistant is supposed to be self-learning to increase his performance over time [24],
but his current functionality looks more like a technology demo and not yet ready for
the professional application. Nevertheless, it gives an outlook on the potential on such
assistants.

Examples can be found on the shop floor as well. Industrial machine manufacturing
company Trumpf has presented a laser marking workstation that can be controlled with
a voice interface. So far, the product is a technology study that is not on the market
yet, less of a smart assistant or powered with artificial intelligence as Trumpf claims but
it already demonstrates both some potential as well as challenges of voice-controlled
smart assistants. The voice interface is intuitive – even for unexpected users and more
accessible for operators with disabilities. Navigation through sub-menus is no longer
necessary, so that complicated or unusual tasks can be executed faster. Moreover, as
operators do not have to press any buttons at the machine, they can already prepare the
next element to be worked on, while using the voice interface to execute instructions.
This should increase productivity. The next step in the development would be to combine
the voice interface with image recognition and further sensors so that the machine could
recognize elements and execute the respective programs automatically [26]. The public
statements that are available do not address questions about how users are authenticated
andwhether anyone passing by themachine could simply issue voice commands in order,
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for example, to cancel current tasks. Is known neither whether the voice commands are
processed on premise or in the cloud and which kind of infrastructure is used.

The examples show that there is a significant potential for smart assistants in the pro-
fessional sphere, while the security challenges remain. Therefore, the following sections
will investigate how to counter these challenges.

4 Strategies to Counter the Security and Privacy Challenges Posed
by Smart Assistants

The challenges presented above, posed by the increasing proliferation of smart assistants,
raise the question, which measures organizations, society, and individuals can take.
At the same time, the potential, as described in the previous section for professional
applications, needs to be taken into account aswell. So howcan or should smart assistants
be regulated, considering the security and privacy risk as well as the benefits of smart
assistants:

• Not at all?
• Through a complete ban?
• By blocking the network for assistants?
• Through completely different strategies?

The current strategy seems to be a mix between not really reacting and trying to ban
the assistants. The first one is followed by the general society, whilemany responsible for
IT security in organizations tend follow to the second strategy. Privacy-aware individuals
try to avoid smart devices that are equipped with (voice-controlled) smart assistants and,
as such, try to enforce such a ban in their sphere of influence. However, as we have
shown above, these strategies do not seem to be very successful.

In view of the challenges outlined above, the strategy to do nothing does not seem
appropriate for organizations.Wewill therefore go straight to the second strategy. A gen-
eral ban on intelligent assistants – whether private ones, brought into the organization
by employees, as well as their professional application, may be a strategy that organiza-
tions like the military can enforce for sensitive areas. However, for average companies
or organizations, this does not seem like an advisable strategy. On the one hand, the
potential of intelligent assistants in a professional context, i.e. for reasons of efficiency,
argues against this and could lead to the aforementioned shadow IT that is then without
any regulation of corporate IT security professionals. On the other hand, a ban would
hardly be effectively enforceable, since intelligent assistants cannot be kept out of orga-
nizations at a reasonable cost. To this end, employees would first have to leave their
private smart phones, smart watches and potentially other future smart devices, such
as fitness trackers, off the firm’s premises. It is, however, questionable to what extent
modern smart watches and fitness trackers can still be identified as such and in which
mobile gadget intelligent voice assistants will be integrated next. In addition, business
travelers use hotel rooms equipped with intelligent loudspeakers or drive rental cars with
voice controlled smart assistants. In this respect, there appears to be no viable way to
avoid smart (voice) assistants – already in the medium term.
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Individuals concerned of their privacy in the age of ubiquitous smart assistants face
similar challenges. They can certainly chose not to buy any smart devices or disable the
respective functions. Nevertheless, they will encounter more and more smart assistants
when leaving their house. The person that sits next to them in the subway might carry a
smart watch, and friends might own a smart speaker. There is virtually no escape from
smart assistants.

Blocking the network for smart assistants could be a solution that organizations
can enforce in the network that is under their control. Smart speakers, for example,
then would not be operational anymore in the organization’s facilities. However, smart
assistants that are based on smart phones using the cellular network or smart watches
that increasingly also feature cellular connections would still work. Hence, this appears
as an only partly promising strategy. It is also related to the “banning strategy” and could
lead to the establishment of a shadow IT. Employees might just use cellular connections
to operate their “shadow smart assistants”.

For individuals the blocking-strategy does not seem to be fruitful at all. While they
could block their home network for smart assistants, they can also just chose not to buy
such devices or disable respective functionalities. As argued above, this does not help
them at all as soon as they leave their personal sphere of influence.

Those simple strategies are apparently insufficient. What is required is a compre-
hensive strategy for dealing with smart assistants, which includes both technical and
organizational measures. Such a strategy will be outlined in the next section.

5 Outline of a Solution Approach Leveraging Smart Assistants
for IT Security

We have illustrated the privacy and security challenges that smart assistants produce.
Private and business sphere need to be separated and the particular context and (potential)
recipient(s) of the information need to be taken into account. These challenges have only
been partially addressed so far and the simplistic strategies described in the previous
sections are not sufficient.

Our thesis in the paper, summing up what was already described above, is that the
privacy challenges in the private sphere are quite comparable to the IT security challenges
in the business sphere:

• Unauthorized persons (assistants, organizations) obtaining certain data and processing
it,

• smart assistants leaking data to unauthorized persons (organizations),
• unauthorized persons triggering functions in assistants, manipulating data, and so
forth.

In the private sphere, “unauthorizedpersons” are generally unauthorized third parties,
the state or private or public organizations that are not supposed to receive the data or
that a person does not willingly interact with. Another possibility is that organizations,
which are in fact authorized to receive the data, are able to aggregate huge amounts
of data about the private user. The consequences of this might be non-transparent and
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contrary to the users’ interest. Thus, this gathering of data could be regarded as not
explicitly authorized.

In the business environment, these unauthorized persons or organizations could be
(former) employees, competitors or other (state) actors performing industrial espionage.
Unauthorized employees could also simply trigger functions there are not trained for
and provoke unintended malfunctions.

If the challenges are comparable, the approaches to solve themmight also similar. In
the following, we present a combined technical and organizational approach to address
the IT security and privacy challenges that smart assistants pose – not through trying to
ban assistants but through leveraging their specific features. The proposed approach is
based on the architecture developed in the ENTOURAGE research project [27].

The ENTOURAGE project has developed the reference architecture (see Fig. 1) and
components of an open ecosystem for trustable smart assistants. The following sections
will briefly outline how an approach building on its security and privacy architecture [8]
could be used to address the aforementioned challenges.

Fig. 1. ENTOURAGE reference architecture

The ENTOURAGE “Core Assistants” (see Fig. 1) Security and Privacy Assistant
support in addressing the challenges mentioned above. According to the architecture,
those are smart assistants supporting end users and those responsible for IT security
and data protection in setting up and controlling their smart devices according to their
individual preferences or their organization’s policies as well as the specific context.
Manual control in themultitude of different settings of various IoT-devices and assistants
would be highly complex and overwhelm both end users and administrators. In addition,
as already shown above, a general ban of those devices is not viable.

Following the ENTOURAGE Architecture, Core Assistants could implement orga-
nizational security policies and help to separate the business and private spheres. This is
achieved by personalized, context-sensitive and proactive interventions and reminders of
the assistants. Where automated interventions are not possible, the awareness of the user
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could be increased through push messages, audio reminders or notifications – depend-
ing on the respective context. As an example, those could be triggered when a sensitive
meeting is pending, and ask the end user to switch off the voice assistant on his smart
watch and the like (and notify him when the assistant can be switched back on). Station-
ary smart devices, such as smart speakers in conference rooms, could be plugged in via
smart power sockets that can be switched on and off by the security assistant.

Context information and different data sources combined with policies that could be
trained throughAI enable the security assistants to increase security. This can be achieved
using ENTOURAGE interfaces to calendars, other assistants and data sources. Geofenc-
ing for sensitive (world) regions or company divisions/premises (research departments
etc.) could be implemented as well. As appropriate interfaces become available – which
is the goal and already foreseen in the architecture – this can be achieved automatically.
Before that, one has to rely largely on push notifications and user engagement. For this,
as illustrated in Fig. 2, the architecture specifies (1) interfaces to other assistants or data
sources in the ecosystem, (2) privacy and security interfaces that enable direct control of
security, transparency, and intervenability functions, and (3) composition interfaces that
enable platform-independence by providing standardized interfaces for typical platform
functions and components (out of scope for this paper, see [8]).

Fig. 2. Interfaces in the ENTOURAGE ecosystem

Such interfaces should be based on open standards that are agreed upon and imple-
mented by the industry. This would enable different vendors to compete in developing
security and privacy assistants with separate functionalities and business models. Cus-
tomers (both private end users as well as business customers) would then be able to opt
for the assistant of their preference. Moreover, companies could decide to develop their
own security assistants that are specifically designed according to their requirements
and completely under their control – both code as well as deployment on corporate IT
resources. It would also enable privacy supporting nonprofit organizations to develop
and offer privacy assistants. A related example could be the Mozilla Foundation with
its web browser that is not, as competing browsers are, developed by platform and
advertisement-financed corporations. We see that standardization could make a major
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contribution here. Industrial self-regulation that would lead to appropriate international
standards would certainly be preferable. However, if this cannot be achieved, regula-
tive approaches that set standards and force the industry to adhere to them could be an
alternative.

6 Conclusion

The widespread diffusion of smart assistants in our daily lives as well as in the profes-
sional sphere leads to significant challenges for privacy and IT security. While many
authors focus on the technical IT security and privacy challenges that smart assistant
induce, this paper considers their potential aswell and presents an approach that leverages
their specific features to deal with this challenge.

The presented approach outlines a technical solution that needs to be complemented
by non-technical initiatives. First, it is required to involve the employees to create aware-
ness and ensure their cooperation. They are the ones that would have to connect their pri-
vate assistants with the security and privacy assistants of the organization – in exchange
for that they are allowed to use them on premise. In addition, legislative measures would
also be necessary to bring manufacturers of smart assistants to implement the neces-
sary interfaces in order to enable access to security- and privacy-relevant functions of
assistants. In general, the legislator could persuade or force manufacturers to open up
to ecosystems in order to simplify the combination of different assistants from different
manufacturers and to connect to privacy and security assistants selected by end users
and organizations. While this might seem utopian at first glance, examples like the “Eu-
ropean Directive on Payment Services (PSD2)” that forces banks and payment service
providers to implement specific security functions and open up interfaces for access
through competitors, show that such legislative actions are possible if the political will
is there. Antitrust policies could be used for this purpose as well. This has already been
applied in the past in the IT-industry, for example, when the linking of browsers and
operating systems was broken up. Through that, not only IT security and privacy stan-
dards could be enhanced, but the dominant positions of individual platform giants that
accumulate more and more data and gain more and more power could be broken up as
well.
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Abstract. With the increasingly prominent problem of information security, the
research on user trustworthy authentication technology becomes more and more
important. Identification and authentication methods based on user’s biological
behavior characteristics have attracted widespread attention due to their low cost
and difficulty in imitation, which represented by mouse dynamics. This study pro-
posed an improved method for time-frequency joint analysis of mouse behaviors
for trustworthy authentication of website users. We collected the behavior data of
the user’s natural mouse operation under real website environment, and analyzed
the timing and spatial characteristics of the user’s mouse movements. Based on
extracting the time-frequency joint distribution characteristics and spatial distri-
bution characteristics of the temporal signals of the user’s mouse movements, we
used the random forest algorithm to establish a user’s trustworthy authentication
model. Mouse behavior data of five users during twenty-eight months had been
used as a case study to explore the effectiveness of this method in user trustworthy
authentication. The results of case analysis showed that, comparing to the original
research, the method proposed in this study significantly improved the accuracy
of the website user trustworthy authentication.

Keywords: Trustworthy authentication · Mouse behavior · Time-frequency joint
analysis · Random forest

1 Introduction

With the popularization of computer network, the problem of information security is
increasingly prominent. User trustworthy authentication refers to the process of ver-
ifying whether the identity of the online account login user is the true owner of the
account. As an important means to ensure the privacy of computer systems and net-
works, user trustworthy authentication technology has received widespread attention.
The existing website user trustworthy authentication technologies include credential
authentication and biometric authentication. Credential authentication technology suf-
fers from the shortcomings that its credentials are vulnerable to be theft and counter-
feiting. Biometric authentication technology can be divided into identity authentication
based on physiological characteristics and identity authentication based on behavior
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characteristics [1]. The former has a good authentication effect due to its unique biologi-
cal characteristics [2], but common biometric methods require the addition of additional
hardware equipment, which is costly and not universal. Malathi and Jeberson proved
that when fingerprints, iris and other biological characteristics are damaged or aging, it
will affect the recognition accuracy [3]. Biological behavioral characteristics have their
traits which are difficult to be intercepted and imitated [4, 5]. Due to its advantages
of difficult to be imitated and low cost, the trustworthy authentication methods based
on behavioral biometrics characteristics represented by mouse dynamics has attracted
researchers’ attention.

Shrobe, Shrier and Pentland studied the information search and selection character-
istics of network users [6]; Yi, Li and Yi established a user behavior flow diagram based
on the user’s network behavior data, and performed trustworthy interaction detection
based on the user behavior flow diagram [7]; Ho, Kang and Dae-Ki studied the user’s
keystroke characteristics, and constructed a user’s keystroke behavior pattern to detect
user identity [8]. Shen, Cai & Guan used a pattern-growth-based mining method to
extract frequent-behavior segments in obtaining stable mouse characteristics, and used
these mouse behavior characteristics for continuous verification tasks [9]. Among many
biological behavior characteristics, mouse dynamic characteristics have attracted the
attention of researchers because of their widespread existence and easy access.

Pusara usedmouse trails to detect abnormal behaviors in experiments [10]. Shen,Cai,
Liu, Guan &Maxion used the speed characteristics of mouse movement to characterize
the dynamicprocess ofmousemovement [11].Wang,Xiong,Yi,Yi&Yanused the speed,
angle, curvature and other characteristics ofmousemovement to identifymouse behavior
in the research [12]. Some researchers analyzed the 11-dimensional temporal signals
of the user’s mouse movement, such as the coordinates and speed, and expressed the
dynamic processwith the five statistical features ofmaximum,minimum,mean, standard
deviation and range, which were used for user trustworthy authentication [13–16].

These studies have indicated that the characteristics of mouse behavior could be used
for trustworthy authentication of website users. The user’s mouse movement is a typical
temporal signal, which has the dual characteristics of time and frequency domains. The
above studies had used statistical description methods to explore the characteristics of
user’s mouse movement from the perspective of the time domain. These studies had
not involved to the frequency domain characteristics of the user’s mouse behavior. In
the previous research, my group had performed Time-Frequency Joint Analysis (TFJA)
on the temporal signals of the mouse movement of web users, and had explored the
time-frequency joint distribution characteristics. In the case study, the Wavelet Packet
Transform (WPT) was used to extract the time-frequency joint distribution character-
istics of temporal signals of mouse movement and used for trustworthy authentication.
We found that using the time-frequency joint distribution characteristics could achieve
better results in website user trustworthy authentication than using the time-domain
characteristics of the mouse movement temporal signal.

In order to effectively improve the authentication effect of the trustworthy authen-
tication model, this paper analyzed the user’s mouse behavior characteristics from two
dimensions of time and space. On the one hand, the temporal signals of the user’s mouse
movement had been analyzed by multi-resolution using the WPT to further explore
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the time-frequency joint distribution characteristics. On the other hand, this paper had
analyzed the differences of the user’s mouse movements in different directions and dif-
ferent interaction areas, and had explored the spatial distribution characteristics of the
user’s mouse movement behavior. Finally, based on the time-frequency joint distribu-
tion and spatial distribution characteristics of the user’s mouse movements, this paper
used Random Forest (RF) algorithm to establish a website user trustworthy authenti-
cation model, and had verified the model’s authentication effect in a case study. The
trustworthy authentication process of the method proposed in this paper is shown in the
Fig. 1:

Data 
Acquisition

Feature 
Analysis

Data 
Collec on

Data 
Preprocession Data Analysis

Feature 
Extrac onFeature AnalysisFeature 

Selec on

Modeling and 
authdication

Model 
Training Model Tes ng Trustworthy 

Authen ca on

Mouse 
Behavior

Fig. 1. Schematic diagram of website user trustworthy authentication

2 Data Collection and Preprocessing

2.1 Data Collection

The data set used in the study was derived from the academic research website (http://
www.cquieaml.com/), which is the research group’s official website system. This web-
site was mainly used for resource sharing and learning exchange among members of
the research group. The website has eight sections, including the home page, aca-
demic research, scientific research results, corporate communication, forum interaction,
research team, resource sharing and management. The backstage of the website had
recorded the mouse behavior data of users in the state of natural use of the mouse in a
real web environment. This study had collected data recorded on the website from April
7, 2017 to November 5, 2019, with a total of more than 1.94 million pieces of data.

The raw data includes five dimensions: mouse operation type, system time stamp,
cursor X-axis coordinate, cursor Y-axis coordinate, and user ID. As shown in Table 1.

http://www.cquieaml.com/
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There are five types of mouse operations: left mouse button press, left mouse button
release, right mouse button press, right mouse button release, and mouse movement.
The system timestamp unit is “millisecond”. The cursor X-axis coordinate unit and the
cursor Y-axis coordinate unit both are “pixel”. The data set contains a total of 40 user
operations. All data in the original data set are arranged in order of time stamp size.

Table 1. Schematic diagram of raw data

Options Times Point
X

Point
Y

Username

slide 1493900902128 226 132 0

slide 1493900902144 227 132 0

click_left 1493900902297 227 132 0

release_left 1493900902394 227 132 0

slide 1493900902403 227 132 0

slide 1493900902553 225 133 0

2.2 Data Preprocessing

Data preprocessing is the basic condition of data preliminary processing to make it meet
the following application. In order to extract features from the mouse behavior data of
users, it is necessary to preprocess the original mouse behavior data recorded by the
website. The pre-processing flow is shown in Fig. 2.

Fig. 2. Schematic diagram of data preprocessing

The first step is data cleaning, the purpose of which is to organize the data set.
Its work is to remove redundant data and abnormal data from the original data. The
second step is data separation. Its purpose is to divide user data. The work is to split
the mouse operation data of different users and store them separately in chronological
order. The third step is sample segmentation, the purpose of which is to obtain a sample
of the user’s mouse behavior. This study uses the time slice sample method. We set three
thresholds for dividing the data set of a single user to obtain a sample of the user’s mouse
behavior, including threshold of mouse behavior interval, threshold of time slice length,



592 W. Li et al.

and threshold of sample data size. The fourth step is data conversion, the purpose of
which is to obtain sufficient temporal signals of mouse behavior required for the study,
based on the mathematical transformation of the three-dimensional data of the time
stamp, horizontal coordinate, and vertical coordinate in the initial sample.

Temporal signals of mouse movement required in the study include horizontal axis
coordinates, vertical axis coordinates, horizontal rate, vertical rate, tangential rate, tan-
gential acceleration, rate of change of acceleration, Angle, rate of change of Angle,
curvature, rate of change of curvature.

3 Feature Extraction

According to the properties and extraction methods, the user’s mouse behavior char-
acteristics used in this study can be divided into two parts, one is the time-frequency
joint distribution characteristics of mouse behavior signals, and the other is the spatial
distribution characteristics of mouse behavior signals.

3.1 The Time-Frequency Joint Distribution Characteristics

From the perspective of engineering signals, any temporal signal has its unique time
and frequency domain characteristics. To fully highlight the characteristics of a tempo-
ral signal, we can combine time-domain analysis and frequency-domain analysis. This
means that TFJA should be used to mine the signal distribution. In the previous research
of this research group, we had analyzed the characteristics of the temporal signals of the
user’s mouse behavior, and we had explored the TFJA of the user’s mouse behavior. In
these studies, the time-frequency joint distribution characteristics of the user’s mouse
behavior temporal signals were successfully extracted and used for user trustworthy
authentication. User’s mouse behavior data used in this study is a kind of typical non-
stationary discrete digital signal, with obvious local characteristics. We used wavelet
packet transform method to perform time-frequency joint analysis on this signal.

WPT satisfies the requirements of TFJA of mouse behavior signals. It constructs a
family of wavelet functions based on the mother wavelet, and uses multi-scale wavelet
functions to implementmulti-resolution analysis (MRA) of the signal.WPT is a classical
time-frequency joint analysis method of non-stationary signals, with excellent local
analysis ability. The WPT formula of the mouse behavior signal is as Formula (1):

WT (a, τ ) = 1√
a

∫ +∞

−∞
f (t) ∗ ψ

(
t − τ

a

)
dt (1)

Among them, “ψ ((t− τ)/a)” is thewavelet function family obtained from thewavelet
basis function through the scaling and translation operation. “a” (scale) controls the
expansion and contraction of the wavelet function, which corresponds to the frequency
(inverse ratio). “τ” (translation) controls the translation of the wavelet function, which
corresponds to time. Using wavelet basis functions of different scales to decompose
and reconstruct mouse behavior signals, we had realized the MRA of mouse behavior
signals, and decomposed the original signals into sub-signals of different frequency
bands. Based on WPT, we can decompose the low frequency part and high frequency
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part of the signal at the same time, and we can obtain sub-signal groups with the same
bandwidth, as shown in Fig. 3.

X(3,0) X(3,1) X(3,2) X(3,3) X(3,4) X(3,5) X(3,6) X(3,7)

X(2,0) X(2,1) X(2,2) X(2,3)

X(1,0) X(1,1)

X(0,0)

Fig. 3. Schematic diagram of the WPT of mouse behavior signals

For the sub-signals of different frequency bands obtained by wavelet packet trans-
formation, we used nine eigenvalues to describe them. Including Maximum, Mean,
Minimum, Range, Variance, Power, Power ratio, Skewness and Kurtosis.

Power (P) is a characterization of the average signal strength. The formula for calcu-
lating the P of the sub-signal is shown in Formula (2). “N” is the discrete signal length,
and “x(k)” is the signal amplitude. “j” is the serial number (integer) of the sub-signal,
and the value range is 0–7.

Pi = 1

N

∑N

k=0
|x(k)|2 (2)

Power ratio (Pr) is the ratio of sub-signal power to total power. The formula for
calculating Pr of the sub-signal is shown in Formula (3). “j” is the serial number (integer)
of the sub-signal, and the value range is 0–7.

Pri = Pi/
∑7

j=0
Pj (3)

Skewness (Skew) is a numerical featurewhich characterizes the degree of asymmetry
between theprobability distributiondensity curve and themeanof the signal. The formula
for calculating the Skew of the sub-signal is shown in Formula (4).

Skew[X ] = E(X − EX )3[
E(X − EX )2

]3/2 (4)

Kurtosis (Kurt) is a numerical feature that characterizes the peak height of the prob-
ability density distribution curve at the mean of the signal. The formula for calculating
the Kurt of the sub-signal is shown in Formula (5).

Kurt[X ] = E(X − EX )4[
E(X − EX )2

]2 − 3 (5)
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3.2 The Spatial Distribution Characteristics

Mousemovement directions were usually divided into 8 categories [17]. This study clas-
sified the user’s mouse movement behavior into eight categories based on the movement
direction, as shown in Fig. 4. For each category of mouse movement behavior data in the
sample, we selected the tangential rate and tangential acceleration rate as the objects,
and use the maximum, minimum, mean, range, and variance to represent it.

Fig. 4. Schematic diagram of the mouse movement direction

At the same time, we divided the mouse behavior into 9 categories according to
the range of user interaction positions in the study, as shown in Fig. 5. For the mouse
behavior data in each position range in the sample, the tangential rate and tangential
acceleration rate were also selected as the objects, and the maximum, minimum, mean,
range, and variance of these were used to represent the data.

Fig. 5. Schematic diagram of user interaction positions
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4 Modeling and Trustworthy Authentication

4.1 Trustworthy Authentication Based on Random Forest

This study used RF to model for website user trustworthy authentication. RF is a clas-
sification algorithm that combines bootstrap and Decision Tree (DT). The size of the
original sample set is N. The algorithm obtains m subsample data sets with a size of n
by random sampling m times from the original data set. Then DT will be used to build
classification model for each subsample data set. The final model output is determined
by absolute mode classification based on m decision trees.

RF is an improvement of DT, Comparing with DT, RF algorithm obtains strong
anti-noise ability through the random selection of samples and features, which avoids
the model over-fitting problem to a certain extent.

4.2 Evaluation Indicators

Trustworthy authentication of website user is a binary classification problem. When
using RF to solve this problem, we must establish binary classification models for each
account owner. The original sample set of the model consists of two types: positive and
negative samples. Positive samples are credible samples of account owners, and negative
samples are obtained by random sampling of untrusted samples of other non-account
owners.

The results of trustworthy authentication are divided into four categories:

True Positive (TP): True positive samples are judged as positive samples.
False Positive (FP): True negative samples are judged as positive samples.
True Negative (TN): True negative samples are judged as negative samples.
False Negative (FN): True positive samples are judged as negative samples.

In the research of website user trustworthy authentication, the higher the accuracy
of the authentication, the better the model performs in the trustworthy authentication.
In this study, we selected three indicators for evaluating the effectiveness of trustworthy
authentication models, including True Positive Rate (TPR), False Positive Rate (FPR),
and Areas Under Curve (AUC) of the Relative Operating Characteristic Curve (ROC).

TPR: The proportion of TP to positive samples. The value range of TPR is from 0
to 1. The larger the TPR is, the better the model performance.

FPR: The proportion of FP to negative samples. The value range of FPR is from 0
to 1. The smaller the FPR is, the better the model performance.

AUC of ROC: It is a model performance evaluation index that integrates TPR and
FPR. The value range is from 0 to 1. The larger the AUC value is, the better the model
performance.

4.3 Results

In the case study, we had selected 5 users with the richer mouse behavior samples from
the 40 users in the dataset to perform website user trustworthy authentication. In the
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practice of trustworthy authentication of five users, the training set and test set sample
had been divided according to the ratio of 7:3. In order to improve the reliability of the
model evaluation index, two cross-validations had been performed on the results of the
user’s trustworthy authentication in the study. The first item was cross-validation within
the group. Ten trustworthy authenticationmodels had been established for each user, and
the average evaluation indicators of the ten model is used as the authentication result of
the user in the practice of trustworthy authentication. The second item was cross-group
verification, which took the average of the trustworthy authentication results of five users
as the final result of this method in the practice of trustworthy authentication.

This study had compared the results of trustworthy authentication with the previous
research of my group, as it shown in Table 2. In the case where only the time-frequency
joint distribution characteristics of the user’s mouse behavior had been used, the trust-
worthy authentication results are shown in Table 2 (a). The trustworthy authentication
results of this study are shown inTable 2 (b),whichwas froma trustworthy authentication
combined time-frequency joint distribution characteristics and the spatial distribution
characteristics.

Table 2. Schematic diagram of trustworthy authentication results

(a) Previous research (b) This paper

Username TPR FPR AUC Username TPR FPR AUC

A 86.51% 7.78% 96.74% A 95.06% 0.21% 99.57%

B 93.05% 10.44% 98.13% B 96.67% 6.54% 99.13%

C 90.02% 10.00% 97.82% C 92.22% 6.00% 97.59%

D 89.61% 12.02% 95.29% D 90.27% 9.66% 96.25%

E 91.98% 8.99% 98.07% E 98.61% 6.48% 99.42%

Mean 90.23% 9.84% 97.21% Mean 94.56% 5.78% 98.39%

As shown in the figure above, the average TPR in this studywas 94.56%, the FPRwas
5.78%, and the AUC value of the ROC was 98.39%. The results show that the improve-
ment method in this paper has significantly improved the accuracy of user trustworthy
authentication compared with previous studies.

5 Conclusions

Based on the previous research, this study combined user time-frequency joint dis-
tribution characteristics and spatial distribution characteristics of mouse movement to
identify users, and had built a user trustworthy authentication model based on random
forest algorithm. The trustworthy authentication results prove that this method effec-
tively improved the accuracy of user trustworthy authentication based on the original
research, and that is an effective method of user trustworthy authentication.
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Future research will include:

(1) Increasing the number of users to verify the universality of this method.
(2) Deeper mining of the time-frequency joint distribution and spatial distribution

characteristics of the user’s mouse movement behavior.
(3) Adding the characteristics of user’s mouse click behavior to the research to improve

the effect of user identity authentication.
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Abstract. Cyber attacks on companies pose a real threat. The number of incidents
is rising and industrial control systems are increasingly affected by the attacks.
The reasons for this are organizational and technical. Practical and user-friendly
solutions must be found to mitigate cyber security threats.
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1 Introduction

With digitization and trends like “Industrie 4.0”, the use of IT systems and their connec-
tions, as well as the use of cloud applications, have a firm place in production companies.
Among other things, this will lead to predictive maintenance, simplified and faster engi-
neering. However, the new technology and interconnection brings up new ways attacker
can use and dependencies that have not existed up to now or have not been considered
yet.

Overall, the number of attacks on the IT infrastructure in companies has increased
massively in the recent years. This ranges from undirected mass attacks on home users
to targeted attacks on specific companies. Estimates predict that by 2019 cyber-crime
damage will exceed $2 trillion [1]. The average cost of a ransom attack or data breach
is between $2.6 million [2] and $3.9 million [3]. Public sources report between 100
and 150 attacks on businesses or user campaigns per month [4]. These figures affect the
economy in general. Manufacturing companies are a subset. In the following, a closer
look at incidents for these will be taken.

2 Problems in ICS

2.1 Architecture

In order to investigate the attack paths and their consequences of attacks, the architecture
must first be examined. Industrial Control Systems (ICS) are classically divided into 5
layers (see Fig. 1).
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Fig. 1. General architecture of an ICS

Layer 1 contains actuators and sensors that interact directlywith the physical environ-
ment. These can be, for example, temperature sensors, light barriers, motors or pumps.
Programmable logic controllers (PLC) are in the layer above which implement real time
control. Cyclic programs control sensors and actuators and transmit the status upwards
or receive commands from above. Layer 3 contains human-machine interfaces (HMI),
historians, or engineering workstations. This level is responsible for local operation of
a plant. Layer 4 is used for operations management with Manufacturing Execution Sys-
tems (MES) or control rooms, which are responsible for planning and operation of the
ICS. This is where higher-level operational decisions are made and production planning
is carried out. The top layer comprises the office IT with Internet and Intranet applica-
tions, Enterprise Resource Planning (ERP) and the office workstations. In the Reference
Architecture Model Industrie 4.0, a further layer has been introduced, which covers the
“External World”. This includes all services, functions, and applications that run out-
side the company [5]. These include remote maintenance and monitoring or other cloud
applications.

In addition to the systems that are necessary for the actual function, there are addi-
tional safety systems at layers 1–3. These are responsible for the protection of people
and the environment against hazards from the system. Typical examples are emergency
stop switches. They put the ICS into a safe state. These are usually designed as separate
systems. However, there is a trend to integrate them [6].
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3 Incidents

3.1 General

As already described in the introduction, most attacks are motivated by cyber-crime.
The Federal Office for Information Security in Germany sees a high threat level from
malware, botnets, and identity theft [7]. Denial of service attacks by botnets with band-
widths of up to 300 Gbit/s have been observed. In addition, attackers are becoming more
professional. This is reflected in more and better publicly available tools and also service
providers for illegal services.

Dissemination takes place via phishing and spam messages, drive-by exploits or
remote maintenance access, among other things [7]. “Emotet” was the most relevant
ransomware variant last year and has caused damage in a large number of companies by
data encryption. Only by paying a ransom should the victims be able to access the data
again. However, there is no guarantee that the data will be decrypted in the event of a
payment.

Various agencies have analysed and published a large number of attacks with
Ransomware. The most common errors are [8]:

• Not deploy security updates
• Missing or insufficient network segmentation
• Insufficient and unprotected backups
• Local administration accounts
• Poor protection of the Active Directory

Attacks on companies and the implementation of protective measures present many
companies with challenges. In office IT, the problems described have been known for
many years and there are many documents and support materials. In addition, the inno-
vation cycles are significantly faster. As a consequence, companies can respond faster
to threats.

3.2 Ransomware in ICS

An evaluation of public sources, such as blogs and news sites, after cybersecurity inci-
dents in manufacturing companies shows a clear trend. Ransomware caused the major-
ity of incident in this sector and sometimes affected the production enviroment. The
consequences of a successful Ransomware attack vary among companies.

Three variants can be distinguished:

1. The ransomware does not affect the ICS. Only systems in layer 5 become infected.
All data and systems relevant for production are still available. There are only impair-
ments in the office IT, which for example concerns invoicing and the processing of
new orders. If problems persist for a longer period of time, this can also affect pro-
duction, as no new orders are received. This applies to companies that operate mass
production without customer individualization.
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2. The ransomware does not affect the ICS. Systems in layer 5 (partially layer 4)
become infected. Systems relevant to production, such as production orders, pro-
duction planning or warehousing are affected or have to be shut down to protect
them from infection. This applies to companies that produce customer specific prod-
ucts. As a result, the production gets impaired. Probably, the production has to be
stopped, because the relevant information are not available in the machines. An
alternative workaround it is to transfer the production-relevant data manually to the
machines. This decreases productivity and is not always possible.

3. The complete ICS or parts are directly affected by the ransomware.All layers become
infected. This means that systems like HMI or database servers have been encrypted
and they cannot be used anymore. Therefore, it will be necessary to interrupt pro-
duction at least to remove the ransomware and restore the systems. Depending on
the production environment, certifications or other documentation must be updated
before ramping up the production. This is the case in e.g. in pharmaceutical industry.

The described variants one and two can be traced in the case of the norwegian group
“Norsk Hydro”. The company was victim of an attack with the “Locker Goga” malware
in March 2019. The company itself has provided detailed information on the current
status of various divisions [9–15]. To prevent further spread, all central services were
shut down and employees were not allowed to start their office workstations [16]. In
particular, automated processes could no longer be used and the company had to switch
to manual operation and paper processes again. The “Building Systems” division, which
manufactures customer-specific products, was affected most severely and for the longest
time [17].

A large number of examples of variant three have become known in the context of
the “NotPetya” malware in 2017. A lot of ICS were affected.

3.3 Targeted Attacks on ICS

In addition to the incidents caused by ransomware, targeted attacks on ICS have been
reported in recent years repeatedly. Table 1 shows an exemplary list of investigated
incidents.

Table 1. Selected list of targeted attacks on ICS.

Year Title Sector

2010 Stuxnet Manipulation of view and control on uranium
enrichment centrifugen

2014/2016 Dragonfly Cyber-espionage in ICS

2016 Crashoverride/Industroyer Attack on electrical grid in the Ukraine

2017 TRITON Attack on safety controller



Cyber Security Threats and Incidents in Industrial Control Systems 603

Stuxnet is the most famous attack on ICS. It involved the Iranian uranium enrich-
ment centrifuges. The attacker manipulated the programmable logic controller (PLC),
in this way the operators saw wrong information and the centrifuges got manipulated
commands.

The Dragonfly-campaign focused on the energy sector [18]. The attacker tried to get
information about the targeted energy companies. The malware had the potential to do
sabotage, but there is no evidence that this was used.

The “Industroyer” malware was used in the attacks on the Ukrainian power grid in
2016 [19]. It supported various ICS-specific protocols. On thisway it could communicate
directly with the ICS-components used in the substations (layer 1 to 3 in Fig. 1). The
attackers benefited from the missing security mechanism in the protocols.

The case “TRITON”or “TRISIS” is special because the targetwas a safety controller.
It is an incident from 2017 in the Middle East. Safety controllers protect people and the
environment from the dangers posed by the ICS. The safety system moves the machine
or plant to a safe state. Typical examples are emergency stop switches or light barriers
that stop a machine. In complex plants, such as in the chemical industry, there is usually
no simple stop. Measures that are more extensive are taken, such as opening a valve and
stopping pumps. The nice control program is stored on the safety controller.

The attackers wanted to change this control program. To do this, they reverse-
engineered the protocol of the engineering workstation software for the safety controller.
The malware developed was then able to load the manipulated control program onto the
safety controller. However, this failed and the safety controller stopped the system in the
specifiedway (but without the need for this). This resulted in an impairment of operation,
but no physical damage to the plant or harm to people.

These attacks show that attacker groups exist that target ICS also. The technical skills
of the attackers differ. In most cases the typical weaknesses and problems in operation
play into the hands of the attackers.

3.4 Future Attack Scenarios

The core of “Industrie 4.0” is formed by data in machines and companies, which
are exchanged, evaluated and used to optimize or redesign processes and procedures.
Machines, plants and IT systems are being networkedmore closelywith one another. This
enables better utilization and planning, for example. The same applies to the exchange
of data between companies. The aim can be to increase availability through predictive
maintenance and monitoring or to accelerate development and design by exchanging
CAE data [20].

Some of the new possibilities are already being used. This can be seen in the increas-
ing connection of machines to the Internet. What has not changed is how to deal with
the resulting risks, especially with regard to IT security. One reason for this is that this
was not necessary in the past. The systems were isolated, had little or no networking
and there was therefore no reason for this. In this case, progress not only makes work
easier or provides opportunities for optimisation. It also brings with it dangers and risks,
such as the outflow of production information or blackmail by criminals by locking up
machines.
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4 Challenges

The Ransomware incidents show that attackers are able to penetrate into the production
facilities. Once there, the attacker can act comparatively unhindered due to the lack of
security mechanisms.

4.1 Asset Management

Some reasons for the problemswith ransomware and targeted attacks on ICShave already
been mentioned in the general remarks. Especially the distribution of security updates
is a challenge due to the requirements for the availability of the systems. Especially
updates of the operating system require a restart, which in turn requires an interruption
of production. In some systems, this is only possible once a year in planned maintenance
windows.

But the installation is not the only problem.Themanufacturers are required to provide
security updates over the entire service life. For ICS components this can be 10–20 years.
This is a challenge for developers and vendors. Most vendors and developers just begin
to establish a secure development lifecycle. For example, IEC 62443-4-1 describe the
tasks and requirements that must be met. Nevertheless, in currently available product,
this was not taken into account. Moreover, some integrators forbid the installation of
updates, because they cannot assure that the update causes conflicts.

To be able to plan the updates, an asset directory is necessary. This contains informa-
tion about the components used in the ICS, the installed firmware and software versions.
This forms the basis for deciding to react to a message from a manufacturer about an
update. However, this information is rarely available. In many cases, it is distributed
over different systems or is not up-to-date. This makes it difficult to obtain an overview
of the update to be installed and to plan the installation.

In addition to the inadequate asset management, there is also a lack of an overview
of the communication relationships. It is often not documented which components or
services communicate with each other and which protocol is used. This makes the
segmentation of the network more difficult, as this cannot be planned and implemented
without obstacles.

Without network segmentation, an attacker can move through the different layers. In
most cases, attackers get into the company trough phishing or drive-by-downloads. This
way he enters layer 5. Without segmentation, he can move to deeper layers and infect
the ICS or he can move from one ICS to another in the company.

4.2 Availability and Usability of Security Functions

In addition to the organizational problems described above, there are technical obstacles.
Necessary security functions are partly not implemented, are difficult to use in practice
or are not used in ICS.

An example for all three problems is OPC-UA. In the specification 1.02.38, a Global
Discovery Service was specified. This should provide an automated solution for the
distribution of certificates for authentication, encryption and signature in ICS. The OPC-
Foundation published the specifications in 2012 [21]. However, a first product was only
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available in 2015 [22]. A sample implementation by Microsoft followed in 2017 [23].
In 2019 no further products providing a complete product-ready implementation of a
Global Discovery Service was available.

As a consequence, the distribution of the certificates is not standardized. This results
in complex and time-consuming solutions. In smaller ICS, a manual change of the
certificates is possible. As the number of devices increase, this is no longer practicable
as it is very costintensive and error-prone.

In addition, every vendor develops a different solution. This solution fits the problems
of one vendor. Another vendor chooses a different solution. In the end, an operator has
to deal with several ways to configure the devices. This leads to solution that

1. are not interoperable, because only one or small group of vendors implement a
solution or

2. are unsecure because of security vulnerabilities (e.g. infinite lifespan of the
certificate).

The consequence of these problems is that encryption and signature functions of the
protocol are not or rarely used.

5 Conclusion

There are many threats to ICS in use. The incidents described make it clear that the risk
will increase with Industry 4.0. At the same time, there are possible solutions for many
threats. On the provider side, it is important that the implementations do not overburden
the operator. In this context, existing technologies must be integrated into products in a
more user-friendly way.

Essential tasks for protection relate to the development and provision of compo-
nents. According to the Mechanical Engineering Industry Association in Germany, by
2015 “30% of the manufacturing costs for a mechanical engineering product will be
accounted for by IT and automation technology” [24] with a further increasing trend.
It is therefore important to protect the development process and programs from misuse
and manipulation. This also applies to the avoidance and handling of weak points and
the distribution of software or updates.

With the networking of the systems, a changed threat situation arises. Machines and
systems are more vulnerable. Therefore more effort must be put into secure development
and operation.At this point the employees have a key position. Theymust be sensitized to
the risks and threats and provided with the appropriate knowledge. This has already been
addressed in the Industry 4.0 platform in the context of recommendations for training
and further education [25]. However, the general shortage of skilled workers also poses
a challenge in this area.

In principle, the thoughts of security-by-design and security-by-default should be
followed when developing components. The former aims at a secure design and devel-
opment. Weak points should be avoided from the beginning if possible. The second is
to prevent unsecure operation by delivering the component in a secure basic configu-
ration. This is intended to prevent an unnecessarily large area of attack during rapid
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commissioning. This is the case, for example, with wireless interfaces activated by
default.

The new possibilities for better evaluation, optimization and utilization of machines
and systems as well as more flexible production are not only associated with advantages.
There are also risks to the systems to which they have not been exposed up to now.

The challenge of cyber security in Industry 4.0 could only be touched on individual
points. Component manufacturers, integrators and operators are responsible for dealing
with cyber security. Because they can only guarantee together the protection of the
systems. Safe components are necessary for this. These must be suitably, secure and
safely assembled, configured and programmed by the integrator. The operator must
guarantee secure operation over the period of use.

Due to increasingly professional attackers, it is not an option to bury one’s head in
the sand and ignore challenges. Solutions already exist or are being worked on for a
variety of problems. It is important that value is placed on usability. It is important to
find the right balance between ease of use and an appropriate level of security. After all,
the employees must be integrated into the overall concept.

The PDCA cycle has established itself as the solution. This describes the four phases:

1. Plan
2. Do
3. Check
4. Act

This involves the analysis of risks and the planning of protective measures. This is
followed by the implementation. The implementation must then be checked and errors
or problems must be eliminated in the final step. This cycle is repeated after each run.
It is carried out during product development from one version to the next, during the
operation of systems in the context of changes or after a deadline has expired.

For the proof of such implementations, certifications according to IT-Grundschutz
of the BSI [26] or according to the ISO 27001 ff. series of standards can be used.
This confirms the implementation of an information security management system by an
independent third party.

Operators must become more aware of the risks and their responsibility for secure
operation. Among other things, the IT Security Act and the specifications for operators
of critical infrastructures have contributed to this. Operators must also realize that IT
security is not available at zero cost on the one hand. On the other hand, optimizations
and developments such as Industry 4.0 are only made possible in the first place.

Therefore, practicable technical solutions and a targeted sensitization of developers,
integrators and operators are needed.
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Abstract. Security and usability are often in conflict. There is a recognition that
security cannot be achieved in real sense unless it incorporates the human factor
(usability elements). Despite this recognition, the state of the art identifies many
challenges and reasons for conflicts between security and usability. This paper
discusses some of these challenges while proposing the use of design patterns to
handle those challenges.While justifying the use of patterns as one of the effective
ways of handling the problem (conflicts), the paper presents a proposal for partici-
patory usable security design patterns workshop. The workshop provides a forum
for discussing a variety of issues concerning the usability and security conflicts
while documenting the instances of conflicts and suitable tradeoffs as design pat-
terns for use by other designers and developers. A catalog of usable security design
patterns can assist the system designers and developers by positively influencing
their decision-making abilities when it comes to conflicts.

Keywords: Patterns · Security · Usability · Usable security

1 Introduction

Security and usability are essential quality characteristics in today’s software systems. To
address the quality demands, security and usability are considered in specialized teams
where the focus of each team is specific, the security team focuses on making the system
security as robust as possible against internal and external attacks, however, usability is
a minor concern for them. Whereas the usability team focuses on improving usability
issues arisingwith the use of the systemwhile providing a positive user experience (UX).
With this specific focus, the need for usable security is realized when the instances
of conflicts between security and usability are identified. A classic example in this
regard is the password for authentication. The security dimension suggests that the
passwords should be sufficiently long, frequently changed, have different cases and
special characters, etc.However, from the user’s (usability) point of view, such passwords
are hard to memorize. If the suggested security guidelines are implemented, they have
an adverse impact on the usability of the system, and if not implemented the system
security is at stake.

Recently, there has been a realization that security cannot be implemented effectively
unless we pay attention to the usability aspects [1]. US National Institute of Standards
and Technology (NIST) report NIST Special Publication 800-63B states “evaluating the
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usability of authentication is critical, as poor usability often results in coping mech-
anisms and unintended workaround that can ultimately degrade the effectiveness of
security controls” [4]. Initially, usable security was considered as limited to the usability
of security interfaces, however, with time aspects like, (1) correspondence between sys-
tems’ internal procedures and user’s thoughts, (2) incorporating user values into security
design [2, 3], were identified as important aspect to be considered in development of
simultaneously usable and secure systems. With correspondence between the system’s
internal procedures and human thoughts, it is meant that there should be compliance
between user perceptions and the way security procedures are performed on the system.
Such compliance could be achieved in two ways, (1) training the users, and, (2) design-
ing the security systems while considering the human aspects, thereby decreasing the
chances of human errors as the system works the same way as the user thinks it does.

Similarly, incorporating user values into security design can also contribute towards
implementing security effectively. In the development of security systems, the goals
are set by experts who are unaware that users might have different priorities and val-
ues concerning security [3]. Certain user value-based objectives associated with secu-
rity include objectives such as minimize system interruptions, maximize information
retrieval, maximize ease of use, enhance system-related communication, etc. [2]. There-
fore, the elements of value-sensitive design (VSD) can improve users’ engagement with
security.

Despite the realization of aligning security and usability in the development of sys-
tems and services, the state of the art concerning usable security identifies many chal-
lenges. While considering all the challenges identified via literature review and con-
ducting exploratory studies in the industry, this paper advocates the concept of ‘usable
security by design’. The usable security by design concept is aimed at aligning security
and usability right from the start of the system development lifecycle [5]. The concept is
centered on the development of a catalog of usable security design patterns to assist the
system designers and developers in dealing with the conflicts, thus delivering simulta-
neously secure and usable solutions. The fundamental question addressed in this paper
is ‘how do we develop a catalog of usable security patterns?’. The paper presents a
proposal for a participatory usable security design patterns workshop [6]. To conduct
such a workshop, various templates to be used during the workshop are also presented.

The remainder of the paper is structured as follows. Section 2 presents the back-
ground. Section 3 presents the proposal for a participatory usable security design patterns
workshop. Section 4 presents the related work and Sect. 5 concludes the paper.

2 Background

2.1 Challenges in the State of Art

The authors [8] state that “usable security assumes that when security functions are more
usable, people aremore likely to use them, leading to an improvement in overall security.
Existing software design and engineering processes provide little guidance for leveraging
this in the development of applications”. Based on an analysis of existing literature and
exploratory studies in the industry, the following are some of the challenges in aligning
security and usability during the system development lifecycle.
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– Security and usability handled independently: Security and usability are considered
by different teams, where the focus of each team is specific i.e. the team working
on security is focused on making the system secure; whereas the team focusing on
usability and UX is focused on improving the human interaction with the system.
There does not exist a mechanism where concerns from both teams can be integrated
towards achieving the goal of simultaneously usable secure systems, therefore it is a
tradeoff between security and usability.

– Reliant on Skill of Developers: Handling usable security in an organizational setting
is reliant on the skill of developers [8]. Developers are either experts in security
or usability. Despite this, there does not exist a mechanism (in practice) to assist
developers in handling the issues where security and usability are in conflict.

– Lack of emphasis during the early phases of development: Security requirements
are usually improperly specified, due to lack of emphasis on security during the
early stages of development; the same holds for usable security [9]. The authors [10]
argue that system security is usually considered in the production environment by
employing protections like firewalls, IDS/IPS, AV servers, etc., which identifies the
state of consideration on security during the system development phases, let alone its
usability.

– Existence of suitable technique for assessing adequacy: Concerning the adequacy of
security, techniques like vulnerability scan and penetration testing can be employed
to check the robustness of security features, however, there is no such technique for
evaluating the adequacy of usable security [16].

– Constraint to a Constraint: The requirement engineering community defines security
as a constraint to the system’s functional requirements [11]. The question is, if security
is a constraint to the system’s requirements, then usability of security could be a
constraint to a constraint, which is one of the reasons that usable security requirements
are neither specified nor addressed adequately.

The challenges discussed above often serve as contributing factors to the complexity
of usable security problem. Furthermore, the standards concerning software quality in
general and usability, security in particular, do not provide any guidance when these
characteristics are in conflict. While considering all these aspects, this paper advocates
the use of design patterns for handling security and usability conflicts.

2.2 Why Patterns?

A pattern expresses a relationship between three things, context, problem, and solu-
tion. Furthermore, the patterns have three dimensions: descriptive, normative, and com-
municative [6]. In its descriptive dimension, a pattern is an analytic form to describe
problems, context and solutions. However, in the normative dimension, a pattern is a
meta-design tool to identify key issues and propose a method for addressing them. It is
a communicative tool to allow different communities to discuss and address issues [6].

Moreover, for multidisciplinary fields such as usable security, it is important to
consider the concerns fromboth perspectives. Patterns can incorporatemultiple concerns
due to their descriptive nature and enable different communities to discuss design issues
and solutions due to their communicative ability. Patterns’ ability to evolve with time
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Table 1. Challenges in the state of art with a description of how pattern addresses it

Challenges Description Involved patterns’ dimension

Usability and security
handled independently

Patterns allow concerns from
both usability and security to
incorporated before
documenting a final solution

Communicative

Reliant on skill of developers Information provided by the
pattern including problem
addressed, solution, context
facilitates the developers in
making reasonably accurate
decisions in other similar
contexts

Descriptive

Lack of emphasis during the
early phases of development

Patterns can be incorporated
right from the beginning of
development life cycle and can
be used by designers and
developers as a meta-design
tool for identification of key
problems and solution for
resolving them

Descriptive/communicative

Existence of suitable
technique for accessing
adequacy

Patterns ability to be improved
with time helps in establishing
adequacy of the solution
presented by the pattern. Even
when the patterns are
disseminated, they are
monitored and reviewed and
proposal for amendments can
be incorporated at any stage

Descriptive/normative

Constraint to a constraint Security and usability are
considered together thereby
decreasing the chances of being
considered as constraint to
constraint or as after thoughts

Normative

also makes them suitable for problems like usable security. A pattern has different states,
a proto pattern is a pattern which is newly documented after the first iteration, and it
captures the basic elements of problem, context, and solution. However, after undergoing
various refinement stages it is in alpha-state, ready to be released for use and testing by
designers and developers.

Furthermore, patterns provide benefits like means of common vocabulary, shared
documentation, improved communication among the different stakeholders during prod-
uct development [5]. Patterns provide real solutions by explicitly mentioning the context
and problem and summarizing the rationale for their effectiveness. Since the patterns
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provide a generic “core” solution, its use can vary from one implementation to another
[7]. All the challenges in the state of art identified earlier along with how the pattern
approach helps in addressing them are presented in Table 1. The Table 1 also presents
the dimension of the pattern involved in addressing a particular challenge.

As stated earlier, security and usability have evolved independently as different
domains, therefore, expertise in both security and usability is hard to find in one person.
Todays’ industrial practices reflect that handling the security and usability conflicts is
reliant on the skill of the developers [8]. The use of patterns provides a way of assisting
developers at work by influencing their decision-making abilities when it comes to the
conflicts between security and usability.Moreover, the patterns can be incorporated right
from the start of the systems’ development lifecycle, which helps in saving significant
costs and effort associated with rework in contrast to the cases where security and
usability are afterthoughts.

3 Proposal for Participatory Usable Security Design Patterns
Workshop

Having discussed the problem and motivation for using design patterns, the question
is how we can identify such patterns to be able to build a catalog of patterns for dis-
semination among common developers. One mechanism for creating such a catalog
is a participatory usable security design patterns workshop. The activities during the
workshop are to be performed in groups (3–5 participants each). Participants of the
workshop are security and usability developers and designers. The key activities during
the workshop are presented in Fig. 1, which include:

Fig. 1. Proposal for participatory usable security design patterns workshop
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1. Distribute narratives: The narratives describing a usable security problem are dis-
tributed among the participants in groups. The narrative elicits a case story describing
a usable security problem. The groups are tasked to design a solution of their own
for the problem under consideration. The narrative template used during the first
activity of the workshop is presented in Fig. 2.

Fig. 2. The narrative template to be used during the workshop

• Name of the case story: A meaningful name for the case story. Name should reflect the essence 
of the story, so that the reader is able to know what’s coming.  

• Summary: A concise summary of the story for which the narrative has been written for.
• Problem: Concise statement representing the problem to be considered. The reader must be 

able to relate the problem statement with the case story.
• Context: Explicit mention of the context in which the problem was presented, this should be 

considered while devising the solution.
// Fields marked with * are mandatory 

• *Solution: Based on the context and the problem, you can propose a solution in this field. You 
may use extra page to describe your solution.

• *Intended impact: What will be the intended impact of your proposed solution on the problem 
in the considered context.

• *Lessons learned: Any aspects to be considered while implementing this solution. You may 
add the concerns raised during the group discussion.

• Notes, Links and references:

Fig. 2. The narrative template to be used during the workshop

2. Identify patterns: The solutions from each group are subjected to comparative
analysis in an attempt to identify instances of good design. The ‘Rule of Three’ also
comes into play here. The rule of three requires at least three instances of similar
implementations before a pattern could be identified and documented [6]. Once
three instances of similar implementations for a problem are identified, the pattern
is documented on a standard template.

3. Validation using scenarios: The participants are provided with a list of design
patterns (already identified) and a problem scenario. The problem scenario being
used during this stage involves a set of problems, and the task involves the selection
of the patterns (from the list) that are applicable in the context being considered. The
participants are tasked to document the description of a solution derived by applying
a pattern in the considered context. If the right pattern is applied in the right context,
it is validated; otherwise, it is subjected to a modification to ensure the use of the
right patterns in the right scenarios.

4. Documenting validated patterns and lessons learned: In the end, the lessons
learned and recommendations for future use of patterns are documented. The out-
come of the activity is a catalog of validated usable security design patterns, which
will be disseminated among the community of designers and developers to positively
influence their decision-making abilities when it comes to conflicts.
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An example of how a usable security pattern looks like is presented in Fig. 3. It is
imperative to state that the pattern is documented on a standard template.

• Title: Toggle Password Visibility
• Classification: Authentication
• Prologue: To ensure secure authentication and users’ privacy while preserving the usability 

element of feedback.
• Problem statement: Password for authentication is masked by default to protect against 

attacks such as shoulder surfing. This is done to preserve breach of privacy and authentica-
tion, but at the cost of ‘feedback’. If the user makes an error while typing the long password 
s/he has to retype the entire password without just knowing and correcting the error.

• Context of Use: Whenever the password is masked to protect against shoulder surfing and 
other similar attacks. 

• Affected Sub Characteristics: The sub characteristics of usability and security being affect-
ed/involved when this pattern is applied.

o Usability: satisfaction, effectiveness in use, desirability
o Security: privacy, confidentiality, authentication

• Solution: Provide the user with option to toggle password visibility by providing an icon or 
button. The button/icon should unmask the users’ password. The password should remain 
unmasked until the button/icon is being clicked. The button/icon should be accessible with the 
mouse pointer. 

• Discussion: This solution enhances the usability element of feedback while preserving users’ 
privacy and security of the authentication process. The button/icon can be presented at the far 
end of password field or below it. This would help users in correcting the mistyped character 
in the password rather than retyping the entire password. 

• Type of service: Desktop/ Web application requiring authentication with passwords. 
• Epilogue: Increased user satisfaction, desirability of the service while providing the effective-

ness in use.
• Related Patterns: To be added from the catalog

Fig. 3. Toggle password visibility pattern

The pattern presented in Fig. 3. addresses the conflict between authentication (secu-
rity mechanism) and feedback (usability element) in cases where the user is confident
that the password is not readable by the adversary. There are instances of this pattern
on the authentication screens by major service providers, however, it is documented and
intended for other designers and developers for consideration in newer versions of the
system they develop. Moreover, other usable security patterns are available elsewhere
[5, 7, 13, 15].

4 Related Work

The authors [7] presented a four staged framework for identification of conflicts and
elicitation of suitable tradeoffs as patterns. In the first stage, the usable security problems
are identified, which are modeled and quantified during the second stage. Standards and
best practices on security and usability are accessed while developing suitable tradeoffs
(solutions) to be documented as patterns. The documented patterns are applied to the
software ecosystem.



616 B. Naqvi and J. Porras

Furthermore, the authors [15] presented a methodology for deriving usable security
patterns during the requirements engineering stage of system development. Themethod-
ology is aimed at handling the conflict from the requirement engineering stage of system
development. It does so by enumerating all security-related features. For all the enumer-
ated features the security concerns are listed, and usability concerns arising from security
features are identified. Once the concerns from both security and usability perspectives
are known, the tradeoffs are explicitly elicited and then documented as patterns.

The authors [12], while listing 20 usable security patterns presented the results
after analyzing applications such as Internet Explorer, Mozilla Firefox, and Microsoft
Outlook. The authors state “patterns make sense and can be useful guide for software
developers”. However, the work was limited to listing the patterns and justifying their
usage.

The authors [13] presented a list of patterns to align security and usability. They
classified the patterns into twocategories: data sanitization patterns and securemessaging
patterns. Different patterns listed include, ‘explicit user audit’, ‘complete delete’, ‘create
keys when needed’, among others.

The authors [14] proposed a set of user interface design patterns for designing infor-
mation security feedback based on elements of user interface design. In addition, the
authors created prototypes incorporating the user interface patterns in the security feed-
back to conduct a laboratory study. The results of the study showed that incorporating the
elements of usability interface design patterns could help in making security feedbacks
more meaningful and effective.

What distinguishes this work from others just discussed is that it provides a mecha-
nism to involve a wider group of developers and designers during a workshop and iden-
tifying patterns based on their expertise. Though the work [7, 15] provides an avenue
for identifying patterns, their scope and intended environment of application is during a
project or in a team. However, the current proposal has been designed to hold good for
participants from multiple projects and teams. We believe that the workshop proposal
discussed in this paper can help attract a wider audience and identify usable security
patterns.

5 Conclusion

There is a recognition that security and usability need to be handled together and inte-
grated during the entire system development life cycle, rather than being considered as
afterthoughts. With reference to the literature, we identified various challenges in the
state of the art concerning usable security and proposed the use of design patterns as
a way to handle the usable security challenge. While justifying the use of patterns in
handling the usable security problem, we presented the proposal for a workshop for
identifying and developing a catalog of usable security patterns. The catalog of patterns
can help common security and usability designers and developers by influencing their
decision-making abilities when it comes to security and usability conflicts in other but
similar contexts.
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Developing such catalogs requires a community-level effort and arranging various
participatory workshops. We hope to gather the attention of the HCI community dur-
ing the conference towards establishing a joint effort framework for arranging such
workshops and collecting more usable security design patterns.

Moreover, the research advocates the shift in approach from ‘user is the weakest link
in security chain’ to achieving, (1) correspondence between systems’ internal procedures
and human thoughts, and, (2) incorporating user values into security design. As an
instance of the patterns’ approach, a usable security pattern was also presented in the
paper.
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Abstract. Traditionally cyber security has focused on defending against
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2019 report suggesting that 34% of breaches involved internal actors.
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can be key to understanding the attack. We propose a new approach to
gathering organic narratives of an insider threat incident that then uses
a computational approach to map these narratives to an existing insider
threat framework. Leveraging Natural Language Processing (NLP) we
exploit a large collection of insider threat reporting to create an under-
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reports of a single attack to generate a computational representation of
the attack. This representation is then successfully mapped to an exist-
ing, manual insider threat framework.
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1 Introduction

An insider threat can be defined as ‘a current or former employee, contractor, or
business partner who has or had authorised access to an organisation’s network,
system, or data and intentionally exceeded or misused that access in a man-
ner that negatively affected the confidentiality, integrity, or availability of the
organisation’s information or information systems’ [6] and represents a major
security risk to organisations. A 2019 report compiled by Verizon suggests that
34% of all data breaches involved an internal actor and 15% of actions taken
during a breach were misuse of a system by authorised users [32]. Insiders were
shown to be particularly common in specific sectors such as the Public Sector
(30% of all breaches), Finance (36% of all breaches) and Healthcare (59% of all
breaches). It is clear that despite the increased availability of technical solutions
and the increased awareness of the insider threat, insiders are still able to plan
and commit attacks.

The current state of the art approaches to understand, and ultimately pre-
vent insider threat, usually consider either technical [1,8,11], psychological or
sociological [4,12,17] approaches with a small number of models which encap-
sulating a number of these factors (e.g. [27]). Within this domain, technical
solutions usually aim to restrict or detect insider threat activity, distinguishing
malicious activity from non-malicious activity; this is often very challenging as,
by definition, the insider activity can closely resemble normal, ‘everyday’ activity.
Alternatively, the psychological and sociological approaches aim to understand
the factors and decision-making processes involved in initially becoming a threat
and then the process of moving from a threat to committing a malicious act.

However, in isolation these approaches are usually not enough to fully under-
stand and contextualise the threat from an insider attack within an organisation.
There are also a number of frameworks which attempt to bring together these
approaches to create a more holistic understanding of the problem, acknowledg-
ing that the threat from insiders is a nuanced socio-technical problem [7,19].
These frameworks can provide an abstract appreciation for the relevant factors
but it can be challenging to map this understanding to a tangible set of mitiga-
tions which can reduce the risk from insider threat.

Following a security breach from an insider it is important to gather infor-
mation regarding the incident, gathering data from co-workers including the
individual’s peers, juniors and seniors, human resources and those in a staff man-
agement role, in addition to IT or security personnel. This represents a diverse
community of individuals all of whom may have important information pertain-
ing to the incident. With research showing that these individuals are willing
to write reports about an incident when one has occurred, giving investigators
important information regarding an attack [10]. This research acknowledges that
casting this evidence base into an insider threat framework will help to evaluate
the incident, however the mechanism by which this model integration could lead
to erroneous sense-making.

Requiring this variety of individuals to cast their understanding into frame-
work, may bias individuals’ recollections of the events and exhibited behaviours
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as individuals attempt to cast their story into the model framework. In addition
there is a cognitive load associated with performing this activity, particularly
with those who are not familiar with the framework being used. These fac-
tors can result in a view of the incident which is distorted to fit into existing
understandings of insider threat, rather than accurately encapsulating the events
associated with the insider attack.

In this paper we describe a computational approach to collecting reports of
insider attacks that uses organic narratives describing the insider attack to build
a model representation of the incident. It is important to understand that these
organic narratives are created by non-experts and represent ‘free’ text written
in ‘natural’ language. The aim is that this reduces both the security expertise,
and the cognitive load required to contribute information to an investigation
of an insider threat attack. This computational approach is unsupervised and
delivers a model representation of the attack derived from a corpus of organic
narratives, this model is free from assumptions about how insider threat attacks
have traditionally been committed allowing a rich understanding of new and
emerging attacks.

In this paper we first discuss the background to this work, then introduce our
approach and describe an experiment validating the ability for our approach to
produce models that accurately represent insider threat. We finally discuss the
implications of our approach and highlight future research directions exploiting
this technology.

2 Background

2.1 Insider Threat

As previously discussed insider threat is defined as ‘A current or former employee,
contractor, or business partner who has or had authorised access to an organisa-
tion’s network, system, or data and intentionally exceeded or misused that access
in a manner that negatively affected the confidentiality, integrity, or availabil-
ity of the organisation’s information or information systems’ [6]. These attacks
can be more dangerous than attacks from external actors as insider often have
access to privileged information, valid credentials and knowledge of potential
security systems. Security compromises form insider actions often follow 4 pri-
mary archetypes [6]. The first three archetypes are associated with a malicious
insider, these include insider fraud, insider IT sabotage and insider IP theft; the
final archetype is the so-called unintentional insider threat which can be defined
as an insider who ‘. . . through action or inaction without malicious intent unwit-
tingly causes harm or substantially increases the probability of future serious
harm’ [13].

The current approaches for understanding insider threat can be characterised
into three general approaches; the first is a technical approach that aims to
understand the technical artefacts an insider leaves on an IT system and from
this identify or block activity associate with an insider threat, (e.g. [25]). The
challenges in this approach is that by the nature of insider activity, it often
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closely resembles everyday activity and is often perpetrated by those who have
the knowledge to reduce their exposure to technical detection mechanisms.

The psychological and sociological approaches aim to understand any pre-
disposition resulting from personality which increases the risk of becoming an
insider threat (for example, [22]), additionally, there are other approaches which
attempt to model the decision-making during the transition of an employee to
becoming an insider threat (for example, [14]).

The socio-technical characterisation of the insider threat is typically brought
together in the third approach to understanding insider threat, using a frame-
work or model in order to understand the complex and nuanced interactions
between the different elements. The relationships between these elements asso-
ciated with insider threat can form complex feedback loops, which attempt to
model the individual, the environment or organisation and the security incident
itself. These typically acknowledge that technical controls are often insufficient
to manage the risk from insider threat [9] and a holistic understanding of the
risk and hence controls is essential to begin to manage the risk.

These models of insider threat (for example [5,20,23,27]) typically iden-
tify a set of themes as related to insider threat and then identify connections
between the themes, typically highlighting causal relationships. These relation-
ships demonstrate opportunities for mitigations or detection, whilst also high-
lighting possible feedback loops that look to increase the likelihood of, for exam-
ple a successful attack or an employee becoming a threat in the first place. In an
academic sense these models are very useful for understanding the interactions
between a variety of environmental and technical elements as well as the effect
of individual differences, however when translated into an organisational work-
place or as a tool for post-hoc exploration of an incident they typically require
a knowledgeable security professional to carefully explore the evidence from a
number of sources and then contextualise this evidence within the model.

There are two approaches to post-hoc exploration of an incident using a
model, the first involves collecting the evidence surrounding the incident directly
in a model with individuals who are providing evidence doing so directly into a
model representation. This relies on those reporting the incident to be able to
contextualise their observations into a model, insider attacks are often nuanced
and complex [7] which can mean this contextualisation is very challenging and
requires a significant amount of domain knowledge, it can also result in obser-
vations of incident being unconsciously adjusted to fit the model, rather than
accurately represent the incident.

The alternative approach to post-hoc exploration of an incident is for an
investigator to collect a number of different reports of the incident and then
contextualise these within a model. This potentially represents a more accurate
approach as by encouraging individuals to report their observations as organic
narratives written in ‘natural’ language allows an individual to represent the
incident to the best of their ability. However, this approach requires a signifi-
cantly skilled individual to gather this information and contextualise it within
a model, this will typically be a security domain expert. They will likely have
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individual bias as to what is expecting to be seen, based on both previous expe-
rience and the common threads within the model itself. This confirmation bias
will potentially result in a model representation which is a convolution of both
the individual reports and what the security professional is expecting to see and
has seen in the past.

The approach outlined in this paper attempts to support this second app-
roach to the post-hoc exploration of a security incident by automatically gener-
ating a model representation of the reports of an insider attack. In our approach
we have focused on taking organic narrative reports, these are a narrative that
links all actions and actors which provides more information about the incident
and the protagonists as the narrative continues (rather than an episodic narra-
tive which considers a report constructed of a number of small incidents)—in
our experiments performed with non-experts it is clear that non-experts tend
to construct reports of these attacks as organic narratives. By computationally
summarising these documents into a model representation our approach sim-
plifies this task and also removes elements of cognitive bias from the model
synthesis, we also anticipate that it should be able to resolve new attack vec-
tors previously unseen as the approach purely considers the corpus of natural,
organic narratives from the attack rather than previous examples of attacks.

2.2 Natural Language Processing

Natural Language Processing (NLP) is a collection of methods to computation-
ally process and understand human language [24]. NLP is used for many appli-
cations that involve natural language such as machine translation [16], question
answering [16], information retrieval [30], speech recognition [31] and speech
production [31]. These allow computational activities to infer, enrich or perform
other operations on human-generate texts.

These approaches typically exploit a large corpora (collection of documents)
to build statistical, computational models of the text. These models can then
either be used to generate new insight from an existing corpus, or by applying
the models to previously unseen text and generate new insight as evidence is
gathered.

One popular approach to information retrieval and understanding the con-
tent large documents is the use of Topic Modelling [18]. A topic model groups
statistically related words, in essence creating a statistical representation of what
a piece of text is ‘about’. The most common algorithm used to create topic mod-
els is the LDA (Latent Dirichlet Allocation) algorithm [3]. The LDA algorithm
assumes that every document contains a number of topics, and every unique
word has a probability of being in every topic. Some words are more discrim-
inative than others, meaning the presence is more indicative of a text being
related to a particular topic. It should be noted that this is an unsupervised
technique, individual topics are not ‘curated’ they are statistical representations
that elements to emerge from the corpus.

It is common practice in Natural Language Processing to perform a set of
preprocessing tasks to normalise and prepare the corpus. This ensures that the
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topic modelling approach is efficient and also increases the performance of the
model itself. First stopwords are removed, for example an English stopword
list contains the most common English words that do not provide additional
information for topic modelling but slow down the training process, these include
words such as: ‘the’, ‘a’, ‘to’, ‘of’. Stopwords can also be domain specific, as some
words in certain contexts can similarly provide no additional information for
example when analysing news articles potential stopwords could include ‘BBC’
or other news organisations [21]. Next the tense of text is normalised using
stemming, for example this process normalises ‘walk’, ‘walking’ and ‘walked’ to
‘walk’, for topic modelling tense does not offer additional context [24]. These
processes are important to reduce the cost of training models and to ensure the
output topic models represent the most important words in the text and are
standard practice when using topic models [18].

The use of topic models to identify the relevant topics in human-generated
text provides an ideal approach to ingesting reports of insider threat, this allows
individuals to generate their own descriptions of what occurred in their own
writing style. This approach to creating narratives reduces the cognitive load of
those generating the reports, NLP can then be used to extract the topics which
appear across the entire set of narratives. We could hypothesise that these topics
would include topics related to, for example, the method used to conduct the
attack, the potential impact of the attack, information about the individual and
even social elements relating to the perpetrator and their interactions with other
staff members. This unsupervised approach will create topics which are derived
from the statistical relationships between words in the text rather than a security
professional who may be influenced by the existing body of knowledge and what
is expected to be seen or confirmation bias [26].

3 Method

The method can be separated into a data gathering phase and three main steps.
During the data gathering phase 2 corpora are created:

1. A corpus of insider threat cases taken from news articles
2. A corpus of reports relating to a single insider threat case, these are the

organic narratives from observers of the incident

Once these corpora have been collected the main three stages of the modelling
approach can be applied, first the creation and labelling of a corpus of individual
insider threat reports, second the creation and tuning of a final topic model, and
finally the creation of the final mapped report corpus. This full method is shown
visually in Fig. 1.

3.1 Data Gathering

As previously discussed two corpora are required for this method, first a corpus
of many different types of insider threat cases, which are used to generate a topic
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Fig. 1. The full method used to refine organic narratives to a computable model
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model. This model encapsulates the various elements of an insider attack from
different attacks, that could be written about, for example how the attack was
performed, who perpetrated the attack, whether or not the insider has accom-
plices etc. These are used to build a model to computationally ‘understand’
insider threat and is labelled as Insider Threat News Articles in Fig. 1. The
second corpus are the reports of a single incident, these are written as organic
narratives and are the corpus we wish to explore.

To create the initial corpus a number of internet sites were identified that
report on insider attacks documented on news sites, this includes mainstream
news (e.g. BBC News), technology specific sites (e.g. ZDNet) and security specific
sites (e.g. Naked Security). A custom web archiving tool was created and these
were gathered automatically, this corpus was supplemented by a complex web-
scraper that used machine-learning to identify articles about insider threat from
news feeds [28]. This creates the final corpus, with a range of insider threat cases
all following a similar writing style (that of news articles), with a total document
count of 2,700 articles.

The second corpus is the corpus of organic narratives we wish to explore,
in application within the workplace these will be gathered from any number of
employees witnessing the incidents, the after-effects of the attack or the preced-
ing events, or indeed have simply met the perpetrator. To simulate this corpus
of organic narratives a case of insider threat attack was identified from the liter-
ature. In our experiment we chose an example case from Nurse et al. [27] (Case
1), this case was ideal as the insider threat model had already been applied,
there were clear witnesses to the insider attack and the case matched the insider
threat archetype ‘Insider Fraud’ [6], a common insider threat attack. This cor-
pus, therefore, is the same insider threat case written with many different writing
styles.

Using this as a basis a dramatic recreation was produced presenting the case
from three witnesses creating multiple perspectives on the same event. These
three witnesses were presented as audio recordings, one witness presented as a
news report of the incident, one was presented as relating to a colleague of the
perpetrator the final perspective represented the perspective of the event from an
IT professional. These three recordings were co-created with professionals in the
respective domains to ensure the perspectives were relevant. Study participants
were then asked to listen to or read these perspectives and retell the story in their
own writing style. Participants were encouraged to write however they preferred
using formal or informal language, bullet points or full sentences and as few or
as many details as they wanted. Participants were recruited from Mechanical
Turk resulting in a final corpus of 107 documents.

3.2 Step 1: Creating Labelled/Coded Reports

The first stage as outlined in Fig. 1 is to create a subset of organic narrative
reports of the incident. In order to validate the modelling approach this subset
is then manually labelled or coded according to a known insider threat model, in
our example the model from Nurse et al. [27]—this also has the added advantage
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that since the case study is taken from this same paper we have the case study
already in the framework as intended by the original authors. In essence each
sentence was allocated a code based on the element of the insider threat model to
which it was discussing, e.g. attack step, vulnerability, organisational outcome.
This was cross-coded by five independent security researchers and the code with
the highest majority was chosen.

This provided a ‘human-coded topic model’, and provides a guide to which
the final computational topic model could be compared.

3.3 Step 2: Creating and Optimising the Computational Models

The second step of the computational process is to use the large corpus of reports
to create a model related in insider threat, this is shown as step 2 in Fig. 1. This
used topic modelling, specifically the LDA algorithm to discover the topics in
the documents and create a model for the topics we expect to see in reports of
insider threat. It is worth reiterating that this is an unsupervised technique which
is solely guided by the statistical relationships between words in the corpus.
Exploiting a large corpus of different insider threat news articles which refer to
different events, we expect to draw out topics related to a range of insider threat
activity, without being reliant on a single case or archetype.

To create the topic models we must choose a value of k, the number of topics.
For a large amount of documents this is likely high, although there are methods
to automatically compute potential values of k, such as [2].

In this case we do a custom optimisation step which allows us to automat-
ically generate a potential value of k by comparing the characteristics of the
computational topic model to the characteristics of the topic model generated
by the human-labelling. We make the following assumption, that two sentences
that appear within the same code or label are related and therefore we assume
that they should appear together in the same topic (or one topic is a subset of
the other). Using this desirable characteristic as a metric we can then tune the
model hyper-parameters such that this characteristic is maximised. Therefore,
the final topic model could have been computed using alternative methods such
as [2,15] or with this custom optimisation step. This forms the final output of
step 2, from our corpus the final model was generated with a k (number of top-
ics) of 370, and with the removal of stopwords related to both english language
and news domain-specific. It is worth noting that all the 370 topics will not be
populated when applied to a single case—these represent the putative topics
that the unsupervised approach identified as being present in the corpus.

3.4 Step 3: Applying and Mapping the Computational Model

The third and final step in the process as shown in Fig. 1 is to apply the model
of insider threat to the organic narratives. To do this we exploit a feature of the
topic model called a priori probabilities [29]. This takes a segment of text such
as a sentence and calculates the probability of that sentence being ‘about’ each
topic, in our case we simply take the highest probability topic and assign the
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sentence to this topic. This does mean that some sentences can be difficult to
place in a single topic, as there can be multiple high scoring topics. Once we
have applied the model all sentences from the organic narratives are associated
with a topic.

To evaluate the modelling approach we then need to associate each of these
computational topics to the manually coded topics. Since the manually coded
topics used a subset of these organic narratives we can identify the topics which
contain the same topics, i.e. if a particular sentence appears in topic Y of the
human generated topic model and topic X of the machine generated topic model
then we can apply the insider threat label (e.g. attack step) from topic Y to topic
Y of the machine generated model. This process allows us to add domain context
to the unsupervised computational model. It can be noted that this process is
not necessarily always accurate, as it relies on a small subset of the data that
has been coded in order to appropriately label each topic, however even with
this naive approach to labelling each topic we can see that it performs very well.

The output of this final step and indeed the final result of the whole approach
is a corpus of organic narratives associated with one insider attack, each sentence
of this corpus is mapped to a ‘topic’ and each of these ‘topics’ is mapped to the
insider threat framework created by Nurse et al. [27].

4 Results

In this section we will discuss in depth the results of this process and the per-
formance of model overall. In this we highlight several results from the model,
these results are provided as the sentences from the organic narratives which
are clustered to one particular topic and the insider threat framework entity to
which it is related. A representative subset of these topics is shown in Figs. 2 to
7. It is worth noting in this section that the original topic model was only trained
on a corpus of insider threat news reports and not from the corpus of organic
narratives, hence these results demonstrates the training of a generic model that
‘understands’ insider threat and it’s application to a specific ‘instance’ of insider
threat.

When the topics are evaluated, there are some topics that can link to several
characteristics from the original framework or the approach is unable to map the
topic to a particular characteristics. There are many reasons this could happen,
a sentence can map to multiple characteristics or there is no strong link to an
existing characteristic. For example a sentence may contain information regard-
ing the behaviour of an individual, this could be considered historical behaviour
or observed physical behaviour, and often a single element will have aspects of
both characteristics, an example is shown in Fig. 3 where the topic contains both
a characteristic of an attack and the vulnerability that is exploited. In Fig. 2,
there is no strong link between the sentences and a characteristic so it remains
unlabelled.

An alternative
In addition, the topic model, since it is unsupervised tends to be more spe-

cific than a human, for example Topic 265 in Fig. 4 and Topic 146 in Fig. 5 show
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Fig. 2. Topic 6

Fig. 3. Topic 205

two different topics which contain sentences humans both coded as ‘Personality
Characteristics’. However the computational approach has separated these into
one topic that described her kindness and influence with a focus on how her col-
leagues perceived her, the other topic supplements this with additional elements
that describe her as ‘quirky’ and ‘flaky’.

These examples demonstrate that the approach is able to correctly iden-
tify the various elements and themes associated with insider threat frameworks,
however we are also interested in the relationships between these themes. These
causal and temporal relationships are particularly important in helping identify
opportunities for the reduction of the risk from insider threats as well as better-
understanding the ‘catalysts’ and pathways that enabled a particular incident.
A naive approach to linking these themes builds on the identification of the
reports as organic narratives in which the report is fundamentally structured in
a temporally monotonic manner, with a causal relationship that is linked to this
temporal evolution.

From this observation we can then assume that if a sentence that occurs
in Topic N is followed by a sentence in Topic Q, there is the potential of a
relationship between Topics N and Q. The directed graph of these relationships
is shown in Fig. 6. Here we can see strong links between the Attack Step and
the Asset that was being attacked and the Skill Set of the attacker; between the
Precipitating Event and the Attack; between Attack step goal and Attack step
and between all Actor Characteristics which are well connected in the graph.

This initial work demonstrates that not only can the approach outlined in
this paper be used to in an unsupervised manner map organic narrative reports
to an insider threat framework but also begin to identify some of the underlying
structure in the framework. This naive approach makes an assumption that
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Fig. 4. Topic 265

Fig. 5. Topic 146

Attack Characteristics - Attack

Fig. 6. The topics mapped with the naive approach
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there is a temporal and causal link between sentences, whilst this is at times
true (particularly in organic narratives) there is also a causal relationship which
may not be directly temporally correlated.

5 Discussion

The results presented demonstrate the model’s ability to map sentences from
organic narrative reports written by non-experts to an existing framework for
modelling insider threat. This is shown by exploring various topics, their links to
the insider threat model and the sentences within. However there are some areas
for potential improvement, firstly some topics do not map well to the existing
insider threat model, some topics link to multiple elements of an insider threat
model and there are some mistakes made by the model.

In general the sentences match well with the models description of each ele-
ment, following similar structures, further demonstrating the effectiveness of this
technique. For example the element ‘Attack Characteristics Attack’ is defined
in the initial report from which the case study was drawn [27] as ‘Manipulat-
ing Company Records’, although this is more general the majority of sentences
within topics that link to this characteristic are related to the overall idea of
writing fraudulent cheques as a manager in the tax office seen in topic 340
in Fig. 7. This is also true for the element ‘Organisation Characteristics - Vul-
nerability/Opportunity’ which was described in [27] as ‘Manual records, easily
manipulated’ and ‘Inadequate security and processing (of records)’, in Topic 132
in Fig. 8 we see sentences regarding the auditing of records, a clear example of the
inadequate security and sentences regarding the paper based system in use, once
again an example of manual records. These two examples clearly demonstrate
the unsupervised computational approach identifying similar characteristics that
the authors of the initial case study expected to identify.

As discussed above some topics do not map well to the insider threat model,
and therefore may not be associated with a characteristic within the insider
threat framework. However this may also highlight a missing piece of a frame-
work, emerging factors of an incident which have not yet been considered or as
parts of other characteristics which have not been fully understood. An example
from this case study is that the computational approach separated the ‘outcome’
theme from the framework into an outcome associated with the actor (the per-
petrator of the attack) and an outcome associated with the organisation. This
is an interesting reflection with respect to our understanding of insider threat.

In addition to the issues with assigning topics to characteristics, another issue
is the mislabelling of some sentences. For example, consider Topic 84 shown in
Fig. 9, the majority of sentences refer to the insider being caught, investigated,
sent to court and asked to pay a fine, however, the final sentence ‘The computer
system was difficult to use and tax office staff found it an extra burden’ is
clearly an outlier. Although this is an issue, many of the mislabelled sentences
are semantically different, this allows these sentences to be filtered out from
the overall topic. To reduce the number of these sentences this we take the
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Fig. 7. Topic 340

Fig. 8. Topic 132

approach representing the sentences as a graph using co-reference resolution to
join matching actors such as ‘co-workers’ to ‘her office’, and ‘accomplices’ to
‘co-fraudsters’. The directed graph from these co-references would create highly
connected graph referring to the intended characteristic, and a disjointed sub-
graph referring to the computer system and tax office.

It is clear that there are potential improvements that can be made, however
the results still demonstrate the ability of topic models to computationally map
a set of non-technical organic narratives to an existing technical security frame-
work. Using topic modelling allows for additional advantages such as a model
evolving as new reports are added, improving the model over time for a specific
organisation.

The initial work in reconstructing a framework demonstrates that it is possi-
ble to link these topics together and to create a custom insider threat framework.
Although further work needs to be done to explore causal links or temporal links,
initial work shows that strongly linked characteristics already exist in the frame-
work.
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Fig. 9. Topic 84

6 Conclusion

In this paper we have demonstrated an approach using Natural Language Pro-
cessing (NLP) to computationally map organic narrative reports of insider threat
attacks written in ‘natural’ language to an existing insider threat framework.
This significantly reduces the barriers to gathering and generating actionable
insight from a wide range of employees within an organisation. Reducing the
cognitive load and the requirement for security knowledge we can improve the
breadth of viewpoints of the incident and also reduce the effect of any confirma-
tion bias in the model synthesis and hence improve the accuracy of a post-hoc
model representation of the incident. In turn, this improved model representa-
tion improves the evidence used to generate an organisation’s response to an
incident with the ultimate aim of making organisations more secure.

By empowering the entire employee base to engage in an exercise, it is also
possible to generate a more insightful study of an incident, it is also possible to
hypothesis a study where an entire employee base write a short piece of prose of
how they would compromise an organisation. These would form an interesting set
of narratives that could be used to generate hypothetical models which represent
the ‘everyday’ vulnerabilities that employees note as they go about their daily
business.

This work forms a small part of a larger project to use NLP in understanding
the threat from insider activity. The aim of which is to create a custom framework
for each incident, which can merge, grow and evolve as the organisation experi-
ences different attacks. With the ultimate goal of helping organisations develop
appropriate and proportionate security decision to manage the risk from insider
attack whilst empowering the entire employee-base to support the security of
the organisation.
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Abstract. Research has shown that the location of touch screen taps
on modern smartphones and tablet computers can be identified based on
sensor recordings from the device’s accelerometer and gyroscope. This
security threat implies that an attacker could launch a background pro-
cess on the mobile device and send the motion sensor readings to a third
party vendor for further analysis. Even though the location inference
is a non-trivial task requiring machine learning algorithms in order to
predict the tap location, previous research was able to show that PINs
and passwords of users could be successfully obtained. However, as the
tap location inference was only shown for taps generated in a controlled
setting not reflecting the environment users naturally engage with their
smartphones, the attempts in this paper bridge this gap. We propose
TapSensing, a data acquisition system designed to collect touch screen
tap event information with corresponding accelerometer and gyroscope
readings. Having performed a data acquisition study with 27 partici-
pants and 3 different iPhone models, a total of 25,000 labeled taps could
be acquired from a laboratory and field environment enabling a direct
comparison of both settings. The overall findings show that tap location
inference is generally possible for data acquired in the field, hence, with
a performance reduction of approximately 20% when comparing both
environments. As the tap inference has therefore been shown for a more
realistic data set, this work shows that smartphone motion sensors could
potentially be used to comprise the user’s privacy in any surrounding
user’s interact with the devices.

Keywords: Tap locations · Prediction · Test environment · Input
modality · Body posture

1 Introduction

The utilization of smartphones has become an integral part of our everyday life.
We use them to perform various tasks ranging from highly privacy-sensitive tasks
as for bank transactions or personal communication to more casual tasks such
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as setting an alarm clock or checking the weather. This universal applicability is
one important factor that has contributed to the immense success of the smart-
phone. A second factor is the rich set of embodied sensors, such as an accelerom-
eter, digital compass, gyroscope, GPS, microphone and camera [12] which have
enabled developers to introduce highly interactive applications. Location based
services, for instance, utilizing the GPS sensor [13] can lead users on the fastest
route to their desired destination while health tracking applications [6], enabled
by the motion sensors, can recommend health beneficial behavior based on the
amount of physical activity sensed. Furthermore, newly introduced augmented
reality applications utilize the camera and the motion sensors to enhance our
perception of our immediate surroundings resulting in a whole new interactive
experience. The motion sensors, gyroscope and accelerometer, which are typi-
cally used for detecting the device orientation and for gaming applications [8],
can be used to infer the locations of touch-screen taps. As the striking force of a
tapping finger creates an identifiable signature on the 3-axis motion sensors, pre-
vious research has shown that the granularity of inference is adequate to obtain
PINs and passwords [5,15,20]. However, as the motion data used to train the
inference systems in previous research was acquired from users in a laboratory
setting [5,15,20], the feasibility of tap location inference has not been shown
for a more realistic data set that is capable of modeling natural user behavior
as well as their changing environments. It is plausible that when a user inter-
acts with the touch screen, for instance, while walking in the park or during
a public transportation ride, the sensory data will be effected by this activity
potentially mitigating the predictions. In order to address this issue, we pro-
pose TapSensing. TapSensing is a data acquisition system designed to acquire
tap information with corresponding accelerometer and gyroscope readings. After
having conducted a laboratory and field study, we have collected over 25,000 taps
from 27 participants to investigate if the inferability of tap locations also applies
to an uncontrolled setting.

2 Related Work

Tap location inference falls into the category of side-channel attacks as the
motion sensor signals are used as a side-channel to obtain the initial position
of taps on a touch screen. In literature, various forms of side-channel attacks
have been revealed by researchers in the past enabling attacks that eavesdrop
on confidential information. One way of spying on electrical devices is by utiliz-
ing the acoustic channel [1,4,27]. Many electronic devices deploy tiny mechanics
that generate sounds as a byproduct during interactions or during operation.
These distinct sounds can differ in their characteristics making them adequate
to identify the original information currently being processed by the machine.
Researchers have examined the problem of acoustic emanations of dot matrix
printers and were able to recover whole sentences the printer was processing
[4]. In a related study, researchers investigated acoustic emanations produced by
hitting keystrokes on desktop and notebook keyboards. In an experiment 79%
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of the characters could be correctly recognized based on audio recordings of the
individual keystrokes [1]. Besides acoustic emanations, optical emanations can
also pose a valuable source of information for a potential side-channel attack.
Most electronic devices, such as notebook, smartphones and tablet computers,
provide graphical user interfaces through their own built-in screens. Even though
these screens are meant to target the human eye, they can reflect off other sur-
faces. These reflections can be caught by high resolution camera sensors. In one
example, researcher aimed to eavesdrop on cathode-ray-tube (CRT) monitors at
distance [10] were the researcher could show that the information displayed on
the monitor can be reconstructed from its distorted or even diffusely reflected
light. Moreover, a similar approach that comprises reflections has been shown
focusing on LCD displays [3]. In this experiment, the researchers caught reflec-
tions in various objects that are commonly to be found in close proximity to a
computer screen. Such objects included eyeglasses, tea pots, spoons and even
plastic bottles. This work was later extended to additionally capture screens
based on the reflections on the human eye’s cornea [2]. A third way of spying
on devices is through the use of electrical emanations. Back in 1943, a research
group under the codename TEMPEST, a subdivision of the NSA1, were able
to infer information from the infamous Bell Telephone model 131-B2, a teletype
terminal which was used for encrypting wartime communication [19]. Using an
oscilloscope, researchers could capture leaking electromagnetic signals from the
device and by carefully examining the peaks of the recorded signals, the plain
message the device was currently processing could be reconstructed [19]. This
technique was later advanced and used in the Vietnam war where the US military
could detect approaching Viet Cong trucks giving them an immense competitive
advantage over their enemies [16]. Today, TEMPEST is a security standard for
electronic devices ensuring that certified devices do not accidentally emanate
confidential information [17]. Moreover, research has shown that side-band elec-
tromagnetic emanations are present in keyboards [25], computer screens [7,11],
printers [22], computer interfaces, such as USB 2 [18] and the parallel port [24]
and in so-called Smart Cards [23].

Concerning emanations from motion sensor signals, it has been shown that it
is possible to use the iPhone’s accelerometer to predict key presses on a regular
keyboard when the smartphone lies in close proximity [14]. The initial paper
showing the possibility of tap location inference was published by Chai and
Chen [5]. In their proof-of-concept study both researchers successfully analyzed
the predictability of a 10-digit PIN-pad area [5] based on accelerometer record-
ings with 70% accuracy. A similar study, ACCessory, predicted accelerometer
readings onto a 60-cell grid with 30% accuracy [20]. The most comprehensive
study regarding motion sensor emanations is TapPrints [15]. While the previous
studies are both evaluated on Android smartphones, TapPrints investigates the
tap inference on both iOS and Android platforms including tablets and smart-
phones alike. TapPrints could show that a 20 cell-grid could be predicted with
an accuracy of approx. 80% [15].

1 National Security Agency.
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3 Methods

3.1 Hypothesis

Previous research has shown that is it possible to predict locations on a smart-
phone touch screen based on accelerometer and gyroscope recordings [5,15,20].
However, since the data used for classification in these approaches was collected
in a controlled environment, it has not been shown that the feasibility to pre-
dict tap locations also applies to a field environment. We therefore define the
following Hypothesis:

H1 The environment of recorded sensor data has an effect on the prediction
accuracy.
H1.1: The prediction accuracy for a classifier trained with the data in
the laboratory environment will score higher than one trained with data
collected in the field.

Moreover, assumptions are made concerning the way the user interacts with
the device. A user can either use the thumb to touch or the index finger while
holding the device in the other hand. Assuming that the input modality also
has an effect on the behavior of the estimator, data sets for both hands will be
evaluated.

H2: The input modality has an effect on the prediction accuracy.
H2.1: The prediction accuracy for a classifier trained with index finger tap
data will score higher than one trained with thumb tap data.

Finally, assumptions are made based on the body posture a user has while
tapping. Overall, a difference in classification results is assumed between stand-
ing and sitting.

H3: The body posture has an effect on the prediction accuracy.
H3.1: The prediction accuracy for a classifier trained with taps where a
user sat will score higher than one trained with taps where a user stood.

3.2 Data Acquisition System

The TapSensing application consists of two main components: the mobile and the
server-side application. The mobile application provides a tap input screen for
the user to perform on-screen taps on buttons arranged on a 20-cell grid, which
is illustrated in Fig. 1. Each button on a grid references a specific grid class for
later classification. While the user enters tap information, the accelerometer and
gyroscope readings are recorded at a frequency of 100 Hz. Once taps are entered,
the application asks the user to label the data in order to gain information on
the body posture and input modality. Finally, all the sensor recordings including
the labeled data are sent to the backend application for persistence.
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Fig. 1. The figure shows the tap input user interface with buttons aligned in a grid
shape structure. The red area on screen indicates where the user has to tap. (Color
figure online)

3.3 Experimental Approach

The overall experiment consists of a three step process. In the first step, labeled
data is acquired from subjects in the field and in the laboratory. After the data
is successfully acquired, the continuous sensor recordings are preprocessed to
obtain the portion of recording which represents each individual tap. To extract
certain characteristics of the sensor signature, feature are extracted in a further
step. These features are then used to train an SVM-RBF and a Neural Network
classifier [9,21]. In order to compare individual estimators, as for instance for
the comparison between laboratory and field, classifiers are evaluated using a
10-fold cross-validation. The individual accuracy scores of the cross-validation
are then compared by means of a Wilcoxon signed-rank test.

3.4 Labeled Data Acquisition

A total of 27 participants were invited to participate in the study, 12 (44%)
females and 15 (56%) males. Participants had an average age of 26.4 years
(Min = 17, Max = 53, SD = 6.39) and all 27 were right-handed (100%). The
devices have been restricted to the Apple iPhone 6, 6s and 7 based on their
mutual screen size. The data acquisition is done in two distinct settings:

1) Laboratory Environment: Participants were invited to a laboratory room
which had a standard office ergonomics setup. Participants have been asked
to either sit at the desk or stand in the room while tapping.

2) Field Environment: Participants were asked to generate taps using their
smartphone at any place they are currently located. For example, this could
be at home, at work or during leisure activity.

Besides the environment of the recorded sensor data, the collected data varies
in the input modality and body posture. Participants are either allowed to use
the index finger (while holding the device in the other hand) or the thumb
to generate taps. Sitting and standing are allowed as body postures as these
two represent the natural interactions with the smartphone. For the laboratory
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Fig. 2. Continuous gyroscope reading with the slicing window and corresponding times-
tamps. The timestamp of the touchdown event (moment when the finger touches the
screen for the first time) is used as an anchor point.

study, participants were asked to perform 6 consecutive trials in the TapSensing
application, whereas one trail includes tapping all grid button four times in
randomized order. It is important to note that each subject was not allowed to
alter the body posture or input modality during a trial. After all laboratory trials
were performed, participants were asked to continue with the field study. During
the field study, participants performed one trial daily on 6 separate days. On
each day push notifications were sent as a reminder to participate. Participants
were free to decide which input modality or body posture to use.

3.5 Feature Extraction

Before features can be extracted from individual taps, the continuous sensor
recording from each trial is sliced to obtain the portion of the recordings which
is relevant for the tap. The process is illustrated in Fig. 2.

Since taps on different locations of the screen generate different sensor sig-
natures, the features are designed to capture the properties of the tap. For this
purpose, a total of 230 features have been extracted for each individual tap. The
Table 1 below shows the complete list of both time domain and the frequency
domain features.

3.6 Classification

After the features are extracted for all the tap data acquired, learning algorithms
are applied in order to measure the classification accuracy. In this experiment,
a SVM with radial basis kernel is used as well as a feedforward artifical neural
network [9,21]. To evaluate the classifiers trained in the classification part of
the experiment, a 10-fold cross-validation is used with a train/test split of 0.7.
As the amount of taps are equal for each subject and grid cell, the amount of
training examples for each class is balanced. The standard accuracy is used in
this case since the amount of classes in the training data is balanced across all
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evaluated data sets:

A =
TN + TP

TN + FP + TP + FN
, (1)

where TN is the number of true negative cases, FP is the number of false positive
cases, FN is the number of false negative cases and TP is the number of true
positive cases.

Table 1. Table of features extracted from every tap.

Name Description

peak Amount of peaks

zero crossing Amount of zero crossings

energy Energy of the signal

entropy Entropy measure

mad Median absolute deviation

ir Interquartile range

rms Root mean square

mean Mean

std Standard deviation

min Minimum

median Median

max Maximum

var Variance

skew Skewness

kurtosis Kurtosis

sem Standard error

moment Moments

spline Spline interpolation

fft Fast fourier transform

cos angle Cosine angles

pears cor Pearson correlations

fro norm Frobenius matrix norm

inf norm Infinity matrix norm

l2 norm L2 matrix norm

4 Results

4.1 Laboratory vs. Field Environment

Table 2, shows that the inference accuracies measures range from 0.35 to 0.43 for
the laboratory and 0.28 to 0.32 for the field data, respectively. The results show
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Fig. 3. Boxplot of the accuracy measures for the comparison between the laboratory
(blue) and field (red) environment. Results show that all inference accuracies are above
the baseline of 1

20
= 5% for this classification problem (dashed line). (Color figure

online)

that across all devices the mean inference accuracies for estimators trained with
field taps were lower compared to the classifiers trained with laboratory taps.
The iPhone 7 shows highest mean accuracy scores of 0.43 for the data collected
in the laboratory. A boxplot of the results is shown in Fig. 3.

Furthermore, the Wilcoxon signed-rank test shows that the classification
results for both environments alter significantly. The fold accuracies in the labo-
ratory were significantly higher than the fold accuracies in the field environment
(Z = 12, p < 0.05).

4.2 Input Modalities Comparison

As for the comparison between controlled and uncontrolled environments, the
same classification experiment was performed to detect differences in the pre-
dictive models between the two input modalities: Index finger and thumb. As
the participants were free to decide which input modality to use during the field
study, the sample size has been adjusted in order to train each classifier with
balanced classes.

As illustrated in Table 3, the results show that across all devices the mean
inference accuracies for estimators trained with the thumb taps were lower com-
pared to the classifiers trained with data containing index finger taps. For the
iPhone 7, the estimator yields a mean accuracy of 0.54 for index finger samples
compared to 0.38 for data representing the thumb as input modality. A boxplot
is illustrated in Fig. 4.

A Wilcoxon signed-rank test shows that the classification results for both
input modalities differ significantly. The fold accuracies on thumb data were
statistically lower than the fold accuracies on index finger data (Z = 29, p <
0.05).
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Fig. 4. Boxplot of the accuracy measures for the comparison between and the thumb
(blue) and the index finger (red). Results show that all inference accuracies are above
the baseline of 1

20
= 5% for this classification problem (dashed line). (Color figure

online)

Table 2. Classification results for the comparison between laboratory and field envi-
ronment for the 20-cell grid based on the iPhone type and environment.

Accuracy

iPhone Env. Mean Min Max Std Cls.

6 Lab 0.35 0.28 0.44 0.05 ANN

Field 0.28 0.22 0.36 0.04 ANN

6s Lab 0.42 0.34 0.49 0.05 SVM

Field 0.31 0.21 0.39 0.06 ANN

7 Lab 0.43 0.25 0.62 0.09 SVM

Field 0.32 0.21 0.45 0.08 SVM

4.3 Body Posture Comparison

For the comparison between the two body postures (sitting and standing) the
overall training material was filtered based on the device and body posture the
user had while tapping. As for the comparison of input modalities, the amount
of training material was balanced.

As shown in Table 4, the results show that across all devices the mean infer-
ence accuracies for estimators trained with the sitting taps were higher compared
to the classifiers trained with standing taps. Only the better performing classifier
is shown in the table. For the iPhone 7, the estimator yields a mean accuracy of
0.58 for sitting samples compared to 0.43 for data representing standing as input
modality. A boxplot is illustrated in Fig. 5. This is also indicated in a Wilcoxon
signed-rank test showing that the classification results for both factors differed
significantly (Z = 31, p > 0.05).
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Table 3. Classification results for the comparison between index finger and thumb for
the 20-cell grid based on the iPhone type and input modality.

Accuracy

iPhone Modality Mean Min Max Std Cls.

6 Index 0.38 0.28 0.47 0.06 ANN

Thumb 0.35 0.33 0.37 0.01 ANN

6s Index 0.44 0.35 0.54 0.06 SVM

Thumb 0.37 0.33 0.41 0.02 ANN

7 Thumb 0.38 0.30 0.42 0.04 ANN

Index 0.54 0.45 0.59 0.04 SVM

Table 4. Classification results for the comparison between sitting and standing for the
20-cell grid based on the iPhone type and the body posture.

Accuracy

iPhone Posture Mean Min Max Std Cls.

6 Standing 0.30 0.19 0.45 0.08 SVM

Sitting 0.35 0.29 0.41 0.03 ANN

6s Standing 0.37 0.34 0.42 0.03 SVM

Sitting 0.47 0.34 0.61 0.08 SVM

7 Sitting 0.58 0.44 0.82 0.11 SVM

Standing 0.43 0.35 0.52 0.05 ANN

5 Discussion

For the hypothesis tests, the assumptions made in the methods section will be
either rejected or approved based on the results observed.

H.1 The environment of recorded sensory data has an effect on the
prediction accuracy.

H1.1: The prediction accuracy for a classifier trained with the data in the
laboratory environment will score higher than one trained with data

collected in the field.

As illustrated in Fig. 3, the results shows that the accuracies measured for the
laboratory environment were higher when compared to the field environment.
Furthermore, as the Wilcoxon signed-rank tests showed a significant difference
between the performance measures of both estimators, both hypothesis can be
approved. Aligning with these results, it can be stated that the environment of
the recorded sensor data has an influence on the prediction performance of the
tap location inference.
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Fig. 5. Boxplot of the accuracy measures for the comparison between the standing
(blue) and sitting (red) body postures. Results show that all inference accuracies are
above the baseline of 1

20
= 5% for this classification problem (dashed line).

Since device motion sensors are capable of capturing the slightest device
vibrations, a vibrant environment or activity, one to which subjects where
exposed during the field acquisition, is presumably prone to polluting the sensor
signals with increased noise. This noise can distort the tap information encoded
in the sensor signals aggravating clear predictions of the tap locations. Conse-
quently, as subjects were free to perform tap generation trails where and how
they wanted, this freedom is reflected in the recorded data sets with increased
variability negatively impacting the classification accuracies.

Moreover, in Table 2 it has been shown that the tap location inference is
reasonably possible for both environments with accuracy drops of approximately
20% to be measured for the field environment. When comparing the measured
accuracies with previously proposed systems, the system presented in this work
yields lower prediction accuracies than, for instance, TapPrints [15]. However, as
the scope of this work is to highlight the difference between both environments
and not to display an upper bound to what is feasible, by interpreting the results,
it is indicated that the tap inference in the field is considerably more difficult.

H2: The input modality has an effect on the prediction accuracy.
H2.1: The prediction accuracy for a classifier trained with index finger tap

data will score higher than one trained with thumb tap data.

The analysis shows that classification results of the computed models, when
comparing the input modalities, differed significantly, as illustrated in Fig. 4. As
the index finger taps could be predicted at higher measures compared to the
thumb taps, both hypothesis can be approved. It has therefore been shown that
the input modality of a tap has an effect on the prediction accuracy.
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This outcome can be explained by comparing the motion of the individual
input modalities. When a user taps the device with the index finger, the striking
force of the finger hits the smartphone screen causing a shift towards the z-axis.
When the other hand is used as a support, the applied force is partially resisted
stopping the device from tilting. In contrast, when a user taps with the thumb,
the striking force causes the device to rotate as the device is held in the same
hand. This rotation causes a higher variance in the recorded data which results
in an inferior predictability.

H3: The body posture has an effect on the prediction accuracy.
H3.1: The prediction accuracy for a classifier trained with taps where a
user sat will score higher than one trained with taps where a user stood.

In Fig. 4, it is shown that classification measures for both body postures,
sitting and standing, also differed significantly. The classification for sitting data
yielded higher accuracies when compared to the standing data sets. Due to this
finding, both hypothesis can be approved. As shown for the input modalities, the
body posture also has an effect on the prediction accuracy. This indicates that the
body posture poses an important influence factor on the variability in the motion
data collected. This result can be explained based on two assumptions. Firstly, it
is likely that subjects used their device while walking during the field study which
poses a source for increased noise. Secondly, during the data acquisition in the
laboratory environment, it is known that subject did not walk while tapping the
device. As this data was also contained in the training examples, it is assumed
that standing on the spot also enables the user to make slight body movements
which can effect the variability of the recorded samples.

With the overall findings in this work, it has been shown that the perfor-
mance of a tap inference system is strongly influenced by various sources of data
variability. Consequently, if an inference system was to be deployed for a side-
channel attack, it would have to overcome the user switching input modalities,
changing body postures and a potential increase in environmental noise from the
user’s current location in the field. However, we believe that the performance gap
between the field and laboratory environment could be bridged with appropri-
ate filtering techniques or the design of more resilient features, the possibility of
inferring tap locations with the help of motion sensor emanation is yet prevalent.

6 Conclusion

In this paper, TapSensing was presented, a data acquisition system that col-
lects touchscreen tap event information with corresponding accelerometer and
gyroscope readings. Having performed a data acquisition study with 27 subjects
and 3 different iPhone models, a total of 25,000 labeled taps could be acquired
from a laboratory and the field environment. After a feature extraction on the
acquired sensor recordings, classifiers have been trained and compared in order
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to firstly, determine if tap location inference is feasible for the field environment
and secondly, to identify the sources of variability in the collected data. The
overall findings have shown that tap location inference is generally possible for
data acquired in the field, however, with a performance reduction of approxi-
mately 20% when comparing both environments. Moreover, it has been shown
that the body posture and input modality pose sources for an increased vari-
ability in the motion data. As the tap inference has been shown for a more
realistic data set, this work shows that the tap location inference could be used
as a side-channel attack to harm the user’s privacy. For future studies, it could
be investigated if applying appropriate filtering on the sensor data could miti-
gate the “field effect” found in this work. A second option would be to design
more resilient features that are capable to overcome background noise on the
sensor recordings. However, as hand-crafting such features requires high domain
knowledge, convolution neural networks could be used to automatically extract
features instead. Convolution neural networks have shown to achieve high accu-
racies solving the Human Activity Recognition (HAR) problem [26] in which
accelerometer signals are used to predict which activity the smartphone user
currently has. As the gyroscope and accelerometer signals could be encoded as a
single matrix, the convolution network is able to apply convolution filters on the
input to automate the feature extraction process. This approach could not only
be resilient against environmental noise but could also achieve higher accuracies
than the currently proposed methods.
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Abstract. With the development of cloud environments and smart-
phones, and increasing awareness of security and privacy, client-side
encryption, represented by end-to-end encryption (E2E Encryption), has
made rapid progress over the last 10 years. When client-side encryption
is adopted, a wide variety of utility functions such as search and sorting
provided by the cloud side, utilization on multiple terminals, and data
sharing with other users are restricted. To solve this problem, there has
been a great deal of interest in technologies such as searchable encryption
and order preserving encryption, which allow data to be processed while
being encrypted. However, there are few examples in which the effec-
tiveness was discussed by applying these actually to the application. In
particular, these technologies were rarely discussed from the viewpoint
of usability. Therefore, we focus on cloud storage and propose an appli-
cation that combines multiple encryption technologies on the client side
to realize secure and usable cloud storage that can be closely linked with
existing cloud storage services. The proposed application is then evalu-
ated to demonstrate its usability. The application we proposed provides
file encryption on the client side, secure retrieval, sorting, and folder
sharing with other users. As a result of the user study, it was shown
that the usability of the prototype application did not differ from that of
the unencrypted application developed for comparison, and the usability
of the proposed application was high. Furthermore, implementation and
user experiments have revealed a number of new challenges in securely
implementing utility functions while providing client-side encryption for
contents, and have newly demonstrated the need for applied research in
this field.

Keywords: Usable security · Encrypted search · Secure file sharing

1 Introduction

Users have data in the cloud, and it is becoming common for users to browse
and process data on handheld devices such as smartphones. Messaging such as
LINE and Facebook messenger and cloud storage such as Dropbox and Google
Drive are representative examples.
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A. Moallem (Ed.): HCII 2020, LNCS 12210, pp. 652–670, 2020.
https://doi.org/10.1007/978-3-030-50309-3_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50309-3_44&domain=pdf
https://doi.org/10.1007/978-3-030-50309-3_44


Private Cloud Storage 653

As the cloud service became convenient, the importance of that security
has become the focus. As a result, the communication path was protected by
TLS/SSL with many services, so that third parties other than the end user and
the service provider side cannot view the data. Furthermore, as the importance
of privacy has also increased, the viewpoint that information should be protected
against service providers has been made. Client-side encryption, typified by end-
to-end encryption (E2E encryption), has rapidly advanced in the past decade.
Primary messaging tools now use E2E encryption from the initial setup.

Cryptographic technology has been widely deployed to society from basic
theory through applied research and implementation. As a result, a new per-
spective of discussion began with cryptographic techniques that everyone can
use like E2E encryption. That is usability. Although the cryptographic tech-
nique fulfills the security of user data, if the usability is low, the user abandons
continuing to use the cryptographic technique, and as a result, the safe state is
not maintained. Research on encryption and usability was developed by Whitten
and Tygar et al. [36], and became a new research field as usable security and
privacy.

The primary function in the cloud service is data transmission, and its secu-
rity is the protection of transmitted data. Encryption is a fundamental technol-
ogy to protect its data. On the other hand, the cloud service provides various
utility functions other than data transmission in order to handle data more flexi-
ble. A typical function would be search. Also, sort multiple data and sharing data
with multiple users will be significant utility functions. It also has the function
of detecting malware and phishing sites and judging inappropriate advertise-
ment as a security function. When client-side encryption is adopted, it becomes
difficult to use various utility functions provided by the cloud side.

As a method for solving the problem, attention is being paid to technologies
capable of processing data while encrypting data such as Searchable Encryption
and Order Preserving Encryption. However, there are a few cases where they
are applied to applications to discuss their effectiveness. In particular, these
technologies were rarely discussed at the viewpoint of usability [27].

Therefore, we focused on cloud storage that has abundant utility functions
and put the research questions as follows.

RQ1: Is it technically possible to simultaneously realize client-side encryption
and secure utility functions in cloud storage services?

RQ2: If the above is possible, is the application or service usable?

In order to respond to these research questions, this paper proposes appli-
cations that realize secure and usable cloud storage that can combine multiple
cryptographic technologies on the client side and can closely cooperate with
existing cloud storage services. Then we make prototypes and evaluate the pro-
posed application and show its usefulness.

The proposed application achieved file encryption on the client side, secure
search and sort and folder sharing with other users (Fig. 1). As a result of a user
study, it was shown that there was no difference in usability between the proto-
type application and the non-encrypted application developed for comparison,
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Fig. 1. An organization of proposed application: secure contents encryption and utility
functions on the client side without changing the server side function of cloud storage
service

indicating that the usability of the proposed application is high. In addition to
answering the Research Question by the above, Multiple tasks for safely achiev-
ing utility functions while applying client-side encryption are newly revealed
from the result of developing prototype application and user studies, and it is
possible to show the new necessity to applied research in this field did it.

The contributions of the paper are as follows.

1. Proposal for safe and usable cloud storage application mechanism applicable
to existing cloud storage service and application realization

2. A presentation that the proposed application by subject experiment is high
in terms of usability

3. Discovering multiple tasks for achieving usability at a higher level of safe
utility functions

2 Related Works

Whitten and Tygar made rich discussions on security and usability for the first
time. Whitten and Tygar made a fulfilling discussion about security and usability
for the first time [36]. Their research investigated whether the technology is safe
and usable for encryption technology PGP (Pretty Good Privacy) applied to
e-mail. Research on encryption and usability was subsequently studied further
by Garfinkel et al. [21–24]. Many types of research have been done, such as
applying Facebook messenger by Fhal et al. [20], and compatibility of security
and usability of email by Sheng et al. [35].
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Encryption and usability in e-mail have been further advanced, such as Ruoti
et al. propose automatical e-mail encryption on the client side to reduce the
burden on users in 2013 [32–34]. The system Pwm they proposed was expressed
as “transparent” to automate the encryption process completely. Although it
was expected to realize high usability according to its automation, although its
height was shown, another interesting fact was also observed. Some subjects
understand that randomized messages are displayed on the screen as ciphertext
when encrypted, confusing in Pwm which is transparently encrypted without
display of them, Activities such as cancellation of encryption were observed. It
was also observed by Fahl et al. that displaying a random character string plays
a part in securing usability [20].

Many studies on encryption and usability centering on e-mails and messag-
ing are done, but we will pay attention to cloud storage which occupies another
important position among cloud-based services. Kamara et al. academically held
the approach of applying cryptographic techniques to cloud storage services and
making them safe [27]. After that, various papers were announced towards the
realization of secure cloud storage with an academic approach, and the tech-
nology came to the height [16,18,37]. On the other hand, commercial services
considering security and privacy such as protection of communication paths and
use of encryption in data protection on the cloud side have been widely spread.
Protection of communication via TLS/SSL is adopted in representative services
such as Dropbox, Google Drive, Microsoft Onedrive and others. Besides, there
are cases where the server side encrypts the stored data in order to protect the
information stored on the server side. Dropbox encrypts with AES using a key
of 128 bits or more [2], and Google says that Google also encrypts the stored
data [7].

Encryption related to cloud storage is used for protection of the communi-
cation path and data protection on the server side, and it does not hide the
user’s data on the server side. The server side can see the information of the
user. This point became a big argument when Evernote announced the change
of privacy policy in 2016. According to the new policy announced by Evernote,
it was clearly stated that the Evernote side confirms the user’s information as
necessary for developing new functions. Although it was revised the next day
after announcing many criticisms, it became an important trigger that attention
was paid to the privacy when depositing data on the cloud side [6].

In order to protect the privacy of user data in cloud storage as well as e-mail
and messaging, encryption on the client side is the basic strategy. Client side
encryption has already been done with multiple commercial services [3–5,8]. In
this way, it is technically difficult to perform encryption on the client side itself.
The problem is key management and usability. Fahl et al. proposed Confiden-
tiality as a Service (CaaS) as a framework focusing on usability [19], as far as
the authors knew, few studies discussed this point with academic approaches.
CaaS is a third party service responsible for data protection and is a model that
reduces the burden on both the client side and the cloud storage provider side.
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On the other hand, there are not many studies discussing constraints on
encryption on the client side. Midorikawa et al. pointed out that the function of
the original Web service is restricted when encrypting the e-mail on the client
side in the Web service like Pwm and CaaS. They focused on the search function
on Webmail service and showed that search could be achieved safely and usable
by adopting searchable encryption technology [28].

Many techniques are being studied that can provide utility functions for
encrypted data. In searchable ciphers mentioned above, symmetric searchable
encryption (Searchable Symmetric Encryption) using common key encryption
and searchable encryption using public key encryption (Public Key Encryption
with Keyword Search) have been proposed [15,31]. SSE has been studied various
applications mainly by the method of Curtmola et al. [17] Its performance is
becoming practical [26,30]. PEKS has been developed from the method of Boneh
et al. [13,14] Many methods with various functions are proposed [16,37]. In
addition to searching, there are also methods that can check the order-preserving
encryption (Order Preserving Encryption) [10,12] and the presence or absence
of data retention [18], and furthermore general arithmetic operations can be
performed by using Fully-homomorphic Encryption [9,25]. Studies on techniques
for safely implementing utility functions also proceed, and it is conceivable to
consider usability as a next stage further.

3 Client Side Encryption and Secure Utility Function
Realization

3.1 Threat Model in Cloud Storage Service

In this research, we examine the threat of cloud storage service focusing on
information leakage not intended by users.

In the cloud storage service, it is possible to assume three players, a service
provider and a user, and a third party not related to the service. Then, as the
occurrence of information leakage unintended by the user, the following two
threats can be cited.

– Information leakage to a third party (including intentional information acqui-
sition by a third party)

– Information leakage to service provider (including intentional information
acquisition by service provider)

As information leakage to a third party, it is possible to deal with two kinds
of protection of information in the communication path between the service
provider and the user, and data protection by the service provider side.

Regarding the leakage of information to the service provider, it is not possible
to cope with data protection by the service provider side, and the user must
implement the protection function.

In order to use the cloud storage service securely, it is necessary to deal with
the above two threats.



Private Cloud Storage 657

3.2 Utility Function Required for Cloud Storage and Its
Implementation Method

In order to prevent information leakage to the service provider information pro-
tection on the client side is required.

When uploading data to the service provider side, the file name including the
extension and the file data are encrypted then transmitted. When downloading,
the encrypted file name and file data are downloaded and decrypted by the client
side application and displayed. Here, encryption of file name and file contents is
collectively called “content encryption.”

When content encryption merely is performed, contents such as file/folder
name and file contents cannot be viewed from the service provider side. There-
fore, when content encryption is performed on the user side, some functions
provided must be improved to functions that take into account encrypted data
and implemented on the user side.

The primary functions provided by the cloud storage service include search,
sort, and data sharing functions. We examine how to implement each function
corresponding to contents encryption. The sharing features include file sharing,
folder sharing, link sharing, and several methods. We focused on folder sharing
in this research.

Secure Search Function. The search method is roughly divided into a sequen-
tial search in which the entire text is searched for a character string when the
user requests a search and an index type search in which information held in
the contents are prepared in advance for searching. A sequential search is more
accessible to install, but search speed is not high. Search index type has search
terms and results prepared beforehand. It is efficient, but if the index information
is created without protection, the information leaks from the index. In Apache
Lucene, which is a representative example of an open source search engine, the
specification of the data format of the index is disclosed [1], the keywords and
their search results are kept in plain text, and the contents can be analogized
from the index information. In this research, Symmetric Searchable Encryp-
tion (SSE) which can realize index protection and has high search efficiency is
adopted. In SSE, an encryption index is created in advance, an encrypted query
(trapdoor) is generated at the time of searching, and a search result is obtained
from the encryption index using an encrypted query. The encryption index may
be placed on either the server side or the client side, but this time we decided
to place it on the client side to be able to work tightly with the existing cloud
storage service.

Secure Sort. There are two methods of sorting, sorting on the server side and
returning the result to the client, and sorting on the client side after downloading
the data on the server side. The former cannot be realized when client-side
encryption is used because sorting is performed on the server side. Therefore, it is
possible to apply Order Preserving Encryption (OPE) as a method of being able
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to rearrange while encrypting it. Since OPE is a cryptosystem that maintains
the order of cryptograms, sorting on the server side is possible by encrypting
sort objects such as file names and date and time with OPE. The processing
performance of the sort depends on the performance of the OPE. In the latter
case, it is necessary to download data necessary for a sort on the server side and
perform sort after decrypting on the user side, so the performance depends on
the amount of data.

Since it is difficult to think that the number of files users can put in one
folder will be several thousand or tens of thousands in consideration of efficiency
at the time of use, The latter method is adopted in this research considering the
performance when it is incorporated in the application.

Secure Folder Sharing. In order to achieve folder sharing with client-side
encryption, we need to consider security problems such as leakage of an encryp-
tion key. Therefore, the encryption key for the shared folder must be prepared
separately from the other keys for file encryption. The shared folder is then
re-encrypted with the shared key.

The encryption key for the shared folder (SharedKey) is shared using the
key exchange algorithm using the public key cryptography. Sharing of encrypted
SharedKey responds by creating a key exchange folder that shares one-to-one
with a sharer on the cloud storage, uploading and sharing the encrypted Shared-
Key. The folder owner can decrypt and display the shared folder by decrypting
the encrypted SharedKey using the key exchange algorithm.

3.3 Prototype Application and Service

Application Overview. We tried to make a client-side Android application
that achieves the function proposed in Sect. 3.2. Dropbox is selected for a cloud
storage service. Communication between applications and dropboxes is done via
Dropbox API. The prototype application has functions of content encryption and
decryption on the client side, data communication with the dropbox, sorting by
file name and update date and time, search using SSE, generation and sharing
of SharedKey.

AES for file encryption, SimpleSSE [30] for SSE, and elliptic curve Diffie-
Hellman key exchange (ECDH) for key exchange for shared folders are selected.

A dedicated server independent of Dropbox is prepared for the ECDH public
key repository, and a public key is stored together with a list of Dropbox accounts
corresponding to the prototype application.

Operation of the Prototype Application. The basic operation of the proto-
type application is explained here. When the prototype application is activated,
a list of file names and folder names, a search window, a sort button, and a home
button are displayed. A folder sharing button is displayed on the display portion
of the folder, unlike a file.
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The file contents, file name, last update date and time are encrypted and
stored on the Dropbox. When the application displays the file name, the
encrypted file name is downloaded and decrypted. The application encrypts the
file and uploads it to Dropbox, and the new folder encrypts the folder name on
the terminal side and creates it on Dropbox. When an application user taps on
an icon from the list of files, the corresponding encrypted file is downloaded from
Dropbox. The file has since been decrypted. Then, an action corresponding to
the file is executed.

The search is executed by entering a keyword in the search window and
pressing the search button. When a search keyword is input, and the search
button is pressed, SSE encrypted query (trapdoor) is created, and the search is
performed using the encrypted index stored in the application. Then, decrypts
the encrypted file name obtained from the search result and displays the search
result.

The sorting can be carried out with file name and last modified date. Sorting
is supported for both ascending and descending order. A list of encrypted file
names in the folder is downloaded and decrypted. It is then sorted in plain text
on the client side.

Sharing can be done on folders. Prepare a share button at the display position
of each folder and start sharing setting by pressing the share button. A shared
button is placed in the display field of each folder. A dialog opens when the share
button is pressed. The user enters a sharer on the dialog. The application then
performs an ECDH key exchange with the incoming peer.

Next, the application downloads the data of the sharing target folder from
the drop box and decrypts it. Then generate SharedKey, encrypt and upload all
the folder data with SharedKey. If a folder for key exchange has already been
generated between sharing users, SharedKey is encrypted with the recipient’s
ECDH public key and uploaded. If it is not created, a newly created folder is
created, and the shared setting is made using Dropbox API Upload SharedKey
encrypted later by ECDH. Also, share settings encrypted with SharedKey using
the Dropbox API. The shared folder for key exchange is not displayed on the
application screen.

4 User Study

In considering the usability of the proposed application which realized various
utility functions using encryption, we made one hypothesis.

Hypothesis: Due to the development of Android hardware and encryption
technology, the performance of various types of encryption does not affect
usability.

An user study were conducted to verify the hypothesis.

4.1 Study Overview

A user study is conducted centering on semi-structured interviews using a total
of two Android applications. In order to observe the relationship between the
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required time for the study and the usability, the participants were asked to
measure the required time for each item of tasks. An another android application
with different functions were created as a comparison target for the usability
evaluation of the client-side encrypted cloud storage service.

The behavior in the study is video-captured and qualitative analysis is per-
formed using the text from the interview content and the video content.

4.2 Ethical Considerations

In the user study, we received approval from the relevant internal review board
(IRB) within the university. We obtained informed consent from all participants
to take part in the study and to have the interviews video recorded.

4.3 Study Procedure

The user study was conducted after explaining the purpose of the study and
the task. Then participants are interviewed and related questions after complete
tasks.

In order to analyze the usability of multiple utility functions, multiple tasks
were prepared. Also, some tasks were performed under the direction of the exper-
imenter.

i) Confirmation of file contents: Opening a file and contents confirmation of
the file instructed by the experimenter

ii) Sort of files in a folder: Sort by date and time of the last update of folder
instructed by experimenter and answer of the latest file name

iii) Search by keyword: Search is performed using the keyword specified by the
experimenter, and the number of search results is answered.

iv) Folder sharing 1: The experimenter performs folder sharing with the partic-
ipant, and the participant confirms the shared folder contents

v) Folder sharing 2: The participant performs folder sharing to the folder spec-
ified by the experimenter, and the experimenter confirms the shared folder
contents

The participants themselves measured the time required for each task using
another Android device.

In the interview, firstly basic questions about application usability are made.
Also about actual feeling and factors of stress in using the application, efficiency
as the application of online storage, awareness of security in using online service,
and execution time when using experimental application, are asked.

The files used in the experiment were copyright-free English text files and
were used in such a way that they could be understood as files for subjects and
experimenters.
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Table 1. Pariticipants information of the user study

Participant ID Department Gender App

P1 Information Science Female CryptApp

P2 Information Science Male CryptApp

P3 Information Science Male CryptApp

P4 Information Science Male CryptApp

P5 Information Science Female CryptApp

P6 Information Science Male CryptApp

P7 Information Science Male PlainApp

P8 Information Science Female PlainApp

P9 Information Science Male PlainApp

P10 Information Science Female PLainApp

P11 Information Science Male PlainApp

4.4 Applications for the Study

In the user study, two applications were developed. One is an Android application
“CryptApp” that applies encryption technology to the three utility functions of
search, sort, and folder sharing in addition to client-side encryption of content.
The other is an application “PlainApp” that uses the same utility function with-
out applying encryption technology. The look & feel of the two applications are
identical so that there is no difference in usability due to the UI.

CryptApp is an application that supports search, sort, and folder sharing
functions with client-side encryption. The search function is implemented using
SimpleSSE [30], and the search index is stored in the local storage of the device.
The sort function decrypts the file name list after downloading it from Dropbox,
and sorts and displays it on the terminal side. The folder sharing function is real-
ized by encrypting the shared folder with SharedKey, exchanging the SharedKey
using ECDH, and passing the encryption key for the shared folder.

4.5 Recruitment of Participants

Recruitment of participants was conducted from 17th December 2018 to 25th
January 2019 according to the university registration system and the internal
bulletin board. The participants’ information is shown in Table 1. Rewards were
considered as 500 yen book cards after reviewing from multiple viewpoints.

5 Study Results and Discussion

5.1 Time Required for Tasks

The average time of each task in the user study is summarized in Table 2.
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Table 2. The average time of each task in the user study

Task ID Task PlainApp (s) CryptApp (s)

i File contents confirmation 10.338 10.178

ii Sort 18.687 21.708

iii Search 11.826 12.837

iv Folder sharing 1 33.027 53.813

v Folder sharing 2 24.599 49.474

When comparing the difference in the average time of each task between the
CryptApp and PlainApp, the task with the most significant difference was the
folder sharing tasks (Task iv and v). From the table, it can be confirmed that the
time taken for folder sharing of CryptApp takes 20 s or more as compared with
PlainApp. The reason why the difference between the two types of applications
is more than 20 s is mainly due to the download and upload processes performed
during the sharing process of the encrypted application, not the encryption pro-
cess. When sharing a folder with an encrypted application, once the shared file
is downloaded from Dropbox and decrypted. After that, processing is performed
such as uploading after encryption with the shared key. Other than this down-
load and upload process, CryptApp is using Dropbox API in the same way as
PlainApp, so it seems unlikely to make a big difference.

5.2 Consideration of Categories Classified from Coding

To analyze text obtained from interview, we followed a standard coding process.
Based on the 154 responses obtained in the questions about the study, the coding
process was performed. As a result, 9 categories are obtained in total. We show
the result of analyzing the characteristic thing in each concept.

Function Understanding. The answers included in this category can be
broadly divided into two types: “understand how to operate the application”
and “understand prior knowledge before operating the application.” The answer
regarding the understanding of the operation method is further divided into two
types of opinion. The first is the opinion that the operation method is simple
and anyone can use it immediately, as follows.

“Since it’s simple, you can see it with a glance” (P4, CryptApp)
“The operation is similar to other applications. How to use comes in.”
(P10, PlainApp)

Next is the opinion that support may be needed depending on the experience of
using PC and smartphone, as follows.
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“If you have used this kind of app, I don’t think you need support.” (P6,
CryptApp)
“I think that the elderly people need to explain about the operation after
tapping and the function such as login.” (P7, PlainApp)

The majority of participants answered that they did not need prior knowledge
before operating the application. Some participants thought that they needed to
learn about folder and cloud functions.

“I thought that there was no problem except in English” (P1, CryptApp)
“I don’t need to learn much, but I need to learn more about folders and
other concepts.” (P7, PlainApp)

Only one participant answered that knowledge about encryption was necessary.
The participant also worried that the folder sharing function would make the
encryption function unavailable.

“Some peripheral knowledge of encryption and sharing may be necessary.
Knowledge such as disabling encryption with the share function may be
better.” (P4, CryptApp)

Efficiency. This category classified answers on cloud storage efficiency. Many
of the answers included in this category were positive.

Although the negative opinion that the efficiency was not good or bad was
not confirmed from either application users, some participants answered that it
could not be compared because of insufficient comparison materials, as follows.

“I do not know whether it is efficient because I do not know the regular.”
(P5, CryptApp)
“I did not know only in this study because I did not install this app myself.”
(P10, PlainApp)

Processing Time. In this category, answers about the execution time of the
application used in the study are classified. Among the answers from 6 partic-
ipants using CryptApp, there are some responses felt that the processing time
for folder sharing was slow.

“I felt that the folder sharing was somewhat slow. I did not feel anything
else except that.” (P3, CryptApp)
“The processing is long compared to the normal application. Specifically,
the share function was a bit slow. The other part did not feel particularly
long waiting time.” (P4, CryptApp)

On the other hand, some participants answered that they did not feel anything
about the processing time. A point common to all CryptApp users is that they
do not particularly feel anything other than the processing of the folder sharing
part.
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As for the answers of 5 participants using PlainApp, there were multiple par-
ticipants who felt that processing of folder sharing was slow as well as CryptApp.
There were also participants who mentioned “speed of opening file” that did not
appear from participants using CryptApp.

“I felt that the part of folder sharing took so long. The only part I bothered
was folder sharing.” (P8, PlainApp)

Stress. This category classifies the answers regarding the stress felt when using
the applications. Most of the classified answers were “the stress was not felt,” but
there was a participant who answered that he/she felt the stress greatly because
the application UI and the file name/file contents were written in English.

“I can not understand where I should press, because it’s all in English. I
could not use English parts.” (P8, PlainApp)

There were no participants who answered that they felt stressed except in
English, which indicates that there were no participants who felt stress in the
function of the application.

Security Awareness and Encryption. This category classifies answers about
security awareness and encryption. Concerning security awareness, most of the
participants had not been aware of cloud storage security before conducting the
study. Few participants were aware of the threat viewed by the service provider.

“What should I do if I download a suspicious file?” (P1, CryptApp)
“I have thought that it is safe when I download it. The user side has never
thought that this information would leak.” (P11, PlainApp)

The only participant who answered that he/she was aware of the threat that
the service provider view data, had thought that the possibility but not as a
threat.

“I’ve noticed a little bit. I wonder if the data uploaded on the Internet is
really not completely seen by other people. I wondered if there is something
seen by the service provider side. I do not feel the threat.”(P2, CryptApp)

For the encryption function, most of the participants wanted to use it. It has
been confirmed that many participants want to use encrypted applications if the
functional aspect is the same as an existing application.

“I thought that encryption is necessary because the content can be viewed
with simple security.” (P2, CryptApp)
“I have used Dropbox. The application I used is the same as Dropbox, so
I want to use it if it is highly secure.” (P3, CryptApp)

General Usability. This category classifies answers regarding the usability of
the application. Most of the answers classified into this category are positive
opinions to the application, and both application users have said that they were
“easy to use”, “simple” and “easy to understand”.
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Function Usability. This category classifies answers regarding usability of
application with emphasis on functionality. The answer to the function were
both pros and cons. Most of the negative opinions about the function were about
the app UI. There was no particular mention of cloud storage functionality. On
the contrary, there were positive opinions that could be used in the same way as
the existing Dropbox application. The participant who answered that the cloud
storage functions are inconvenient was not confirmed.

“I thought that sorting, moving folders and decryption were well inte-
grated.” (P4, CryptApp)
“All the necessary functions such as sorting and searching are available.”
(P8, PlainApp)

Contradiction. The participants did not feel any contradiction in the function
or behavior of the application, as both application users have stated that “I did
not feel any contradiction in particular” and “there was nothing that I thought
was contradictory.”

5.3 Consideration on User Study Results

From the analysis results of each category, there was no big denial of usability
from the viewpoint of the encryption technology applied utility functions and
client encryption. As the negative aspects were also mentioned for PlainApps
that did not use encryption, they were not due to the functionality of the pro-
posed application, but relying on the essential aspects of cloud storage and its
utility functionality.

6 Findings and Future Issues

At the time of prototyping of the proposed application, at the time of user study,
and at the time of analysis, some issues which are different from the research
purpose but thought to be solved in future research have become clear. We will
organize them in this chapter.

6.1 Problems Related to Cryptographic Techniques for Utility
Functions

We summarized the issues to be solved when implementing cryptographic tech-
niques in utility functions. In the future, it is considered that the solution is a
vital issue as this field advances.

Index Update at File Movement. In a system using a search index, when
the user moves the file location, it is necessary to change the file path information
of the search result. When performing a search using an index on the client side
when data is not at hand like cloud storage, it is necessary to continually monitor
the movement of data on online storage and reflect it in the local index in real
time. It may be a burden on the client side.
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Index Update at Sharing and Releasing Sharing. Sharing files and fold-
ers on cloud storage allow users who have granted to view data of other users.
Therefore, it is necessary to add shared files and folders to the search index as
well as adding files and folders by themselves. The addition to the index can
be performed in the same way as when adding data itself, but it is difficult to
achieve with a simple mechanism at the time of sharing cancellation. If sharing
is canceled by the other user who has set sharing, the information of the cor-
responding file or folder should be deleted from the index, but it is difficult to
judge it from the index itself and delete the index appropriately. For example,
it is conceivable to monitor data on online storage in real time, but it is also an
issue whether it is possible to appropriately delete only information related to
deleted files and folders from index data.

Presentation of Data Information at Approval Timing of Sharing. Gen-
erally, the sharing function of the cloud storage service sends a sharing request to
a user who wants to share. The user who received the request performs sharing
after confirming the data to be shared. For example, Dropbox shows a folder or
a file name to a user who received a request to share.

In the model of this research, because sharing of the SharedKey is not com-
plete at the start of sharing, the file or folder name cannot be decrypted. Since
the sharer can decrypt and view the file or folder name only after allowing the
sharing request, the sharer must permit the sharing request while the file or
folder name is unclear.

As a solution method, it is conceivable to encrypt and decrypt only the
file or folder name by another mechanism and to present it to the other party
before allowing to share. Since the presentation of shared data information at
the approval timing is partial information leakage. Therefore, the issue of how
much information leakage is tolerable comes out.

Key Management for Shared Keys. In the application implemented in this
study, one shared key is created for each folder sharing, so the number of shared
keys increases while using it. The burden of key management becomes high.
Key management is considered to be important, as it is necessary to manage
correspondence tables between shared folders and shared keys.

6.2 Problems Related to Cloud Storage Service Specification

Several issues specific to cloud storage services have become apparent. We will
explain the issues that became apparent while using Dropbox used in this pro-
totype application.

Specification of Sharing Cancellation. In the Dropbox API specification,
different internal processes are performed on the host side (sharing setting side)
and the guest side when sharing is canceled.
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When the host side cancels sharing, the specified folder is returned from the
shared folder to the regular folder, and all the members sharing the folder are
unshared. On the other hand, when the guest side cancels the sharing, the process
is finished only by releasing the sharing from the specified folder (the access is
disabled), and the remaining members are not affected. When the host and the
guest share one-to-one, and sharing is canceled on the guest side, although only
the host can access, the folder is still a shared folder. In this case, the host has
a folder encrypted with a key different from the host’s own key although there
is no other shared member. The complexity of key management is expected to
increase. Therefore, we think that different consideration is necessary on the host
side and the guest side when using encryption.

Process When Adding Files to Shared Folder. When a file is added to
a shared folder, Dropbox does not explicitly notify the client side of the event
occurrence, so the application side needs its own event handler.

6.3 Limitations

There are some limitations in the application proposed in this paper and the user
study. Here, we aim to clarify the contribution of this research by arranging them.

Number of Participants. There were 11 participants in the user study, of
which 5 were using PlainApp and 6 were using CryptApp. It is a study that can
not be said that the number of participants is large. According to Nielsen et al., It
has been analyzed that 85% of usability problems can be found by conducting a
user study with 5 participants [29]. It is not always consistent with the results of
Nielsen et al. because the studies conducted in this paper are related to security
and are studies using Android as a platform, though, we do not think that there
are not enough participants in the studies.

Enabling Multi-devices. One of the big advantages of cloud storage is that
one user can view and edit the same data in multiple environments. Similar
benefits are expected for client-side encrypted cloud storage, but in that case,
a mechanism is needed to distribute the user’s keys to multiple environments
securely. In the application model proposed in this paper, consideration of secure
key distribution to multiple environments is not considered.

As a solution, it is possible to adopt the Key Registration model that was sur-
veyed in the study by Bai et al. [11]. For example, we can have in mind a method
of preparing a folder for storing a user’s key in cloud storage and accessing the
folder first to obtain a user’s key when accessing from each environment. In this
case, simply uploading the key to cloud storage does not keep the key secure, so
it is necessary to protect the key. As the protection mechanism, use of a pass-
word derivation function that generates an encryption key using a password, use
of biometric authentication as in the FIDO standard, and use of authentication
by a hardware token can be considered.



668 A. Tachikawa and A. Kanaoka

7 Conclusion

In this paper, focusing on client-side data protection in cloud storage service, we
propose an application for client-side encryption and secure utility function. The
proposed application is applicable directly to existing cloud storage services and
can achieve not only content encryption but also search, sort and sharing safely.
In the user study using the prototype of the proposed application, it was shown
that the usability degradation due to the performance degradation by applying
the cryptographic technology was not seen, and it was shown that the proposed
application could achieve a safe and usable cloud storage environment.
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18. Erway, C.C., Küpçü, A., Papamanthou, C., Tamassia, R.: Dynamic provable data
possession. ACM Trans. Inf. Syst. Secur. 17(4), 15:1–15:29 (2015). https://doi.
org/10.1145/2699909. http://doi.acm.org/10.1145/2699909

19. Fahl, S., Harbach, M., Muders, T., Smith, M.: Confidentiality as a service - usable
security for the cloud. In: 2012 IEEE 11th International Conference on Trust,
Security and Privacy in Computing and Communications, pp. 153–162, June 2012.
https://doi.org/10.1109/TrustCom.2012.112

20. Fahl, S., Harbach, M., Muders, T., Smith, M., Sander, U.: Helping Johnny
2.0 to encrypt his Facebook conversations. In: Proceedings of the Eighth Sym-
posium on Usable Privacy and Security, SOUPS 2012, pp. 11:1–11:17. ACM,
New York (2012). https://doi.org/10.1145/2335356.2335371. http://doi.acm.org/
10.1145/2335356.2335371

21. Garfinkel, S.L.: Enabling email confidentiality through the use of opportunistic
encryption. In: Proceedings of the 2003 Annual National Conference on Digital
Government Research, dg.o 2003, pp. 1–4. Digital Government Society of North
America (2003). http://dl.acm.org/citation.cfm?id=1123196.1123245

22. Garfinkel, S.L., Margrave, D., Schiller, J.I., Nordlander, E., Miller, R.C.: How
to make secure email easier to use. In: Proceedings of the SIGCHI Confer-
ence on Human Factors in Computing Systems, CHI 2005, pp. 701–710. ACM,
New York (2005). https://doi.org/10.1145/1054972.1055069. http://doi.acm.org/
10.1145/1054972.1055069

23. Garfinkel, S.L., Miller, R.C.: Johnny 2: a user test of key continuity manage-
ment with s/mime and outlook express. In: Proceedings of the 2005 Sympo-
sium on Usable Privacy and Security, SOUPS 2005, pp. 13–24. ACM, New
York (2005). https://doi.org/10.1145/1073001.1073003. http://doi.acm.org/10.
1145/1073001.1073003

24. Garfinkel, S.L., Schiller, J.I., Nordlander, E., Margrave, D., Miller, R.C.: Views,
reactions and impact of digitally-signed mail in e-commerce. In: Patrick, A.S.,
Yung, M. (eds.) FC 2005. LNCS, vol. 3570, pp. 188–202. Springer, Heidelberg
(2005). https://doi.org/10.1007/11507840 18

25. Gentry, C.: Fully homomorphic encryption using ideal lattices. In: Proceedings of
the Forty-first Annual ACM Symposium on Theory of Computing, STOC 2009,
pp. 169–178. ACM, New York (2009). https://doi.org/10.1145/1536414.1536440.
http://doi.acm.org/10.1145/1536414.1536440

26. Han, F., Qin, J., Hu, J.: Secure searches in the cloud: a survey. Future Gener.
Comput. Syst. 62, 66–75 (2016). https://doi.org/10.1016/j.future.2016.01.007.
http://www.sciencedirect.com/science/article/pii/S0167739X16000091

https://doi.org/10.1007/3-540-44647-8_13
https://doi.org/10.1145/2636328
https://doi.org/10.1145/2636328
http://doi.acm.org/10.1145/2636328
https://doi.org/10.1109/TPDS.2013.45
https://doi.org/10.1145/1180405.1180417
http://doi.acm.org/10.1145/1180405.1180417
http://doi.acm.org/10.1145/1180405.1180417
https://doi.org/10.1145/2699909
https://doi.org/10.1145/2699909
http://doi.acm.org/10.1145/2699909
https://doi.org/10.1109/TrustCom.2012.112
https://doi.org/10.1145/2335356.2335371
http://doi.acm.org/10.1145/2335356.2335371
http://doi.acm.org/10.1145/2335356.2335371
http://dl.acm.org/citation.cfm?id=1123196.1123245
https://doi.org/10.1145/1054972.1055069
http://doi.acm.org/10.1145/1054972.1055069
http://doi.acm.org/10.1145/1054972.1055069
https://doi.org/10.1145/1073001.1073003
http://doi.acm.org/10.1145/1073001.1073003
http://doi.acm.org/10.1145/1073001.1073003
https://doi.org/10.1007/11507840_18
https://doi.org/10.1145/1536414.1536440
http://doi.acm.org/10.1145/1536414.1536440
https://doi.org/10.1016/j.future.2016.01.007
http://www.sciencedirect.com/science/article/pii/S0167739X16000091


670 A. Tachikawa and A. Kanaoka

27. Kamara, S., Lauter, K.: Cryptographic cloud storage. In: Sion, R., et al. (eds.) FC
2010. LNCS, vol. 6054, pp. 136–149. Springer, Heidelberg (2010). https://doi.org/
10.1007/978-3-642-14992-4 13

28. Midorikawa, T., Tachikawa, A., Kanaoka, A.: Helping johnny to search: encrypted
search on webmail system. In: 2018 13th Asia Joint Conference on Information
Security (AsiaJCIS), pp. 47–53, August 2018. https://doi.org/10.1109/AsiaJCIS.
2018.00017. http://doi.ieeecomputersociety.org/10.1109/AsiaJCIS.2018.00017

29. Nielsen, J., Landauer, T.K.: A mathematical model of the finding of usability
problems. In: Proceedings of the INTERACT 1993 and CHI 1993 Conference
on Human Factors in Computing Systems, CHI 1993, pp. 206–213. ACM, New
York (1993). https://doi.org/10.1145/169059.169166. http://doi.acm.org/10.1145/
169059.169166

30. Ogata, W., Koiwa, K., Kanaoka, A., Matsuo, S.: Toward practical searchable sym-
metric encryption. In: Sakiyama, K., Terada, M. (eds.) IWSEC 2013. LNCS, vol.
8231, pp. 151–167. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-
642-41383-4 10

31. Poh, G.S., Chin, J.J., Yau, W.C., Choo, K.K.R., Mohamad, M.S.: Searchable sym-
metric encryption: designs and challenges. ACM Comput. Surv. 50(3), 40:1–40:37
(2017). https://doi.org/10.1145/3064005. http://doi.acm.org/10.1145/3064005

32. Ruoti, S., et al.: “we’re on the same page”: a usability study of secure email using
pairs of novice users. In: Proceedings of the 2016 CHI Conference on Human Factors
in Computing Systems, CHI 2016, pp. 4298–4308. ACM, New York (2016). https://
doi.org/10.1145/2858036.2858400. http://doi.acm.org/10.1145/2858036.2858400

33. Ruoti, S., Andersen, J., Hendershot, T., Zappala, D., Seamons, K.: Private webmail
2.0: simple and easy-to-use secure email. In: Proceedings of the 29th Annual Sym-
posium on User Interface Software and Technology, UIST 2016, pp. 461–472. ACM,
New York (2016). https://doi.org/10.1145/2984511.2984580. http://doi.acm.org/
10.1145/2984511.2984580

34. Ruoti, S., Kim, N., Burgon, B., van der Horst, T., Seamons, K.: Confused johnny:
when automatic encryption leads to confusion and mistakes. In: Proceedings of
the Ninth Symposium on Usable Privacy and Security, SOUPS 2013, pp. 5:1–
5:12. ACM, New York (2013). https://doi.org/10.1145/2501604.2501609. http://
doi.acm.org/10.1145/2501604.2501609

35. Sheng, S., Broderick, L., Koranda, C.A., Hyland, J.J.: Why johnny still can’t
encrypt: evaluating the usability of email encryption software. In: Symposium On
Usable Privacy and Security, pp. 3–4 (2006)

36. Whitten, A., Tygar, J.D.: Why johnny can’t encrypt: a usability evaluation of
PGP 5.0. In: Proceedings of the 8th Conference on USENIX Security Symposium
- Volume 8, SSYM 1999, p. 14. USENIX Association, Berkeley (1999). http://dl.
acm.org/citation.cfm?id=1251421.1251435

37. Xia, Z., Wang, X., Sun, X., Wang, Q.: A secure and dynamic multi-keyword ranked
search scheme over encrypted cloud data. IEEE Trans. Parallel Distrib. Syst. 27(2),
340–352 (2016). https://doi.org/10.1109/TPDS.2015.2401003

https://doi.org/10.1007/978-3-642-14992-4_13
https://doi.org/10.1007/978-3-642-14992-4_13
https://doi.org/10.1109/AsiaJCIS.2018.00017
https://doi.org/10.1109/AsiaJCIS.2018.00017
http://doi.ieeecomputersociety.org/10.1109/AsiaJCIS.2018.00017
https://doi.org/10.1145/169059.169166
http://doi.acm.org/10.1145/169059.169166
http://doi.acm.org/10.1145/169059.169166
https://doi.org/10.1007/978-3-642-41383-4_10
https://doi.org/10.1007/978-3-642-41383-4_10
https://doi.org/10.1145/3064005
http://doi.acm.org/10.1145/3064005
https://doi.org/10.1145/2858036.2858400
https://doi.org/10.1145/2858036.2858400
http://doi.acm.org/10.1145/2858036.2858400
https://doi.org/10.1145/2984511.2984580
http://doi.acm.org/10.1145/2984511.2984580
http://doi.acm.org/10.1145/2984511.2984580
https://doi.org/10.1145/2501604.2501609
http://doi.acm.org/10.1145/2501604.2501609
http://doi.acm.org/10.1145/2501604.2501609
http://dl.acm.org/citation.cfm?id=1251421.1251435
http://dl.acm.org/citation.cfm?id=1251421.1251435
https://doi.org/10.1109/TPDS.2015.2401003


Time-Lapse Detection for Evolution
of Trustworthy Network User Operation

Behavior Using Bayesian Network

Yuhan Wang1, Qian Yi2(B), Shuping Yi1, Jiajia Li1, and Shiquan Xiong1

1 Department of Industrial Engineering, Chongqing University, Chongqing 400044, China
{wangyuhan,yshuping,lijiajia,xiongshiquan}@cqu.edu.cn

2 Department of Mechanical Engineering, Chongqing University, Chongqing 400044, China
yiqian@cqu.edu.cn

Abstract. In the environment of human-computer interaction of information sys-
tems, people are paying more attention to user identity authentication based on
operation behaviors. Behavior science research shows that each user has a his/her
own behavioral pattern that reflects the unique habits, and maintains stability
over a period. As known, most of the previous research have explored the user’s
behavior using static authentication models. However, the user’s behavior is evo-
lutionary, even the same user will develop different behavioral tendencies under
various times and conditions (job position change or promotion, business content
change, increase in age, etc.), causing the difficulty of user authentication under
the evolution of user’s behavior. This paper proposes a method named time-lapse
detection attempting to establish the authentication model based on the evolution
of user’s behavior. We obtained the log data of several years period of the infor-
mation system of a publishing house. Firstly, we extracted the data of employees’
early operation behaviors and the Bayesian network is used to identify a detection
model. Next, the behavior data are divided into multiple test sets according to
the time series, and multiple authentication models are carried out to observe the
change of authentication accuracy over time. The result shows that, for employees
with stable positions and business content, the characteristics of their behavior
patterns will change when the number of interactions increases. Moreover, the
consequences of the initial detection model fluctuate to different degrees, reduc-
ing the accuracy of authentication. Therefore, in future we need to grasp the rules
of user behavior and continue to optimize the existing authentication methods of
information systems.

Keywords: Time-lapse detection · Information system · Identity authentication ·
Operation behavior · Bayesian network

1 Introduction and Literature Review

With the rapid development of information age, computer networks have played a mas-
sive role in promoting social progress by improving the efficiency of business operations,
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improvingmanagement and decision-making, and enhancing corporate competitiveness.
At the same time, people facemanynetwork securities issues in the process of using infor-
mation systems, such as data theft, confidential information leakage, and network fraud.
Although researchers have developed a variety of protection technologies and products,
such as firewalls, intrusion detection, intrusion prevention, and isolation gatekeepers,
user authentication is still a challenge for human computer interaction [1].

The abnormal behaviors of users, which can influence the regular operation of infor-
mation systems, are significant threats to information systems [2, 3]. Therefore, scholars
have carried out a lot of study on identity authentication based on user behaviors of
information systems. Multiple studies show that users have unique and stable behavioral
patterns that can be utilized to authenticate users in a certain period. However, the same
person in different time and conditions will lead to distinct behavioral tendencies, and
his behavior will evolve, these changes may affect the effectiveness of authentication.

1.1 Research on Network User Behaviors

The massive interactive behavior data generated by network users have the characteris-
tics of substantial volume, fast speed and variety, and the traditional data analysis and
processing methods are no longer applicable under the big data environment. From a
macro perspective, the studies of network user behaviors are closely related to psychol-
ogy, sociology, social psychology, anthropology and other disciplines. These studies
mainly focus on the regularity of network user behaviors, to predict the behavior of
users and realize the service purposes of economy and culture [4].

Researches on network user behavior are about the composition, characteristics and
rules of network user behaviors.Network user behaviors are generated in the virtual space
and have their own characteristics. The first is concealment. Information on the Internet
exists in digital form, so users canmodify the content and formof the informationwithout
leaving any traces during the data transmission process. The second characteristic is a
more initiative and extensive involvement, which can fully reflect users’ personality
and subjective volition. Besides, the network behavior can be considered as a complex
cyberspace, determining that the nature of network behavior is of diversity and can be
regarded an accurate mirror of real-world behavior.

In the research of network user behavior, the user behavior of information systems is
both the focus of the academic and industrial circles. In information systems, users can
perform various file operations, network data transmission, and resource management.
Researchers have carried out various analyses and researches and proposed user behavior
analysis models represented by rational behavior theory [5], planned behavior theory
[6], technology acceptance model [7], technology adoption and utilization integration
theory [8], etc. Some researchers were inspired by behavioral and social psychology
and proposed that human behaviors are not entirely rational, and users could be affected
by irrational factors such as personal emotions, attitudes, and psychological perceptions
during people’s continued use of information systems. Burton-Jones proposed that the
user operation behaviors of information systems aremotivated by thework tasks assigned
by the organization, which is compulsory and related to the scope of users’ rights and
responsibilities. These behaviors adapt dynamically at the organizational and individual
levels. Furthermore, they could constitute a habit in the long-term use process [9].
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1.2 Trusted Identity Detection

In the field of network security, users’ behaviors can be divided into normal behaviors
and abnormal behaviors (not necessarily intrusive behavior), or be divided into kindness
behaviors and malicious behaviors. The analysis of network user behavior is generally
based on network logmining, including the application of conventional models in certain
aspects or the improvement of a specific algorithm [10]. Network user behavior is usually
expressed in a vector manner. For an individual behavior with n attributes, it can be
expressed as <attribute 1, attribute 2, …, attribute n>, where n attributes represent n
samples of the behavior point.

Generally, the detection process consists of two parts. The first is the training process,
which trains historical information about legal user behaviors and establishes a regular
behavior model of legitimate user. The second is the detection process. Current opera-
tional behavior is compared with regular operation behaviors to determine whether the
user’s behavior is illegal. If the current behavior deviates from the customary behavior,
the current behavior can be considered illegal [11].

The conventional detection methods are based on time series, which record the
ordered data generated by the phenomenon over time [12]. Time series contains a large
amount of data, from which effective information and knowledge can be obtained. For
example, Hosseini used time series records of user behaviors to measure the credibility
of behaviors to identify abnormal users and protect the security of information systems
[13]. Lane proposed a method based on the hidden Markov model to detect the user’s
abnormal operation. The advantages of these methods are high detection accuracy, low
detection efficiency, and a large amount of calculation in training and detection [14].

Li Jiajia and Yi Shuping [15, 16], members of our research group, analyzed user
behavioral differences in browsing and operation, used decision trees and random
forests to implement user authentication, and discussed and analyzed the credibility
of each interactive behavioral feature. Besides, Xu Mengyao proposed a user untrusted
interaction behavior recognition method based on the Markov chain [17].

Researchers usually use the detection rate and false detection rate as the leading
indicators to measure the performance of a detection method. The current authentication
methods based on user behavior usually detect user behavior in a short period. It can’t
ensure the accuracy of the authentication for a long period.

1.3 Bayesian Network Detection and Applications

Anomaly detection based on user behavior is the main research direction in intrusion
detection [18]. The user’s operation sequence can reflect the characteristic attributes.
Anomaly detection based on behavior sequence is the principal direction of user behavior
abnormality detection.

The Bayesian network was first proposed by Judea Pearl in 1985. It is also called
belief network or directed acyclic graph model. It is a means of applying probability
statistics to complex areas for uncertainty reasoning and data analysis. It aims to simulate
the uncertainty treatment of causality in human thinking. The foremost advantage is to
guarantee the correctness of the reasoning results [19].
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In the Bayesian network, let G = (I, E) represent a directed acyclic graph (DAG),
where I represents a set of all nodes in the graph, and E represents a set of directed
connected line segments. Let X = (Xi)(i ∈ I), be the random variable represented by a
node i in the directed acyclic graph. The joint probability assignment of node X can be
expressed as:

p(x) =
∏

i∈I
p(xi|xpa(i)) (1)

The X is a Bayesian network relative to the directed acyclic graph G, where pa (i) is
the “parent” of node i. In addition, for any random variable, the joint probability can be
obtained by multiplying the respective local conditional probability distributions:

p(x1, . . . , xK ) = p(xK |x1, . . . , xK−1) . . . p(x2|x1)p(x1) (2)

As shown below, here is a simple Bayesian network. Then, we have p (a, b, c) = p (c |
a, b) p (b | a) p (a) (Fig. 1).

Fig. 1. The diagram of Bayesian network

Building a complete Bayesian network needs to accomplish two tasks, namely struc-
ture learning and parameter learning. The Bayesian network structure is achieved by
structure learning, and the conditional probability table of nodes is obtained through
parameter learning. The Bayesian network functions to perform inference, get the pos-
terior probability of the variable to be queried and update the probability parameter of
the network.

At present, Bayesian network, as a type of the machine learning technologies,
is widely applied in various aspects. Inference algorithms are commonly used in
Bayesian networks mainly include variable elimination, cluster tree propagation, etc.
[20]. Researchers have established Bayesian network anomaly detection models in
various fields and achieved great results in experiments [21].

Therefore, the purpose of this paper is to explore the impact of the evolution of user
behavior on authentication. This study proposes a method named time-lapse detection,
which tackles the issue of evolution of user’s behavior in current trusted identity veri-
fication. From the comparison of authentication accuracy, we can explore whether the
user’s operating behavior has changed significantly in a long time.

The remainder of this paper is organized as follows: The method and procedure for
how to establish a time-lapse detection in Sect. 2. The results is given in Sect. 3. Finally,
the concluding remarks are addressed in Sect. 5.
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2 Method and Procedure

This paper proposed a method named time-lapse detection by using the Bayesian net-
work. In this study, we conducted a field survey of a publishing company in China and
obtained the logs of user operations. Then, all data were divided into two parts by ran-
dom sample extraction: training set (70%) and test set (30%). The Bayesian network
was constructed to realize the identification based on users’ behaviors. Here, we selected
user A with complete log information, stable position and business content, and use his
early operation behavior data to establish an identification model. We divided the sub-
sequent operation behavior data into multiple test sets according to time-split, which
was substituted into the original detection model to analyze and observe the change of
identification accuracy over time. Subsequently, we randomly extracted the behavior
data of user A in a few early years, established a new hybrid detection model, and put
the following behavior data of user A into the model to observe the change in authentica-
tion accuracy. In order to secure the validity of our time-lapse detection, we performed
repeated experiments on the data of other employees to avoid the influence of unforeseen
factors. Lastly, we reveal whether the user’s operation behavior changes from the results
and discuss the impact of the evolution of trustworthy network user operation behavior
on user detection.

2.1 Participants and Data Collection

The publishing house selected in this paper introduced an information system in 2008
and put it into use. The average number of working years of the subjects was 12.3 years,
with an average of 7 hours of work per day. They worked an average of 7 hours a day and
had spent more than ten years on average using the system. This paper is mainly for the
staff of the logistics department of the publishing house, and all participants expressed
their informed consent.

All the data in this article come from the log of the publishing house’s system. These
log data recorded the operating behaviors of all the employees in the information system
at the time the systemwas put into use in 2008 to December 2017. Users’ behaviors were
recorded in a time series in the log record. During the period from 2008 to 2011, the
information system was debugged several times, and the employees were also adapting
to the operation. This article selects the system logs from 2012 to 2017 for research. The
relevant original record table displayed in Chinese is shown below (Fig. 2).

2.2 Characteristic Extraction

According to the log record, these system log data include four types of characteris-
tics related to bills, operations, time, and operators in users’ operations. The specific
characteristics and classifications are shown in the following table (Table 1).

During the feature analysis and selection process, this article found that there is a cor-
responding relationship between Bill type and Enter function. There is a corresponding
relationship between Clog code ID and Login time, so we choose Bill type and the Login
time. In addition, in the original log records, Login time and Logout time are reflected
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Fig. 2. The relevant original Chinese record

Table 1. The characteristics of the log record

Company-related
characteristics

Operation-related
characteristics

Time-related
characteristics

Individual basic
characteristics

Bill code Dr (delete or not) Login time Enter IP

Bill ID Enter button Logout time Enter system

Bill type Enter function Ts Operate type

Business log Enter function code Operate ID

Business type Operator name

Company name

in the form of “year-month-day-hour-minute-second”. The information is very concen-
trated, and it is challenging to retain the complete information by directly assigning it.
Therefore, this paper derives features from it and obtains features such as Month, Day,
Hour, Login S, and Logout S. The feature selection used to build the model in this article
is presented in the following table (Table 2).

Table 2. Selected characteristics

Characteristics Instructions

Bill type There are seven types of tickets, encoding them

Business type There are 17 types of business operation, encoding them

Month Encode the 12 months in turn

Day Encode each day of the month

Nth day It represents the days of the year, and there are 365 types

Hour Dividing a day into 24 time periods, and encode each time period

Delta S It represents the sum of all user operations on a ticket

Next bill type Type of next ticket



Time-Lapse Detection for Evolution of Trustworthy Network 677

An example serves to illustrate the significance of these characteristics. The operation
record is (136,1,2,12,1,335,1,10,3), it indicates that the user operates the document with
serial number 136, and the ticket type is 1 and the operation type is 2. This operation
occurred on December 1st, the 335th day of the year, and the operation time was in the
range of 8:00–9:00. The operation on the note continued for a total of about 150 s, the
type of for the next set of operations is 3.

2.3 Detection Model Based on Bayesian Network

In machine learning, training models require a large amount of data, about 70% of the
training set of the model is usually randomly selected from the experimental data, and
the remaining 30% is used as the model’s validation set.

This paper chooses to use a Bayesian network structure to build the model. It is
necessary to determine the nodes and their dependencies. The five characteristics of
Bill type, Business type, Hour, Month, and Next Bill were selected as the nodes of the
Bayesian network to establish the Bayesian network structure. Because the range of the
remaining time features is too small to calculate the probability distribution, or there is
duplicate information, they are only used as the basis for ranking time series (Fig. 3).

Fig. 3. The Bayesian network structure constructed by these characteristics

After the construction of the Bayesian network, the randomly extracted training set
data is substituted into the calculation, and the detection model of user A is established
to verify the test set data of user A and other users’ data. The specific approach is to
input the test set into the anomaly detection model and output the behavior probability
(BP) of the test set. The threshold value in the test phase is the same as that in the test
phase.When the test set’s behavior probability BP (n)≥ λ, the abnormal detectionmodel
considers the behavior reasonable and does not respond. When BP(n) < λ, the user’s
behavior is deemed to be abnormal, and the exception is immediately reported.

2.4 Time-Lapse Detection

Among the staff of the logistics department of the publishing house, the user A is utilized
the most frequently, and his position is stable for many years, and the business content
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is relatively stable. Therefore, this article selects the operation record of user A for
modelling and testing. This article uses Enter function and Enter button to count the
type and frequency of user A’s business operations, as shown in the following figure
(Figs. 4 and 5).
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Fig. 4. Statistics on the business types (Enter function) of user A from 2012 to 2017
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Fig. 5. Statistics on the business types (Enter button) of user A from 2012 to 2017

Then, establish a detectionmodel for user A, and observe the validity of the detection
model based on Bayesian network. This paper proposes a method named time-lapse
detection. It establishes a detection model by selecting early user behavior data, to
observe whether long-term user behavior data can be applied to the detection model
and ensure the security of the information system for a long time. According to the
time series, subsequent operation data are divided into multiple test sets, and identity
authentication is performed one by one. Observe the change of accuracy over time, and
compare the detection results to explorewhether the user operation behavior has changed
significantly.

We divided the log data of user A from 2013 to 2017 into monthly time-lapse test
units. Then, the test sets were used for the built identification model. Next, we observe
the changes in identification accuracy. Subsequently, operation data of user A in 2012
and 2013 were randomly extracted to establish a new hybrid detection model, and the
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operation data from 2014 to 2017 was substituted into the detection and observation the
change in authentication accuracy. Finally, this study repeated experiments with other
employees of the publishing house to rule out the influence of unforeseen factors.

3 Results

The results show that, when modeling with the user’s operation data and setting the
threshold (logarithmic probability) to −90, the average accuracy of authentication was
98.25%, and the recall rate was 99.65%. So, the model is effective for the detection
(Figs. 6 and 7).
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When putting data of later years into the detection model with time-lapse, the low-
est identification accuracy was only 68.57%, and the average identification accuracy
was 87.96%. For the hybrid detection model with time-lapse, the average identification
accuracy increased to 95.46%. Finally, repeated detection with data of other employees
showed that the results were similar, and the accuracy of authentication fluctuated to
different degrees (Figs. 8 and 9).
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Fig. 8. Changes in accuracy of authentication under the first detection model
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Fig. 9. Changes in accuracy of authentication under the second detection model

It can be observed that users have unique behavior patterns,which are relatively stable
in a short period. However, expanding the time horizon for authentication, the operation
behaviors of network users are evolutionary under the premise of stable business content.
With the increase of the number of trusted interactions, some changes may take place in
the physical, psychological, and social attributes of network users over time. This study
shows that these changeswill cause corresponding changes in thebehavior characteristics
of network users, which may affect the effects of detection models.

4 Discussion and Conclusion

Manypieces of research on authentication based on user behavior can guarantee accuracy
and effectiveness, which is enough to ensure the security of information systems at a
certain time. However, these studies did not consider that due to users’ various subjective
and objective reasons, there will be some gradual changes in the process of using the
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information system. These behaviors do not represent intrusion behaviors or abnormal
behaviors. If the detection system misidentifies these behaviors as abnormal and issues
warnings, it will affect the regular operation of the information system. Similarly, there
will be some changes in the behavior of abnormal users. The detection system needs to
be able to detect various real abnormal and intrusive behaviors to ensure the security
and normal operation of the information system.

This paper proposes a method to maintain the long-term effectiveness of user behav-
ior detection methods. First, the effects and potential problems of the current detection
methods are discussed. Secondly, we use the Bayesian network to establish a detection
model, verify the validity of the model, and then use the user’s operation data from
subsequent years to substitute the model for detection. The results show that the accu-
racy of authentication fluctuates to different degrees. Besides, this method is based on
the division of periods, and it has a wide application range, which is not limited to any
detection method and the detection object.

In future research, we will further consider the evolutionary mechanism of user
behaviors from physiological, psychological, social identity, and other dimensions. We
will also use more samples to prove the universality of the conclusion. Besides, we will
attempt to optimize the detection model based on the rules of behavior evolution during
the detection of trustworthy network user interactions.
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