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Preface

Cyberinfrastructures across the globe continue to evolve in increasing complexity.
Coupled with this progress are the threats that exploit their vulnerabilities. It
is therefore incumbent on every public or private entity, who depend on these
systems, to secure and protect them. Recognizing this need, the National Initiative
for Cybersecurity Education (NICE) embarked on a mission to build on existing
programs to increase the number of skilled cybersecurity professionals through
change and innovation in cybersecurity education and workforce development.
Indeed, cybersecurity education is at a crossroads.

Recent and multiple media reports have documented the fact that hundreds of
thousands of cybersecurity job positions remain unfilled. Demand simply over-
whelms supply in the cybersecurity job market. The pressure to produce as much
qualified and skilled workforce as possible in cybersecurity has never been great. In
times of great need, the ability to innovate arises out of human nature. The cliché that
states “in desperate times, ordinary people produce extraordinary results” appears to
never fail to emerge. Members of academia across the globe answered the challenge
by introducing advancements in cybersecurity education.

Innovations in Cybersecurity Education offers a compendium of works in
diverse topics including curriculum development, professional and faculty devel-
opment, community outreach, laboratory improvement, and student learning. The
reader should expect to find engaging pedagogical tools and methods through
puzzles and games, a realistic simulation framework for anomaly detection, secure
software development, Blockchain technology, information visualization, scenario-
based learning, E-governance systems, Internet of Things, and various laboratory
enhancements for the cybersecurity curriculum. In general, it illustrates both novel
and proven concepts, techniques, methods, approaches, and trends in cybersecurity
education that can be adopted by cybersecurity specialists and educators for the
benefit of the future workforce. Furthermore, it provides a glimpse of future
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directions where cybersecurity techniques, policies, applications, and theories are
headed. The book is a rich collection of carefully selected and reviewed manuscripts
written by multinational cybersecurity educators and professionals and edited by
prominent cybersecurity researchers and specialists.

Detroit, MI, USA Kevin Daimi
Pensacola, FL, USA Guillermo Francia III
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Part I
Student Learning



Dynamic Difficulty Adjustment
in Cybersecurity Awareness Games

Analysis of Player Behavior and the Potential of
Electroencephalography

David Thornton and Falynn Turley

1 Introduction

This chapter describes a study of player behavior and electroencephalography
(EEG) headset readings while playing a cybersecurity educational video game.
While difficulty was progressively increased, player actions and EEG readings were
recorded, along with a pretest and posttest of student knowledge and opinions
regarding information security awareness and perceived immersion. This study
employed Brute Force, a tower defense game that teaches players to choose
strong, unique, and memorable passwords. Participants reported significantly more
responsible attitudes regarding the importance of strong, unique passwords. More
successful players who played the full 15 min tended to improve at identifying
strong passwords from a list. After playing the game, participants were most likely
to add password length and uniqueness as important password strategies.

This study was the first in a series, intended to examine differences in terms
of learning outcomes and related metrics between various dynamic difficulty
adjustment (DDA) approaches using EEG biofeedback with inexpensive headsets.

2 Dynamic Difficulty Adjustment

Dynamic difficulty adjustment, sometimes called dynamic game balancing, is an
attempt to ensure that a game’s difficulty is customized to every player’s ability.
One might attempt to adjust the difficulty based on a player’s reported competence,

D. Thornton (�) · F. Turley
Jacksonville State University, Jacksonville, AL, USA
e-mail: thornton@jsu.edu; fturley@jsu.edu
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4 D. Thornton and F. Turley

but this often has little correlation to true ability [1]. Further, a player’s ability
is constantly changing, especially at the novice level. One might also diagnose
that a game is too hard or easy for the player by simply monitoring in-game
performance; however, newer approaches aimed at sensing the player’s mental state
have the potential for improved accuracy and responsiveness. Further, the recent
technological advances in low-cost EEG headsets enable such applications outside
of the classic laboratory setting.

The use of serious (i.e., nonentertainment) games offer great promise for
education. According to Francia [2]:

Digital games can develop cognitive, spatial, and motor skills. Teachers can use games
to emphasize facts, principles, and complex problem solving. Games can also be used
to increase creativity or to provide practical examples of concepts and rules that may
be difficult to illustrate in the real world. Teachers can make use of games to perform
experiments that could be dangerous when performed in real life, such as experiments that
use hazardous materials and equipment. While games are often not explicitly educational,
they possess intrinsic qualities that challenge learners’ cognitive abilities. Playing well-
designed games has the potential to increase the time students spend learning, increase
difficulty along with their ability, and allow them to fail without fear.

Game-based learning, when well designed, can appeal to a broad audience and
provide engaging experiences. Merrilea J. Mayo, former Director of Government—
University—Industry Research Roundtable at the National Academies, went so far
as to say: “While there will never be a silver bullet for science and engineering
education, video games have the potential to be, perhaps, a bronze bullet” [3].

Without thoughtful pedagogical components, however, they may serve as little
more than entertainment. Additionally, the best educational games will continually
match the challenge to the growing competency of the learner [4].

Such qualities are especially important when the education need is great, as it
is in cybersecurity information awareness. A recent Pew Research report [5] found
that 25% of Americans could not correctly identify the most secure password from
a list, and nearly half could not distinguish the phishing scam message among a list
of legitimate messages.

To help address this need for greater cybersecurity awareness, the two educa-
tional cybersecurity games shown in Figs. 1 and 2 were developed by the primary
author as part of NSF grant #H98230-12-1-0427 and were used in recent NSF/DoD-
funded GenCyber teacher camps. Figure 1 illustrates the Brute Force game, a
tower defense game that teaches players to choose strong, unique, and memorable
passwords. Figure 2 depicts the Space Scams game, a wave shooting game that
teaches players to identify phishing scams.

In the current version of each of these games, the difficulty steadily increases
until a player eventually loses. Dynamic difficulty adjustment, in contrast, attempts
to keep the player in a continual state of what linguistics and psychology of
education researcher James Paul Gee [6] would call “pleasant frustration,” or
professor of psychology Mihaly Csikszentmihalyi’s concept of “Flow” (depicted
in Fig. 3), a state of complete absorption with the current activity. To achieve this,
a player must be involved with a challenge that is “just about manageable” [7].
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Fig. 1 Brute Force game

Fig. 2 Space Scams
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Fig. 3 An illustration of
player experience (source:
https://en.wikipedia.org/wiki/
File:Challenge_vs_skill.svg#
filehistory)

Scaling game difficulty should ideally be based on the core mechanics of the game,
while also being invisible, continuous, and responsive [8]. That is, it ought to occur
without the player’s awareness, at all times, and without delay.

Determining a player’s perception of difficulty is often achieved by a set of
calculations called the challenge function [9]. This study collected EEG headset
readings in order to help identify which readings would serve as the most indicative
of a player’s perception of difficulty.

3 Electroencephalography

Electroencephalography, or EEG for short, is the reading of the brain’s electronic
signals via electronic instrumentation [10]. Mostly this takes the form of noninvasive
sensors worn as a headset. While the more advanced models afford many sampling
points and greater accuracy, they are often heavier, more cumbersome, and require
longer preparation before use. Moreover, a price tag upward of $25,000 makes such
devices unfeasible for non-research environments.

In contrast, lower-end models such as the Emotiv Insight [11] are lightweight,
cost less than $400, and deliver sub-second readings concerning the wearer’s state
of mind, including focus, engagement, stress, excitement, interest, and relaxation.
As such, they make possible applications for EEG which have been heretofore
out of reach, including personalized learning based not merely on the learner’s
performance, which may be laggy and coarse, but also on their affective factors.
Figure 4 shows raw readings from a playthrough of Brute Force.

https://en.wikipedia.org/wiki/File:Challenge_vs_skill.svg#filehistory
https://en.wikipedia.org/wiki/File:Challenge_vs_skill.svg#filehistory
https://en.wikipedia.org/wiki/File:Challenge_vs_skill.svg#filehistory
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Fig. 4 EEG readings from an experiment participant

Fig. 5 Lightweight
five-sensor EEG headset
fitted on wearer (Permission
to use graphics granted by
Emotiv, Inc.; source: https://
www.emotiv.com)

There are some practical considerations when using such a headset. Firstly, the
sensors must make direct contact with the scalp. Secondly, results are better when
a conductive solution is used to moisten the sensors. These two factors might make
some experimental subjects unwilling or unable to participate. Otherwise, fitting and
optimizing connection with a new wearer takes only about 2 min. Figure 5 shows
the correct fit of a five-sensor EEG headset.

4 Research Questions

This study is the first in a series, intended to examine differences between various
DDA approaches using EEG biofeedback. As such, it provides a baseline of learning
outcomes and player experience which will be compared to the EEG-driven DDA
in the next phase of the study.

https://www.emotiv.com
https://www.emotiv.com
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Research Question 1: What learning outcomes (both knowledge and opinions)
are produced by linear progressive difficulty adjustment in the context of the
educational cybersecurity game Brute Force?

Research Question 2: How much engagement and immersion do players experi-
ence with the linear progressive difficulty version of the educational cybersecurity
game Brute Force?

Research Question 3: Which electroencephalography signals are the most reli-
ably indicative of players’ perception of difficulty?

5 Methods

At the beginning of a session, participants read a description of the experiment and
provided basic demographic information. Next, they took a brief pretest regarding
their knowledge and attitudes toward password practices. After seating the EEG
headset, players were led through a brief game tutorial, then they were made to play
the Brute Force game with linear progressive difficulty adjustment for up to 15 min.
This was followed by a posttest to measure any changes from the pretest scores,
along with a questionnaire regarding player experience. Figure 6 depicts the user
interface of the experiment dashboard.

The instruments used to collect measures are illustrated in Table 1.
Throughout the game, players defended themselves from “hackers” by selecting

passwords from a randomized list, and by periodically creating their own custom
passwords. The strength of these passwords was evaluated using the open-source
library, zxcvbn [12] developed by Dropbox.

In order to gauge players’ level of engagement, the authors employed the
Game Engagement Questionnaire developed by Fox and Brockmeyer [13], while
learning outcomes were measured by the relevant section of the Human Aspects of
Information Security Questionnaire developed by McCormac et al. [14].

As discussed, this study employed the Emotiv Insight, a low-cost, multichannel,
wireless, consumer-grade EEG headset [15]. While higher-end headsets would
provide more accurate readings, the authors wanted to investigate the feasibility
of using such hardware in the secondary and post-secondary educational setting,
where budgets are often quite limited.

In order to test participants’ knowledge about passwords, the pre-survey asked
the following questions:

• What are some qualities of good passwords?
• What are some strategies for creating good passwords?
• Write three good passwords below.

The post-survey asked the same first two questions, and asked participants to try
to remember the passwords supplied in the pre-survey.



Dynamic Difficulty Adjustment in Cybersecurity Awareness Games 9

Fig. 6 DDA experiment dashboard screenshot

Table 1 Metrics and their corresponding instruments

Metric Instrument

Created and selected passwords, play time In-game analytics
Engagement score Game Engagement Questionnaire
Password security attitudes Human Aspects of Information Security

Questionnaire (HAIS-Q)
Electroencephalography readings Emotiv Insight headset
Password Strategy Knowledge Pretest and posttest
Basic demographics Survey

6 Population

Participants included 28 college students, with an average age of 23.68 (SD = 6.06)
and a female-to-male ratio of 16:12. On average, participants reported spending
approximately 2.04 h per week playing video games on their own time. There was
a wide variety of majors represented with most participants from the School of



10 D. Thornton and F. Turley

Fig. 7 Participant population by educational school

Education (35.7%) and the School of Science (39.3%). The breakdown by school is
shown in Fig. 7.

7 Difficulty Scaling

As aforementioned, difficulty scaling is highly game dependent. Below, the game
mechanics for Brute Force and the corresponding difficulty factor formulas are
discussed.

In the lane-defense strategy game, Brute Force, players must defend their
personal data from hackers by erecting password “walls” whose material is based
on the password’s strength. For instance, the weakest passwords are composed of
straw or wood, while stronger passwords are bricks or steel. Walls can be created
by selecting a password from a randomly generated list, or by creating custom
passwords. An early concept sketch and prototype of Brute Force are shown in
Fig. 8.

Players are encouraged to choose or create unique passwords, because a hacker
who cracks one password automatically destroys all matching passwords instantly.
Lastly, while custom passwords are designed to be the strongest type (and thus
encouraged), players must remember the password to remove “rubble” from cracked
passwords (discouraging random keyboard strokes). Together, these mechanics
are designed to encourage the identification and synthesis of strong, unique, and
memorable passwords.
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Fig. 8 Concept and playable prototype of Brute Force cybersecurity game

During gameplay, selecting a poor password prompted an instructional pop-up,
such as “a strong password is at least 8 characters long” or “strong passwords
contain combinations of letters, numbers, and symbols.”

The following game features are dependent on the difficulty factor, which ranges
from 0.1 (easiest) to 1.0 (most difficult):

• The hackers’ movement speed increases with higher difficulty (0.5 × [diffi-
culty] + 1 pixel per frame)

• The hackers’ cracking speed increases with higher difficulty (0.6 × [diffi-
culty] + 0.4 × (minutes elapsed)−0.3 health per frame)

A frame in this context corresponds to 1/30th of a second.
In this study, the game’s difficulty began at 0.1, and climbed linearly to 1.0 over

a period of 13 min.

8 Results

During the game, the amount of time spent by each participant playing was
collected, along with the number and strength of custom passwords created by each
participant. On average, students played the game for approximately 12.46 min and
generated 13.2 custom passwords. Players were given an opportunity to create a
new custom password every 45 s. This means that players spent an average of less
than 15 s creating each custom password. The scatterplot in Fig. 9 shows the strong
correlation that exists between the number of custom passwords and how long the
participant is able to continue playing the game (Pearson’s r = 0.802, p < 0.001).

While this finding is not unexpected, a closer look at password strength revealed
that player password selection (i.e., choosing a password from a list) sometimes
improves with longer play time. A summary of the Pearson value for selected and
custom-created password strength is shown in Table 2.

These values would seem to indicate that over time, players were slightly more
likely to choose worse passwords as the game became more difficult but create
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Fig. 9 Number of custom passwords versus time spent playing the game

Table 2 Pearson values for password strength for both selected and created passwords

Pearson value of password strength Selected passwords Created passwords

Positive correlation 11 participants 14 participants
Neutral 2 participants 1 participant
Negative correlation 15 participants 13 participants

better custom passwords. However, Fig. 10 shows that longer play time tends to
yield a more positive Pearson correlation. This chart maps the Pearson correlation
of selected password strength, measured by the aforementioned zxcvbn library, to
the number of selected passwords. It indicates that more successful players who
played the full 15 min tended to improve with password selection.

In contrast, when players were given periodic opportunities to create custom
passwords, their performance did not improve as the game went on, despite the
custom password prompt pausing the game’s action. In other words, even though
players were not rushed, and had the opportunity to create the strongest possible
password, the strength of their custom-created passwords did not tend to improve
as play time increased. Moreover, the variation in the Pearson correlation tightened
toward the end of the graph, as shown in Fig. 11.

Two possible explanations for these results are that players who were most
proficient had the least to learn about creating strong custom passwords, or that
they leaned more heavily on the game mechanics of password selection for success.
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Fig. 10 Pearson r of password strength versus number of selected passwords

Fig. 11 Pearson r of password strength versus number of created passwords

A text analysis was conducted for the free response questions asked on the survey.
Before completing the game, all 28 participants were asked to list three passwords
he or she considered good. More than half of the respondents (57%) included one
or more passwords that included a symbol (@, #, or!). After finishing the game,
participants were asked to recall the passwords they had supplied about 15 min
beforehand. Over half of participants (16 out of 28) were not able to recall any
passwords.

Additionally, participants were asked what factors constituted a good password
and to list password strategies before and after participating in the study. Before
playing the game, 19 out of 28 (68%) indicated that good passwords are those which
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Table 3 Mean scores for HAIS-Q excerpted questions regarding the importance of password
strength and uniqueness

Question Pre-score Post-score

It is safe to use the same password 1.8 (1.1) 1.3 (0.7)
I use/will use different passwords 3.7 (1.5) 4.6 (0.7)
A safe password contains just letters 1.7 (0.8) 1.4 (0.7)
I use/will use combination passwords 4.5 (0.7) 4.7 (0.5)

include “letters, numbers, symbols.” Only 20 participants were able to list additional
qualities in the posttest. Out of those 20, the most common response to ensure a good
password was password length (35%) followed by uniqueness.

Similarly, participants were also asked to list password strategies they relied on
for creating good passwords. Before playing, most participants (54%) indicated
creating a memorable/hard to guess password as a password strategy. However, after
playing the game, this sentiment changed, as the most popular strategy (40% of
respondents) involved choosing a unique/creative password.

The excerpted questions from the HAIS-Q measured participants’ attitudes
regarding the importance of strong, unique passwords. Responses values employed
a 5-value Likert scale, from Strongly Disagree to Strongly Agree. Their responses
were analyzed using paired t-test to detect if any scores significantly changed after
playing the game. A significance level of α = 0.10 was selected. Table 3 lists the
mean score (standard deviation) for each question.

There was a significant reduction in the average score for the statement: It is safe
to use the same password. This suggests that the participants have a much stronger
feeling of disagreement with this statement after playing the game (t = 3.10,
p = 0.001).

There was a significant increase in the average score for the statement: I use/will
use different passwords. This suggests that participants tended to have a stronger
feeling of agreement with this statement after playing the game (t = −3.95,
p = 0.001).

There was a significant reduction in the average score for the statement: A
safe password contains just letters. This suggests that the participants have a
much stronger feeling of disagreement with this statement after playing the game
(t = 2.55, p = 0.017).

There was a significant increase in the average score for the statement: I use/will
use combination passwords. This suggests that participants tended to have a stronger
feeling of agreement with this statement after playing the game (t = −1.76,
p = 0.090).

While all of the above factors moved significantly in the desired direction, it
would be naive to suppose that participants’ habits will be greatly changed in the
long run. Still, they provide positive results and a baseline with which to compare
subsequent experiments.

After playing the game, participants were asked about their experience using
questions from the Game Engagement Questionnaire. Responses values employed
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Table 4 Mean scores and
standard deviation for Game
Engagement Questionnaire
responses

Question Mean SD

My thoughts go fast 4.286 0.81
I really get into the game 4.036 0.793
I lose track of time 4.0357 0.5079
Things seem to happen automatically 3.75 0.967
Playing seems automatic 3.75 1.076
I play without thinking about how to play 3.667 1.074
I feel different 3.357 1.062
I get wound up 3.357 1.339
I play longer than I meant to 3.214 1.166
Time seems to kind of standstill or stop 3.107 1.257
I feel like I just can’t stop playing 3.036 1.401
I feel spaced out 2.964 1.401
Playing makes me feel calm 2.893 1.197
I can’t tell that I’m getting tired 2.893 1.227
I lose track of where I am 2.821 1.188
I don’t answer when someone talks to me 2.821 1.219
The game feels real 2.714 1.243
If someone talks to me, I don’t hear them 2.607 1.166
I feel scared 1.821 1.09

a 5-value Likert scale, from Strongly Disagree to Strongly Agree. Participant
responses are sorted by arithmetic mean in Table 4.

These baseline readings will help to determine the relation between learning
outcomes and engagement with other DDA approaches with the same game.

Another goal of this study was to help identify which readings are most
salient to player’s perception of difficulty. Other authors, such as Afergan et al.
[16] and Mikami et al. [17] successfully used attention biosensor data from a
similar headset to effectuate DDA. However, when inspecting the readings from
participants, stress appears to be a more promising attribute. While the amplitude
seems less informative, the frequency of spikes appears to be fairly well correlated
to perception of difficulty. Figure 12 shows a typical reading profile for participants
playing the linear progressive difficulty version of Brute Force. As such, large spikes
in stress may indicate opportune moments to subtly lower difficulty.

9 Future Work

The next phase of the study will investigate the efficacy of the stress EEG reading as
the sole input to the challenge function, effectuating dynamic difficulty adjustment
based on the player’s biofeedback. With all other methods and instruments alike,
will there be a difference in engagement, play time, and most importantly, learning
outcomes? Provided the results are promising, the third phase of the study will
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Fig. 12 Normalized stress readings from the Emotiv Insight while playing Brute Force

broaden to other cybersecurity games, including Space Scams, to test generaliz-
ability of the results.
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SMAD: A Configurable and Extensible
Low-Level System Monitoring
and Anomaly Detection Framework

Basel Sababa, Karlen Avogian, Ioanna Dionysiou, and Harald Gjermundrod

1 Introduction

The global proliferation of technology has introduced new security challenges
that span the devices themselves, their communication channels, and the systems
that are connected to. Preventing security breaches in such a heterogeneous and
diverse environment is nontrivial, despite the abundance of security products and
technologies in the market, as the attack surface is simply too broad. The frequency
of cyber attacks is increasing dramatically and organizations from both public and
private sectors are struggling to identify and respond to those security breaches.
Over the last few years, several instances of security breaches were brought to light
with at least one thing in common: the response time was too long. According
to the 2019 IBM Cost of a Data Breach report [1], the mean-time-to-identify
(MTTI) a breach in 2019 was 206 days and the mean-time-to-contain (MTTC)
was 73 days, with a notable 4.9% increase over the 2018 breach lifecycle. Taking
into account these facts, one should expect that the security parameter of a system
will be penetrated by an unauthorized party at some point, and the goal must be to
identify the incident as quickly as possible and respond effectively. It is therefore of
paramount importance to provide adequate practical training to the next-generation
security experts, preferably using real data from past security incidents.

The identification of the security attacks relies on technological and human fac-
tors; the former one being the security tools that are integrated in the organization’s
network infrastructure and the latter one being the in-house security and system
administrators who have the ultimate responsibility of all decision-making. Defense
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in depth, a multilayered approach that supports defensive mechanisms on various
layers, is a popular approach to protect the network. However, the vast majority of
the deployed security technologies focus on external attempts of bypassing the front
lines of the system defense plan, without considering internal attacks orchestrated
by individuals who are authorized users abusing their system privileges. As far as the
human factor is concerned, it is generally argued that people are the weakest link in
the information security chain. Rather than scanning and exploiting vulnerabilities
in the deployed technology, it is comparatively easier to surpass the defenses of
the human endpoints in the security chain using low tech but still sophisticated
approaches such as phishing and social engineering.

This chapter proposes SMAD, a configurable and extensible System Monitoring
and Anomaly Detection framework based on Sysdig, which monitors kernel and
system resources data (e.g., system calls, network connections, process info) based
on user-defined configurations that initiate nonintrusive actions when alerts are
triggered. SMAD is envisioned to be used not only by security-enthusiastic students
with some technical skills to track their local Linux server health but also by
university instructors who want to leverage the practical dimension of their security
courses with the introduction of novel low-level system security monitoring tools.
Monitoring raw kernel and system resources data is a tedious and error-prone task,
if done manually. SMAD eases this overwhelming task by allowing users launching
several system monitors via SMAD in a user-intuitive manner, alerting him/her
on any unexpected behavior based on user-defined metrics, including CPU usage,
directories visited, system errors, commands executed, HTTP requests, IP addresses
connected to the system, and files opened. Furthermore, once an alert is triggered,
raw data capturing could be initiated for a specified time period, giving the student
the opportunity to correlate the alert triggering to the actual activities taking place
in the kernel.

The rest of the chapter is organized as follows: Sect. 2 describes related research
efforts on system monitoring. Section 3 presents the SMAD framework, followed
by its experimental evaluation in Sect. 4. Section 5 discusses the value of SMAD in
cybersecurity education. Section 6 concludes with future directions.

2 Related Work

System monitoring typically includes installing a surveillance software on a system,
usually running as a background process monitoring the system’s resources and per-
formance, on the lookout for deviations from normal behavior. It runs concurrently
with and independently from other types of system monitoring, such as operating
system monitoring. In the event of unexpected behavior, alerts or notifications are
sent to the system administrator. It is crucial to support system monitoring in real
time while intrusive activities are in progress to minimize and/or contain the damage
[2] as it leverages the user ability to control and maintain the monitored system [3].
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There exist several academic and open source security-related system monitoring
approaches as well as commercial solutions. Starting with the noncommercial
approaches, Swatchdog [4] (formally known as Swatch [5]) is a log file monitoring
system designed to address the challenges faced by system administrator when
monitoring numerous servers continuously and simultaneously. Linux is configured
to log security information to a central logging host system. In order to keep
the system administrator from being overwhelmed by the size of logged data,
Swatchdog monitors the log files and filters out unwanted and redundant data and
supports an action system where an action is executed after filtering, specified by
the user from a list of possible actions.

Haystack [6], a system designed to detect intrusions in air force computer
systems, analyzes audit trail files daily, searching for user activity and comparing it
against predefined security constraints and normal behavior models. The application
generates a report that summarizes the activities analyzed. These reports can be
analyzed by system administrators in order to locate possible intrusions.

Finally, Graph-based Intrusion Detection System (GrIDS) [7] is a system
designed to monitor and analyze network activity on TCP/IP networks with
thousands of hosts and possibly detect large-scale attacks. The application collects
activities of individual computers and the networks among them, which are then
aggregated into activity graphs. By analyzing various characteristics of these activity
graphs, the application is able to automatically detect and report any network attacks
that are happening in near real time.

There are other system monitoring tools that are not security oriented. For exam-
ple, Benini et al. [8] have designed a system monitoring tool used for supporting
dynamic power management in computers with tight power constraints. This is
accomplished by monitoring and analyzing power consumption and dissipation on
a device. The tool collects data on the use of system resources such as disks, CPU,
keyboard, and mouse and analyzes the power consumption.

Commercial solutions also exist that monitor system activity either locally or on
a cloud infrastructure. Nagios XI log monitoring system [9] integrates Swatchdog in
a commercial enterprise IT infrastructure monitoring solution. Similarly, IBM [10]
provides cloud monitoring using Sysdig [11] to collect monitoring data.

3 SMAD: System Monitoring and Anomaly Detection
Framework

This section presents the design and functionality of SMAD,1 an extensible
framework for monitoring the state and various activities of a Linux server in an
intuitive way. The SMAD framework could be perceived as a wrapper to Sysdig,
therefore a brief overview of Sysdig is also given.

1The source code of the SMAD prototype can be found in Github repository https://github.com/
kosnet2/sad

https://github.com/kosnet2/sad
https://github.com/kosnet2/sad
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Sysdig Overview

Sysdig [11] is an open source, command-line utility for capturing all system calls
residing within the Linux kernel. It could be perceived as the Wireshark for the end
system. Every time an installed application performs a privileged operation (e.g.,
open/read file, open network port, read/write to any device), it invokes a system call
that executes the operation on the behalf of the user’s process. Capturing all invoked
system calls could be viewed as passive sniffing of all the operations performed
within the server. A subset of the Linux monitoring and debugging tasks that are
bundled by Sysdig is {strace, tcpdump, netstat, htop, iftop, lsof }. Additional features
of Sysdig include provision of chisels (lightweight Lua scripts) for processing
captured system events, provision of simple filtering of output, support of system
and application tracing, and support of Linux server attack analysis features for
ethical hackers.

The large number of the executed system calls would quickly overwhelm the
system, with respect to both processing time and storage. As a countermeasure,
Sysdig supports the configuration of filters in order to capture specific system calls
or a subset of them. In this way, the filtered events are those of interest to the
user. However, on the downside, it is nontrivial to formulate the appropriate filters
tailored to the deployment, usage, and threat landscape of the specific server. There
are commercial solutions that provide intuitive user interfaces for monitoring large
deployments of servers (as well as container deployment) using Sysdig. An example
is the Sysdig Monitor Dashboard [12] developed by Sysdig, a commercial product
targeted for enterprises deploying applications in cloud infrastructures. Similarly,
IBM offers a front end to Sysdig [10] as part of its BlueMadator product [13].

SMAD in a Nutshell

The System Monitoring and Anomaly Detection (SMAD) framework is a modular
framework that acts as a front end for Sysdig, utilized by a user possessing
the required technical skills to monitor a personal server. SMAD’s user-centric
approach provides an intuitive environment to configure and operate a set of
monitors, including start/stop operations, adding alerts to monitors whenever user-
defined conditions are met, and capturing all system events for a specified time
duration upon an alert trigger (optional action). The inspection and analysis of
the captured log files are nontrivial and could overwhelm the novice system
administrator. One of the goals of SMAD is to introduce the amateur user into low-
level system events, acquiring and/or expanding their knowledge and skill set on the
low-level operation of a system. To this end, a new SMAD component is currently
under development for visualizing and/or graphically representing captured system
activity. More details on SMAD functionality can be found in [14].
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Fig. 1 SMAD components’ workflow

SMAD Components

The SMAD baseline components along with the workflow of the system are
illustrated in Fig. 1. The User interacts with the User Interface to issue commands
(the command set is discussed in detail in the next subsections). The system executes
the actions needed to fulfill the user’s request, rendering the graphical interface
with the execution output. If the stop/start monitor commands are issued, the User
Interface interacts with the Monitoring Sensor that carries out the necessary actions.
In the case where an event capture is attached to an alert trigger, the Monitoring
Sensor starts storing events to Capture Files, based on the user-defined settings. The
logged data is available for further analysis.

SMAD is extensible, supporting the integration of new components to provide
additional functionality to the user. For example, one could develop a module that
transforms the nonintrusive nature of SMAD into an active one by reacting to the
alert trigger using actions other than event capturing, such as kill a process or close a
port. The two baseline components, Monitoring Sensor and User Interface, are now
presented in more detail.

Monitoring Sensor Component

The Monitoring Sensor component is a wrapper for Sysdig, executing Sysdig
commands with the appropriate arguments that are automatically generated based
on the user’s preferences and selections set using the User Interface.

As mentioned earlier, SMAD supports a notification mechanism via alerts. An
alert is assigned to a particular monitor and its configuration profile includes the
metrics to be monitored, the user notification method, and whether or not event
capturing upon triggering is required. The cumbersome task of setting the desired
metrics and their parameters is alleviated by the user-centric approach of SMAD that
allows the specification of metrics to be done in a user-friendly and intuitive manner
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Fig. 2 Monitoring Sensor component

while converting them to the appropriate Sysdig commands. The Monitoring Sensor
maintains a list of running monitors and automatically detects alerts for its running
monitors and starts observing the monitor output according to the metrics in the
alert configuration profile. Figure 2 illustrates the Monitoring Sensor process.

User Interface Component

The User Interface module was created using PyQt5, a Python-binding of the cross-
platform GUI toolkit Qt [15]. It consists of three primary pages, namely, Monitors,
Alerts, and Notifications, as shown in Fig. 3. These pages are now described in more
detail.

Monitors Page

Monitors is the main SMAD page, responsible for managing monitors. A taxonomy
of monitors is inherent in SMAD as it supports five monitor categories (CPU &
Processes, Performance & Errors, Network, Security, and Application), and each
category is represented in its own tab, as shown in Fig. 3. The monitor taxonomy
was devised by taking into consideration usage scenarios for the target SMAD user.
An easy-to-use technique to specify arguments is supported that allows monitor
customization to meet the user’s needs. Additional monitors could be added to each
category as this taxonomy serves as a starting point to further extend the system.

Within each category, the user selects the monitors he/she would like to start by
clicking on a checkbox. There are two types of monitors, one that requires further
user input and another one that is self-contained. In the former type, no alerts are
required to be configured and attached to the monitor. Clicking the “Start Monitors”
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Fig. 3 Monitors: CPU & Processes tab

button launches Sysdig instances running as background processes. At the same
time, the Running Monitors list is updated to include the newly launched monitors.
The “Stop Monitor” button kills the process running the selected monitor and gets
removed from the list.

As mentioned earlier, there are five monitor categories. Starting with the CPU
& Process monitor category, as shown in Fig. 3, it consists of two monitors. The
first monitor observes the output of a specific process, where the user specifies the
process to be monitored. Once the monitor starts, the specified process is monitored.

The second one keeps track of the top CPU-consuming processes, requiring no
further user input. However, unlike the previous monitor, this monitor will not start
immediately the monitoring, but it rather waits for an alert to be triggered to do so.
The user must specify a metric for the allowed CPU percentage consumption that a
process must exceed in order to trigger the alert (see Fig. 8).

Figure 4 shows the Performance & Errors monitor category, supporting six
monitors, as listed below:

1. Monitor to show all failed open file operations by given processes (this monitor
requires user input but not an alert specification)

2. Monitor to observe system calls returning the most errors
3. Monitor to show files with the most input/output errors
4. Monitor to observe processes with the most input/output errors
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Fig. 4 Monitors:
Performance & Errors tab

5. Monitor to observe files where the system has spent the most time
6. Monitor to observe system calls where the system has spent the most time

These monitors could be used to detect system misbehavior or sluggish perfor-
mance, allowing to narrow down the root of the problem. Additionally, they could
be used to assess whether or not current applications running on the system generate
an abnormally high number of faults, probing the user to investigate alternative
applications to execute the specific task.

Proceeding with the Network category, shown in Fig. 5, the monitors comprising
it are the following:

1. Monitor for network data exchanged for given IP addresses
2. Monitor for the network connections that consume the most bandwidth
3. Monitor for the processes that consume the most bandwidth

The last two monitors require an alert configuration with regards to bandwidth
(see Fig. 10), triggering an alert when a threshold is reached.

The Security category is arguably the most important one (shown in Fig. 6). It
contains three monitors that do not require alerts:

1. Monitor to show all the commands that are being executed by a user logged into
the system

2. Monitor to show all the directories that a user is visiting
3. Monitor to display all file open operations that occur inside the mentioned

directories
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Fig. 5 Monitors: Network
tab

Fig. 6 Monitors: Security tab



28 B. Sababa et al.

Fig. 7 Monitors: Application
tab

The launch of the security monitors allows a user to monitor the actual operations
executed by a running application/service and detect misuse of resources, for
example perform read/copy operations on files that it shouldn’t need to access or
open the file that will access a camera or microphone (if present).

Figure 7 shows the two monitors of the Application category. The first monitor
shows all HTTP requests made to the system depending on the type of request that
the user wants. The second one displays all SQL queries made to the system of
the specified type that the user chooses. The Application monitors complement the
Security monitors as they also monitor the activity of an application, but they can
also be used to debug and evaluate what and how a specific application is performing
its functionality.

Alerts Page

The Alerts page is responsible for the alert configuration. An alert is a set of
parameters attached to a specific monitor already running. Some monitors will not
start monitoring events until at least one alert is attached to it since they require the
metric from the alert specification profile. A metric violation yields an automatic
notification posted on the Notifications page as well as initiating the capturing of
events, if capturing is enabled for this alert. The alert parameters are as follows:
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Fig. 8 Alerts: Number metric

1. Monitor it is assigned to
2. Metric to be monitored (number, time, size)

Figure 8 shows the alert configuration to be attached to the cpu_top_processes
monitor. This alert utilizes a number metric representing a percentage. It triggers
the specific monitor to start observing processes that exceed 50% CPU usage.
Additionally, once triggered, it initiates capturing of all events for the duration
of 10 s (user-customized setting) and save them to the user-specified file. The file
contents could be analyzed at a later time to derive useful information. SMAD only
allows the configuration of error-prone alerts as it supplies the metrics along with
the permitted operations (e.g. <, >, =) on them as well as checking that the value is
within a valid range.

Figure 9 presents an alert that uses the time metric, where time could be specified
in four time units. The user specifies the desired time using his/her preferred time
unit and the application handles any unit conversion, if needed. The alert is attached
to the errors_files_most_time_spent monitor and gets triggered when a file has been
used for more than 4 μs. The alert also triggers a 20-s capture session saved to the
file time_spent.

The third and final type of metric is size, in terms of data. There are four
units available, namely, byte, kilobyte, megabyte, and gigabyte. Similar to the
time metric, the user is free to use any size unit and the application will handle
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Fig. 9 Alerts: Time metric

Fig. 10 Alerts: Size metric

the conversions. In the example shown in Fig. 10 an alert is attached to the
network_top_processes_bandwidth monitor and gets triggered when the bandwidth
exceeds 20 MB. It also starts capturing events for 80 s after the metric violation.
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Fig. 11 Notifications tab

Notifications Page

The Notifications page displays events that have violated an alert’s metric.
The information shown is the alert responsible for the anomaly event, the date
and time of the alert triggering, other information relevant to the event, and the
name of the capture file if capturing was enabled for that alert.

In Fig. 11, one monitor is currently running that observes errors resulting from
system calls. This monitor has only one alert attached with a metric to alert the user
when the number of errors exceeds 50. In this case, the details provided are the
number of errors and the system call where the errors originated from. The File
name field is empty because capturing was not enabled by the user.

4 SMAD Experimental Evaluation

Three different evaluation tests were conducted to assess the SMAD system: stress
testing, functionality testing, and vulnerability assessment.

Stress Testing

The stress testing was performed to assess the overhead of SMAD on the machine
it runs. SMAD was tested under heavy workload with multiple monitors running,
each with multiple configured alerts. The stress testing experiment was performed
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Table 1 SMAD stress
testing results

Number of monitors CPU usage (%)

1 1
2 5
3 12
5 25
10 59
15 91
20 100

on an Ubuntu 18.04 operating system running on a VirtualBox virtual machine.
The machine running the virtual machine had an x64-based processor Intel Core i5-
9300H with 2.40 GHz frequency and 8 GB RAM. The virtual machine was restricted
to only 2 GB RAM and 4 out of 8 cores.

Table 1 shows the findings of the experiment and the impact on the machine’s
CPU usage. Two alerts were attached per running monitor. Based on the findings,
at 15 monitors, the application was heavily slowed down but was still functional.
At 20 monitors, the application ultimately consumed the full capacity of the CPU.
Therefore, it is not recommended to exceed 10 monitors running simultaneously.

Functionality Testing

A test was designed to detect server misuse by an authorized user with limited
privileges. The default settings on a Linux server assigns the user group read access
(but not write access) to various system files like the etc/passwd file in order to
perform their assigned tasks. However, if a user manually browses contents of
specific files, it may be considered a suspicious activity and could be part of an
insider attack.

Monitors were configured to observe high-risk locations and resources for
potential misuse by insider attackers, who had already authorized accounts on the
server. The following monitors were launched:

1. Observe files where most time has been spent
2. Show network data exchanged with server with a 10-s capturing
3. Show all directories visited by users with a 30-s capturing

At the beginning of the experiment, there were no notable captured events
that required further analysis. After some time, an alert was triggered and a post
notification shown on the Notifications list indicated that a user accessed the /etc
directory that contains system configuration files that a normal user should not need
to access directly. This incident on its own does not indicate malicious activity but
prompted a further investigation of the captured events after the alert was triggered.
It was discovered that the user read the contents of the etc/passwd file using the cat



SMAD: A Configurable and Extensible Low-Level System Monitoring. . . 33

command and this activity could be part of the reconnaissance phase of an attack.
Figure 12 shows a snapshot of the captured file that logged the user activity.

Vulnerability Assessment

The goal of the vulnerability assessment was to uncover ways that SMAD could
be exploited. It was discovered that SMAD was vulnerable to command injection,
giving a malicious user access to the system. In particular, a number of text fields
used for monitor configuration are subject to this attack. However, a user must be
permitted to enter data into these fields, otherwise the capabilities of SMAD would
be limited. For example, a user would not be able to specify a specific process, user,
or IP address to monitor.

The countermeasure against command injection is the filtering of special char-
acters from the user input, whose presence could indicate a command injection. If
those characters are present, the input is discarded, as shown in the regex below:

if re.search(’[&|;#$]’, line):
return False

Fig. 12 Snapshot of captured data
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5 SMAD Role in Cybersecurity Education

SMAD could play a vital role in formal education with its subject-oriented
structured curricula, while at the same time SMAD educational benefits could also
be perceived in a nonformal education setting via flexible adult self-learning.

SMAD in Formal Education

Technology integration in course curricula could extend learning in powerful ways,
demonstrating the application of theoretical concepts in practice. There is a plethora
of cybersecurity tools and technologies that could be embedded in university
courses, envisioning to develop multiskilled competent security practitioners. The
SMAD framework could be an integral part of any security-oriented undergradu-
ate/graduate course that aims in providing students with the sought-after technical
knowledge and skills in cybersecurity system monitoring.

If one of the learning objectives of a security program were to also train the
students to defend against zero-day vulnerabilities and novel attack techniques,
then it would be imperative to comprehend the internal functionality of the security
tools, moving aside the black-box practice of using tools and instead delve into
the technical specifications of the tool modules. Educators often find it challenging
to demonstrate low-level attack vectors and interactions that allow an attacker to
circumvent the defense lines of a system to accomplish his/her mission (password
cracking, file exfiltration, privilege escalation, backdoor installation, process manip-
ulation, to just name a few). The current practice usually involves demonstration
of point-and-click tools (usually GUI-based tools), low-level command-line com-
mands/scripts (potential shell scripts in hex), rules files (for tools that support this),
and log files. SMAD bridges the gap of black-box and white-box paradigms by
using a point-and-click approach while at the same time uncovering what takes
place underneath the hood (in the SMAD case, the kernel). Educators who use
SMAD allow their students to gradually move from the point-and-click approach
toward script environments, grasping the full technical profile of numerous attack
scenarios.

Four SMAD-based scenarios, appropriate for the current laboratory part of a
security course, are presented next. Each scenario is assigned a tentative level
of difficulty based on the authors’ experience teaching security courses, ranging
from introductory courses (e.g., computer security, network security) to advanced
graduate courses (ethical hacking, cyber warfare). It is strongly recommended
that the course instructor prepares virtual machines (depending on the scenario)
with known vulnerabilities to allow the students experiment in a secure testing
environment, providing protection of operating within a sandbox environment to
avoid accidental security incidents originating from the testing environment to an
outside host.
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Scenario 1: Capture the Intruder (Level of Difficulty—Easy)

One of the learning objectives of security courses covering topics related to system
defenses and countermeasures against internal and external attacks is to expose the
student in various attack methodologies. Ideally, the theoretical aspects of these
methodologies should be demonstrated in practice in order for the student to acquire
the practical dimension of the aforementioned methodologies.

The course instructor is taking an active role in this scenario and prepares a set
of exercises following the capture-the-intruder style, where each exercise clearly
states the service/resource/account the student is supposed to monitor using SMAD.
The student is responsible for configuring the appropriate SMAD monitors, setting
the event capture option on whenever an alert is triggered, and to monitor the
assigned service/resource/account. The instructor decides when to launch the attack
and executes the attack. Unlike other intrusion detection tools, SMAD logs all
system calls once an intrusion is detected, giving the opportunity to the student
to investigate the various system interactions once a threat is realized into an attack.
The analysis of the captured system call set could yield an attack profile that the
student could map into the various phases of an attack methodology.

Scenario 2: Red/Blue Team Exercise (Level of Difficulty—Medium)

This scenario is similar to the first one, with the main difference being that the course
instructor has an observer/monitor role, who clearly sets the boundaries before
the attack exercises commence. Students form red and blue teams, with the red
team preparing an attack using penetration testing tools and/or attack frameworks
whereas the blue team prepares the lines of defense using SMAD. It is recommended
to hold two different exercises, allowing students to assume both red and blue team
roles.

Scenario 3: Dissection of Malware (Level of Difficulty—High)

The postmortem analysis of an attack offers a useful insight into the attack pathway,
allowing the formulation of an attack profile that could be utilized to detect (and
perhaps prevent) future attacks based on the same or similar profile. The dissection
of malicious code is challenging and nontrivial, going beyond the scope of most
security courses. SMAD could be used to introduce the concept of the anatomy of
an attack by running a malware in the sandbox test environment and studying the
sequence of system calls (including their arguments) that were executed while the
malware was running. The student should be able not only to form a timeline of the
malware-related system calls but also determine what vulnerability was exploited,
and how and when was it exploited. Depending on the level of the course and
its learning objectives, the instructor could provide a set of malware, spanning
relatively benign ones to more sophisticated ones.
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Scenario 4: Extending SMAD (Level of Difficulty—High)

In general, graduate-level security courses focus on current trends and new research
developments. Students interested in low-level security monitoring could extend
SMAD and contribute their modules to the SMAD community. It is up to the
instructor’s discretion to decide what module could be developed. The instructor
could also contact the authors, who could provide a list of potential modules.

SMAD in Nonformal Education

A nonformal education learner discovers and acquires skills and knowledge from
nonformal activities, outside the educational institution, usually while being part
of the workforce. It is not uncommon for nonstudents with technical skills to
experiment at home on their personal Linux servers, trying to synthesize theory
and practice on their own. There are several sources of learning cybersecurity in
an environment that diminishes the contact of instructor and student, including the
massive open online courses offered by online learning platforms such as Udemy,
Coursera, and Lynda and the tutorial-style video clips posted on online platforms
such as YouTube. Users pursuing nonformal education are interested in obtaining
knowledge or enhancing their current knowledge on a specific topic, without being
concerned about accreditation and/or certificates of any sort. Below are ways that
SMAD could contribute toward nonformal learning in cybersecurity.

SMAD-Based Security Monitoring Tutorials

SMAD is an ideal tool to use for developing short tutorials that demonstrate the
attack methodology followed to exploit a known vulnerability, while at the same
time present the actual technical details throughout the lifetime of the attack. It is
challenging to deliver interesting and user-intuitive tutorials using the command-line
interface. SMAD’s graphical-based configuration of the command-line interface
commands creates a learning environment that is more intuitive to the aver-
age learner. It is recommended in the tutorial to follow the sequence of steps as
shown below:

1. Configure SMAD monitors that are triggered accordingly once the exploit is
launched on the SMAD host, making sure to activate the event-capturing option.

2. Run the exploit and observe how/when SMAD alerts are triggered.
3. Use the terminal-style interaction to view the captured log files and determine

from the system call sequence when and how the vulnerability was exploited.
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SMAD Interest Communities

Open source software greatly benefits through the community, an ad hoc group
of contributors that inspect, modify, and enhance the software. It is environed that
SMAD will attract the creation of two different communities to

1. Enhance its source code: Contributors belonging to this community advance the
SMAD framework via submission of new modules or improved ones. This is
a well-established activity in the open source community, with the source code
hosted in a repository and contributions get accepted as long as they comply with
the project’s guidelines.

2. Enhance its use: Contributors in this community develop/configure VMs with
different vulnerabilities or interesting misconfigurations along with guidelines
of how an instructor or self-taught learner could use the specific VM in an
educational/training session. This community is as equally important as the
first one, but unfortunately it is underrepresented and not streamlined as the
source-code contribution community. Lecturers/trainers/tutors spend a signifi-
cant amount of time developing training material, including getting the systems
configured/customized in order to demonstrate a particular topic. This work is
mostly not shared back with the community. This practice could change, espe-
cially now with the rapid uptake of using virtualized environments (including
droplets). Freemium models may also be appropriate alternatives for this sharing
in order to motivate the contributions.

6 Conclusion

This chapter presented SMAD, a novel framework that monitors kernel and system
resources data (e.g., system calls, network connections, process info) based on user-
defined configurations that initiate nonintrusive actions when alerts are triggered.
The user-centric SMAD environment allows the specifications of monitors and
alerts to be done in a free-of-errors manner. A prototype system based on the
framework was evaluated and its performance was assessed, yielding promising
results. The only drawback of the system is that the amount of information that
is captured might be overwhelming, making it tedious to browse and analyze the
captured data. For example, the average capture file size generated after running a
60-s capture is 9 MB. A new SMAD component is currently under development for
visualizing and/or graphically representing captured system activity and integrate
this output with the Falco security system [16].

SMAD is also a security educational tool and its intended usage is by educators
who want to leverage the practical aspect of their security courses as well as by
students who wish to monitor the health of Linux servers. As technology integration
in course curricula could extend learning in powerful ways, demonstrating the
application of theoretical concepts in practice, SMAD could be part of any
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security-related undergraduate and graduate course. The easy-to-configure nature
of SMAD makes it an ideal introductory tool to low-level security monitoring,
allowing students to experiment with alert configuration based on low-level system
commands and properties, view and analyze system activity upon alert triggering,
and add new functionality by extending SMAD with new modules.
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Thinking Outside the Box: Using Escape
Room Games to Increase Interest
in Cyber Security

Suzanne Mello-Stark, MaryAnn VanValkenburg, and Emily Hao

1 Background

For the past 5 years, we have directed a GenCyber [1] cyber security summer
camp for rising high school juniors and seniors. The camp was located at Worcester
Polytechnic Institute (WPI) for the first four summers and at Rhode Island College
(RIC) last summer. Sponsored jointly by the National Security Agency’s National
Cryptologic School and the National Science Foundation, a critical goal of the camp
is to supply much-needed cyber security training, at no cost, to K–12 teachers and
students. More importantly, the camps are meant to pique the camper’s interest and
inspire them to further explore careers in cyber security.

Although the GenCyber camp has specific goals, each camp director creates
the curricula and designs the format for the camp. Our camp currently runs for
five consecutive weekdays from 8 am to 4:30 pm. The lab used is a traditional
classroom that consists of ~30 personal computers. During camp week, there are
30 h of instruction in cybersecurity and 10 h in other related activities, such as how
to write a resume, listening to an invited speaker, or learning an outside game.

Our cyber security program consists of mostly hands-on activities with very little
lecture. Many games were invented for the camp. We have scavenger hunts, puzzles
to solve, and ice breaker games. In the “Amazing Crypto Race” game, teams are
given a set of encrypted clues to decipher. Each clue leads them to another part of
campus to find the next clue. As teams return to home base, they win prizes.
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We used Raspberry PIs [2] to illustrate building a computer from scratch. We
utilized Virtual Box [3] to create a virtual environment that consisted of three
cloned Kali Linux [4] machines where students could practice with networking
tools such as NMAP, Ping, and Wireshark, and observe hacking techniques safely.
Students used John the Ripper to learn password cracking (and therefore creating
safe password) techniques. Students also learned enough Python to create a fun
Mad Lib program to share with each other.

One of the favorite games we developed was the Escape Room. The Escape
Room is a fun social activity where the participants have to problem solve their way
out of a situation. It holds their attention because they are trying to solve a mystery.
It can be used to assess whether or not students learned the material as well as they
mastered other soft skills, such as teamwork and patience. Escape Rooms are an
innovative way to assess whether or not students learn material and also to teach
cybersecurity principles.

2 Escape Room Mutations

In our first Escape Room iteration, we turned a conference room into a physical
escape room.

We hid letters around the room that when pieced together, spelled a common
cyber security idiom (originally from Sun Tzu’s Art of War), “Know your Enemy.”
Some of the letters were hidden in plain sight in graphics on the walls. We had a
checkerboard with glued down pieces, when tipped over spelled out a letter. We had
letters highlighted in books that were scattered around the room. We also had a few
puzzles that earned you a letter. We ran teams of five through the room, timed them,
and then interviewed them about their experiences. It was fun, but hard to scale or
move. Although it exercised teamwork, it didn’t teach much of anything else.

In our next iteration, we decided to create something on a smaller scale that we
could easily set up and move around. We wanted to teach cyber security concepts
and create something uncomplicated, that teachers with no cyber security experience
would be comfortable using with their students. At the same time, we wanted a
challenge for students that would be fun and exciting and would also really show
them that they learned something without being intimidating. We settled on the
Escape the Briefcase game that uses simple ciphers from classic cryptography and
the cyber security concept of least privilege. We will describe these cyber security
concepts in detail in the next section.

We were then invited to hold a workshop on using escape rooms as a teaching
method at Women in Cybersecurity (WiCyS) 2018 [5]. We again ran into the issue of
scalability. How could we bring enough briefcases for everyone to play? We created
a card game that simulated the Escape the Briefcase game. The card game has the
same puzzles but can be played using a set of cards. Players enter their answers into
Python scripts to see if they are correct. Both versions of this game were featured at
the 2018 USENIX Workshop on Advances in Security Education [6].
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Students and professors from other universities have taken an interest in both
versions of the game. The card game has been turned into an IOS application as part
of a graphic design project by Cole Weinhauer at The George Washington University
under the direction of Professor Emeritus Shelly Heller [7]. The physical Escape
the Suitcase game has morphed into Escape the Luggage and Escape the Purse at
other universities. It also has been used at many GenCyber cybersecurity camps
around the country. We were the proud winner of the National Cyber Watch Center’s
Innovation in Cybersecurity Education for 2019 [8].

3 Skills Learned

Throughout history, concerns for privacy and secrecy have prompted the need
for concealment, ciphers, and codes. Encryption uses a cipher to take an original
message called a plain text and obscures it to an unrecognizable message called
a “cipher text.” According to Simon Singh, author of The Code Book [9], codes
are constantly under attack by code breakers and have been for thousands of years.
Studying classic cryptography enforces one of the basic tenets of cyber security
which is to assume the code breaker has the code. In this game we chose the
following ciphers and cyber security principles:

Caesar Cipher: It is documented in Suetonius’ Lives of the Caesars LVI (AD
75–150) [10] that Caesar used a basic substitution cipher to send important military
messages. The cipher was a simple shift of three characters as follows:

Plain text: A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

Cipher text: D E F G H I J K L M N O P Q R S T U V W X Y Z A B C

The encryption of the plain text message, “CYBERSECURITY” results in the
cipher text, “FBEHUVHFXULWB.”

Rail Fence Cipher: The rail fence cipher is an example of a transposition cipher,
where the plaintext characters are permuted in some way previously agreed upon
by the sender and receiver [10]. For the rail fence cipher, your message is written
in a zigzag pattern, and then the cipher is given by reading across the columns. The
plaintext is written upon a table of an agreed upon number of rows and columns as
follows:

R I F N E
A L E C

The ciphertext is RIFNERALEC for this example.
Mixed Alphabet Cipher: The mixed alphabet cipher is a monoalphabetic cipher

where one letter substitutes for another letter and the substitution is agreed upon by
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the senders and receivers. In our puzzle, we provide the substitution (Figs. 13 and
14), but this is a popular jumble game that you can find in many newspapers.

Steganography: Steganography is hiding a message inside a message. On the
surface, you don’t know that there is a message being concealed. We provide a
letter that looks like an ordinary letter to a friend, but when you discover that there
is a set of code words, a new message is uncovered (Figs. 8 and 9).

Least Privilege: A person should only be given the privileges they need to
complete the task [11]. In our game, once the first puzzle is solved, all the other
puzzles are exposed.

Strong Passwords: This game demonstrates several examples of weak passwords.
Passwords that are easy to guess and passwords that are left in plain site are used.

Soft Skills: Teamwork and patience are among the soft skills that are needed to
successful solve the mystery. We set a strict time limit on our game and obfuscated
the clues to ensure that it was infeasible for one person to complete the puzzles
alone.

4 Teaching Strategies

Puzzle-based learning is an accepted training method in cyber security where it
is important to learn to think outside the box. The escape room game supplies a
noncompetitive alternative to the capture the flag game. Our version is easy for
teachers to implement and can be a challenge for students to master. The game
can be used to apply problem-based learning techniques for learning by doing,
multimodal learning, or assessment approaches.

Learning by doing or trial and error are fundamental methods of problem-
solving. Since we supply all the necessary clues to solve the puzzles in the game
itself, it can easily be used as a standalone activity in the classroom. Multimodal
learning is when students are introduced to a topic in several different ways. Escape
room games can be used in addition to short explanatory lectures or other activities
to reinforce the material.

It has been shown in similar science-based disciplines that people learn best when
they are engaged in an activity [12] and they learn best when they are given the
same material in multiple ways [13, 14]. Finally, the escape room can be used as an
assessment in place of a traditional test, although more work needs to be done in
this area.

5 Related Research

The US Naval Postgraduate School and University of Washington each inde-
pendently developed informal security-themed tabletop games in which players
collaborate as white-hat hackers [15].
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The researchers share our goals in trying to expose broader audiences to
computer security through nondigital games.

In [16], the researchers take a nondigital game, and make it digital for another
GenCyber cyber security camp. This is interesting because their approach is
opposite to ours. They also conclude that their approach is more effective in male
high school students than in female students, which also adds to our point.

In [17], there is an interesting perspective on CTFs and their perception. We
would like to compare CTFs to nondigital game play at a later date. Nondigital
games could complement CTFs and provide an easier gateway in the future.

6 The Puzzles and Their Secrets

It is a who-done-it. In this section we describe the puzzles we created and in the
interest of academics, we give away the secrets to solving each puzzle. Before
beginning, the materials needed are as follows:

• Briefcase with combination lock (6 spinning numbers)
• Computer, preferably without major functionality (to prevent distracting players)
• Phone that allows for text passwords on lock screen
• Wallet with combination lock (3 spinning numbers)
• Wristwatch
• Printed Clues to hide (Figs. 1, 2, 7, 8, 12, 13, 14, and 15)
• E-Clues (Figs. 6, 9, and 10)

There are seven puzzles to piece together and solve in the briefcase. The puzzles
can be deciphered in a number of orders, but all the puzzles must be worked out
before the entire mystery is revealed.

Puzzle 1: Briefcase Trespass

In the first puzzle, the players work together to break into a locked briefcase. They
are given just two items, the briefcase (Fig. 3) and a birthday card (Fig. 1).

To solve the puzzle, players must realize that birthdays are a common password
and are easy to crack. Using the date on the card, and the fact that the card’s recipient
turned 30 on that date, the combination on the suitcase, her birthday, 01–30–88 is
derived. This puzzle demonstrates the need for strong passwords. It also illustrates
the cyber security principle of least privilege because once inside, they have access
to the rest of the puzzles. In the briefcase, the players find a locked wallet, phone,
and computer. They also find a watch and several pieces of paper and a couple of
pens (Fig. 2).

At the start of the game, the items in the briefcase appear to be separate, unrelated
items. The players must use trial and error to piece together and find the other six
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Fig. 1 Birthday card

Fig. 2 Open briefcase
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Fig. 3 Locked briefcase

Fig. 4 Wristwatch

puzzles before successfully solving the mystery. The puzzles in the briefcase must
first be discovered by the players.

Puzzle 2: A Locked Wallet

For this puzzle, players must unite the wristwatch (Fig. 4) and the locked wallet
(Fig. 5) found in the briefcase. The puzzle is solved by trial and error and realizing
that there is a three-digit number written on the back of the watch. People often write
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Fig. 5 Locked wallet

their passwords down, so they don’t forget them. This is an opportunity to discuss
password safety. Is it safe to write your passwords down? Does it matter if you are
at home, school, or work?

The wallet holds three clues that are needed in later puzzles. A flash card that
explains the Caesar’s cipher (Fig. 7), a list of codes on yellow legal pad paper (Fig.
8), and a scrap of paper torn from a spiral notebook with an alphabet substitution
puzzle (Fig. 14) written on it.

Puzzle 3: Laptop Break-in

A locked laptop is found in the briefcase. For this puzzle, no clues are explicitly
given. To unlock the laptop, players must try the most commonly used passwords,
and “password” is the fourth most common password of 2019 according to CNN
[18].

On the home screen of the laptop, there is a letter (Fig. 9) and an e-card (Fig.
11) that are needed for later puzzles. To keep the players from going off track, it is
important to limit the items that can be explored on the laptop.

Puzzle 4: Phone Phreak

To break into the phone, players need to solve the password hint that appears on
the phone’s screen saver window (Fig. 6). The screensaver shows a Caesar cipher
decal with encrypted text, hinting that a Caesar cipher will unlock the phone. If
the players do not know how the Caesar cipher works, a flashcard is found when
the locked wallet puzzle is solved (Fig. 7). Once the phone is hacked, the phone’s
background graphic gives an explanation of a rail fence cipher (Fig. 10) that is
needed in Puzzle 6.



Thinking Outside the Box: Using Escape Room Games to Increase Interest. . . 47

Fig. 6 Screensaver

Fig. 7 Caesar cipher
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Fig. 8 Coded letter key

Fig. 9 e-Letter

The phone phreak puzzle serves as a lead in for a postgame discussion on the
history of classical ciphers and symmetric versus asymmetric cryptography.

Puzzle 5: Orange We Having Fun?

For this puzzle, players need to notice that the codes found in the wallet (Fig. 8)
are also words used in the e-letter found on the desktop (Fig. 9). Players substitute
the code words in the letter to piece together when the crime is committed. This
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Fig. 10 Rail fence cipher

Fig. 11 Birthday e-card

Fig. 12 Blank rail fence cipher

puzzle is an example of steganography. The letter alone reads like an innocent letter
between friends. But given the clues, a more sinister hidden message is revealed.

Puzzle 6: Ride the Rails

To solve this puzzle, players must pair the rail fence cipher clue (Fig. 10) with the
e-birthday card that talks about riding the rails (Fig. 11). Piecing these two clues
together shows where the crime is committed. A blank rail fence cipher is provided
without explanation in the briefcase (Fig. 12).
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Fig. 13 Alphabet cipher

Fig. 14 Alphabet puzzle

Puzzle 7: Alphabet Soup

The final puzzle is solved by using a specific alphabet substitution cipher that is
given in the briefcase (Fig. 13) to unscramble letters on a scrap of paper that is
found in the wallet (Fig. 14). This is an example of a monoalphabetic substitution
cipher. Together, this puzzle reveals who committed the crime.
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Fig. 15 Who–When–Where
card

7 Game Setup and Hiding Clues

In this section we explain how to set up the game and where to hide each clue. There
are four basic steps to setting up the game:

1. Wallet and Watch Setup: Place a version of the alphabet puzzle (Fig. 14), the
Caesar cipher key (Fig. 7) and the coded letter key (Fig. 8) in the wallet. Set the
wallet combination to “798.” Write “798” on the back of the wristwatch (Fig. 4).

2. Phone Setup: The phone needs to have a lock-screen image similar to Fig. 6. The
password on the phone needs to be “enigmamachine” (without quotes). When
the phone is unlocked, the players need to see an image similar to Fig. 10 to get
the rail fence cipher clue.

3. Laptop Setup: Any type of laptop, tablet, or hand-held device that can store files
can be used. The device needs to have the password, “password.” On the device’s
desktop, a version of the e-birthday card (Fig. 11) and the e-letter (Fig. 9) should
be stored in plain sight.

4. Brief Case Setup: Once you have all the components ready, put the watch in
a briefcase pocket and the locked wallet and locked laptop on the floor of the
briefcase. Include a version of the alphabet cipher (Fig. 13), the blank rail fence
cipher (Fig. 12), and a blank Who–When–What card (Fig. 15) in the pockets or
in folders. Add a few pens and blank notebooks for players to use, candy, and
any other items to add fun to the game. The briefcase then is ready to close and
be locked with the combination “013088.”

8 Playing the Game

To start the game, give the players (three players work best) the locked briefcase
(Fig. 3) and the birthday card from grandma (Fig. 1). When they are ready to start,
read the mission similar to the script below (Fig. 16). Set a 30-min timer (if you
wish) and watch the fun.

After the game, a postgame discussion concerning what was learned from each
puzzle will further the comprehension of the material.
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Suzanne is a foreign sleeper agent.  She has been plotting to attack a VIP.  We have been 
following her actions, but we are not yet sure how her target is, when she plans to attack and 
where it will all go down.  Your mission is to uncover these three pieces of intel: who, when and 
where.  We have created a diversion that should keep Suzanne from the room for approximately 
30 minutes.  Use this time to go through her things and gather this much needed information.  
We are counting on you!

Fig. 16 The mission

9 Conclusions

There are several future goals of this project. The most immediate goal is to measure
whether this game (a noncompetitive game) increases self-efficacy and/or interest
in studying cybersecurity. Another short-term goal is to discover ways to extend the
game pedagogy to add more security concepts. A longer-term ambition is to create
a semester-long course that consists of a comprehensive set of games, puzzles, and
activities that could substitute for a customary Introduction to Cyber Security first-
year undergraduate course.
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Information Visualization as a Method
for Cybersecurity Education

Antonio González-Torres, Mónica Hernández-Campos,
Jeferson González-Gómez, Vetria L. Byrd, and Paul Parsons

1 Introduction

Cybersecurity is employed to protect against unauthorized access to computational
resources and data of individuals and organizations. Learning about cybersecu-
rity is challenging and students can benefit from nontraditional approaches to
conveying the complexity of cybersecurity information. One such approach is
using Information Visualization (InfoVis) to visually represent content and make
learning more accessible and engaging. Using visualizations in teaching can have
benefits, including reducing cognitive load, supporting reasoning through graphical
constraining [1], enabling the interactive exploration of concepts and phenomena
[2], and improving group decision-making [3].

InfoVis offers mechanisms for the visual representation of abstract information,
including dynamic and complex phenomena (e.g., cybersecurity data), and facil-
itates an iterative process of learning through interaction with data [4]. Through
iterative and interactive process of working with data, students can analyze both his-
torical and real-time data, explore different perspectives of cybersecurity phenom-
ena, identify patterns and relationships, and draw conclusions [5]. The application
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of InfoVis to several fields [6], such as knowledge visualization, cybersecurity [5],
and software evolution [7] provides strong evidence of its value. For that reason,
organizations are considering using it in domains like business intelligence and
marketing.

Research has shown that visualizations are effective educational resources for
improving computer science education and learning [8–10], partly because students
perceive visualizations as fun and engaging, which can enhance the learning pro-
cess. InfoVis combines two factors that are associated with learning improvement
in science; on one hand, it can show both context and detail, showing components of
systems within the entire structure. On the other, it displays the behavioral changes
and processes within systems [11].

The combination of textual and visual–spatial representations can help students
understand complex processes and systems, avoiding misinterpretations that result
from textual information only [9, 12]. Furthermore, InfoVis allows learners and
teachers to interact with learning content and concept representations in the
classroom [13]. Therefore, it acts as a medium to facilitate active learning, which
is associated with a better education in higher-order thinking tasks as analysis,
synthesis, and evaluation.

The dynamic nature of InfoVis in education promotes the engagement of students
in learning activities by themselves and can provide them with feedback about their
actions and with knowledge on the process, content, and abilities. The above can
have positive effects on the attention and comprehension of participants [9] and
encourage and motivate them to keep focused [14]. Hence learners who are actively
engaged with visualization technology consistently outperform other students that
use visualization passively [15].

Overall, the use of InfoVis can respond to the need for innovative pedagogical
environments and techniques to teach cybersecurity content and, at the same time,
to engage students in the learning process [13]. In this chapter, we address some
cognitive considerations in how visualizations are processed by the human mind
according to recent findings and discuss how InfoVis can increase the effectiveness
of instructional design.

The rest of this chapter explains a methodological framework based in cognitive
and instructional factors (see Sect. 2), discusses a process for the analysis of
cybersecurity using InfoVis (see Sect. 3), provides some examples of InfoVis
applied to cybersecurity and how it can be applied to education (see Sect. 4), and
discusses the main conclusions (see Sect. 5).

2 Cognitive Principles

Teachers and students develop more competent and efficient behavior toward
information [16] when they are exposed to the resolution of complex problems that
require reflexive answers. In this context, visualizations are a useful tool because
they can engage learners in cybersecurity learning activities [8] and challenge them
to discover patterns and knowledge not visible at first glance.
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Research in the cognitive and learning sciences has demonstrated that learning
using visualizations can be more effective due to less working memory processing.
Visualizations permit learners to get insight from the relationships between elements
easier and faster than verbal and written information, and may also promote better
memorability [9, 12].

Cognitive load theory builds upon the widely accepted model of information
processing by Atkinson and Shiffrin [17] to support instructional methods for
teaching. This instructional approach considers human cognitive architecture for
facilitating learning in educational settings. It integrates knowledge on the limited
capacity of working memory, the organization of long-term memory, and the
interaction between both systems [18].

Instructional procedures based on cognitive load theory are more effective than
methods based on traditional procedures [18]. The primary assumption of Sweller
is since the amount of information that working memory can hold at one time
is limited, instructional methods should avoid overloading learning strategies [9].
According to the findings of the cited authors, the design of visualizations for
cybersecurity learning should consider the following factors:

The split attention effect and spatial contiguity principle: A goal of a
visualization is to reduce working memory load. So, the placement of visual
elements and their text labels should follow the spatial contiguity to avoid split
student attention and two separate stimuli sources. The drawback of split attention
is that it will demand more working memory resources and will reduce the learning
of the content.

The modality effect: The design of visualizations should consider auditory
descriptions, rather than a lot of written information. The use of narrations
motivates the auditory processing, and so, the visuospatial processing can manage
the key visual elements. Narrations should be short to avoid an adverse transient
information effect, and its processing occurs separately. Thus, it does not overload
the visuospatial processing, and split attention does not happen. Participants who
study with supplementary auditory explanations outperformed those presented with
supplementary on-screen texts, according to previous studies.

The redundancy effect and coherence principle: The visualization should
not include unnecessary redundant information, since the excess of information
will require more working memory resources and will affect the learning process.
Redundant visual elements hinder learning because they require unnecessary pro-
cessing in understanding the main concepts.

The signaling principle: Visualizations are more effective when elements are
included to cue their essential parts. These signals should not add unnecessary extra
embellishments such as color, zooming, or transparencies because they are assets to
reduce cognitive load and produce better memorization of the content.

The transient information effect: It predicts that highly ephemeral information
will be less effective for learning than less transient information. It is advisable to
segment the large-sized visualizations or provide the possibility for students to use
the paste facility. The time of display of the information should be large enough for
people to process it and not miss it.
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Although the previous recommendations are for visualization design, it is neces-
sary to take into consideration not only the quality of the educational resource but
the complete planning of the instructional design. Instructional theories recommend
not to present direct, explicit information to students, but rather guide them
to find the information by themselves. However, there is little confirmation of
the effectiveness of minimal guidance for students, but there exists considerable
evidence of the importance of explicit instruction [19, 20]. The use of InfoVis for
cybersecurity teaching and learning requires a well-organized guide that considers
the following:

1. The main concepts behind the visualization
2. Details of the visualization functionalities and its use
3. The interaction that occurs between elements
4. The usefulness of the visualization to solve cybersecurity challenges and the

steps to follow

Other recommendations about the design of visualizations [15, 18] that are
coherent with what has been mentioned above are the following:

1. Design visualizations according to the topic to teach and the study level in which
it will be taught.

2. Provide flexible controls to the visualization for the students to have the ability
to execute the tool both forward and backward according to their needs.

3. Add explanations to the visualizations for giving a better understanding of its
details and the knowledge that looks to transmit.

4. Implement an appropriate degree of interactivity in the visualizations so that
students can browse and discover knowledge more effectively.

5. Permit learners to use worked examples to study because they will perform better
on subsequent problems than learners who must solve the same issues, due to a
reduction in extraneous cognitive load. The assumption is that worked examples
reduce working memory load.

6. Promote collaborative learning for difficult problems where knowledge is spread
among two or more people. Collaboratively work facilitates learning and per-
forms better than studying individually.

Teachers must analyze how to implement cybersecurity visualizations when
considering the above recommendations and that the purpose of these is to use them
in security matters and decision-making but not in learning environments. So, the
use of visualizations as an educational resource that allows an efficient and effective
learning experience requires following a well-defined instructional strategy [4].

3 Instructional Design Considerations

The first step of instructional design is diagnosis and context analysis. Hence, it is
essential to gather information about the learning situation, the environment, the
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people involved, the abilities of learners, their mastery of concepts, and the level
of the course [21]. Then, the second step is the definition of the learning objective.
Once the diagnosis of the educational context is complete, it is necessary to define
the abilities of the students when the learning experience finishes.

Instructors can decide the scope of the learning strategy using the taxonomy of
Anderson and Krathwohl [22], which is a revision of the taxonomy proposed by
Bloom [23]. For example, students at the elemental level can remember and explain
cybersecurity concepts. In contrast, intermediate-level pupils can apply them to
solve problems or connect new ideas in different situations. However, students in
upper levels should evaluate options, justify decisions, or create new proposals. So,
the use of visualization for cybersecurity as an educational resource could have a
broad range of actions depending on the learning goals.

The third step is the definition of the contents. At this stage, the teacher must
locate the main contents and the subtopics that emerge from each one. This stage
defines the relationships between concepts to properly guide the process.

The fourth step consists of the definition of the learning strategy, which occurs
after defining the learning objectives, the contents, and the relation between them.
The teacher should consider that the strategy promotes the achievement of the
learning objectives. Therefore, the use of visualization can be for classroom demon-
strations, laboratory exercises, online learning, homework, pre-class exercises, and
reference material [15].

At this stage, it is necessary to remember that students must engage in active
learning activities that are easy to understand and which do not overload them of
contents. Students should answer strategic questions and even constructing their
own visualizations [24] in collaborative teams or individually.

The fifth and final step is the evaluation outcome. In this context, an important
recommendation is to create instruments to evaluate the results of the learning pro-
cess. The assessment provides the instructor with a tool to measure the performance
of the strategy and students. Learners should have access to these tools since the
beginning of the learning strategy [3].

4 Visualization and Cybersecurity

The function of InfoVis in the analysis of cybersecurity-derived data is to move ana-
lysts toward the construction of useful knowledge through an interactive discourse
with the data. It should motivate students to engage in a productive and iterative
exploration process that allows them to request additional data to the system as
they identify interesting patterns. This exploration involves browsing, filtering, and
exploring different perspectives of data in one or more visualizations until they
obtain the necessary knowledge or consider that is impossible to reach a determinate
conclusion, using the data and representations available.

InfoVis facilitates the analysis of historical and real-time cybersecurity data, for
example, related to logs, IDS and IPS signatures, email data, and malicious code.
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Fig. 1 Big Data visual analytics applied to cybersecurity data

The tools for these types of data include the use of representations as diverse as
heatmaps, dispersion graphs, radial layouts, treemaps, parallel coordinates [25],
maps, bar charts, and grids [26].

The application of InfoVis to cybersecurity data is a transformation process that
could be thought of as a funnel, where raw data is analyzed and filtered in several
steps until this is converted into knowledge. The output of the process is a reduction,
in terms of volume, of the original input, which contains all the required elements to
carry out informed decision-making. This transformation is described in Fig. 1 and
is based on the visual analytics process proposed by Gonzalez-Torres [7, 27], which
took as a basis the previous definitions formulated by other authors [28–31].

The process mentioned above involves reading data from heterogeneous data
sources, then cleaning and correlating data, carrying out the automatic analysis of
historical and real-time data, creating visualizations, and studying the relationships
between the elements involved in the results. The phases that constitute this process
are Extract, Transform, and Load (ETL); Advanced Data Analysis; and Visual
Knowledge Explorer (see Fig. 1).

ETL has the function of performing the connection and retrieval of logs from
data centers, file servers, DBMS servers, web hosting servers, cloud hosting
infrastructure, workstations, routers, firewalls, IPS devices, and switches, and also
collects data from network traffic and IoT networks operated by organizations. This
phase can take advantage of software tools such as Apache Kafka, Apache Storm,
Apache Pig, and Apache Tez. Apache Kafka works as a subscriber system composed
of producers and consumers. Producers publish data to “topics” (i.e., a “topic” is
a category name to which consumers subscribe), which could be read, cleaned,
integrated, correlated, transformed, and filtered by consumers, using Apache Storm,
Apache Tez, and Apache Pig [32, 33].
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The responsibility of the Advanced Data Analysis phase is to carry out in-
memory analysis for real-time data and execute batch processing tasks for historical
data. Real-time data might be processed by Apache Spark, which performs analysis
tasks without having to write the information directly to the hard disk, decreasing
processing times [34], whereas historical data can be handled by the latest version
available of Apache Hadoop [32]. The integration of in-memory and historical
analysis results is a complex task that has not yet been solved successfully,
despite some efforts made in this direction [35]. In this context, the most suitable
options nowadays include the use of Spark and MemSQL, which can facilitate
the comparison, integration, and query of results of real-time and historical data
analysis.

Once data has been processed, the results could be refined in the Visual
Knowledge Explorer stage. This phase is concerned with the definition of the
visualization designs and the human–computer interaction techniques needed to
support students’ interactions, and thus, it is responsible for creating the data
models, data structures, and visual mappings required to coordinate the data to be
displayed.

The function of the Visual Knowledge Explorer is to move students toward
the construction of useful knowledge. This stage makes possible a feedback loop
between the student and the system: The student explores the visualizations,
requests additional data to the system using the available interaction possibilities,
and the system provides the required data according to the availability of the proper
data models, structures, and visual mappings. The student continues to interact with
the system, browsing, filtering, and exploring different perspectives of data in one
or more visualizations until she obtains the necessary knowledge or considers that
is impossible to reach a determinate conclusion, using the data and representations
available.

There are many database options for Big Data, including SQL, Non-SQL,
NewSQL, and SQL-On-Hadoop [36]. So, it is essential to study in detail the
particular problem at hand, according to the type of data (structured, unstructured,
real-time, or historical data), and the features of the available databases for storing
and processing large volumes of data, to decide which option to choose.

5 Cybersecurity Learning Through InfoVis

Some factors cybersecurity deals with are security events, malware analysis,
network behavior, security metrics, security issues found in the source code of
programs, attack patterns, penetration testing, traffic flows, and the relationship
between any of these elements. Learning about all these factors requires time and
well-prepared instructors. So, InfoVis tools such as the Visual Knowledge Explorer
(VKE) [5] and BubbleNet [37] can be of great value for explaining some basic
concepts and their connections.
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Visual Knowledge Explorer (VKE)

A common task in security analysis is to characterize the composition of network
traffic when unusually high traffic rates are coming into the IT infrastructure. The
high traffic may be a result of an active attack or maybe a peak in transactions from
business branches or partners. The first step in determining the origin and destination
of network traffic is to use IP addresses and a map to plot their geographic locations
and obtain this information intuitively and quickly, at first glance. If the traffic does
not appear to come from a reputable origin, the protocols used (i.e., TCP, UDP,
RTP, ICMP, or other) and target ports should be determined, as well as its low-level
composition and how traffic has been classified. Furthermore, if the traffic is due to
email, the content of attachments should be analyzed to detect malicious code, study
execution traces, and identify potential system damages using specialized tools (e.g.,
Cuckoo).

Inspired by the aforementioned needs of security analysis, and the benefits of
InfoVis, VKE makes use of linked views, various interaction techniques, a color
code, a parallel node-link (PNL) visualization for characterizing the flows of traffic
details (i.e., protocols, IP addresses, ports, and traffic classification), a map to depict
the location of the sources and destinations of traffic, and a tag cloud to show
statistics on the frequency of the classification of traffic types (see video in link
https://youtu.be/ezKU1nWqoVk).

Inspired by the aforementioned needs of security analysis, and the benefits
of InfoVis, VKE makes use of linked views (see Fig. 2), various interaction
techniques, a color code, a parallel node-link (PNL) visualization (see Fig. 2a) for
characterizing the flows of traffic details (i.e., protocols, IP addresses, ports, and
traffic classification), a map to depict the location of the sources and destinations
of traffic (see Fig. 2b), and a tag cloud to show statistics on the frequency of the
classification of traffic types (see Fig. 2c).1

The list Fields Available (Fig. 3a) shows the most common fields stored by a
Snort IPS and give the possibility to instructors of explaining each one at a time
that demonstrate a convenient combination for analyzing traffic. The data displayed
by the visualizations is configurable, so students can select the variables to be used
by dragging them from a list of available fields to a list of chosen fields, as it is
shown in Fig. 3a, b. Figure 3a illustrates a student dragging a variable from the
Fields Available list to the Fields Selection list, whereas Fig. 3b display both lists
after more variables have been moved from one list to the other.

The PNL visualization characterizes traffic flows using all the variables in the
list of selected fields and permits analysts to get an insight of the correlation of
variables and to have a clearer perspective on how traffic and data are flowing in
the network. PNL depicts the network traffic flows with lines connecting colored
squares, which are placed in columns. Columns represent data categories, and
colored squares depict variables within a category. The number of columns depends

1A demo video is available at https://youtu.be/ezKU1nWqoVk.

https://youtu.be/ezKU1nWqoVk
https://youtu.be/ezKU1nWqoVk


Information Visualization as a Method for Cybersecurity Education 63

Fig. 2 InfoVis applied to cybersecurity data. (a) shows a view of the traffic flow at the protocol
level, whereas (b) displays how traffic flows between locations, and (c) illustrates the type of traffic
coursed

Fig. 3 Selection of fields depicted by the PNL visualization (a) shows the traffic fields that users
can select to depict, and (b) displays the list of data fields to represent for the type of traffic

upon the number of variables selected by students, as described before, whereas
the height of colored squares encodes the aggregated value of the corresponding
variable. The color of the squares is associated uniquely to a variable. The order
in which variables are added to the list of selected fields determines the order of
columns in the graphic.

The configuration of PNL in Fig. 4 shows six category columns: Protocol, Src IP,
Src Port, Dst IP, Dst Port, and Type. This representation permits to explain a basic
concept: traffic flows between a source and destination IP use ports is associated to
a layer 4 protocol. The interaction of the visualization permits to highlight specific
traffic flows and analyze its composition. The interaction in this visualization starts
when students click on a colored square and the tool highlights in orange the lines
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Fig. 4 Parallel node-link (PNL) visualization

that depict the traffic flows related to the variable represented by the square. Then,
students can move the mouse over a colored square, and the relevant traffic flows
are emphasized using a red line. Furthermore, students can obtain, via a tooltip,
the name of the variable associated with the square and the percentage of traffic
associated with it. Interaction with the tag cloud and the map can provide further
details of the composition of the flows, as these represent the geographic locations
and types of traffic cursed.

The PNL visualization is complemented by a map, in which colored pins
depict the sources and destinations of communications: Red pins are used to show
suspected attackers, green pins for targets, and dark blue pins for locations that could
be either a source or target of attacks. The color of the pins changes according to
the interactions performed with the PNL and the tag cloud. When selections in these
visualizations are made, the colored point in the center of pins is also changed: A
red point is used to depict suspected attackers, a green point for targets, and a gray
star for those locations that could be either a source or target of attacks.

Furthermore, the tag cloud complements the PNL visualization providing sta-
tistical information on the type of suspected threats found in communications (see
Fig. 5). The main visual elements of this visualization are the size and color of
words (the default color is red), which encode the frequency of threats classified
in the Type category (or the category that was chosen to be displayed during the
configuration phase). Thus, the higher the frequency of a word in the log data, the
greater is its size and the darker is its hue in the tag cloud.

The interaction path students can follow during analysis could start in any of
the three visualizations. Thus, several scenarios are possible, and the instructor and
students can carry out the study of different factors taking place in cybersecurity
attacks. The following scenarios are some practical examples in which an instructor
can demonstrate the functionality of VKE.
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Fig. 5 Frequency of type of security events detected

Decode source and destinations: A student wants to explore TCP traffic flows
and decode source IP addresses and target ports involved in communications. The
interaction between the student and VKE could proceed as follows:

1. The student clicks in the magenta square (TCP) in the Protocol category in the
PNL visualization.

2. Orange lines encode traffic flows in which the associated variable to that square
is participating.

3. The map highlights the involved IP addresses, coloring the pins in orange and
the red points in the center of this according to the code codification for source
and destination locations, as well as for locations which are both source and
destination.

4. PNL shows that 5 IP addresses (Src IP category) are the source of the traffic,
which is sent through 7 ports (Src Port category) to 5 destination IP addresses
(Dst IP category) and 6 ports (Dst Port category), under multiple traffic types.

5. The student is interested in the light green square in the Src IP category because
of its large size and moves the mouse over it, which results in the following
actions:

(a) A tooltip is displayed: the square is associated with the IP 202.45.65.18 and
the percentage of packets sent over the network with that IP as the traffic
source was 60.82% of the total traffic.

(b) Red lines are drawn to highlight the traffic flows in which the selected IP
address is involved.

An important detail to note is that both categories, Src IP and Dst IP, include
a light green-colored square—this signifies that the same IP address has been
used as both source and destination. Hence, most of the traffic originated in the
communications corresponds to the IP 202.45.65.18 as source (highlighted in red)
and destination (emphasized by an incoming orange line). After examining the map,
it can be concluded that the traffic destination of this IP address is in the US and that
traffic sources are in both Asia and the US.
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Fig. 6 Traffic flows according to protocols and locations (a) shows the view of the traffic flow at
the protocol level, whereas (b) displays the traffic flows between locations

The above information could be used by an analyst to discern if the incoming
traffic is being originated by legitimate branches of the organization or partners or
is coming from attackers.

Analysis of suspicious traffic: A student examines the recent traffic activity
with VKE, and it comes to her attention that the tag cloud has registered many
Trojan and malware events; thus, she decides to investigate the traffic flows and the
location of sources and destinations of traffic. Accordingly, the steps involved in this
investigation are as follows:

1. The student clicks over the word TROJAN, which is featured in yellow (see
Fig. 5).

2. The color of traffic flow lines in PNL and the pins in the map are changed to
yellow, as is illustrated in Fig. 6a, b.

3. The student examines PNL and determines that most traffic has been originated
by 202.45.65.18 which is her own IP address (represented by the light green
square) and sent over to four destinations. Furthermore, the IP address has also
received many incoming communications, according to the size of the light green
square in the Dst IP category.

4. According to the map, traffic coming into 202.45.65.18 originated in Europe (see
the yellow pin in the left side of Fig. 6b, beside the dark orange pin), whereas
the outgoing traffic was sent to two different locations in the US. Sources and
destinations are identified by a small colored point in the center of the pins, as
explained above.

5. Subsequently, the student clicks on the word MALWARE, which is painted in
dark orange color in the tag cloud, whereas the corresponding traffic flow is
rendered using the same color in PNL and the sources and destination of traffic
are represented by pins of the same color in the map.

6. The dark orange line was drawn above a yellow line, indicating that the same
traffic parties were sending and receiving Trojan attacks. However, this line
brings out a comparison of the magnitude of traffic flows involved with Trojan
and malware communications.
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7. The dark orange pins in the map contain a gray star in the center, indicating that
these locations were both sources and destinations of malware traffic.

8. Based on the information provided by VKE, the student can conclude that she is
a source and destination of traffic carrying out Trojans and malware. This may
indicate that her infrastructure was taken over by attackers to attack third-party
networks. However, an outsider analyst could also conclude that because of the
geographic location of the IP address 202.45.65.18, it is an attacker.

BubbleNet

The identification of cybersecurity data patterns, through a proper visualization
scheme, can help students understand the types of vulnerabilities and attacks in
a real-life environment. In line with the above, BubbleNet [37] is a dashboard to
discover and present patterns of real-time data, aggregated by country, day, and hour.
Through its five views, BubbleNet permits nonexpert users to learn about Denial-
of-Service (DoS) attacks and network scams.

Figure 7 shows the main view of BubbleNet and a demo video of the tool
in the following link https://bit.ly/38gMAqF. The circles or “bubbles” represent
countries; the bigger the circle, the larger the amount of data associated with the
country (i.e., number of records). The heatmap displays critical information: the
blue colors represent low deviation from normal data and the red color depicts a high

Fig. 7 Interaction with BubbleNet for investigating DoS attacks [37]

https://bit.ly/38gMAqF
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deviation. The lateral panel visualizes the patterns for specific days and hours. The
visualization permits to aggregate data from the views (time, alerts, priorities, and
categories) and study historical data pattern. Therefore, students can easily identify
abnormal situations related to possible attacks. The following is a scenario in which
students and use the tool to understand DoS attacks.

Investigate traffic latency: A network administrator received complaints about
high latency from users and suspects a DoS attack. Figure 7 shows, using numbers,
the steps followed for gathering the necessary information in BubbleNet:

1. Check the Time view (upper left corner) to filter dates with higher records. The
visualization displays these days using gray-colored bars.

2. The student selects interesting (red) time intervals with high-traffic dates.
3. Then, the map updates and the network administrator select the country or

countries with the highest amount of records, by clicking directly on them.
4. The student views the detailed information of the records by checking the Display

on-Demand view (bottom). This view contains the number of records, names, ids,
priorities, and classifiers.

The examination of each view (Fig. 7) and the careful reviewing of the historical
information from the application allow the administrator to determine whether this
is a normal situation or in fact a DoS attack.
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Part II
Curriculum Development



How to Prevent Your Smart Home Device
from Turning into a Weapon

David Zeichick

1 Introduction to Smart Home Device Security

The term Internet of Things (IoT) first appeared in 1999 and is attributed to the
British technologist Kevin Ashton [1]. He described it as physical objects that
connect to the Internet via sensors. The term has grown to include the data that
is exchanged between devices, stored in the cloud, and then analyzed [2]. Smart
home devices are a subset of IoT, referring to IoT devices used in a residence. Here
we use the term “smart home devices” instead of IoT since this project is focused on
devices found in a home. Examples of smart home devices range from smart light
bulbs that can turn on when we enter the room, smart refrigerators that remind us
that we are almost out of milk, smart doorbells that call our smart phone and allows
us to talk to the person at the front door, to the more bizarre example of soil sensors
for house plants that tweets “water me please” when they are too dry [3].

Companies are rushing to meet consumers’ growing need for smart home
devices. This rush to market by manufacturers has produced serious deficiencies
in privacy and security. This same mistake was made 20 years ago when consumers
rushed to the Internet to shop and bank online [4]. The Internet was designed to
openly share data, which is the complete opposite of what is necessary for secure
transactions. Attackers took advantage of the lack of security by creating malware
and sniffing unencrypted data with the goal of stealing personal data [4]. The
industry reacted by adding security layers and products. Secure Sockets Layer (SSL)
was implemented to secure Internet transactions, antivirus programs were developed
to rid computers of nasty malware, and passwords were adopted to authenticate
users. This solution is not foolproof since it relies on consumers to implement many
of the solutions. Unfortunately, most home users are not technically savvy; they do
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Fig. 1 Separate Wi-Fi networks for smart home devices

not understand how to properly configure their systems or realize the importance of
a strong password [5]. The same is true with smart home devices. Most home users
can’t perform basic security functions which leads to the question: Should they be
adding smart devices to their homes [6]?

For those users that have some technical proficiency, making some minor
adjustments to their smart home devices will greatly enhance their security. First,
changing the default password of their smart home device would prevent their device
from being susceptible to the Mirai attack [7]. Second, placing their smart home
devices on a dedicated home Wi-Fi network that is separate from their other devices
(e.g., laptop and smartphone) prevents attackers that have taken over their smart
device from spying on their network traffic (see Fig. 1). Finally, for the student
interested in heading off security issues at the network level, this project is for them.

Weaponizing Smart Home Devices

Criminals are turning smart home devices into weapons. In the Fall of 2016,
cybercriminals compromised thousands of smart home devices and infected these
devices with malware, called Mirai, that hijacked the systems. The cybercriminals
then forced these devices to participate in a distributed denial of service (DDOS)
attack. A typical DDOS attack involves an attacker commandeering a large number
of desktops or laptops. This attack was unique because it was the first large-
scale attack leveraging vulnerable networked cameras, digital video recorders, and
other smart devices. The Mirai smart home device botnet attack was used against
the Domain Name System (DNS) service DynDNS, which made many popular
websites, such as Twitter and Reddit, unreachable for several hours [8]. This is
accomplished by instructing the thousands of Mirai-infected smart home devices
to all send network traffic simultaneously to a victim site, which then renders the
victim site unresponsive [9].

Smart home devices are particularly vulnerable to this type of attack since many
devices are being produced by manufacturers that contain critical security flaws [10,
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11]. Due to the explosive growth in the number of smart home devices purchased
for household use, the number of eligible new recruits for the smart home device
botnet army is dramatically increasing [12]. Protecting susceptible smart home
devices from such an attack is challenging; in comparison to personal computers,
the security of smart home devices cannot be solved with traditional solutions,
such as antivirus software and automatic patching [13]. This is due to smart home
devices’ constrained resources including limited power, a slow processor, and
minimal storage [14, 15]. Therefore, researchers are now looking at implementing
the security of home smart home devices at the network level [16–19].

Smart home devices tend have very predictable network traffic behavior [20].
Unlike laptops, tablets, and smartphones that are used to visit a large variety of
websites every day, smart home devices send traffic to a limited number of domains
[21]. Smart home devices were found to connect to less than ten servers per day
compared to person computers that connected to hundreds of different servers each
day (see Fig. 2).

Fig. 2 Typical network traffic of a smart lightbulb versus the typical network traffic of a personal
computer
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The project proposed in this chapter addresses this issue. Students learn about
the configuration and design of smart home devices by creating their own. Next,
they analyze the security of their device by analyzing network traffic. Finally, they
write a program on their router that will monitor for anomalous traffic, effectively
preventing their device from taking place in a DDOS attack. Since smart home
devices are appearing in more and more homes, it is very likely that either the
student or their parents already have one. The most popular of these devices are
smart lightbulbs (Philips Hue), smart thermostats (Google’s Nest), home cameras
that are either part of a security system or used as a baby monitor, and Amazon’s
Echo. The student’s project mimics the functionality of a motion sensor which is
typically part of a home security system.

2 Project Goals

The primary goals of this project are to (1) raise students’ interest in computer
security, (2) understand the architecture of a smart home device, and (3) introduce
the importance of security at the network level. Students are presented with the
current real-world issue of smart home devices being hijacked to disrupt access to
major websites. This is an issue that most students are aware of, and some were
affected by, since some may have noticed that they could not access major sites
during the attack. This project provides an opportunity to learn more about the attack
and how to prevent the attack from occurring in the future, or at least to reduce the
impact of a future attack by securing their smart home device.

Students use a Raspberry Pi, a small inexpensive computer, and a motion sensor
to create their smart home device. The concept is to write a program on the Pi
that will send a text alert whenever the motion sensor is triggered. The method
to implement this functionality includes interfacing with an external third-party
website which generates a text. This architecture is typical of smart home device,
since smart home devices typically receive input from a sensor and then relay that
event to an external website.

Students use a personal mini router to learn about network traffic. First, they
utilize a tool on their router to monitor traffic generated by their Raspberry Pi. This
establishes a normal baseline of traffic. Next, they write their own program to create
an alert whenever their Raspberry Pi deviates from the established norm, and this
indicates anomalous traffic.

What to Purchase

1. Raspberry Pi 3 or greater [22]
2. Micro SD card with adapter [23]
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3. Mini router with OpenWrt installed (if not installed make sure it is compatible
with OpenWrt) [24]

4. PIR Sensor Infrared IR Body Motion Module [25]
5. Raspberry Pi 3 B+ Power Supply [26]
6. USB drive [27]

3 Methodology

Students use a Raspberry Pi 3 Model B, a PIR Motion Sensor Module, and a Cloud
application called Twilio to create their own smart sensor (see Fig. 3). The project
is divided into four separate phases to reduce the overall complexity. The phases
include (1) connecting the sensor to the Pi and writing code on the Pi to react to the
sensor being tripped, (2) adding functionality on the Pi so that a text is sent when
the sensor is tripped, (3) capturing the network traffic on the router to establish a
normal baseline, and (4) writing a program on the router to alert the user when the
network traffic deviates from the baseline.

Phase 1: Raspberry Pi Configuration and Sensor Integration

1. Install the Raspbian operating system onto the micro SD card [28].
2. Insert the SD card into the bottom of the Raspberry Pi.
3. Sensor integration: Detailed instructions on how to complete this phase of the

project can be found on the Raspberry Pi website [29]. The first step involves
connecting the motion sensor directly to the Pi. This allows the sensor to send an
alert to the Pi each time it is tripped (see Fig. 4). Students write a Python program
on the Pi that receives the alert from the motion sensor and prints a message to
the screen.

Fig. 3 Project diagram
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Fig. 4 Python program that prints an alert when the motion sensor is tripped

Fig. 5 Send an SMS message when the motion sensor is tripped

Phase 2: Text When Tripped Program

In this phase the students create a Python program to implement functionality to
send an SMS message to their cell phone whenever the sensor is tripped (see Fig. 5).
This is done with the help of a web application called Twilio. Students set up a
free account on Twilio, and Twilio creates a unique code that the students use to
authenticate back to the site through the application programming interface (API)
[30]. Twilio provides detailed Python examples on how to accomplish this [31].

Phase 3: Capturing Network Traffic

The Raspberry Pi connects over Wi-Fi to a GL.iNet GL-MT300A Mini Travel
Router. The router comes preinstalled with OpenWrt, a light-weight Linux distri-
bution designed to run on embedded systems. This configuration allows for students
to install applications and run programs that they have created.

Tcpdump can be installed on OpenWrt router itself. Therefore, this approach
eliminates the need of having a remote Wireshark or similar listener to analyze the
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Fig. 6 Capture network traffic using Tcpdump while the Text When Tripped program is running

Table 1 Sample of captured
outbound and inbound
network traffic

Outbound IP addresses Inbound IP addresses

192.168.8.1 192.168.8.1
18.212.47.248 239.255.255.250
69.196.229.196 18.212.47.248
52.4.88.97 69.196.229.196
35.167.85.14 35.167.85.14

These IP addresses will be slightly different each
time a capture is run since Twilio uses a variety IP
addresses for its service

traffic in real time. Tcpdump is a network sniffing tool that runs on OpenWrt and
allows for the capture of all network traffic processed by the router. The students
launch Tcpdump and then their Python-developed application on the Pi. In order to
get a good baseline of traffic, the Python program should run for a couple of hours,
with intermittent trips of the motion sensor (see Fig. 6).

1. SSH into OpenWrt installed router and install tcpdump with the commands:

• opkg update
• opkg install tcpdump

2. Execute below command to listen on interface (-i) and store captured information
to a file (-w) and be verbose while doing so (-v):

• tcpdump -i any -v -w pcap.cap

The network capture file is then transferred to a student’s computer where they
import it into Wireshark, a free network analysis tool, to analyze the traffic generated
during the capture. Traffic should be seen going to Twilio each time that the sensor
was tripped. The destination IPs may vary over time but should remain in Twilio’s
IP range (Table 1).
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Phase 4: Monitor for Deviant Traffic

The next phase of this project is to monitor, at the network level, for deviant traffic
(i.e., any outbound traffic that is not destined to an IP address in Twilio’s IP range).
On the mini router, a Python program is developed to sniff all traffic originating
from and destined to the Raspberry Pi.

This concept follows the model of an intrusion detection system (IDS). The
idea is that an IDS monitors the network traffic of a host or a network and raise
alerts whenever it detects security violations [32]. For example, if you saw a smart
lightbulb attempting to connect to Netflix, this should raise a security violation since
there is no reason the smart lightbulb should communicate with Netflix (see Fig. 7).

The formal model of an IDS includes the three procedures: (1) feature selection,
in which the necessary attributes of the network packet data, P, are identified; (2)
profiling, which is the training procedure where P will be run on training data in
order to establish the profiling knowledge base, K; and (3) detection which identifies
traffic as either anomalous or normal. The feature that we are interested in for this
project is the IP address; the training data are the IP addresses found in the first
column of Table 2, and the anomalous traffic is any IP address that is not found in
the first column of Table 2. Example anomalous IP addresses are in second column
of Table 2.

Running Python on the router does take some initial set up. This primarily
involves extending the hard drive space of the mini router; the router is inexpensive

Fig. 7 Example of anomalous traffic from a smart lightbulb
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Table 2 Example of expected and anomalous network traffic

Captured outbound IP addresses Sample anomalous IP addresses

192.168.8.1 34.210.107.195 (Netflix)
18.212.47.248 172.217.6.68 (Google)
69.196.229.196 104.244.42.1 (Twitter)
52.4.88.97 151.101.189.140 (Reddit)
35.167.85.14 Plus any IP not found in column 1

Fig. 8 Display a message when deviant network traffic is detected (in this case the user browsed
to Google from a browser on their Raspberry Pi)

and comes with very limited hard drive space. Extending the memory is achieved
by inserting a properly formatted USB drive in the router and running the necessary
commands to use the USB drive as an overlay filesystem (instructions to do this can
be found on OpenWrt’s website [33]).

The Python sniffing program should create an alert that will be sent whenever the
program detects an IP address that was not seen during the monitoring phase of the
project (see Fig. 8). The contents of the alert will indicate that suspicious traffic has
been spotted by the router originating from the Raspberry Pi.

It is recommend to use the Scapy Python library which makes capturing network
traffic rather painless [34] (see Fig. 9). The first portion of the program creates an
array called ipList. ipList contains all of the IP addresses discovered during phase 3,
capturing network traffic, in which Tcpdump was used to capture all of the network
traffic while the Text When Tripped program was running. The function “deviant”
was created to read each packet’s IP address, and print if the IP address is deviant.
Getting the IP address is accomplished by leveraging the scapy library’s getlayer
function. In the if statement, the IP address is searched for in the array, ipList. If
the IP address is not in the array, then the message “Deviant packet! IP” plus the IP
address that was found is printed to the screen. If the IP address is found in the ipList
array, then nothing happens, and the program continues to read the next packet.
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Fig. 9 Sample code

4 Summary

Students learn about the typical configuration and design of smart home devices
by creating their own. By analyzing the network traffic of their new smart home
device, they learn that, compared to laptops and smartphones, their smart home
device generates very consistent network traffic patterns; network traffic sent from
their smart device is sent over a few protocols to a limited number of destinations.
They turn this finding into a solution by creating a program on their router that will
monitor for anomalous traffic, securing their device from malicious attacks (i.e.,
preventing their device from taking place in a DDOS attack).
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Puzzle-Based Honors Cybersecurity
Course for Critical Thinking
Development

Mitchell Buchman

1 Introduction

The Advanced Cybersecurity Experience for Students (ACES) was launched by the
University of Maryland in 2013. The program includes a living–learning program
for freshman and sophomores, which leads to an Honors College Citation in
Cybersecurity.

A number of seminar courses were a part of the ACES program, and these
seminar courses covered a range of cybersecurity-related subjects such as reverse
engineering, the policy implications of cybersecurity, and also included an initial
offering of a course titled “Methods for Solving (and Not Solving) Puzzles,” which
was developed in 2015 when cybersecurity was a fairly new interdisciplinary course
of study. This chapter examines how and why the Puzzles course was developed,
along with an examination of some lessons learned from teaching this course to the
students in the Honors ACES program.

The focus of the course was to get students to learn how to frame and solve
unstructured problems, for which they do not have a set of instructions with explicit
steps to follow. Although it may not have been apparent at first to the students,
the puzzles selected for use in this course all had mathematical bases, which could
provide a language for understanding the mechanics of the puzzles and attempting
to solve them [1, 2]. The puzzles were often entertaining, as they had nonobvious
solutions. As long as the students felt that there was some hope of being able to find a
solution for each puzzle and not be derailed by frustration, they maintained interest.
The educational background of the students as well as the other courses in their
undergraduate studies often gave the students the tools to solve these unstructured
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problems. The gap addressed by this course was building the students’ skills to go
from the statement of the unstructured puzzle to the identification of which of the
many tools in their skills tool bag to pull out for a particular puzzle and how to apply
those skills.

Within the context of this chapter, tasks which are done for enjoyment where
the tasks do not have an obvious answer to someone trained in the relevant field
are called puzzles. Puzzles which have a competitive aspect can be called games.
These games may be a competition against one or more people or with a solo player
measured against an amount of time.

In the process of describing the educational use of particular puzzles in this
chapter, it becomes necessary to pull the curtain back, revealing the nonobvious
answers to some puzzles, making them trivial to solve. Reading this chapter may of
necessity “ruin” those puzzles for the reader.

2 Course Development

The initial offering of the Puzzles course helped to build experience with the course
material at the same time that the ACES program was growing out of its infancy.
Following the initial offering, the original pair of instructors became unavailable
to continue teaching the course. The author of this chapter held meetings with the
ACES leadership and agreed to teach the next several offerings of the course, which
helped to coalesce ideas for taking the course forward. At that point there was a
significant redevelopment of the course material to make it cohesive and to align
with the desired program outcomes.

Curriculum Guidelines

This course was being developed just prior to the establishment of the CSEC2017
Joint Task Force on Cybersecurity Education [3]. Using hindsight, this course
addresses many of the essential concepts that were identified in the curriculum
guidelines, which would be published more than 2 years after the first offering
of the puzzle course. What was present at that time was a need to address a
perceived deficiency in student preparedness for the ACES program, as well as
feedback received from potential employers of graduating students, which raised
the same issues. The students in the ACES program excelled at following explicit
instructions, but they exhibited significant difficulty when they were asked to engage
in activities where those instructions were absent. This appeared to be independent
of the students’ secondary school system.

In order to address this perceived deficiency, the Puzzles course was developed
as a course to foster student critical thinking skills, in the context of cybersecurity.
Again, with the value of hindsight, the Puzzles course largely aligned with the



Puzzle-Based Honors Cybersecurity Course for Critical Thinking Development 87

knowledge areas which would ultimately be developed in the later cybersecurity
curriculum guidelines.

At the time that the course was being developed, there were no courses that
could be found which could serve as a model for the educational objectives, to
foster student critical thinking skills, in the context of cybersecurity, while using
mathematics as the language of understanding solutions. In the absence of prior
examples, we set out to develop such a course.

Course Learning Objectives

Given the goals of the course, we developed the following course learning objec-
tives.

Upon completion of this course, students were expected to be able to do the
following:

• Interpret unstructured problems that they had not previously seen and identify
the relevant issues which are necessary to solve the problem.

• Determine the best type of approach to take when trying to solve a new problem.
• Find the correct solution to a problem in the face of a solution which is

counterintuitive.
• Identify strategies for repeated puzzles and games.
• Recognize when external factors may necessitate a shift in strategy.
• Evaluate a potential solution to a problem, in the presence of biases, which they

have attempted to solve and determine if their solution is valid.

Course Learning Outcomes

Students would understand how to approach solving unstructured problems without
having step-by-step instructions.

Alignment with Program Objectives

The program objective for this course was singularly to enhance students’ critical
thinking skills, which had been identified as lacking across all incoming students.

Although all of the students had met the prerequisites for the program, their
critical thinking skills were falling short of expectations.



88 M. Buchman

Table 1 Course schedule

Week Topics

1 Course introduction, puzzle survey
2 Combinatorics
3 Combinatorics
4 Number theory, information theory, hamming codes
5 Introduction to cryptography
6 Enigma machine, public key cryptography
7 Unexpected outcomes, mid-term review
8 Mid-term exam, algorithmic puzzles
9 Logic puzzles, algorithmic puzzles, multiple approaches
10 Graph theory, graph theory, Latin squares
11 Latin squares/sudoku, constraint propagation, more squares
12 Critical thinking and lateral thinking, impact of biases
13 Game theory, Rubik’s cube
14 Game theory, challenging assumptions, Rubik’s cube
15 Real-world problems, Rubik’s cube, review for final exam
16 Final exam

Table 2 Course grading Activity Portion of total grade (%)

Homework 40
Mid-term exam 20
Final exam 30
Class participation 10

Course Schedule

The course was structured as a 15-week one semester course, which met 3 days a
week for sessions that lasted 50 min. Each classroom session focused on a particular
topic and began with three to five small puzzles, from various topics, to get the
students warmed up to be thinking critically. The schedule is listed in the table
above (Table 1):

Course Grading

Students grades in the course were apportioned as shown in Table 2:
Homework problems were designed to ensure that the students had a familiarity

with the mechanics of working particular categories of puzzles which had been
introduced in the classroom. Students were encouraged to form study groups to
work through the homework problems in an effort to get them to discuss these
problems and reinforce the learning process.
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Exams, on the other hand, were individual in-class efforts, where the focus was
on demonstration of the understanding of concepts and to push the students to extend
the rote effort of the homework exercises into a more complex demonstration of
putting the pieces together. During classroom exam preparation sessions, students
were given problems to walk through to ensure that the style of the exam problems
would not be a surprise. These exam preparation problems had a similarity to the
exam problems, but they were not the exact problems.

Classroom Sessions

Each 50-min classroom sessions began with the presentation of two to four small
puzzles, taking no more than 5 min. These served to get the students warmed up
and shift their mindset to be more open for the main portion of the classroom
session. The remainder of each classroom session was used for lecture and both
individual and group interaction of the students, many of which will be described in
this chapter.

Puzzle Selection

To the degree practical, puzzles were changed from year to year. However, it
can be extremely challenging to develop equivalent puzzles which can achieve
an equivalent educational outcome. Some puzzles could be changed by rewriting
the narrative but retaining the puzzle structure. Some puzzles could not be easily
changed and, therefore, sometimes puzzles were retained across years when it was
not practical to develop an equivalent puzzle.

3 Course Topics

This section presents descriptions of some of the course topics, along with a
description of some of the puzzles used during those sections. There is also a short
discussion of how some of the puzzles were used in the course.

Following instruction on the basic principles for some sets of puzzles, alternate
methods were presented. Sometimes the students would be challenged to identify
alternate solution methods, as they did in the building height puzzle which is
described later in this chapter. Students were then tasked to identify the pros and
cons of these alternative approaches.

Students were also challenged to understand the implications of having evolved
or alternate constraints added into familiar puzzles. In one case, a simple 3 × 3
square tic-tac-toe game (also known as naughts and crosses) was changed to a
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4 × 4 square board so the students could assess the implications to the strategies
which they had developed in the original 3 × 3 version. Students were also asked
to evaluate the implications of using a two-dimensional tic-tac-toe with a 3 × 3 × 3
playing area. In each of these cases, the students were asked to analyze the game to
develop winning strategies, tailored to the constraints.

Another related aspect of student analysis was the determination of solvability.
Students were challenged to learn that not every puzzle had a solution and the
students learned some approaches which could be used to determine solvability for
some puzzles.

Where possible, physically interactive activities were designed into every class-
room session. This was done to reinforce the learning experience [4] by increasing
the student level of participation in the education process.

The discussion of the course topics, below, contains a sampling of the puzzles
used in various parts of the course, as a thorough examination of all of the puzzles
used and a description of their role in this course would be of sufficient length to
warrant its own book.

Course Introduction

Corner to Corner

The course began with a simple puzzle [5] called Corner to Corner, which was
created by Martin Gardner, a prolific author of puzzles. In Corner to Corner, students
are asked to determine the length of a diagonal line within a drawing. Students
almost always fail to correctly solve this puzzle. Then a small change is made to the
puzzle and they almost all instantly solve the puzzle.

This puzzle was used to set the stage for the course and to get the students to see
that the way that they perceive a problem can have significant impact on their ability
to understand and solve the problem.

Building Height and Barometer

In the second puzzle of this introductory section, students were shown a description
of the physics of a mercury barometer and then they were shown a drawing of a
multistory building. They are asked to determine the height of the building using a
barometer.1

The instructor described an approach which involved using the barometer to
measure the atmospheric pressure at the top of the building and at the bottom of the

1The origin of this puzzle is from Alexander Calandra in an article in “Current Science, Teacher’s
Edition,” 1964. The puzzle has been republished many times by others, often with mistaken later
attribution.
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building. Although it was not explicitly pointed out at this early point in the course,
the demonstration of the physics behind the operation of a mercury barometer was
meant to introduce a bias in student thinking. This was pointed out later in the course
during the section on biases and this early classroom exercise was pointed out as an
example of the impact of the presentation of the puzzle or problem statement and its
impact of student understanding of the problem.

The next step was to take the students through the nontrivial math to determine
the difference in the building height, based on the atmospheric pressures measured.
This was shown to be a valid, but difficult approach to solving the building height
problem.

A second approach was presented, which involved taking the barometer to the
top of the building and measuring the time that it would take for the barometer to
fall and crash on the sidewalk below. The known acceleration due to gravity can
be used to determine the height of the building, making certain assumptions. Once
again, this was a valid approach and, in this case, it was somewhat easier to solve
than the differential atmospheric pressures method.

A third approach was described to the students. This one involved finding the
superintendent of the building and offering to present him a gift of the barometer if
he can provide an answer to the height of the building. This was an arguably more
elegant and still valid solution.

Presenting the problem this way gave the students permission to think about this
problem in creative ways. Once the students were in an open-minded frame of mind,
they were divided into small groups and were asked to identify as many ways that
they could to solve the building height problem. This has always resulted in a high
level of energy within these groups as they identified numerous creative solutions.
The students then presented their lists to the class to see the range of ideas identified
by the other groups.

Nim

The introductory session wrapped up with students playing each other the game of
Nim [6]. This is an amazingly simple game with only a small set of rules and a rapid
outcome. It also has a rich body of analysis [7–15], which supports revisiting this
game later in the course in various contexts, as well as providing an opportunity for
students to research this simple game further on their own.

The game begins with three piles of stones as shown in Fig. 1. In a simple variant
of Nim, the piles contain 3, 5, and 7 stones. Players take turns picking up stones
from a single pile on their turn. They must pick up at least one stone during their
turn and may pick up between 1 and the total number or stones remaining in that
pile. Play alternates between two players. The player who makes the last possible
move to pick up stones wins the game. The game can also be played to have the
player who is forced to pick up the last stone as the loser, which is referred to as a
misère game.
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Fig. 1 Example of the setup for a game of Nim

Table 3 Milk jug transfer
puzzle state table

8-L jug 5-L jug 3-L jug

Starting condition 8 0 0
3 5 0

3 2 3

Desired ending condition 1 4 3
Ending condition 4 4 0

The students were challenged to identify a winning strategy for the game. This
game was revisited later in the course when the constraints of the game were further
changed and the students again revisited the identification of a winning strategy, if
any exist.

Puzzle Survey

Three Milk Jugs

One puzzle examined in the survey of puzzles was the milk jug transfer problem. In
this puzzle, there are three milk jugs of capacity 8, 5, and 3 L. The 8-L capacity jug
is full and the other two jugs were empty at the start of the puzzle. There is no way
to measure except by using the jugs themselves. The goal is to divide the milk so
that there are 4 L of milk in one jug and 4 L of milk in another jug.

This puzzle was helpful in demonstrating a structured approach to puzzles. By
building a table of the state of each jug, the initial and final conditions of the jugs
could be written into the table and students were then able to work from the outside
in. They were able to work the problem from the starting and ending conditions, and
try to find a way to get those two paths to meet. This is the initial mention of the
backtracking approach to solving puzzles. This can be seen in Table 3 where steps
are listed moving forward from the initial condition and moving backwards from
the final goal condition.
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Fig. 2 Example of an unsolved and a solved Kakuro puzzle

Kakuro

Students were then introduced to Kakuro, the first of a set of two-dimensional
puzzles, popularized by the Japanese publisher Nikoli. Kakuro is essentially a
mathematics addition crossword puzzle, with a grid of squares. Some of those
squares contain clues, others contain white space for answers, and the remaining
squares are shaded and are not used for that puzzle. This and other two-dimensional
puzzles offered opportunities to introduce multiple methods [16] for solving each of
these puzzles.

The object of Kakuro is to fill all of the empty squares using the numbers from
1 to 9, so the sum of the horizontal numbers in a row equal the clue in the diagonal
box to the left and the sum of the vertical numbers in a column equal the clue in the
diagonal block above. Additionally, numbers cannot repeat in a row and they cannot
repeat in a column. An example of a small blank Kakuro puzzle and its solution are
shown in Fig. 2.

In the process of learning to solve Kakuro puzzles, students were introduced to
the concept of enumerating the full range of combinations [17]. The enumeration
of two-digit solutions, as seen in Table 4, is small but still demonstrates enough
ambiguity to make the puzzle interesting. When the solution extends to six digits,
the number of choices grows significantly, further adding to the challenge in solving
the Kakuro puzzle.

Shikaku

Another two-dimensional puzzle developed by Nikoli is the Shikaku puzzle, where
some of the squares in a grid are numbered and the objective is to divide the large
grid into rectangular areas, such that each area only contains one number and that
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Table 4 Enumeration of
2-digit Kakuro solutions

Sum Addends Addends Addends Addends

3 1 + 2
4 1 + 3
5 1 + 4 2 + 3
6 1 + 5 2 + 4
7 1 + 6 2 + 5 3 + 4
8 1 + 7 2 + 6 3 + 5
9 1 + 8 2 + 7 3 + 6 4 + 5
10 1 + 9 2 + 8 3 + 7 4 + 6
11 2 + 9 3 + 8 4 + 7 4 + 7
12 3 + 9 4 + 8 5 + 7
13 4 + 9 5 + 8 6 + 7
14 5 + 9 6 + 8
15 6 + 9 7 + 8
16 7 + 9
17 8 + 9

Fig. 3 Example of an unsolved and a solved Shikaku puzzle

number corresponds to the number of blocks in that area. Examples of a blank and
a solved Shikaku puzzle are shown in Fig. 3.

Other puzzles from Nikoli were used throughout this course and included
Slitherlink, Heyawake, Maysu, Nurikabe, and Sudoku.

Combinatorics

Tile Swap Puzzle

The combinatorics section of this course focused on permutations and drew from
course notes from Dr. Jamie Mulholland at Simon Fraser University. These materials
have since been collected into a book [18] by Dr. Mulholland.
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A good amount of time was spent introducing Dr. Mulholland’s Tile Swap
puzzle, which provided a good foundational tool that was used at many points
throughout this course.

A review of probability, with an emphasis on conditional probability, made
certain that the students had the necessary tools to evaluate puzzles with dependent
sequential states, where some of the states may have already been traversed,
when viewed as a state-transition diagram. Students were also presented with an
understanding of permutation cycles.

15 Puzzle

This provided sufficient background to enable the students to venture into the 15
Puzzle [19], which had its origins in the late nineteenth century. This puzzle was
a very useful instructional tool. In addition to the 15 Puzzle being a physical tool
which students can manipulate, there is a rich body of published analysis to draw
from, concerning many aspects of the game. An example of the layout of the 15
Puzzle is shown in Fig. 4.

Students seemed to appreciate the opportunity to simply play with the puzzle for
a while, but this was best done in a classroom setting so that they didn’t simply
mimic steps found on the Internet.

Initial analysis of the movement of the tiles was done using the representation of
two-cycle permutations. Initially this was focused on the bottom right corner of a
solved puzzle and grew out from there.

The students were then introduced to the concept of solvability, determining
if a particular puzzle configuration is solvable. When examining the puzzle for
solvability, with the blank in the lowest row, the puzzle is solvable if the number
of inversions is even. Even with repeated instruction, the solvability test presented a
challenge for some of the students.

Fig. 4 Example of a solved
15 Puzzle
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Logic Puzzles

Logic puzzles rely on mathematical deduction to find a solution, where deduction
is the process of reasoning based on one or more statements linking premises and
conclusions, from specific observations to more generalizations [20, 21].

Students were provided a background on mathematical logic before the introduc-
tion of logic puzzles. They were introduced to several techniques for solving logic
puzzles which included a chart method, symbolic translation, picture methods, and
mathematical methods. Logic puzzles presented to the students started with small-
scale easy puzzles and evolved to puzzles which contained more elements and were
more challenging to solve.

One example of a challenging logic puzzle used in the Puzzles course is known as
the Einstein puzzle. This puzzle contains descriptions of five houses, in five different
colors. The owners of the houses drink a certain type of beverage, smoke a certain
brand of cigar, and keep a certain pet. Information is described within the puzzle
which partially constrains the solution, but there is sufficient information missing
that it is challenging, but possible, to find the complete answer. This type of problem
calls for a chart method.

Algorithms

Algorithmic puzzles involve clearly defined procedures for solving the problem
[22]. They seek to design solutions to puzzles in ways that accept a wide variety
of input and scale the utility and applicability of the solution. Algorithms for puzzle
solutions are potentially reusable across a number of puzzles. This contrasts with
solutions for logic puzzles, where reasoning is designed around the constraints and
idiosyncrasies of each puzzle.

Algorithmic design techniques were then presented, including brute force, divide
and conquer, decrease and conquer, transform and conquer, greedy approach,
dynamic programming, backtracking, and branch and bound. Puzzles which exer-
cised each of these techniques were then presented to help build a foundation.

9-Dot Puzzle

Following the introduction of the types of approaches to algorithmic puzzle solving,
exhaustive techniques were compared with non-exhaustive techniques. Students
were then provided with a quick counterexample of the utility of brute force
approaches with 9-dot puzzle. The puzzle involves taking a square 3 × 3 grid of
dots and attempting to draw four straight lines, without lifting their pencil from the
paper, while passing at least once through each dot. An example of the unsolved and
the solved 9-dot puzzle are shown in Fig. 5.
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Fig. 5 Example of the 9-dot puzzle before and after being solved

Once the solution was presented to the students, they all quickly saw that they
had been enforcing artificial constraints on the puzzle. They also saw that there was
no way to apply a brute force approach to this puzzle and achieve a solution.

Information Theory

Card (Hat) Game

With the introduction of basic information theory, students were presented informa-
tion on data encoding, XOR, parity checks, repetition codes, and Hamming codes.
These tools enabled them to engage in the Card (Hat) game. Two students would sit
in chairs, facing each other, in the front of the classroom. Each player held a card to
their head, showing the face of the card to the other player, but without looking at
their own card. Players need to guess the color, red or black, of their own card. Both
players would win, if and only if at least one of them guessed correctly. This game
can also be played by having players wear colored hats, which is why it is being
referred to as the Card (Hat) game.

Students then played a few rounds of the game to get a sense for how it played
out. The students then examined the probability of winning.

The game was then modified to introduce a third player and students examined
the impact of the additional player on the probability of winning.

Rules were then further changed to permit players to choose red, black, or pass.
Under these conditions, the players would all win if at least one player guessed
correctly, no player chose incorrectly, and not all players choose to pass.

After playing the game a few rounds, students attempted to determine a winning
strategy. At this point, the concept of cooperative strategies was introduced.

For an individual player, the probability of guessing correctly is 50%, where a
single correct guess is enough to win, but a single wrong guess is enough to lose.
So, an ideal strategy would seem to have all players pass, except for one player. This
would result in the 50% probability of a win. Students examined the question if they
could do better than that.
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What if the players cooperate and the guesses are not uniformly distributed?
They were then guided to the cooperative strategy that a player should pass if they
see both a red and a black card. If the player sees two cards of the same color, they
guess the opposite color. This strategy yields a 75% probability of a win.

With this knowledge, the students then compared the Card (Hat) game with data
transmission protection to find commonalities with error coding techniques.

King’s Poisoned Wine

Another interesting puzzle involves a king who has 1000 wine bottles and he
discovers that one of the bottles has been poisoned. The king has no idea which
bottle has been poisoned but needs to make use of the bottles for a celebration
tomorrow. Also, the poison doesn’t act for 12 h. The king has ten prisoners who
can be used as tasters to identify the poisoned wine. How can the king figure out
which bottle was poisoned, in time to use the good bottles for the celebration?

The solution of this puzzle involves binary numbers and coding. By assigning
binary identifiers to the bottles and to the prisoners, each prisoner can drink a sip
from every bottle where the bottle ID bit matches the binary ID of the prisoner. So,
the first prisoner will drink from every other bottle, the second drinks from bottles 2,
3, 6, 7, 10, etc. The combinations of the prisoners that die will identify the poisoned
bottle. This helped to convey the idea that concepts from one domain can apply to
seemingly unrelated problems. In this case Information Theory and data encoding
provided a useful technique to solve this puzzle.

Cryptography

The introduction to the cryptography section of the Puzzles course began with the
introduction of the Caesar Cipher, a simple substitution cipher, which used a fixed
offset between the alphabets for the plain text and the cipher text. This was followed
by discussion of the Atbash Cipher, which mapped the plain text alphabet to the
cipher text alphabet, by substituting the first letter in the alphabet (“A”) with the last
letter in the alphabet (“Z”). The letter “B” was substituted with the letter “Y”, and
the pattern continued.

The students were also introduced to Morse Code and the Freemason’s Cipher to
broaden their perspective on options for enciphering.

The process of breaking ciphers was introduced, along with the technique of
plain text cribbing. Although most of the students had a vague sense of the letters
which are used more frequently than others, they saw that mathematical analysis of
large bodies of text through letter frequency analysis could produce a probability
of the occurrence of each letter in the plain text. Further examination revealed the
frequency of occurrence of two-letter sequences.



Puzzle-Based Honors Cybersecurity Course for Critical Thinking Development 99

Zodiac Killer Ciphers

Letter frequencies were then put to use with the real-world example of the Zodiac
Killer, from the late 1960s and early 1970s. A person claiming to be the Zodiac
Killer, a suspected serial killer, sent four cryptograms (or ciphers) to the press in the
San Francisco Bay area. The students in the Puzzles course worked in classroom as
a group to decrypt the only one of those enciphered letters to have been decrypted.
This was the letter which had been sent to the Vallejo Times Herald, which bore a
postmark of July 31, 1969.

In the course of breaking this cipher, the students encounter five symbols which
did not break out correctly. This was used to point out to the students that not all data
that they encounter in their careers will be valid. In this case there could have been
errors in the encoding process (human error on the part of the person who wrote the
letter) or it could have been a deliberate attempt on the part of the author of those
letters to make it more difficult for the police to decrypt the letters.

Students seemed to take to the challenge and enjoyed working on a problem that
was not a contrived exercise.

Love in Kleptopia

As an introduction to secret and public key cryptography, students were presented
with a puzzle titled “Love in Kleptopia” [23], which examined how to safely send
a valuable object through the mail, with the use of padlocks and keys. Working
through this problem lead to the introduction of information exchange protocols. In
this case it was an easy transition from padlocks and metal keys to encryption and
information keys.

The basic concepts of secret key and public key cryptography were presented,
since they underlie many of the aspects of computer security. This sequenced well to
then introduce Diffie–Hellman, key management, and symmetric key cryptography.
Following an examination of the limitations of symmetric key cryptography,
students were presented with an introduction to public key cryptography.

Enigma Machine

The instructor was privileged to be able to repeatedly borrow an Enigma machine
for use in the classroom. The Enigma machines were used to protect the military
and diplomatic communications of the Germany and its allies during World War II.
The students were presented with a description of the operation of the device and
were walked through the mathematics underlying the design of the evolving family
of Enigma machines.

They were enthusiastic about the opportunity to use the device to create and
then decrypt messages of their own choosing. The students not only created the
messages, but they set the rotors within the machine, keyed in the plain text message,
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and keyed in the enciphered text. Giving the students a chance to operate a rare piece
of cryptographic history helped to make this a memorable experience.

Critical Thinking

Critical thinking skills are seen a foundational competency [24] for cybersecurity
practitioners. The complexity of the problems encountered require approaches
which are progressive, risk driven, integrated, collaborative, flexible, and profes-
sional.

Students were given instruction on Structured Analysis Techniques as a way to
deal with incomplete and ambiguous information, as problems will sometimes have
missing or concealed information. Structured Analysis Techniques facilitate the
identification of relevant and diagnostic data, as it provides a systematic approach
to consider a range of alternate explanations and outcomes to avoid eliminating
potentially relevant hypotheses.

As we gain more experience, we can counterintuitively become more susceptible
to mental models where we overlook, reject, or forget important information which
does not align with our assumptions and expectations. The risks of mindsets are
that we can perceive what we expect to see and new information in assimilated
erroneously into existing mental models.

Students were then introduced to a number of biases which affect the way that
we process information. These included perceptual biases, biases in estimating
probabilities, biases in evaluating evidence, and biases in perceiving causality.

Students were then introduced to historical strategic assumptions that were not
challenged. They were presented with the example from World War II [25], with
the assumption that Japan would avoid all-out war because it recognized the US
military superiority. The reality was that given that the US superiority would only
increase, Japan might view a first strike as the only way to knock America out of
the war.

There was also a presentation on the Analysis of Competing Hypotheses as a way
to avoid picking the first solution that seems satisfactory instead of going through
all of the possibilities to arrive at the best solution.

Along with these structured approaches to critical thinking, students were also
presented with puzzles that required them to slow down and reason their way
through problems, like the one below where they were asked to determine the
degrees of rotation that the upper nickel will have gone through when it returns
to its starting position.
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Counterintuitive Puzzles

Many puzzles are challenging to solve. But by the time that the solution is obtained,
it is clear that the solution is valid. In contrast, sometimes puzzles may have fairly
simple processes to arrive at the solution. Sometimes after solving the puzzle, it may
seem that the solution is invalid. This class of puzzles is counterintuitive puzzles. It
becomes necessary for the problem-solving student to learn to balance intuition and
objective assessment.

Rope Length Puzzle

One of the puzzles with the most consistently unexpected answers is found in the
Rope Length Puzzle. The puzzle takes various forms but seems to have the most
dramatic impact when examined in the extreme.

In the Rope Length Puzzle, a length of rope is laid along the surface of the Earth’s
equator. Simplifying greatly, we assume that the cross section of the Earth at the
equator is a circle. The rope is then lengthened by adding 3 ft. to the rope. The
question is how much did the distance from the surface of the Earth to the rope
change?

For the interactive portion of this puzzle, students were given a short length of
rope to wrap around their waist. They were then told to add 3 ft. to the length of each
rope, just like was done virtually for the Earth. The students were asked to decide if
the change in the height of the rope above the equator is greater than, less than, or
equal to the change in the height of the rope above the students’ waist.

The counterintuitive aspect to this puzzle is that the change in height is
independent of the radius and the change in height is thus equal for the Earth’s
equator and the person’s waist. The point was made that intuition can be helpful,
but doing the math is a good check on intuition.

When the students examined the mathematics for the problem, they found that
the term for the original radius dropped out and was no longer relevant to the final
solution. They started with the understanding that the circumference of a circle is
equal to 2πr, where r is the radius of that circle.

Referring to the diagram of the Rope length puzzle, shown in Fig. 6, with ‘x’
equal to the added length of rope, we find that

c1 + x = 2π (r1 + h)

Substituting for the circumference of the inner circle, we get:

2πr1 + x = 2π (r1 + h)

and

2πr1 + x = 2πr1 + 2πh
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Fig. 6 Rope length puzzle

This simplifies to.

x = 2πh or h = x/2π

We can see from the final term that the size of the original circle is no longer
relevant to the outcome of the question of the change in height, which is simply a
proportional relationship between the extra amount of rope and the height of the
new circle above the old circle.

This problem was used to help balance the student’s sense of dependence on
intuition and a sense of being able to rush through problems without needing to
work through the underlying math.

Biased Coin Toss

Sometimes taking a problem to an extreme set of conditions can help to understand
the problem, as can be seen in this puzzle where a student finds himself as the
head referee for the Super Bowl football game. The student is sitting in the referee’s
locker room just before the game and is passing time by flipping the commemorative
coin, of which there had only been one manufactured. The student notices that tails
have been coming up more times than heads, and he counts 80 tails and 20 heads.
The student hears a knock on the door, and he realizes that it is time for them to go
out onto the field. He is convinced that the coin is biased, but also fairly certain that
he is the only person who knows that the coin is biased. He needs to decide if he
can they use this coin for the coin toss and be confident that the outcome of the coin
toss will be fair?

Quickly working through the conditional probabilities, he realizes that the
probability of one team calling heads is 50%. Taking into account the coin toss
outcome probabilities, as seen in Table 5, they see that the outcome is still fair,
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Table 5 Biased coin toss
outcome probability

Toss heads (%) Toss tails (%)

Call heads 10 40
Call tails 10 40

although it still makes them nervous, since this is somewhat counterintuitive as the
coin is significantly biased.

This problem was then taken to the extreme by assuming that the outcome of
the coin toss was now certain to land on tails every time. Can a coin toss with this
extreme condition still be fair? Students tended to puzzle over this for less time
than they did for the original biased coin, since they had already gone through that
exercise. As long as the referee was the only person who knew about the biased
coin, the outcome of the conditional probability of calling heads or tails, combined
with the certainty of the outcome of the toss, will yield a fair outcome.

This problem again reinforced the need to strike a balance between trusting their
intuitions and to working out the underling math before reaching a conclusion.

Industrial Batch of Pudding

As an industrial chef, you are mixing a batch of pudding, which when initially mixed
will be 100 lb, of which 99% of the weight is water. The recipe calls for the pudding
to be served when enough water has evaporated to the point that the amount of
water reaches 98% of the total weight of the final mixture. The question is, how
many pounds of pudding will you have when the pudding is ready to be served?

The mathematics here is straightforward. It is simply that the outcome is
unexpected.

Two Children—One a Boy

Another counterintuitive puzzle is a logic puzzle which asks that if I have two
children and one of them is a boy, what is the probability that the other child is
a boy?

This puzzle involves enumerating the possible combinations, as male & male,
male & female, female & male, and female & female. Of those combinations, the
female & female combination is invalid, since one child is a boy, while the other
combinations are valid. This yields the unexpected probability of one-third.

Coin Rotation Puzzle

Yet another puzzle with a counterintuitive result involves rotating coins. As shown
in Fig. 7, two coins are placed on a flat surface. One is kept stationary and the other
is rotated along the surface, around the fixed position coin. The question is how
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Fig. 7 Coin rotation puzzle

many degrees of rotation does the moving coin experience by the time that it goes
around the stationary coin and reaches its starting position.

Real World Problems

Washington DC Sniper

There is often more than one way to solve a problem, and in real-world problems,
extraneous and distracting information is present.

The Structured Analysis Technique of Key Assumptions Check was used in the
classroom to examine the puzzle of the DC sniper, a real-world event from 2002.
The class worked as one group to build a table of Key Assumptions from news
stories which had been published over the timeline of this event.

The initial assessment was that the shootings were the work of a single, white
male who had military training and was driving a white van. Through the exercise
of applying Structured Analysis Techniques to this problem, students were able to
identify the need to avoid jumping to conclusions, be receptive to new leads, and to
seriously consider later contradictory information.

Students also walked through the example of the Challenger space shuttle launch
failure, highlighting the need to avoid the normalization of deviance in solving
problems where historical data and existing behaviors are present. This was another
case of pointing out how biases can impact the outcome of an analysis.
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Additional Topics

The Puzzles course also had sessions which included topics such as graph theory,
game theory [26], and the impact of biases on problem-solving.

A partial list of some additional puzzles included in the Puzzles course contains
several cryptarithmetic puzzles, the Towers of Hanoi, river crossings, Kant’s Clock,
fake coin detection puzzles, traveling salesman, 4-knights, chessboard coverage,
Rubik’s Cube, match-stick puzzles, Konigsberg Bridges, and lateral thinking puz-
zles.

4 Lessons Learned

Some of the students were already familiar with some of the puzzles presented in the
course. Experience in this course indicated that while some students were familiar
with more of the puzzles than others, none of them were familiar with more than
two or three of them and therefore did not detract from the course.

Students were provided information in class, warning them that various online
sources of information on the 15-Puzzle use differing notations to describe the same
problem. This still provided some confusion to some of the students who either
failed or were unable to heed the warning.

Despite the similarity of exam preparation problems to actual exam problems,
some students complained after the exams that they were not taught how to solve
the exam problems. This is explicitly the goal that the course was set up to
address. These complaints were an expression of the reluctance of some students to
accept that their academic success would be dependent on learning to grow beyond
following a list of steps. The number of students expressing this concern was small,
but it did give insight into what others were experiencing. It was also offset by the
larger number of students who expressed enjoyment in the exercise of taking the
exams.

One of the challenges in teaching lessons on the Rubik’s Cube is that in order to
allow students to practice and learn they need to be able to reset the cube to a known
condition. That requires them to be able to get incrementally proficient at a fairly
consistent pace. Introduction of the Rubik’s Cube in the first few weeks of a 15-week
semester course would give better time for students to progress to the point where
they are able to independently solve the cube by the end of the course. This would
also permit instruction of algorithmic concepts, tied to the physical manipulation of
the cube.

With students’ ready access to Internet-connected resources, they should be
expected to be able to find many classic puzzles. This makes it challenging to keep
exams fresh, since it can take a significant amount of effort to create new puzzles
which cause the student to exercise a particular approach, while keeping the puzzle
solvable in the time constraints of an in-classroom exam. An example of this is the
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Fig. 8
SEND + MORE = MONEY
Puzzle

cryptarithmetic problem “SEND + MORE = MONEY” [27], as shown in Fig. 8.
While there are numerous cryptarithmetic problems, this particular puzzle has a
good balance of solvability while not being trivial.

Students will research homework problems on the Internet, and they needed to
learn that not everything that they find on the Internet is correct. In this case, the
highest-ranking solutions were taken out of context, tripping up approximately one-
third of the students.

5 Conclusion

This course addressed an observed deficiency of the students in the ACES program.
They needed enhanced critical thinking skills to meet the expectations of the
other courses in the program. Pre-dating comprehensive cybersecurity curriculum
guidelines, this course used a careful selection of puzzles to align with the learning
objectives, enhancing the students’ ability to work through problems, in the absence
of explicit step-by-step instructions.

By changing the rules and constraints of familiar puzzles or games, students were
pushed to learn how to examine if new problems could be interpreted as extensions
of what they already learned to understand.

Although quantitative post-course surveillance was not conducted, similar to
related efforts [28], students expressed a sense that the course was a positive step
toward helping them in approaching problems. The students were also able to
successfully demonstrate their knowledge through mid-term and final examinations.

While this course was overtly a puzzle-oriented class, it used the puzzles as
the gateway to an undergraduate math survey, while teaching the students to build
their set of critical thinking skills, in order to prepare them in their cybersecurity
education and careers.
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Ideologies and Issues for Teaching
Blockchain Cybersecurity
in Management and Computer Science

Kenneth David Strang, Ferdinand Che, and Narasimha Rao Vajjhala

1 Introduction

Cybersecurity has become a high-demand topic in management science and com-
puter science higher education at universities around the world. The demand
stems from the workforce need to educate and train managers and cybersecu-
rity professionals about risk management and decision-making, especially in the
cybersecurity domain. Additionally, the demand also emanates from technology
companies and government departments, who need specialists trained to design,
program, and debug contemporary cybersecurity systems. There is an increasing
demand for cybersecurity professionals with a steady yearly growth rate of more
than 6% expected until 2020 [1]. The demand for cybersecurity professionals
across various domains, including accounting, finance, and logistics, is also in the
rise apart from the core computing and information systems disciplines. Close to
70,000 cybersecurity incidents were reported in 2014, and a consistent increase
of 10% was observed over the next fiscal year as well [2]. A shortage of two
million cybersecurity professionals was forecasted for the 2019–2020 fiscal year
[2]. The demand for cybersecurity education is increasing in developed as well as
emerging nations. The reasons for the growing demand in cybersecurity education
is connected to the fact that many countries are engaged with global trade and
with the advances in telecommunication a significant proportion of global trade is
increasingly conducted via the Internet [3]. Furthermore, most of these countries
have a growing young-aged middle class with money to spend on computer science
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and management science education [3]. Igonor et al. [4] state that higher education
institutions are not meeting the industry needs in the context of cybersecurity
education and training. Igonor et al. [4] point out there is a lack of emphasis on the
psychological aspects in the current cybersecurity curricula and also the students are
not adequately trained with the required technical and soft skills.

A primary reason that the demand for cybersecurity education has increased
is due to global cybersecurity breaches. Cybersecurity breaches have made it
imperative to update and enhance the protection methods to address the new
developments in technology [5]. In March 2019, a database containing over 2.4
million identity records on government officials and politicians from every country
was leaked online [6]. In the same month, Facebook admitted that it had not properly
secured over 600 million users’ passwords since 2012 and that the sensitive data
had been accessed by its employees [6]. In the very next month, April 2019, it was
discovered that two third-party applications that hold sensitive Facebook datasets,
over 540 million records, were exposed online [6]. Then in May 2019, WhatsApp,
owned by Facebook, disclosed that its over 1.5 billion users had been left vulnerable
to spyware designed by the NSO Group, an Israeli government surveillance agency
[6]. These days many businesses generate a vast amount of sensitive data about
their customers, data which is extremely attractive to malicious hackers, particularly
because much of the data is stored in centralized repositories.

The decentralized nature of blockchain and its immutable ledger technology
present great opportunities to secure and protect sensitive customers’ data in a
way that is also very unattractive for hackers to attack. But companies face major
challenges in acquiring the workforce capabilities necessary to adopt and deploy
blockchain technology, which promises better data security and privacy. At the
same time, companies are increasingly dependent on the Internet to compete and
as such must add adequate security to protect their critical infrastructure and
sensitive data [7]. Decentralization alone is not enough as it is known that hackers
often gain access to companies’ networks and systems by attacking weaknesses
in their networks or edge devices such as routers and switches [8]. The Internet
of Things (IoT) is a paradigm encompassing all the devices and techniques under
which every vital object in our daily life, including wallets, watches, refrigerators,
cars, and others will be connected to each other and the Internet [9]. IoT systems
are particularly vulnerable to cybersecurity attacks because the technology is
pervasive and open. A large number of users, especially those with lack of technical
knowledge and expertise, are unaware of the security risks posed by the various IoT
devices that are extensively used in homes, for instance. Most of these devices are
not configured to meet the minimum deterrents for cybersecurity threats.

Although IoT started way back in 1998, there has been significant progress
only in the last decade with the proliferation of mobile computing, ubiquitous
computing, and wireless sensor networks [9]. The number of IoT devices is expected
to reach 7 trillion wireless devices, serving over 7 billion people [9]. Cybersecurity
is a significant challenge for IoT devices [10]. IoT devices and components have
low power and computing capabilities. Hence, the traditional complex security
mechanisms and schemes would not be suitable for IoT devices [9]. Rahim et al.
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[5] define cybersecurity awareness as the degree of the users’ understanding of the
importance of information security to protect the organizational data and network.
According to Shammar and Zahary [9], hackers are likely to take advantage of the
weaknesses within the IoT objects if cybersecurity in IoT is not managed properly.
This is likely to result in disrupting the global IoT network.

The main security challenges in IoT include data confidentiality, privacy, and
trust [9]. Data confidentiality is essential to ensure that the data is accessed
and modified by authorized users and objects. Proper access control mechanisms
need to be created and maintained to ensure that only authorized objects and users
have access to IoT devices [9, 10]. IoT devices, especially those used in critical
applications, including healthcare, raise privacy issues related to personal and sensi-
tive information. Also, as wireless channels are used for communication between the
devices, there are many security vulnerabilities involved in the transmission of the
information between the devices [9]. Trust is also an important security challenge
for IoT devices as most of the smart objects make decisions themselves, presenting
trust challenges. Hence, risk management is needed to ensure cybersecurity attacks
are minimized.

Cybersecurity attacks could be minimized if proper trust relationships are set
up between the objects as well as the people using and accessing the devices.
However, decision-makers in management science as well as programmers in
computer science must be educated to perform risk management and to design IoT
systems to be resilient against cybersecurity attacks [10]. Blockchain technology is
the more important new development in IoT and cybersecurity systems. Therefore,
blockchain must be incorporated into management science and computer science
higher education.

In the next two sections, we discuss what is covered in blockchain technology
in higher education, and then we explore what strategies universities are using to
deliver this education.

2 Blockchain Technology in Higher Education

Rapid changes in technology affect not only what we teach but also how we
teach [11]. Higher education universities teach blockchain by covering the theory
and application as summarized below. Teaching approaches tend to be generally
consistent in explaining what blockchain is, exploring its theoretical and math-
ematical foundations, the building blocks, as well as the technological potential
of blockchain [12, 13]. Lending et al. [11] recommend the inclusion of technical
teaching cases and tips, involving the use of blockchain technologies as well as
other available technologies that are relevant to the information systems practice.
On the other hand, even though the application of blockchain in finance, partic-
ularly cryptocurrencies, continues to be dominant in the blockchain applications
landscape, teaching approaches are more fragmented in the exploration of the
impact of blockchain and its other potential applications in areas such as supply
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chain and logistics, government, healthcare, energy trading, IoT, law, education,
and of course cybersecurity [12–15]. Cybersecurity curricula should focus on both
technical aspects as well as the business dimensions [2]. The focus on cybersecurity
is usually more on the technical dimension, while the business and leadership
aspects are often sidelined.

Blockchain, considered as one of the most disruptive technologies, is the
core technology behind Bitcoin and the nearly 2000 other cryptocurrencies that
are currently available over the Internet [16, 17]. Blockchain technology was
developed by Satoshi Nakamoto in 2008 as the underlying technology for the
Bitcoin cryptocurrency [18]. Every transaction in a blockchain is fully auditable
[17]. Hence, the blockchain technology is increasingly being used across various
business sectors, including logistics, banking, pharmaceuticals, and information
technology [19]. Several accountancy firms use blockchain technology, and Big
Four accounting firms are implementing several blockchain projects and have
shown interest in adopting this technology [18]. Zalan [20] states that blockchain
may account for 10% of the World’s GDP by 2025. The market value of the
cryptocurrencies is around $100 billion, and increasing significantly [16]. Some of
the applications of blockchain technology include cryptocurrencies, such as Bitcoin.
Blockchain technology is now used in a wide range of fields, including digital
identify, medical records, financial institutions, and education [21]. Banks and
investment funds have also invested more than $1 billion in blockchain technologies
in 2016 [18]. Zalan [20] terms blockchain as a transformative technology rather
than a disruptive technology that can transform several areas, including financial
services, cybersecurity, logistics, and healthcare.

Blockchain addresses two key aspects of business on the Internet, namely,
trust and transactions [22]. Data breaches have caused numerous problems for e-
businesses and e-commerce transactions over the last two decades. Blockchain
can address the privacy and breach of trust issues that have negatively impacted
businesses dealing with online transactions. The basis for blockchain technology
involves three concepts, namely, the transaction, the block, and the chain [23]. The
transaction is an operation in the ledger, the block is responsible for recording
all the transaction data over a span of time, and the chain is responsible for
managing the set of blocks in a chronological manner reflecting the changes
of state in the ledger. The block is cryptographically identified by a Merkle
root hash, and every block is chained to its immediate predecessor block [24].
Trust is maintained in blockchain through a free market of independent nodes
using a consensus of majority technique, and public visibility of the complete
transaction is also ensured through the distributed nodes [24]. Shrestha et al. [25]
define blockchain as a distributed and decentralized database of all transactions
executed among participating nodes. Blockchain technology uses a distributed
ledger to share and record information through a peer-to-peer network [18, 26]. The
maintenance and validation of the ledger transactions take place in a decentralized
and collective manner by the members of the department [26]. Data verification and
content management are easier with blockchain technology because of the use of
distributed public ledgers [16]. The blockchain technology uses a cryptographic-
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based distributed ledger for enabling trusted transactions [19]. The ledger entries
are made in a chronological manner and in blocks using a cryptographic hash [18].
Trust is ensured in transactions through a tamper-proof ledger. The immutability of
the transactions is ensured through a combination of sequential hashing as well as
cryptography [27]. Data is stored in the form of multiple blocks that are connected
with each other through a network, and any newly generated block is attached to the
previous chain of blocks [26]. The most important feature of this chain of blocks
is the permanency of the data in the blocks, which means that any changes can
be accounted for in the chain [17, 26]. Blockchain technology coupled with other
technologies, such as IoT, can create a permanent and shareable record creating
efficiencies for the global economy [17].

One of the key features of blockchain technology is that it runs on top of the
current stack of Internet protocols [22]. Blockchain uses cryptographic techniques
to ensure that data of a transaction cannot be tampered and also ensures that
transactions can be backtracked and verified [23]. The blockchain technology relies
on a decentralized and distributed peer-to-peer network. This allows the nodes in
the network to exchange data on a trust system improving the efficiency of the
data exchange [23]. The security of the data in a blockchain is ensured through
the adoption of an asymmetric encryption algorithm [23]. Blockchain technol-
ogy allows completely secure, transparent, and immutable financial transactions.
Another important aspect of blockchain technology is that is built on a distributed
network, which means that there is no single point of failure risk, as even if one of
nodes is affected, the other nodes in the distributed network maintain the integrity
of the ledger [22]. Blockchains also eliminate the need for third parties as the value
flows directly from the sender to the receiving party.

Blockchain technology provides key functionalities, including transactional
validity, immutability, privacy, and immediacy [28]. The validity of a transaction is
done through a timestamp which ensures that there is no duplication of transaction.
The timestamp-based approach is implemented by two algorithms using a proofing
mechanism to prevent any duplication or fraud in the transactions [28]. Blockchain
technologies use mechanisms, including proof of service, consensus, and proof of
stake to achieve transactional immediacy [28]. The blockchain infrastructure has
five main layers, namely, the data layer, network layer, core layer, contract layer,
and application layer [29]. The applications are hosted on the top layer, that is, the
application layer. The security issues related to the remaining four layers need to be
examined.

A block is a basic unit of a blockchain network used for recording information
about a transaction. A block in a blockchain network has two components, namely,
the header and the body [29]. The header includes information, including the size of
the block, the version of the bloc, the hash information for the previous block, target
block, and the node hash value as well as the timestamp [29]. The body of a block
includes the number of the transactions as well as the record of the transactions. The
first block in a blockchain network is known as the genesis block. This block has all
the information needed for all the nodes in the network, including the cryptographic
hashes of the records [25]. Transactions are validated based on a set of consensus
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rules and placed in a block after validation. The blocks of transactions are connected
into a chain of blocks cryptographically to ensure high levels of data security [18].
There are four types of nodes in a blockchain network, namely, full nodes, super
nodes, light nodes, and mining nodes. The full nodes store the complete history of
the transactions on the blockchain network [25]. Merkle Trees are also a core part
of blockchain technology [18]. Merkle Trees can take a large number of transaction
identification numbers and convert them into a single 64-bit code [18]. This process
allows small amount of data to process and verify the transactions and also resolve
the memory space problem [18]. Every block in the blockchain has a header and
the body. The header includes information on the hash of the previous block while
the body has the list of transactions in the blockchain [25]. Blockchain technology
also uses self-executing smart contracts extensively. The basis of smart contracts
is the predefined business logic that is agreed on by the contracting parties in the
transaction [18].

Blockchain technology includes both public and private blockchains. In public
blockchains, every transaction is public and users have the option of remaining
anonymous. Hence, the networks using public blockchains usually have an incen-
tivizing mechanism so that participants can be encouraged to participate [17]. There
is no need for permission from a central authority for public blockchains, while
private blockchains involve a certain degree of centralization [15, 25]. This degree
of centralization leaves the private blockchains open to a central point of failure
[25]. The example of public blockchain includes all the cryptocurrencies, including
Bitcoin and Ethereum, where there are no restrictions on participation in the network
[16, 17]. Public chains are decentralized and are not prone to the single point of
failure problem. Private Blockchains are operated by specific institutions on an
independent basis [15, 16]. In permissioned blockchains, the access is controlled
either by a consortium of members in the case of a consortium blockchain or by
a single organization in the case of a private blockchains [17]. Blockchain tech-
nology offers several advantages, including decentralization, distributed security,
transparency, and immutability in trustless environments [25].

Thombs and Tillman [30] emphasize on the importance of updating the curricu-
lum in universities to include blockchain and cryptocurrencies. They suggest several
topics that should be included in the curriculum for blockchain and cryptocurrencies
courses. Among several issues that were identified in this study, was the discussion
on fake-blockchain technology [30]. Some of the system designers are substituting
the word “database” with “blockchain” to give a superficial blockchain product
without any significant redesign. Hence, students would benefit from understanding
the difference between traditional databases and the blockchain technology. There
should be broad discussion on terms, including, including peer-to-peer, distributed,
consensus-based, and cryptographically secure applications [30].

Smart contracts are also an important part of blockchain technology, and should
be part of the blockchain curriculum [30]. Thombs et al. give the example of
the scripting technology that is used by Bitcoin which is not Turing complete
as compared to other cryptocurrencies, such as Ethereum, that support fully
Turing-complete scripting. The difference between the support provided for Turing-
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complete scripting is that scripting languages that do not support Turing complete
do not support some of the features, such as iterative loops, which will protect the
applications from some of the hacking attacks [30]. These core concepts must be
integrated into the blockchain curriculum.

Blockchain technology has disrupted several businesses with several large
companies moving quickly to adopt this technology and replace some of the
previously used technologies [31]. Hence, universities must include these important
topics to integrate early exposure and understanding of these complex issues. In a
study carried out by Ryabova and Henderson [31] on integrating cryptocurrency
into intermediate financial accounting curriculum, around 88% of the students
expressed interest in learning more about blockchain and cryptocurrencies. A
similar percentage of students also indicated that the knowledge of blockchain will
give them an advantage in their future workplace.

3 Integration of Blockchain in Cybersecurity Education

Craigen et al. [32] describe cybersecurity as a complex challenge that requires
interdisciplinary reasoning. Higher education universities teach cybersecurity risk
management and how blockchain can be applied to reduce cybersecurity threats.
The nature of cybersecurity education is interdisciplinary, with various disciplines
including, finance, management, accounting, logistics, etc. Most of these disciplines
require varying degrees of cybersecurity knowledge and expertise. Below we
discuss some of the controversies and benefits typically covered in cybersecurity
higher education.

Cybersecurity awareness is essential for Internet users, especially the young users
to combat silent privacy invasion [5]. Blockchain technology strengthens existing
secure networks and communications as encryption and hashing are used to store
immutable records [19]. A large number of businesses are moving from centralized
storage to the decentralized blockchain technology as data privacy is well handled
in the blockchain technology [8]. Blockchain market has grown significantly over
the last few years and so have the number of malicious attacks on the blockchain
system. The increase in the number of security incidents has resulted in increasing
demand for studies on blockchain security [26]. Cai et al. [29] state that while
several companies and organizations are developing application systems based on
the blockchain technology, they are sidelining some of the security issues, especially
in the areas of the privacy and security of the blockchain network.

The National Aeronautics and Space Administration (NASA) is using the dis-
tributed ledger blockchain technology to strengthen its cybersecurity by preventing
denial of service attacks [8]. The decentralized nature of blockchain ensures that
there is no single point of entry for hackers. Single point of vulnerability is
one of the key factors because of which the current domain naming system is
susceptible to attacks from hackers [8]. This vulnerability can be handled through
the decentralized blockchain technology as hackers would no longer be able to
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exploit single points of vulnerability. The domain information can also be stored
on a distributed ledger used in the blockchain technology [8]. There is also limited
chance for security breaches as the cryptographic access key can be revoked in the
event of any security breach [8].

Raban and Hauptman [33] describe emerging technologies, including artificial
intelligence (AI), quantum computing, blockchain, and IoT as both having a positive
and negative impact on cybersecurity. For instance, AI can possibly be used both for
attacking other systems and also for providing enhanced cyber defense capabilities.
As large companies move toward adopting blockchain technology, the cybersecurity
events would come under the high-impact, low-frequency events. This is because
blockchain technology is based on a strong and secure foundation but there are
possible vulnerabilities that have not yet been explored as the applications built on
the blockchain technology are largely work in progress.

According to Taylor et al. [19], most of the studies on blockchain and cyber-
security focus on IoT, data storage and sharing, network security, data privacy,
and navigation and utility of the World Wide Web. IoT devices have proliferated
significantly over the last decade. However, there are security issues related to IoT
as hackers could use these edge devices to launch cyberattacks [8]. Blockchain
technology can be used to address the security concerns in IoT devices, as the
devices can form group consensus on what would constitute a normal occurrence
within the network [8]. In the event of any suspicious activity, the nodes involved in
the activity can be removed or locked down.

Blockchain technology uses a decentralized distributed ledger system that
provides an immutable and irreversible record for every transaction [28, 34]. Two
important technologies, namely, the distributed ledger technology and cryptography,
are combined. Distributed ledger technology involves distributed storage with
information stored in multiple locations. The use of cryptography with distributed
computing means that the entries in the distributed ledgers are secure. Blockchain
is considered a highly reliable technology as it is very difficult to break the
encrypted blocks stored in multiple secure locations, and all the transactions on
the system have a traceable history. Blockchain technology has a secure basis but
as demonstrated by the number of security incidents that Bitcoins had to face in
the last few years, a number of security challenges still need to be addressed. For
instance, a Japanese Bitcoin exchange, Mt. Gox, as well as InstaWallet Bitcoin
wallet service reported losses of over $12 million US dollars because of hacking
[35]. A much larger hacking incident occurred with the Hong Kong-based Bitfinex
Bitcoin exchange, which reported losses of over $65 million US dollars because
of hacking [35]. These incidents expose some of the cybersecurity challenges that
blockchain-based technologies and applications face.

Blockchain technology also provides higher security as compared to storing data
in a centralized database [35]. The key advantage of blockchain is the unique mix
of security and transparency. Blockchain technology ensures security through full
encryption of the data blocks [27]. In this way, even if the hacker gains access to
a blockchain network and the data blocks, the attacker cannot read the data blocks.
Blockchain technology uses encryption keys along with the public key infrastructure
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(PKI) technology to provide a higher level of security [27]. There is a risk of
compromising transparency in the context of security, but in the case of blockchain
technology transparency is assured through the openness attribute [35].

Conte de Leon et al. [36] point out some of the challenges in blockchains
in the context of cybersecurity, including the selection of time-resilient strong
cryptographic functions. The key issue is that one-way hash algorithms that are
cryptographically secure today may not remain secure in the future. For instance,
finding the inverse of one-way hash algorithms using the current technology is not
computationally feasible, but this could soon be possible. There is a possibility
that in the next 20 or 30 years with advances in technology, these algorithms may
not remain computationally infeasible [36]. While the underlying distributed ledger
system is secure in blockchain technology, there are cybersecurity issues with the
correct and secure implementation of these by organizations seeking to implement
blockchain technology [36]. This requirement would involve the use of adequate
software engineering design and development methods, the use of formal methods
for protocol specification, as well as exhaustive testing [36].

However, organizations need to reconsider and reframe their risk management
strategies with the implementation of new technology. There is limited literature
in the context of blockchain and cybersecurity [19]. Taylor et al. [19] emphasize
the need for closer collaboration between the academic researchers and the industry
as there is a gap in the context of blockchain cybersecurity research. Furthermore,
there may be opportunities to leverage blockchain to improve the credibility and
reliability of any data processing that relies on artificial intelligence (AI) in the
era of big data [19]. This chapter will add value to the existing literature on
these topics and examine why blockchain technology is particularly attractive for
blockchain adoption in emerging markets, and how universities can upgrade their
course offerings to include blockchain and related technologies [37]. Blockchain
technology is one of the key technologies used by Fintech startups, which are
increasingly assuming significance in the emerging markets. In the emerging
markets, blockchain technology also promises a lot more benefits beyond a sound
foundation for Fintech, especially if the data quality tension between trust and truth
inherent in blockchain can be bridged [27, 38].

4 Teaching Ideologies for Blockchain and Cybersecurity

We took an empirical approach to investigate what ideologies higher education
universities were applying to teach blockchain and cybersecurity. We reviewed
the scholarly ideology or rationale for teaching blockchain at universities in
emerging economies rather than examine pedagogy underlying the methodology
[39]. A search of the peer-reviewed full-text literature using Proquest Central and
EBSCO indexes with keywords “blockchain” and “teach,” but no other constraints,
returned only five relevant peer-reviewed papers [see 12, 22, 40–42]. One paper
was from a journal, another was a book section, and the rest were published
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from peer-reviewed conferences. We assert this limited finding was due to the
limited academic interest of the topic within the information technology education
domain since more results were returned when we switched from “blockchain” to
“object-oriented programming language” in the search keywords. Nevertheless, it is
worth examining these contemporary studies about teaching blockchain, which we
summarize below, and then we discuss our experiences followed by presenting our
proposed conceptual model.

Kursh and Gold [22] published a single case study revealing why and how
blockchain was being taught at a USA-based university. Blockchain is relatively
new, and this was the first instance of a teaching study emerging in 2016 from
the peer-reviewed literature (the other papers were in 2019). In their case, the
topic was positioned as an electronic commerce technology innovation within the
information management technology curriculum. Their view of blockchain was
that it is part of a financial technology enterprise solution—which we assert is a
managerial concern in contrast to application design or programming view. They
targeted students from business (this was where their degree was granted)—and
blockchain was taught in their finance, strategy, entrepreneurship, and information
technology courses. They rationalized that teaching blockchain would be in demand
for business, technology, and finance college majors because it was developed in
2014 by an anonymous group (Satoshi Nakamoto—a pseudonym for an unknown
group) after the 2008 global financial crisis as a secure peer-to-peer digital currency
electronic cash system now known as Bitcoin. They noted many banks, insurance
companies, and businesses were interested in hiring people with at least a theoretical
understanding of blockchain and cryptocurrencies (e.g., Bitcoin). Their emphasis
was on entrepreneurship, finance, and cryptocurrency stakeholders. There was little
explanation of the pedagogy except that guest lectures were used, a symposium was
held, and a student club was formed. It was clear to us that they were covering the
managerial aspects of blockchain and not programming.

In his single case study, Liu [41] took the opposite viewpoint by teaching
blockchain from an application programming standpoint. Liu [41] developed a
tutorial in Java called ChainTutor for helping students learn basic blockchain
concepts in computer science and information technology discipline courses at
the university level. Liu [41] claimed the targeted audience included stakeholders
included decision-makers as well as information technology staff in banking and
healthcare companies. Liu [41] classified the topic under the Internet of Things
(IoT), which we feel is management information technology rather than pure
computer science. His pedagogy was to offer lectures with screenshots and then
have students work through examples in the controlled tutor graphical user interface
program to appreciate the concepts, but not conduct actual programming, as some
concepts of blockchain are not easy for beginners to understand. Liu mentioned
that the visual and interactive kinetic delivery tutorial supplemented text-based
materials as an effective teaching procedure. In comparison to Kursh and Gold [22],
we categorize Liu’s [41] approach as less managerial but leaning toward technical
project team leaders or application designers but not application programmers.
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Rao and Dave [42] published a single case study of teaching blockchain in the
computer science and engineering fields as part of their BS/MS programs at Prince-
ton University, Princeton, New Jersey, in the USA. They considered blockchain
to be most related to the IoT and cloud computing subjects. Their ideology was
clearly to teach basic blockchain within the programming context using a hands-on
laboratory-based approach. They provided Raspberry Pi for the teaching delivery
platform, which is a small, inexpensive object-oriented programming language that
allows students to build IoT applications. They covered concepts such as creating
immutable records using cryptographic hash functions, along with transmitting
and storing data on the cloud. They provided lectures, tutorials, the sequencing
mandatory reading materials, and they specified the graded outcomes but allowed
the students to proceed using their choice of methods. As pedagogy, they provided
a short theoretical lecture followed immediately by a hands-on lab tutorial with an
exercise to complete. We concluded that Rao and Dave [42] positioned blockchain
teaching as application development.

Negash and Thomas [40] also published a single case study about teaching
blockchain to university students as a nontechnical subject in the business discipline.
They described blockchain as a new disruptive technological opportunity for
businesses that allows companies to unlock value through trusted and smart peer-to-
peer financial transactions where verification and transfer of assets are protected
by encryption. They did not provide details for the pedagogy, but they stated
their key learning objectives were to educate administrative and infrastructure
decision-makers about blockchain enterprise-level or component solutions. As they
confirmed, their ideology was to teach blockchain as a managerial decision-making
issue rather than a programming or design activity.

IoT devices are gradually expanding to a wide range of applications and
appliances, including medical devices and operation of critical infrastructure.
Several security problems arise with the use of IoT devices, including insecure
web interfaces, lack of adequate authentication, and transport encryption, apart from
weak physical security [33]. In the context of cybersecurity, Raban and Hauptman
[33] identified that IoT as an emerging technology has an overall net negative
impact on cybersecurity while blockchain technology has a net positive impact.
The security issues with IoT devices need to be handled before these devices can
have a positive impact but this process is likely to be long considering the numerous
cybersecurity issues involved.

Dettling [12] published a book chapter in which he explored the challenge
that educators face in developing appropriate syllabi and curriculum for teaching
blockchain to an audience of business management students, given that teaching
approaches are currently fragmented. He recognized that any such blockchain
curriculum would have to evolve with the developments in blockchain. Dettling’s
ideology was to teach blockchain as a managerial decision-making issue, but he
took a nuanced position that without an understanding of the basic principles of
blockchain it is not possible to effectively assess fundamental managerial decisions
about the impact and implications of deploying blockchain [12]. According to
Dettling [12], it may be necessary to rethink the syllabi of foundational business
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management courses such as business and financial mathematics to ensure that
business management students acquire the relevant preparation to better assimilate
blockchain technology in the managerial context. Dettling put forward a suggested
approach to developing blockchain topics for teaching business management stu-
dents, which focused on business impact, the blockchain building blocks, and the
applications of blockchain [12]. We concluded that even though Dettling [12] took
a nuanced position he nevertheless positioned blockchain teaching as a managerial
decision-making issue.

We also reviewed many non-peer-reviewed sources, and one stood out as
interesting. Zeltsinger [43] explained how he designed and taught blockchain at
the college level to introductory application design and programming students. He
admitted the topic was too broad to include in a single course, so he elected to
cover blockchain architecture, specifically the Ethereum Virtual Machine (EVM)
environment and protocol (which is a new paradigm emerging from the Bitcoin
system). He stated he taught the topic using an application programming standpoint.

There were other related but relatively older sources, including Bicak et al. [44]
whose conference paper focused on the development of cybersecurity curriculum for
graduate students of universities. Bicak et al. [44] recognized that cybersecurity is
a broad field which makes it extremely difficult to cover and draft a curriculum that
strikes the right balance between achieving comprehensive coverage and meeting
the demands of employers who demand that cybersecurity graduates hit the ground
running in relevant but specialized areas. Nevertheless, Bicak et al. [44] adopted the
view that to meet the workforce needs cybersecurity education programs should
take incorporate both formal education as well as practical training, leading to
certification. Therefore, higher education institutions would do well to enrich
cybersecurity education offerings by embracing a multidisciplinary approach and
nontechnical ideologies.

Mouheb et al. [45] conducted a review and analysis of curriculum design
approaches for cybersecurity education. They found that the approaches to teaching
cybersecurity were fragmented due to the multidisciplinary nature of cybersecurity,
even though the approaches share a common objective to impact the requisite
knowledge and skills needed by the workforce demanded by the market. Mouheb
et al. [45] found that some approaches designed programs with differing mixes
of technical knowledge and practical skills to suit students’ career objectives in
academia, industry, or government. We concluded that the different approaches
to cybersecurity program design were mostly done from a technical standpoint.
However, the approaches had a common objective to bridge an apparent disconnect
between academia and industry, where universities are perceived as educating
meanwhile industry demands trained graduates to meet acute workforce needs. In
developing cybersecurity programs it is important to strike a pragmatic balance
between the core knowledge necessary and the workforce skills needed in the vari-
ous disciplines. The process of developing the core knowledge involves curriculum
revision and updating the curricula to meet the requirements of the industry taking
into consideration the rapid technological advancements.
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Fig. 1 Conceptual typology

We developed the conceptual typology in Fig. 1 to synthesize the scholarly
ideology or rationale for teaching blockchain at universities based on the literature
and from our experiences. This model can be used by decision-makers at any
level to design programs at universities or by consumers to analyze what to study
when pursuing a degree. This model will have tremendous utility for academic and
entrepreneurial stakeholders. The conceptual typology in Fig. 1 has two dimensions:
stakeholder classification and teaching ideology. All universities and educational
institutions provide products to consumers, for example, students who become the
key stakeholders making decisions about which degrees or courses to purchase and
or expend effort toward.

The stakeholder dimension is comprised of the industry position and career goal
for the student. Stakeholders include all the parties that have an influence over the
project, and can affect or be affected by the project. For example, a stakeholder in
the scope of this model relevant to learning blockchain would likely range from
application programmers (e.g., maybe using EVM, Python, or other object-oriented
programming language), through application designers who model but do not write
programs. The other end of the spectrum would include managerial decision-
makers, including bankers, insurance investors, CEOs, CIOs, who determine the
need then the criteria to purchase or implement blockchain solutions.
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The teaching ideology dimension of Fig. 1 is comprised of the pedagogy,
lecturing and delivering materials, or andragogy, meaning helping adults learn to
learn [46], along with the delivery procedures. The delivery procedures refer to
audio/lectures with visual slides, text materials, interactive graphical object-oriented
lab exercises, or innovative combinations of these. Another way of looking at the
teaching ideology is whether it is applied in a kinetic way (even in a controlled
prototype environment such as EVM) or whether it is wholly theoretical such as
guest lectures, symposiums, or traditional pedagogy. We do not assert there is one
best magic quadrant in our conceptual model—rather we are presenting what the
literature and experience shows us, in order to share with other researchers and
stakeholders.

5 Critical Issues in Future Cyber Science and Blockchain
Education

We further investigated the risk management controversies and issues emerging
from cybersecurity at higher education universities. In particular, we focused on
the critical issues that seem to be driving the design of cybersecurity programs in
higher education universities.

One key issue is the critical balance between distributed technology ease of use
and trust. The distributed ledger nature of blockchain technology makes it poten-
tially very attractive for protecting businesses and other entities from cyberattacks
in the emerging economies where there is a tendency to distrust centralized authority
and control. The distributed nature of the ledger blocks also ensures that there is no
single point of failure.

Blockchain offers decentralized technologies through a trustless distributed
ledger technology that enables immutable peer-to-peer transactions with minimized
central authority control by “trusted” third-party institutions [37]. With most
transactions in emerging markets conducted through local agents, businesses are
generating a huge amount of customer data that is very complicated to harvest and
to store in centralized repositories.

However, the decentralized nature of the customer data in emerging economies
makes it unattractive to hackers but extremely attractive to deploy advanced
blockchain technologies, such as the next-generation blockchain technologies used
for the Apollo currency [8, 47], to efficiently archive and protect customer data and
cryptographically grant or revoke access to third-parties as needed. Businesses in
the emerging markets are also more likely to recognize that it may be more cost-
effective to reach larger customer segments by deploying small IoT devices that are
better aligned with existing social and cultural characteristics of the customers.

To protect against cyberattacks, it is necessary to deploy smart IoT devices
that do not rely on management via any central authority but can form group
consensus about what is normal activity or data within their IoT network, so that
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each device is accountable for its actions, messaging is secure, and the groups
are able to quarantine any devices nodes that behave unusually [47]. The nature
of the cybersecurity challenge in emerging economies is somewhat different from
the challenges faced by the developed economies, which are very invested and
dependent on huge and complex networks and infrastructure and deeply burdened
by a great amount of regulation by various private and public institutions.

Cybersecurity education should reflect the fundamental differences explored
above. In developing cybersecurity programs and courses those in charge of the
cybersecurity curriculum should recognize the relationship between the curriculum
required and the workforce skills needed in the various disciplines [48]. Cyberse-
curity education curriculum for the emerging markets should emphasize not only
on the key security knowledge areas [48] that are essential but also on the relevant
skills required, taking into account the nature of the opportunities to develop those
practical skills that support the application of critical knowledge.

Interestingly, the Association of Computing Machinery Joint Task Force on
Cybersecurity Education (CSEC) thought model for cybersecurity education spec-
ifies three dimensions: knowledge areas, crosscutting concepts, and disciplinary
lenses. The cybersecurity knowledge areas include data, software, component, con-
nection, system, human, organizational, and societal security [48]. The crosscutting
concepts include confidentiality, integrity, availability, risk, adversarial thinking,
and systems thinking [48]. The knowledge areas indicate critical knowledge with
broad relevance within and across multiple computing-based disciplines such as
Information Systems, Computer Engineering, Software Engineering, and others.
Similarly, the Accreditation Board for Engineering and Technology (ABET)-
accredited cybersecurity program focuses on the problem-solving, designing, and
implementation skills of the students [4]. There is ample focus in the cybersecurity
curricula on ensuring that students have the required skills, including soft skills and
decision-making capabilities [4]. The National Centers of Academic Excellence
(CAE) cybersecurity curricula framework has three knowledge units, including
foundational, core technical, and core nontechnical units [4]. The foundational
unit deals with the basics of cybersecurity principles and the related information
technology components. The core technical unit includes basic programming
knowledge as well as the foundations of cryptography and operating systems [4].
The core nontechnical unit includes the ethical, legal, and planning aspects of
cybersecurity and management.

6 Conclusion

In this chapter, we investigated the scholarly ideology or rationale for teaching
blockchain at universities. We (authors) discussed our approaches used for design-
ing and teaching information technology-related courses, including topics such
as blockchain and IoT to make sense of the literature review. We elaborated on
how our colleagues were designing and teaching blockchain at the university level
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in the business as well as computer science disciplines. We have explored the
need for cybersecurity in higher education in this chapter. We dealt with the key
questions of why cybersecurity is required in higher education, and discussed the
ideologies that university are applying in the realm of management science as well
as computer science education. Our findings indicated that blockchain technology
was one of the essential components of modern cybersecurity higher education. We
also proposed a conceptual typology that will assist in synthesizing the scholarly
ideologies for teaching blockchain at universities based on the reviewed literature
as well as our experiences. Our conceptual model can be used by decision-makers
and academic administrators at different levels to design and deliver cybersecurity
and risk management degrees.

We developed a conceptual typology to synthesize risk management at universi-
ties in emerging economies. In this chapter, we investigated the scholarly ideology
or rationale for teaching blockchain at universities. Ever since the inception of
Bitcoin in 2008, the underlying blockchain technology has come into prominence.
We developed a conceptual typology to synthesize the scholarly ideology or
rationale for teaching blockchain at universities based on the literature and from
our experiences. This model can be used by decision-makers at any level to design
programs at universities or by consumers to analyze what to study when pursuing a
degree. This chapter will contribute to understanding the risk management strategies
that are currently being employed by organizations in the context of blockchain
technology. This chapter will also benefit educators and students as it would offer
critical insights into understanding the cybersecurity risk management strategies in
organizations using the blockchain technology.
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Early Work Vis-à-Vis Current Trends
in Internet of Things Security

Pabak Indu and Souvik Bhattacharyya

1 Introduction

In the 1960s, the Internet was limited to a few scientists and defence only. Since
then, computers faced a physical threat, but as time evolved the physical threat
became more of a malfunctioning of the devices. International Monetary Fund says
that globally around $100 billion financial loss occurs because of cyber-attacks and
in some years this goes up to $250–$300 billion [1]. From a small- to a large-scale
organization, private to the public sector, many organizations are increasing their
technical assets on a large scale to implement their business process efficiently. Fail-
ure of these assets fails their business process. Operational cybersecurity threats are
defined as [2] operational threats to the technological assets that have consequences
affecting confidentiality, availability, integrity or information system. Now let’s
find the cybersecurity threats and trends for the upcoming digital world. Phishing,
ransomware, crypto-jacking, cyber-physical attack, state-sponsored attacks, IoT
attacks and social engineering are the most trending cybersecurity attacks in recent
years [3]. Though IoT attacks are one of the most trending attacks, still, IoT has
been an integral part of our daily life to maintain our daily routine and activities.

IoT devices play a significant role in improving the quality of life for the elderly
and people with disabilities [4]. Some IoT devices are used to help and monitor the
different vitals of people, even when they are sleeping [5, 6]. IoT devices are also
used to revolutionize physical therapy [7]. The Autism Glass [8] aims to provide
support for autistic children, which helps to recognize the emotions of other people
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in real time [9] and help them react and communicate easily in an appropriate
manner. Automatic vehicle endeavours to minimize the hazard scenarios in the
shade of safety-centric IoT solution [10], by restricting the driver from deviating
from the trajectory path or having a collection with an object or notifying about the
nearest fuel station, hospital or a particular station in case of emergency [11].

We also use the IoT devices as a warning system for monitoring different
safety parameters in the vein of environmental changes, liquid pipeline pressure
assessment, chemical leaks, presence of toxic gas, etc. This warning system might
protect the people and their belongings.

The undeniable benefits of IoT devices lead it to a profit-driven business. These
result in a scenario where manufacturers looked more into the quantity than the
quality, overlooking any kind of security aspects, which attracted plenty of security
breaches with a minimum effort. Figure 1 shows us the global IoT attack scenarios .

Let us concentrate on some latest IoT security breaches that happened in recent
years.

(a) In January 2019, ZDNet reported [12] about an incident occurring in Arizona; a
14-year-old boy has included a friend in their group chat. The boy could listen
to all of his friend’s conversations surrounding his mobile device without his
friend picking up the call. He exploited the ‘Facepalm’ bug.

(b) As reported by Larry Cashdollar [12], Silex malware crashed an IoT device’s
storage, inferred firewall rules and changed the network configuration. The
malware was quickly spread among all 1650 connected IoT devices. To recover,
the owners manually reinstalled all the devices’ firmware. A 14-year-old boy
had spread this malware using the pseudonym of Light Leaf on.

(c) In October 2018, ZDNet reported [12] that hackers have again tapped in Alexa
and Google Home smart assistants, to sneak on users without users’ knowledge.
No matter how both Amazon and Google have deployed updates every time,

Fig. 1 Global IoT attack scenario (image courtesy [13])
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it seems like newer ways to exploit devices have continued to surface by the
continuous effort of the advisories.

Such and other security contraventions damage the confidence over IoT paradigm
in the consumer market. These various types of attacks not only violate privacy
and cause the business disruption but also keep the doorway opened for malicious
attacks to cause life-threatening attacks. The US Food and Drug Administration
(FDA) has confirmed that security risks prevailed by unauthorized access of IoT
medical devices might bring a threat to the patient’s life.

All these attacks in the first might look like a failure of the electronic devices,
and the problem caused might seem to be just an act of accident or system failure.
This can only be revealed if and only if the devices are inspected thoroughly for any
kind of suspicious activities.

These risks remain unaddressed by the manufacturers. They only provide some
firmware update to the consumers, without changing the design of the product. This
updating of the firmware remains the duty of the consumers. Ironically, most of the
consumers are not much technically sounded and aware of the fact that they need to
update the firmware regularly [15]. Figure 2 describes the increasing rate of the IoT
attacks.

As the years pass, the attackers are finding different ways to harm the IoT devices.
These extreme situations require highly efficient and well-trained cybersecurity
specialists to protect the devices from being misused.

This chapter has been organized as the following: Section 2 discusses the IoT
security needs. Section 3 deals with existing IoT security approaches. Section
4 identifies IoT vulnerabilities. Sections 5 and 6 give an insight of innovation
in cybersecurity education and future scope of the IoT security in cybersecurity
education, respectively. Finally Sect. 7 draws the conclusion.

Fig. 2 Year-wise IoT attack statistics (image courtesy [14])
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2 IoT Security Needs

To understand the security need of the IoT devices, we need to first understand IoT
architecture and the supporting technologies. We then can focus on IoT security as
described by different researchers in different ways.

Atzori et al. [16] have subdivided the IoT into two subclasses: (a) Internet-
oriented and (b) Things oriented. Gubbi et al. [17] brought light to the IoT-centric
application domains and their corresponding challenges. Aneka [18] outlined
different security needs for different sensors in IoT applications.

In the analysis conducted by Xu et al. [19] on IoT-enabling technologies and
multilayer architectures, shows the different levels of complexity for launching
a useful, dynamic IoT device. This launching mechanism takes the IoT security
implementation into a different level.

Atzori et al. [20] later have again identified three stages of IoT evaluation: (a)
tagged things, (b) web things and (c) social IoT. Further, this chapter will show how
different stages have different security needs.

The survey conducted by Perera et al. [21] over 50 different IoT projects shows
that privacy and security are taken care in the application level only, but there should
be some security protocol in the middle levels for developing a secure IoT device.

3 Existing IoT Security Approaches

Let us dive deep into some research which discussed the security issues of IoT.
The IoT uses different approaches and protocols for execution and communication.
Therefore, the security solutions adopted by the IoT devices have to differ from
conventional IT security solutions. Sicari et al. [22] had surveyed many academic
studies and conclude that despite having different and many security solutions,
there remains a huge open area that still needs an insight. The authors have further
analysed international projects to identify a common solution. But they had found
that the solutions address a specific IoT device or a problem.

Mosenia et al. [23] had tried to give a solution that can prevent or minimize
the effect of different levels of IoT attacks. They simulated an environment of
IoT attacks using the Cisco seven-level reference model [24] and also provided a
solution.

There are certain solutions based on IPv6 and wireless personal area network
concept [25], in the shade of transportation, routing and application layers as
discussed by Granjal et al. [26]. Access control is one of the key features of
providing a security solution, especially for distinguishing IoT-tailored. Ouaddah et
al. [25] have dived deep into the access control solutions unique from the traditions
of access control solutions.

Some security solutions also adopted a distributed architecture for mitigating
the attacks on the IoT. Roman et al. [27] in their survey have highlighted the
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situations where the distributed architecture might also attract various types of
attack. Weber et al. [28] also identified the security solutions which cover the legal
framework based on IoT devices. Zhang et al. [29] have identified a few areas of IoT
using data mining technologies over the Internet where security is still a challenge.
They identified areas such as LAN, development flows and applications use many
privileges, improper authentication and suspicious environments.

Since the botnet attack has always been vexatious for IoT devices, many
security analysts and researchers have performed plenty of investigation on the
IoT architecture for the detection of botnet attacks [30–33]. Anagnostopoulos et al.
[34] identified the limitations of computations and energy inefficiency after botnet
attacks. The authors had also proposed two new commands and central architecture
to minimize the cost of the attacks. Burhan et al. [35] proposed a six-layered
architecture where each layer handles different attacks.

4 Identifying IoT Vulnerabilities

Going through the existing solutions, we can easily understand that each type of
security threat requires different preventions. This takes us to the taxonomy of IoT
vulnerabilities as proposed by Nataliia Neshenko et al. [10]. But before jumping
into the taxonomy, let us discuss some IoT vulnerabilities so we can understand the
categories of the taxonomy.

IoT Vulnerabilities

Before studying details of the IoT vulnerabilities, we must understand the security
threats faced by the IoT devices are always multidisciplinary, as shown in Fig. 3.

Deficient Physical Security

Most of the IoT devices are kept in an unattended environment [36] with no or
minimum human intervention. As a result, with a very minimal effort, an attacker
might access the firmware used by the organization or even physically access the
firmware and eventually corrupt it with malicious software or get access to the
security protocols or even to the encryption algorithm used to secure the device.

Inadequate Power Storage

Most of the IoT devices rely on limited stored energy available with the device and
depend on some manual interventions for restoring the power. The attackers use this
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Fig. 3 Various seeds camouflaging IoT vulnerabilities

technological restraint. They use some false instructions or messages to drain up the
energy and subsequently make the device unavailable for legitimate users. This type
of attack is called DoS attack [37–39].

Weak Authentication Protocol

Efficient authentication protocols come with a complex mechanism and a require-
ment of higher computational power. It will demand higher power storage for IoT
devices. To address the power deficiency, most of the devices sacrifice on the
efficiency of the authentication protocol. It results in exposing the authentication
keys over the communication medium [40–45].

Inadequate Encryption

Encryption is a prevalent and efficient way of protecting data. The efficiency of the
encryption mechanism depends on the algorithm used for the encryption process.
But every strong algorithm requires a sufficient amount of resources, which is not
always possible because of resource limitations in IoT devices. This results in loss
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of robustness and efficiency of the algorithm. The attackers exploit this deficiency
with a minimum effort [46–51].

Unrestricted Ports

Similar to other computing devices, IoT devices also use different ports to commu-
nicate over the network. If some ports become unrestricted, then the communication
channel becomes vulnerable [47, 52].

Inadequate Access Control

IoT devices act in collaboration with a cloud platform for various reasons. The
complexity of the access control depends on the toughness of the password. But
most of the devices do not require any password for connecting with the cloud. The
devices also do not request for changing the password in a regular interval [51–57].

Poor Programming Habits

Although most of the IoT devices come up with efficient security protocols, like
SSL. Few of the devices do not come up with such efficient security protocol
implementation, resulting in unauthorized modification and access of data and even
buffer overflow [45, 56, 58–61].

Inefficient Patch Management

As the time progresses, the malicious users find new ways of attacking the
devices. So for restricting them, the manufacturers must frequently come up with
new security protocols. The end users have reported most of the cases against
manufacturers for not coming up with a proper security patch regularly or at all
having any mechanism for updating the security protocols for the device. Some
security patches are not at all adequate to address the security needs [56, 58, 62–64].

Scanty Audit Mechanisms

To maintain safety and security, IoT devices must face some strong security audit
mechanism and help the system to improve the security. But most manufacturers
do not equip the devices with a proper security audit mechanism. This results in
ignorance to the IoT vulnerabilities before the actual attack [65–67].
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Table 1 Different layers
with their potential
vulnerabilities

Type of layer Vulnerabilities

Device layer Hardware elements
Network layer Weakness in communication
Software layer Vulnerabilities related to firmware

Taxonomy Overview

The taxonomy of IoT vulnerabilities can be further classified based on (a) layers, (b)
security impression, (c) attacks, (d) remediation method and (e) situation awareness
capabilities.

Layers

An IoT device has three basic layers, such as device layer, network layer and
software layer, which a malicious user can exploit and gain access on the device.

Table 1 shows the vulnerabilities based on some present research works con-
ducted by various researchers. Furthermore, we shall be discussing the vulnerabili-
ties for each layer.

Device-Based Vulnerabilities

We have already seen that non-supervision of the devices is the reason behind some
vulnerabilities. It allows easy access to the device by an unauthorized user [68].
Wurm et al. [69] have successfully demonstrated a series of attacks performed on
the IoT devices, such as extraction of passwords, learning sensitive information,
performing energy theft on a smart meter and retrieval of many update files by taking
advantage of a lack of encryption and vigilance at the device level.

Trappe et al. [37] also discussed security threats caused because of the limited
availability of energy resources. The researchers also suggested that devices should
maintain energy harvest from both artificial resources and natural resources in such
a manner that they can adopt efficient security solutions. But this process also
encounters some difficulties because of safety regulation and radio propagation.

Network-Based Vulnerabilities

Network-based vulnerabilities have been a prime research area for many years; such
researches gave birth to ZigBee protocol [70], which defines network, security and
application layer, on top of IEEE 802.15.4, setting up a low power communication
network over the sensor network and control network [71]. ZigBee devices use
asymmetric key cryptography approach [72], where the key is shared between
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different nodes. Further to this approach, Vidgren et al. [40] had also illustrated
the use of different pre-defined keys in both communicating devices. Sadly, most
of the time, the devices transmit these pre-installed keys without proper encryption.
This unsecured transmission increases the chance of exposing the keys. Considering
the previous area, Morgner et al. [41] examined the ZigBee Light Link (ZLL)-based
illuminating systems for different security vulnerabilities. The device is a touch-
based connected lighting system. The protocol was used to establish communication
between the lighting device and the remote used to control it. The authors performed
different attacks and adopted a tailored testing framework [10] to assess the severing
of the attack. They also brought the aspect of key management and physical
protection of IoT devices to light. The study identified the main drawback was
the sharing of pre-defined keys between manufacturers of devices, bringing key
management systems (KMS) in the IoT’s context.

Roman et al. [73] identified some frameworks based on KMS, such as key
pool framework, mathematical framework, negotiable framework and public key
framework. Table 2 describes the KMS implementation in brief in contrast to IoT.

As per Petroulakis et al.’s [74], the correlation between energy consumption,
security protocols and power control are expressed in Table 3. This shows the
problem of adopting a critical security solution in the IoT device. The excessive
critical solution requires a higher amount of power consumption leading to a
situation where the device itself might be unavailable.

Software-Based Vulnerabilities

Along with the device and network-based vulnerabilities, software-based vulner-
abilities can also be a doorway for the attackers to gain unauthorized access
to the device. Researchers such as Angrishi [52] highlighted the area of botnet
attacks based on IoT devices, often resulting in DDoS attacks. The researchers also
identified 90% of [10] the attack happens because the usage of weak credentials and
10% happens by exploiting software weakness.

A study by researchers Patton et al. [75] analysed CPS. The researchers used a
search engine, Shodan [76] to identify the devices deployed in the critical service
areas. They also tried to identify the number of devices using default or primitive

Table 2 KMS implementation hurdles

Protocol framework Implementation hurdles

Key pool framework Weak connectivity
Mathematical framework Physical placement of client and server nodes
Negotiation framework Restricted energy of nodes

Different network occupancy of client and server nodes
Public key framework Poor security protocols
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Table 3 Security
mechanisms vs. energy
consumption

Security mechanism Energy consumption (%)

Encryption Increased by 15–30
Channel assignment Increased by 10
Power control Increased by 4
All three above Increased by 230

Table 4 IoT vulnerabilities
at different architectural
layers

Layers Vulnerabilities

Device-based Deficient physical security
Inadequate power storage

Network-based Weak authentication protocol
Inadequate encryption
Unrestricted ports

Software-based Inadequate access control
Inefficient patch management
Poor programming habits (e.g., root
user, lack of SSL, plain text
password, backdoor, etc.)
Scanty audit mechanisms

credentials. Ranging from 0.44% to 40% of the IoT devices deployed in different
fields suffer from security threats generated by using primitive credentials.

A study by Cui et al. [77] again testified the above problem uncovering almost
540,000 embedded devices, which use default credentials, deployed in many
governments and nongovernment sectors.

The Table 4 shows abstraction of different IoT vulnerabilities at different
architecture levels.

Security Impression

Whenever the question of securing any IoT devices comes, the main concern lies
with their confidentiality, integrity and availability. Confidentiality refers to the
unauthorized access to IoT devices and data communicated to or from the device. As
discussed in the previous sections, uncontrolled, unauthorized access to IoT devices
might lead to the unavailability of devices. To cover the impact of security aspects,
we shall consider the classification of security types as shown in Table 5.

Confidentiality

The IoT devices suffer from leakage of confidential data. The main object of this
security mechanism is to restrict the leakage of data by implementing rigorous
authentication and access control protocols. Let us consider the research work
conducted by Copos et al. [78], who examined a home network and got access to
some confidential data by doing a network traffic analysis to the smoke detector
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Table 5 Security impression and IoT vulnerabilities at different architectural layers (“Y” marked
stands for a significant impact on the vulnerability)

Security impact
Layers Vulnerabilities Confidentiality Integrity Availability

Device-based Deficient physical
security

Y Y

Inadequate power
storage

Y

Network-based Weak authentication
protocol

Y Y

Inadequate encryption Y Y
Unrestricted ports Y Y

Software-based Inadequate access
control

Y Y Y

Inefficient patch
management

Y

Poor programming
habits (e.g., root user,
lack of SSL,
Plain text password,
backdoor, etc.)

Y Y

Scanty audit
mechanisms

Y

and thermostat devices installed in the home. The researchers could easily gain
access to the smart home completely. They had also identified, though the device
encrypts the communication packets, the packets are of different sizes. So if any
attacker examines these network packets, he/she can easily identify the destination
IP address. The researchers thus proposed a solution, having the same packet size
for all communications.

Ronen et al. [46] have identified the leakage of the Wi-Fi password through smart
illuminating devices. Installing such illuminating devices can lead to information
leakage. These devices transmit the Wi-Fi password without encryption. The authors
H. Wang et al. [79] and C. Wang et al. [80] have shown us that the wearable
IoT devices can track and study our body movements and hand gestures, read text
messages and sometimes even reveal our credentials.

Integrity

Various unique features of IoT devices lead to loss of integrity of data and
software, though there are some mechanisms, such as strict inspecting of access
control protocols, hashing, encryption, restricting interfaces, input validation and
instruction mechanism, used to maintain the integrity of the devices. Further to
this, Ho et al. [66] have studied smart lock systems. In their study, they have found
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network architecture, trust model, reply activity could easily open the lock, and it
does not even log the unauthorized access.

Ghena et al. [81] examined a wireless traffic signal and found that because of lack
of encryption, anyone could easily gain access to the signalling system resulting in
a disruption of traffic movements. To this problem researchers also suggested for
installation of malfunction management unit (MMU), which maintains encryption
of the network, updates device firmware, blocks network traffic, changes default
credentials, etc.

Tekeoglu et al. [82] evaluated the security protocols of an IP camera and revels
that user root access to the file system can cause to modify the file, even deleting the
file.

Availability

Since all the IoT devices are not having enough chances of implementing proper
protocols, they sometimes lead to the unavailability of their services. Most often,
protocols used for maintaining the availability of services are monitoring the access
of resources, redundancy mechanism and backup systems and providing security
updates.

Researchers such as Costa et al. [38] have discussed two layers of service
unavailability with wireless visual sensor networks such as hardware and coverage
failure. The hardware failure can occur because of the failure of hardware devices
associated with the IoT device, or sometimes energy failure. It gives the coverage
from failure and inadequate quality of information transmission.

Schuett et al. [83] researched on an IoT device deployed for critical purposes.
They replaced the firmware with very minor modifications, resulting in the device’s
shutdown or even restricting the owner’s access.

In the article [84], attackers targeted a small jewellery shop. The website of
the shop was unavailable for a significant amount of time. The unavailability was
caused, as the website was getting a 35,000 HTTP requests per second from over
25,000 interconnected CCTV cameras. The investigating company later identified
that the request sometimes crossed 50,000 requests per second. These requests had
been generated from those IP cameras located over 105 countries.

Attacks

The attackers target the confidentiality, authentication, data integrity and availability
for performing attacks on the IoT devices. So far, we have discussed the security
gaps in IoT devices. Now to understand the ways of attack, we shall focus on the
activities conducted only for harming an IoT system.
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Attacks Against Confidentiality

Attacks against confidentiality can also lead to an attack against the authentication.
This attack impacts the resources available with the IoT devices. These attacks are
performed to gain access to the devices for malicious activities, brute force attack,
snooping on IoT devices or camouflaging identity of devices. These are the widely
used approaches for causing the attack into the systems.

Dictionary attacks are one of the famous attacks, where the attacker tries to
generate a high volume of words for making a potential password and, subsequently,
gains unauthorized access to the system. Researchers Kolias et al. [85] explained
that the 24/7 online IoT devices attract different malicious users to the system. As
discussed in Fig. 4, the malicious user can turn the interconnected devices into an
army of malicious bots. The attack is executed in various phases, such as rapid
scanning [86] for identifying the target.

Antonakakis et al. [87] evaluated over 1000 malware variants, to learn the
detection avoidance techniques of Mirai malware. The researchers identified 1.2
million Mirai-infected IP addresses associated with various deployed IoT devices
by inspecting some routable but unused IP addresses to filter Mirai malware. Using
honeypot and network telescope, Metongnon et al. [88] found that the infection of
Mirai is also present in crypto-currency systems.

The attack described in [90] is conducted in two phases, such as information
acquisition and correlation analysis. The attack is sometimes called a side-channel
attack. The side-channel attack is used to perform power consumption analysis,
revealing the encryption key of the devices. The information acquisition phase
allows the malicious user to observe the association between several physical
components of the IoT devices based on the power consumption, electromagnetic
emission, etc. on different parameters. The information acquired through the
previous phase is further studied by establishing a correlation between the different
input parameters. In Table 6 are some real-world examples indicating the incidents.

Fig. 4 Attack against confidentiality
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Table 6 Some security
breaches

Year References

2016 [87]
[57]
[89]

Fig. 5 Attack against data integrity

Table 7 Some security
breaches

Year References

2015 Baby monitor “converses” to children [92]

Attacks Against Data Integrity

Many crucial decisions and applications depend on the data acquired by the IoT
devices. Now any attempt of modification might lead the system to an unstable
state. Liu et al. [91] tested false data injection attack, where they performed a data
injecting attack on power utilities. The research revealed a scenario in which an
attacker can inject random measurements to the IoT sensors. In this attack, the
malicious users need to tamper with only 1% of the sensors used, which eventually
will hamper the performance of an entire power grid.

Another category of attack can be firmware modification, as explained in Fig. 5.
In this attack, a firmware is being replaced with malicious firmware, exposing the
data to integrity threats.

A research conducted by Basnight et al. [62] put light on data integrity-related
attacks. The researchers had chosen on Allen-Bradley Control Logic. The device
firmware updates using PLC (Programmable Logic Controller). The unauthorized
users can do device alteration at the time when firmware update is taking place. Cui
et al. [58] analysed a large number of printers connected with Internet and found
that the malicious users can easily exploit over 90,000 unique vulnerabilities using
firmware update attacks. This is only possible because update mechanism mostly
does not require any authentication protocol. Table 7 shows an example of security
breach.
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Fig. 6 Attack against data availability

Table 8 Some security
breaches

Year References

2016 Cold Finland [94]

Attacks Against Availability

The primary goal of this attack is DoS (Denial of Services), resulting in restricted
access for authorized users to the services provided by IoT devices. Smache et al.
[93] formalized this attack as a device captured attack. They implemented a model
that will capture a node with a combination of passive, active and physical attacks,
as described in Fig. 6.

The attack has three steps: (a) snooping and selecting victim, (b) extracting
sensitive information and (c) cloning node.

Zhao [95] has identified that the node capturing can be done by random key
generation, as Eschenauer et al. [96] proposed the q-composite scheme. Table 8
shows an example of security breach.

Bonaci et al. [97] applied a framework related to network security issues faced
by the IoT devices by analysing network performance and stability of the devices.

Vasserman et al. [39] described the battery draining attack as the vampire
attack. The researchers conducted the attack on the energy requirement of message
transmission. A message transmission requires significantly more energy from
the network. The researchers have found that there are two types of attack:
carousel attack and stretch attack. In a carousel attack, the malicious user sends
the same message in a loop, such that the node appears in the routing table several
times, whereas a stretch attack deals with an unnecessary Long route for message
transmission. Both types of attacks result in enormous energy consumption which
might lead to drainage of power.

Table 9 shows us the snaps of the vulnerabilities with the corresponding attacks.
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Table 10 The
implementation regulation
and the areas where it can be
implemented

Areas Implementation regulation

Access control Firewall
Authentication control Algorithm authentication
Software assurance Lightweight
Security protocol Security schemes

Counter Measures

Based on the remedies towards the attacks of IoT devices, we can categorize
the strategies of protection into three categories: (a) access and authentication
controls, (b) software assurance and (c) security protocols. Table 10 gives a snapshot
of the implementation regulation and the areas where countermeasures can be
implemented.

Access and Authentication Control

Studying the previous sections, we can conclude that authentication protocols play
a vital role in restricting IoT attacks, but limitation of computational and energy
resources makes protocols weak.

Hafeez et al. [43] proposed a secure box approach. The secure box is a
platform providing isolation for the devices connected. The platform intercepts any
communication from IoT devices to remote locations and verifies via a series of
security protocols and raises alarm about any suspicious activity.

Qabulio et al. [98] developed a generic framework for securing mobile wireless
IoT devices against physical attacks. In this approach, the authors have deducted the
spoofed or cloned nodes by detecting the message transmission direction towards
an unwanted destination. The approach depends on the time difference in the inter-
equivalent rate to detect spoofed packets. The proposed framework was successfully
tested on Contiki OS [99] and COOJA simulation [100].

Software Assurance

Since software associated with IoT devices are also an integral part of an IoT
device, in making. Therefore, software security is also important for securing IoT
devices. Costin et al. [101] developed an automated framework for dynamic analysis
aiming to discover vulnerabilities within embedded IoT farmers. Authors used free
penetration tools, Arachni [102], Zed attack proxy (ZAP) [103] and w3af [104],
on 2000 firmwear packages, and almost 10% of devices have vulnerabilities, like
command injection and cross channel scripting.

Li et al. [105] came up with another concern of traditional code verification, but it
lacks domain specificity, which is critical in IoT contexts, especially for embedded
medical devices. The authors discussed the problem of code execution delay, which
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might bring a threat to people’s life. So they gave a solution based on a code model
checker, such as CBMC [106]. The same technology is used in pacemaker software
verification.

Security Protocol

The limited energy resources of IoT devices bring up the challenge of implementing
an energy-aware security protocol. In the article published by Balasubramanian et al.
[107] designed an Energy-Aware-Edge-Aware (2EA), an architecture, where each
node depends on the energy harvesting. In the proposed framework, it creates an
energy matrix of every node. If a node lacks energy, it approaches the nearest node
with enough source for energy support. This energy resource utilization improved
the communication between the parts of IoT, resulting in reduction of packet drop.

Zhang et al. [108] proposed an encloser for each node with a tamper-resistant
hardware, but it is a cost-inefficient approach. The researchers proposed a Coverage
Interface Protocol (CIP). The authors claimed that the proposed method is tolerant
against both physical attacks and attacks originating from a compromised node.
The CIP works on two phases, Boundary Node Detection scheme (BOND) and
Location-Based symmetric Key management protocol (LBSK). BOND focuses on
identifying boundary nodes, whereas LBSK establishes a secure key-based network.

Situational Awareness Capabilities

The availability of countless number of IoT devices opens many kinds of vulner-
ability issues, under different accessible environments and different parameters.
So to provide security solutions is very challenging, and the malicious users will
also evolve in their skill set and technologies, making it more challenging. So
in providing a framework, we develop four categories, for instance, vulnerability
assessment techniques, honeypots, network discovery nodes and intrusion detection
mechanisms.

Vulnerability Assessment

The main aim of security is to identify vulnerabilities before they are being exploited
and adopting countermeasures. In this context various methods are used, starting
from test beds to attack simulation prediction [109] and fuzzy-based assessments.
In these aspects, Tekeoglu et al. [56] used different open-source software, such as
Kali Linux, OpenVAS, Nessus, Nexpose and bindwalk to produce test beds. In the
proposed approach, the network traffic is being captured and analysed. Most of the
IoT devices do not lock out the user after the failure of login attempts. Many IoT
devices have several unnecessary open ports, and a large number of devices work
with outdated software and firmware. In the article designed by Siboni et al. [51]
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is described a unique test bed for wearable IoT devices. The architecture of the
proposed model contains different functional models, such as a test management
module, a security test execution module, a context-aware assessment module and
report generation module. They run the test on different devices such as Google
Glass and smartwatch.

Honeypot

It is a trap for the malicious user, which does not bring any form to the system. But it
reveals the identity of the malicious user and the potential vulnerabilities, exploited
to bring harm to the system. Honeypot mimics a specific IoT device, but scalability
remains a vital issue.

Pa et al. [110] developed an IoT POT, with the concept of the honeypot, to
secure Telnet services. The researchers created an attack simulation, using the
existing malware files, and performed a three-step attack, such as intrusion, infection
and monetization. The first phase was mostly with the login attempts and found
ten commands were mostly used to gain access. In the second stage, the system
automatically downloads some malicious software, whereas the third stage was
mostly controlled by the attacker conducting DDoS attack and Telnet and TCP open
ports scan and spreading malware.

In another study conducted by Guarnizo et al. [111] is designed a scalable
high interaction honeypot, a platform for IoT devices. The platform attracts a
good amount of malicious traffic by mimicking many IoT devices using worldwide
wormholes and few physical devices.

Similarly, Vasilomanolakis et al. [112] proposed a honeypot named HosTaGe
used to target malicious activities in the ICS network. It supports the identification
of attacks on various protocols, for example, HTTP, SMB, Telnet, FTP, MySql, SIP
and SSH, wherein upon their detection, the proposed honeypot generates effective
attack signatures and reveals the details of the malicious users.

Network Discovery

The first target of the attackers always has been the network snooping, with IoT
devices. Therefore, securing the communication network is an utmost priority. Bou-
Harb et al. [113] proposed a solution to make the CPS resistant to the attacks. The
CPS attacks are combined from the measurement flow of cyber-physical data to
simulate a real attack scenario and discover the flows in the network.

In a study conducted by Fachkha et al. [114], more than 20 heavily used
communication protocols were analysed and a pattern of the attackers’ intentions
to target Internet-facing CPS was drawn. Galluscio et al. [115] have proposed a
unique solution to identify unsolicited IoT nodes.
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Table 11 Correlation between the vulnerabilities and the situation awareness capabilities (“Y”
marks the particular vulnerabilities)

Vulnerabilities
Vulnerability
assessment Honeypots Network discovery

Intrusion
detection

Deficient physical security Y Y
Inadequate power storage Y
Weak authentication protocol Y Y Y
Inadequate encryption Y
Unrestricted ports Y Y
Inadequate access control Y Y Y
Inefficient patch management Y
Poor programming habits Y Y
Scanty audit mechanisms Y

Intrusion Detection

An intrusion detection system (IDS) is one of the famous methods to restrict the
IoT attack from being executed. Since the IoT devices operate on a very low
resource and network environment, the security protocols are not always up to the
mark. Under these circumstances, it blocks any compromised node from the entire
network [124].

Raza et al. [116] designed an IDS named SVELTE, which maintains the
inconsistency of communication between the network and protects against the
different scale of attacks. The system is deployed in a 6LoWPAN [124] border router
in three phases. The first phase, 6Mapper, recreates a destination-oriented directed
acyclic graph, based on gathered information about the network. The second module
is responsible for intrusion detection, while the third module acts as a firewall for
blocking unwanted traffic.

Yang et al. [117] proposed a scheme that detects FDI attacks in IoT-based
devices, mainly surveillance system. The researchers had detected wrong and
sequential hypothesis testing to determine malicious nodes. The detection has two-
phase frameworks: (a) local false data detection, which uses thresholding to detect
false data, and (b) malicious aggregate identifier, which uses the previous phase
knowledge to identify malicious nodes.

Table 11 draws a correlation between the vulnerabilities and the situation
awareness capabilities.

5 Innovation in Cybersecurity Education

According to an article by the Center for Strategic and International Studies and
Intel Security, three out of four security professional survey results indicate that
their government has not invested enough in cybersecurity education [118]. This
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issue of inadequate cybersecurity workforce isn’t limited to a few sectors; it goes
across from government to education sector as well as industry.

Even though government, industry and education are attempting to address the
problem, the entire supply of talent is stressed. Industry is facing a deficit of
skilled candidates. Those working as security professionals currently are under
steady pressure, as they are required to have continuous training and professional
development to keep up with evolving technologies and the threat landscape.
Academic institutions want to meet industry needs, but they are struggling to evolve
curriculum to keep pace with industry shifts and technological advances.

Realising the Requirement

Cybersecurity-related academic programs have increased significantly around the
globe in recent years. The prime reason for this growth can be explained from
a study in March 2017 by Frost and Sullivan that said between the years 2013
and 2021, there will be a growth of 350% in the cybersecurity workforce for
both the government and private sector units [119]. Currently both sections are
facing a significant amount of skill gaps against cyber threats. The National Audit
Office (UK) report says that it may take 20 years to fill the current and future
cybersecurity skills gaps [120]. To address this epidemic in the digital world,
industry, and academia are coming up with many cybersecurity-related programmes.
They are also encouraging many professionals to join this field. The National
Security Agency of the United States had certified over 160 academic programmes
relating to cybersecurity [121]. The University Grants Commission of India had
asked the universities to include cybersecurity as a subject in their undergraduate
and postgraduate levels [122]. A recent study by IBM shows 56% of students and
44% of educators have rated cybersecurity as a subject of tomorrow, considering the
workforce demand will be highest in the coming years [123].

The current trends of IT, such as Cloud Computing, Mobile Computing, and
Social Network, observe cybersecurity, as the prime hurdle in their regular opera-
tion, as described in Fig. 7.

Apprehending the Trends

The current report of IBM [123] has helped us to identify the following four
upcoming trends of cybersecurity.
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Fig. 7 Cybersecurity as hurdle for current IT trends (image courtesy [123])

Cybersecurity Is Becoming Necessity Day by Day

Cybersecurity is no longer a call of the void. It has become something that impacts
our daily life. Constant innovation is a must for success against malicious activities.
Any cyber-attack has become more impactful than any terrorist attack, affecting
more number of people irrespective of their geographic location.

Increasing Demand for Various Genres of Organizations

Financial sectors, banks, aerospace, defence firms and health care recruit cybersecu-
rity professionals for protecting their data against malicious users. Nowadays, many
countries building cybersecurity professionals have become a national priority.

More Information to Secure and More Ways to Attack

In the present days, the attackers have become more silent and efficient and been
causing more damage to society. So for countering, the cybersecurity education
system has to become more innovative.
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More on Practice

The conventional system of academia is focused on the theory aspect of different
areas. With cybersecurity, our focus has to differ from the convention and be out
of the box. Where the focus is more on the practice, live challenges and learning
through experience.

Gap Between Supply and Demand

The demand and supply of the cybersecurity workforce are not converging. Rather
the gap is increasing as time passes. The following reasons play a vital role in
building the gap.

Cybersecurity Trainers with Inadequate Skills

The organizations require skilled professionals for training of the cybersecurity
workforce. But most of the current academia is not having adequately skilled
trainers for producing skilled cybersecurity workforce.

Inadequate Resources for the Cybersecurity Area of Study

There are limited numbers of innovative resources available to support the special-
ized area. As a result, the students aspiring to choose cybersecurity as a profession
are looking for proper guidance for flourishing.

Lack of Equipment, Laboratories and Opportunities for the Cybersecurity
Aspirants

The students require a specialized laboratory facility with state-of-the-art equipment
to become a skilled cybersecurity professional. They also lack enough opportunities
for them to get exposed to practical challenges, which can help them to enhance
their skills.

6 Future Scope

The current trends and challenges identified through our detailed study have shown
us that the cybersecurity programmes are going through a revolutionary phase.
To make our future prepared against any cybersecurity attacks, our industry and
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academia should join hands. The following are the key indicators for developing
cybersecurity education [123].

(a) Increase awareness and expertise between people.
(b) Consider cybersecurity education as a global issue.
(c) Develop innovative mind as cybersecurity workforce.

In this development of cybersecurity education, IoT shall play a vital role. As our
study shows, IoT has a versatile use from critical task solving devices to making our
daily life easy in various forms. Every IoT device is unique and requires separate
attention and attracts different levels of security threats. This brings us to a situation
where proposing any unique solution is not possible. Previous researchers had
identified different levels of vulnerability issues for different devices and proposed
different solutions. We conduct a detailed study to understand the different needs of
IoT devices in the past and present and to predict the future of the threats faced by
IoT devices. We can achieve some future-ready security solutions by combining our
past and present experiences or can provide a whole new solution covering multiple
vulnerability areas.

7 Conclusion

We summarize the above recommendations and our detailed study of different-scale
IoT attacks towards the upliftment of cybersecurity education. We must maintain the
intensity of the passion and enthusiasm towards the long-term goal of cybersecurity
education. As the attackers are bringing innovative challenges in the field of IoT, the
cybersecurity professionals also need to be innovative and enthusiastic towards their
skill upgradation and ability to neutralize attacks. Rather, predicting the security
gaps and fill them before the attack could take place. If cybersecurity education is
not given the required importance, it will directly hamper the trust of technology.
As we have already seen from the study, IoT devices intervene and make our life
easy in every possible aspect. That is the reason IoT devices require a special
place in the cybersecurity education systems. The innovative ideas behind the IoT
devices make it more challenging for the cybersecurity workforces. It would take
government, academia and industry to play their vital roles towards the upliftment
of cybersecurity education for a safer digital world.
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Using a Business Compromise Scenario
to Teach Cybersecurity

Andrew D. Wolfe, Jr.

1 Introduction

Computer Science 674, “Database Security,” is part of Boston University Metropoli-
tan College graduate curricula for multiple Computer Information Systems and
Computer Science degree concentrations. This course has had no prerequisites
on information security but covered advanced database techniques. Originally
developed in the mid-2000s, by 2017 its obsolete textbook was out of print, and no
suitable replacements were available. Assignments and tests had been compromised
via online “student coaching” sites. While these factors strongly indicated a need
for rework, one central issue had to be wrestled: specifically, how to create effective
pedagogy for cybersecurity fundamentals and apply those in an advanced database
context. In addition, the course is delivered by both online and in-person modes,
posing additional challenges for instructional design.

The overall learning objectives for the course have been that students learn:

• Key concepts of information security
• Primary threats to information security and basic cybersecurity practices
• Concepts of cryptography
• Measures for database hardening
• Administering database users and authentication
• Authorization of database tables and procedures under the “grant” framework
• Row-level authorization of database data using virtual private database
• Mechanics of SQL injection and defenses against it
• Keys to secure database application development and deployment
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The ultimate objective was to restructure the course material and student work
in a way that would improve learning outcomes for the on-campus students and
online students. In addition to the specific goals regarding database security, I also
wanted to provide a way to track students’ mastery of the cybersecurity basics in
the syllabus. It was important that there be a continuity among the assignments
performed by the students, so that these connections would reinforce the concepts
and practices from early topics on a recurring basis throughout the course. Finally,
I wanted to present the general cybersecurity topics, as well as the specifics of
database security, in a fashion that would facilitate the students’ ability to recognize
these in their professional lives, and also to extrapolate them to help them work with
situations they would encounter in the future.

2 Fundamentals in Focus

In this course, we must introduce fundamentals of cybersecurity to the student,
who may have little or no prior knowledge of them. As such, the course presents
the CIA Triad [1] of Confidentiality, Integrity, and Availability1 which form the
underpinning of information security. Confidentiality refers to whether sensitive
information is protected from disclosure to unauthorized people. Integrity refers
to the correctness and internal consistency of protected information. Availability
refers to the ability of authorized parties to use the protected information in
a timely fashion. However, these are often treated as metrics, techniques, or
mechanisms in contemporary literature. Such treatments are deficient; in this course,
we present these as key security qualities which may be realized by many kinds
of techniques and mechanisms. While there are excellent theoretical models of
security mechanisms, most notably from Bell-La Padula, this course takes a more
practical slant. We build from Lampson’s “Gold Standard” [2]: Authentication,
Authorization, and Audit. Authentication identifies each party seeking to use an
information system. Authorization (also called “access control”) renders decision as
to whether a party can use information as requested. Audit records security-related
information. The qualities and mechanisms are the beams and pillars of the Database
Security course.

3 Existing Virtualized Laboratory

An important element of the “Database Security” course from its inception was
the student laboratory exercises to be performed on an Oracle database. For

1The origins of the so-called CIA Triad are very hard to pin down, viz., http://blog.electricfork.
com/2010/03/cia-triad.html. While Bell-La Padula engages confidentiality strongly and Clark and
Wilson add the element of integrity, the inclusion of availability is obscure, even though it seems
to be referenced by Donn Parker in 1988.

http://blog.electricfork.com/2010/03/cia-triad.html
http://blog.electricfork.com/2010/03/cia-triad.html
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the first years, students installed Oracle9i directly on their personal computers.
However, in every semester several students would encounter severe installation
problems, and we instead decided to use desktop virtualization to provide students
with their own database installations. We created a virtual machine “appliance”
file that each student would download and import into a virtualization tool such
as VirtualBox2 or VMWare.3 This approach provided students with a consistent
laboratory environment for their assignments and virtually eliminated student
problems with installation.

The virtualized environment provided other benefits as well, arising mainly from
the ability to add more features to the virtual machine in addition to the database
manager. While its Linux operating system was little-known among students, it
was possible to cue up the virtualized environment in order to present operating
system issues in database security very clearly and accessibly. Also, it was possible
to configure a simple web application allowing students to explore the dangers of
SQL injection, as with Basit and Chen et al. [3].

4 The Importance of Row-Level Security for Relational
Databases

Relational database security mechanisms contain effective means of authentication
and audit; vendors typically support much flexibility here. However, authorization—
the decision process about whether a user can employ a particular data item—has
been a challenge. IBM’S Griffiths and Wade devised the first security approach
for SQL relational databases, since followed by all vendors, of granting simple
operations on a table to a user. An administrator could GRANT to a user the
privilege of inserting rows into the table (INSERT privilege), updating rows
(UPDATE privilege), deleting rows (DELETE), and querying rows (SELECT). Such
privileges allowed the user operations across all rows in the table. Others later
expanded this mechanism to authorize the same operations to “roles,” which are
groupings of users. However, the fundamentals remained the same:

A mechanism which permits the users of a shared database to maintain private data, and
which permits them to share a set of privileges on their data with a selected group of other
users, or with all users. Subsets of a user’s data, derived data, and other transformations of
data may be shared by defining a view and sharing that view [4].

Unfortunately, this approach began to hit limitations. These limitations do not
reflect badly on Griffiths and Wade, whose work was published 3 years before there
were any commercial relational databases. As business applications for relational

2VirtualBox desktop virtualization can be run under MacOS, Windows, and Intel-based Linux
computers. The VirtualBox home page is at https://virtualbox.org
3VMWare is a well-regarded commercial virtualization package, available for Windows and
MacOS. Its home page is https://vmware.com

https://virtualbox.org
https://vmware.com
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databases emerged and expanded, the table became unworkable as the fundamental
unit of access control. While the original approach envisioned, perhaps, a limited
set of users with very specific business roles, the high usefulness of relational
technology led to the extension of database access to more and more end users.
This multitude of users would often share the same tables; however, a user’s rows
in various tables would often require individual privacy. One need only think of a
bank account table listing account numbers and account owners to see this issue.
Table-level grants could not provide such privacy, insofar as the mechanism would
allow access to all rows, or none, never some.

Griffiths and Wade allowed for this need by supporting authorization on database
views as well as tables. A database view is essentially a stored or predefined database
query, against one or more tables, that can filter and manipulate data in those tables.
By defining a database view filtering data by the logged-in user, an administrator
could individually authorize specific rows of a table to those users who should have
access. However, the view-based approach breaks down for database updates via
views, due to serious implementation challenges. By the late 1990s, it had become
clear that “database applications, with large numbers of users, require fine-grained
access control mechanisms, at the level of individual tuples [rows in a table], not just
entire relations/views, to control which parts of the data can be accessed by each user
[5].” This gave rise to implementations of “row-level security” or “virtual private
database.” Oracle’s pioneering virtual private database (VPD) implementation uses
transparent query rewriting to limit data access to users on a row-by-row basis [6].
Again, this capability is now provided by many database vendors, both commercial
and open-source.

The final circumstance requiring a very strong row-level security component has
to do with the ubiquitous implementation practice of database connection pooling.
A connection is a software construct through which an application authenticates
to a database as a particular user and works with the data. All data operations
on the connection are restricted to the authorizations of that single authenticated
database user. However, web applications serving tens of thousands of users, usually
self-registered, could not support individual accounts for each user. Moreover,
the overhead of web applications creating and dropping thousands of connections
individually proved impossible for a database to support.4 The technical solution
to this problem was “connection pooling.” In the connection-pooled environment,
the application maintains a shared pool of perhaps 250–1000 active database
connections. These connections are allocated from the pool to service a user’s
request and released when the request is completed. Under this approach, the
application manages “virtual” end users completely apart from database users; each
end user runs under one of a handful of actual database users. This technique
also defeats the original Griffith/Wade approach and requires a stronger row-level
authorization capability.

4Mitre actually classifies unpooled database connections as a security weakness compromising
Availability: “CWE-1072: Data Resource Access without Use of Connection Pooling,” https://
cwe.mitre.org/data/definitions/1072.html

https://cwe.mitre.org/data/definitions/1072.html
https://cwe.mitre.org/data/definitions/1072.html
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5 Initial Experiment with Business Scenario

Having completed multiple implementations of virtual private database as a prac-
titioner, I was anxious that students master this important technology. However,
the “Database Security” course did not emphasize this very strongly and used a
relatively simplistic exercise for training students in VPD. Teaching the course on
campus in 2013, I replaced this assignment on Oracle’s “virtual private database”
security feature with a completely new one. I built the new exercise on a business-
compromise scenario, the final version of which is described in this paper. While the
course previously carried an additional five lab assignments, the new lab replaced
one simple assignment with a new assignment in five progressive phases.

While the scenario was successful in the on-campus delivery mode, the additional
workload it entailed was burdensome on the students. This also made it difficult
for online delivery mode. Moreover, as I made refinements over time, it became
clear that there was overlap between the new scenario-based lab and the existing lab
assignments covering authentication and authorization. In fact, some new possibil-
ities for addressing useful aspects of database security presented themselves—for
example, secure password hashing—as simple additions to the lab.

6 Designing a Business Cybersecurity Scenario

From its first attempt, I was optimistic that a realistic business scenario would
effectively provide course continuity and also concretize, for the students, the
material we were covering. Students’ outcomes with the initial scenario-based lab
were very auspicious, as well as their reactions, so I explored ways of extending
the scenario in the course. Before long, the aforementioned objectives, things any
instructor would likely keep in mind, began materializing against the scenario I
had built. But even in the initial formulation, before the scenario-based assignment
evolved into the comprehensive course overhaul it became, I applied some key
requirements:

• Place the student into a narrative.
• Base the narrative on a real situation.
• Use a small business rather than large.
• Present scenarios with numerous business partners.
• Simplify with only vendor partners or only customer partners.
• Simplify business circumstances.
• Include realistic defects.



162 A. D. Wolfe, Jr.

A Scenario Places the Student into a Narrative

While obvious, we must define what a scenario is and how it works in the classroom.
The scenario tells a story into which we place the student as an actor. The scenario
must involve background information and the various steps of events in the story
that are relevant to the learning objectives. This allows the student to understand
what problems or circumstances must be resolved. In addition, we need to specify
to the student the role he is to play, that is, establishing what authority and what
resources are available to his “character” to resolve the problem. Note our course
learning objectives are central “resources” for the student.

Base It on Real Situations

A key element in using scenarios for educational purposes is realism. Knights and
fairies are useless, as are interplanetary monsters and lightsabers. Any deviation
from reality, or covering gaps with vagueness, compromises the pedagogical effec-
tiveness of a scenario. However, in cybersecurity such deficiencies are particularly
risky because of the great attention to detail required of the practitioner. We simply
can’t tell the puzzled student “oh, it’s covered by XYZ” and expect the student not
to use the same XYZ to cover gaps in the coursework he submits.

Make the Business Small

For a 15–18-week course, any sizable business would present a number of complex-
ities high enough to constitute an obstacle to learning, rather than a vehicle. Issues
like corporate officers, human resources departments, and organization charts would
be a distraction at the least. Certain such scenarios—grocery stores, for example—
might turn up some real ratholes as they develop. I began seeking a business that
might have only a handful of people, perhaps as few as 5 or as many as 15. In such
a business, there would not be a proliferation of roles among employees; we would
only need to handle a few.

Design Numerous Outside Partners

A ubiquitous issue I foresaw for my students was dealing with partner organizations
in the businesses where they would practice cybersecurity. Even before the Internet
age, no business was an island. I therefore wanted to present some sort of “business
community” in the scenario I created. The partners must need some legitimate
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access to the information system of the main business in this scenario. In this way,
their interactions provide an important point of interest for students assessing the
cybersecurity of the business. Simple vendors and customers buying unitary prod-
ucts or services might not expose these concerns. The partners could be customers
in one sense and subcontractors serving customers in another. Alternatively, they
might be both vendors and distributors in different circumstances. Differences of
business interests between partners, as well as between the partner and the primary
scenario business, would also provide depth to the scenario.

Include Vendors or Customers, but Not Both

While all businesses have both vendors and customers, I felt it would be impossible
to cover both these “sides” of the scenario business within a semester course. While
the cybersecurity issues of both activities mirror each other in some way, the details
differentiating them require individualized handling.

Simplify the Surrounding Circumstances

Locating the scenario business in an area of dense population complicates many
issues around cybersecurity. For this course I did not want to address issues of
physical security such as trespassing, vandalism, and theft; it is sufficient to cover
these as part of general cybersecurity practices outside the scenario.

Include Realistic Defects as well as Features

One of the touchiest parts of teaching a scenario is cueing up corrective actions for
the students to apply. If the scenario is built to already manifest the best practices
taught in the course, there is nothing for them to do. But multiple problems arise if
the scenario is too much of a mess. To start with, the students simply will not take
it seriously. They may also conclude that the instructor or author of the scenario
short-shifted the work. The corrective measures may become too much for a realistic
mitigation of problems or may make the scenario look like rebuilding a situation (an
application) from scratch—too much work for the student. The system presented in
our scenario must work reasonably well for the business depicted, and its problems
must look typical, or at least believable, for the scenario. The scenario designer must
be able to show how the problems arose realistically in the context of the overall
narrative.
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Please, No More Schools, Computer Makers or Sellers,
or Small-Scale Factories!

Academic computer science is plagued by certain scenarios that are hackneyed
to the point of unusability. While many students only find it boring to deal once
more with “disk drives, motherboards, and monitors,” for others it may become
distracting or even annoying. We don’t want students to conclude that we spent no
time creating the scenario—however authentic the details, they will doubt them and
not learn from them.

7 Scenario: Mountain Sports and Game Guides

The scenario I devised for the “Database Security” course was “Mountain Sports
and Game Guides.” From the course introduction of the scenario:

You are working with Mountain Sports and Game Guides, located in a beautiful part of
Wyoming that is renowned for its scenery, wildlife, and water sports. This business serves
as a supplier for local photographers, outdoorsmen, and boaters and also acts as a broker
and scheduler for guides for these activities. These guides are in effect competitors, so it is
important not to allow one guide to see another’s clients, trips, or even the supplies.

The system is used directly by employees but also by the guides and by outdoor sport
clients. Each such user has a special set of database scripts he or she runs to check orders,
trips, etc. These have been found to show each such client the right data, no more, no less.

Recently some of the guides realized that, when using the database apart from these
scripts, their information was not protected from other guides seeing it. This caused a lot of
upset and now we must straighten it out.

The original developer of this application left some gaps that we will fill in through the
assignments in this course. Some of these are simply bad work, but you may find some bad
stuff!

8 Addressing the Intended Requirements

• A Scenario Places the Student into a Narrative: Here we tell the story of a
business that, while successful, has a cybersecurity problem that indicates a poor
cybersecurity posture for the company’s database. The student is placed in the
position of an IT staffer or consultant to rectify the problem using learnings from
the course.

• Base It on Real Situations: Like many other Rocky Mountain states, Wyoming
has dozens of licensed hunting and other outdoor guides. While my personal
experience using guides is limited, there is ample information available online to
provide detail for the scenario.

• Make the Business Small: “Mountain Sports and Game Guides” is not clearly
described as to its number of employees, but the treatment is intended to indicate
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it has about ten employees. The scenario thus excludes things like extensive
internal networking, VPNs, and internal servers.

• Design Numerous Outside Partners: The scenario uses an outfitter to guides,
which gives it a number of potential customers among guides (dozens, as noted
above) as well as outdoorsmen who would be those guides’ customers as well
as Mountain Sports’. While this hypothetical business is very small, the fact that
it nonetheless has external partners using its information systems gives it a very
realistic “big business” problem.

• Include Vendors or Customers, but Not Both: This scenario does not include
the supplier side of Mountain Sports and Game Guides. This is not simply an
omission of these concerns from the description of the scenario. An important
way in which we have excluded that supplier side is by removing inventory and
pricing from any assignments. There is very little room for the student to work on
this side of the scenario business, and no need, a simplification allowing tighter
focus on the assignments as given.

• Simplify the Surrounding Circumstances: Setting the scenario in Wyoming
reduces a lot of complexity. Even if Mountain Sports is in the largest city,
Wyoming’s capital of Cheyenne, it’s a municipality with only 60,000 people—
approximately 1/50 the size of Chicago. This virtually eliminates the concerns
about issues like sharing utilities in an office building, gang violence, and traffic.

• Include Realistic Defects as well as Features: The student can see and use the
application, both through a web interface and through direct database access.
The business system operates reasonably well according to its requirements.
However, the students can easily look “under the hood” and see the weaknesses
in its security implementation.

• Please, No More Schools...!

9 Rebalancing Theory and Practice Elements in Course
Re-design

Through four or five semesters’ teaching with the new scenario-based lab, I began to
recognize that this scenario offered me the possibility of reworking the entire course
around it. I could reduce the redundant workload of existing labs by moving their
learnings into phases of the scenario. In effect, I could have my students go through
the assignment as if a database security consultant, progressively applying security
practices and principles on behalf of “the client.”

To do this, I decided to identify any essential academic or theoretical topics in
cybersecurity and present them at the beginning. Learnings that would be applied
from the beginning phases of working the scenario can hardly be presented in
parallel to those phases. Of these topics, the “CIA Triad” was clearly foremost. In
addition, certain aspects of cybersecurity practice, such as defense in depth, could
also be handled most effectively before launching the student into the “database
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security consulting engagement.” Afterwards, the mechanisms of authentication,
authorization, and auditing provide the progression of hands-on activity for the
student.

This rebalancing resulted in a very short academic/theoretical beginning of the
course, and thereafter the course takes students the bulk of the learning objectives
against the backdrop of practical steps in the business scenario.

10 Parallel Pedagogical Goals in the Sequence
of Assignments

After revision, the database security course has progressive assignments presenting
the realistic scenario of a small business with an insecure business database and the
steps to apply security measures to that database. The sporting guides in the scenario
are allowed to use the database, but the database operations have no auditing and
almost no authentication or authorization. Each student individually remedies these
defects in a stepwise fashion in the virtual machine hosting the scenario. The
sequence of assignments takes the students through important information security
concepts and mechanisms while correcting the vulnerabilities in the database.

There are three separate parallel threads in the sequence of assignments: the
academic topics of information security/assurance; the practical, that is, the meta-
mechanisms employed to achieve information security; and the specific application
of database security techniques in the scenario business. Once the student has passed
beyond the initial academic topics, the practical framework drives the learnings in
the course.

Academic: Key Security Qualities

Cybersecurity can be understood, as an academic discipline, through various
principles in support of the “key security qualities” of Confidentiality, Integrity,
and Availability. These principles include least privilege, defense in depth, and
valuation of information assets. As an academic topic, Cybersecurity also includes
the theoretical underpinnings of technology, most notably cryptography. In this
course, our academic treatment also presents known threats and attacks and how
vulnerabilities are discovered, reported, and addressed. Of these, only the “key
qualities” are presented to the student in advance of the scenario-based assignments.
The other academic topics are raised as the student progresses through the course.
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Practical: Key Security Meta-Mechanisms

An important component of formulating the course was what I call the “Security
Meta-Mechanisms.” This is how I frame Lampson’s “Gold Standard of Security”:
Authentication, Authorization, and Audit. Every implementation of information
security includes at least these three security mechanisms, or, more precisely, kinds
of security mechanism. Since these are “kinds” or “categories,” rather than specific
mechanisms, we term them meta-mechanisms. Authentication is how the system
positively identifies an end user or agent that is active in that system. Authorization
is what most people think of as ‘security’: the set of rules by which an authenticated
user is granted or denied access to an information resource. Audit is the recording
of interactions of users with information assets, including those assets supporting
Authentication and Authorization. There are many ways these meta-mechanisms
may be implemented in a system, but they are always present.

Specific: Database Security Techniques

There are several techniques in database security covered in this course. These
include administration of end users and roles, definition of password policies,
configuring and hardening a database system,5 recovery mechanisms, and the
definition of grants authorizing users’ access to database resources as well as
to administrative functions. One of the most important technologies in database
security, as noted before, is virtual private database (“VPD”) or row-level security.
While Oracle was an early implementer of VPD, similar capabilities are now
available in other commercial DBMSes, including Microsoft SQL Server and
IBM DB2. Auditing techniques take on a distinctive flavor, also, in the database
environment. Database audits may be enabled by AUDIT commands, by triggers in
the database, or (in Oracle and other databases) by declarative audit policies. The
key distinction of database audit is the importance of recording SQL commands
that mediate data changes and the set-wise, bulk nature of many database operations.
Finally, it is important to expose students to secure coding practices6 as these pertain
to database applications, in particular, to avoid SQL injection.7

5See CIS Benchmarks, https://www.cisecurity.org/cis-benchmarks/, specifically “CIS Oracle
Database 12c Benchmark v2.1.0—09-18-2018.”
6OWASP Secure Coding Practices https://owasp.org/www-project-secure-coding-practices-
quick-reference-guide/ is our main starting point. However, more comprehensive guides are avail-
able from the Carnegie-Mellon CERT site: https://wiki.sei.cmu.edu/confluence/display/seccode/
SEI+CERT+Coding+Standards
7One of many good descriptions of SQL Injection is from OWASP: https://owasp.org/www-
community/attacks/SQL_Injection

https://www.cisecurity.org/cis-benchmarks/
https://owasp.org/www-project-secure-coding-practices-quick-reference-guide/
https://owasp.org/www-project-secure-coding-practices-quick-reference-guide/
https://wiki.sei.cmu.edu/confluence/display/seccode/SEI+CERT+Coding+Standards
https://wiki.sei.cmu.edu/confluence/display/seccode/SEI+CERT+Coding+Standards
https://owasp.org/www-community/attacks/SQL_Injection
https://owasp.org/www-community/attacks/SQL_Injection
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11 Quasi-Experiential Learning in Progressively Securing
“the Client”

My objective in course design was to take the student through an authentic sequence
of activities to secure a relational database. The approach is akin to experiential
learning [7]; however, the constraints of accommodating part-time adult learners
were intrinsically limiting. BU Met’s adult students attend only one evening
class weekly, and with online students, the only “common class time” consists
of six or seven mandated weekly web conferences. Consequently, it would have
been impractical to attempt to derive learning styles (Kolb or Honey-Mumford
[8]) from the students. However, the Kolb cycle itself of experience-reflect-
conceptualize-test [9] applies as the students take the experience-reflect actions of
one assignment into the conceptualization and test of the next. Kolb and Honey-
Mumford introduce elements of disorientation and dialectic to learning, which is
applied to cybersecurity education by Lowe and Rackley [10]. To some degree,
every experiential learning scenario is initially disorienting, of course, but the same
limitations precluding learning-style assessment would make intentional repeated
disorientation counterproductive. Consequently, student activities were performed
against a static test environment with no hidden attackers nor sudden changes.

It was important to engage the question of setting an order for the learning objec-
tives in reworking the assignments. Practical guides and administrative manuals
list techniques exhaustively, but did they provide an effective sequence for using
them? If so, was that sequence going to be productive in the teaching environment?
Clearly, I would need to select one of the parallel tracks as my “master” to
drive the assignments and the inclusion of the other tracks. I concluded that
neither the academic learnings nor the particular DB security techniques presented
a clear progression; both are essentially unordered collections. Now the meta-
mechanisms have some sort of ordering, in that Authorization is clearly dependent
on Authentication and Auditing “feels” dependent on both. Moreover, there are
only three of them. So, I used the meta-mechanisms as the primary organization
mechanism, rather than grouping by academic topic or by some sets of database
functionality.

One might ask why, instead of starting with Authentication, I began the assign-
ments with Audit. Authentication seems to be required for Audit—to identify who
was doing what—as well as for Authorization. However, most DBMSes, including
Oracle, have the ability to perform generic audits of activity independent of which
user performs it. Moreover, one key technique I felt must apply early on was
database “hardening.” What is hardening? Because each DBMS must be adapted
to the security needs and environment in which it is deployed, its default installation
has intentional security gaps. Therefore, best database security practices include a
“hardening” activity: limiting user accounts, adapting authorization, and controlling
network access to the database. Hardening also involves creating audits. For this
reason, I placed Audit first. After that came Authentication and then Authorization.
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The following table presents the stepwise progression, in this course, of the
topics, meta-mechanisms, and techniques.

Module Learnings Meta-mechanisms Techniques applied to scenario

1 • Principles
• Assessment and
valuation

• (Installing and) reviewing the
“mountain sport server” and its
applications and functionality

2 • Purposes of audit
• Defense in depth

Audit • Hardening the server
• AUDIT implementation using
standard AUDIT commands, by
triggers and by policies

3 • Models of users
and groups

Authentication • User administration
• Database user provisioning
• Implementing virtual users
• Implementing database roles

4 • Virtual private
database—
requirements

Authorization • Row filtering to support
authorization
• Implementing virtual private
databases using database views

5 • Virtual private
database—models

Authorization • Using declarative virtual private
database to filter access by rows
• Applying virtual private database to
filter sensitive columns

6 • Secure
programming
• Encryption
• Password
management

• SQL injection
• Encryption lab
• Managing passwords for scenario
“users” using one-way encryption

At the conclusion of the course, the student has taken a poorly configured Oracle
database and:

• Hardened the means of accessing the database
• Designed and activated audits of database operation
• Built a system of authentication using not only built-in database user manage-

ment but finer-grained management of virtual users
• Set up a model for authorization of access to information assets
• Implemented a virtual private database
• Applied encryption to protecting the passwords of virtual (non-database) users
• Performed penetration exercises against the scenario database using SQL Injec-

tion
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12 Packaging “Mountain Sports and Game Guides” for
Students

“Mountain Sports and Game Guides” has a database tracking both its sports-
men/naturalist customers and independent outdoor guides for whom it serves
as a broker. Therefore, for the student to engage this scenario, he has to have
direct access to “the database.” Moreover, database security requires administrative
privileges on the database system at least and usually administrative privileges on
the server itself.

To provide the student with the ability to perform these tasks authentically,
we packaged the “database server” as a virtual machine. The virtual machine
was created using the free/open-source VirtualBox virtualization application. The
following software and configuration were included:

• Oracle Linux 6 operating system with Gnome-based end-user graphical interface
• Java Development Kit 8 (“1.8”)
• Tomcat web application server
• An Oracle19c database server owned by a user named “oracle”
• A database schema “vpd674” containing the tables for “Mountain Sports and

Game Guides,” populated with several dozen sample users and approximately
18 months of sample data

• Four simple Java web applications installed into Tomcat
• Oracle SQL Developer database client
• Custom SQL scripts for each “user”
• Custom user configuration for bash shell and Gnome Desktop

The virtual machine was exported using Open Virtualization Format (version 1).
This format is portable and can be imported by VirtualBox for the student’s use
and can also be imported using VMware Workstation. While this format is an open
standard and thus should be usable by other virtualization tools, the only thorough
verification of the export “appliance” file was performed with VirtualBox. Some
successful tests were performed using VMware, but we have performed no tests on
any other virtualization system.

By using this packaging, we intended to provide an expeditious and straightfor-
ward introduction to the scenario and the laboratory exercises. The following steps,
with screen shots, illustrate a typical sequence for the student.

The student downloads the appliance file to his computer and imports it into
VirtualBox (Fig. 1).

Once the import is completed, the student starts the imported virtual machine and
can log in as “oracle” (Fig. 2).

To enhance a sense of realism, the login presents a message “to the Mountain
Sports partner” (Fig. 3).

After closing the readme window within the VM, the student has a conventional
Linux desktop (Fig. 4). Note there are shortcuts on the desktop for the SQL
Developer tool, a terminal window, and the “Mountain Sports web site”.
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Fig. 1 Import settings for the course virtual machine appliance

The SQL Developer tool is already pre-configured to connect to this database;
however, the student will have to configure additional connections for various
laboratory exercises (Fig. 6).

The virtual machine is also configured to expose various ports to the student’s
host computer (Fig. 7).

These ports allow the student to use the tools he has installed, and with which
he will presumably be comfortable, to access the scenario virtual machine. Here we
see the virtual machine desktop in one window and a browser in my host Macintosh
using the “Mountain Sports” site (Fig. 8).

The links provide access to pages that are susceptible to SQL injection, like the
following (Fig. 9).

The “search for animals” results show the student the SQL that is executed,
allowing fairly easy SQL injection experiments (Fig. 10).

After starting the SQL injection assignment on this page, we present the student
with assignments requiring more injections to attempt. In the final steps, the pages
to inject require the student to work without being able to see the SQL being run.

When the student opens the “Web Site for Mountain Sports”, he sees a simple
but realistic home page (Fig. 5), with links to various functions.
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Fig. 2 Virtual machine login window

Fig. 3 A plausible “read-me”-type file for the scenario “partner”
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Fig. 4 The “oracle” user’s desktop in the virtual machine

Fig. 5 The “welcome” page for the Mountain Sports scenario site
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Fig. 6 Using SQL developer within the virtual machine to access scenario database

Fig. 7 Port forwarding from the host into the virtual machine
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Fig. 8 The Mountain Sports site from the “host” machine

Fig. 9 Mountain Sports page to search for animals
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Fig. 10 Results from the search for “fish”

13 Results

Students responded very positively to the scenario as I began introducing and
expanding it in the on-campus course around 2014. Students’ mastery of the critical
virtual private database capability improved significantly, both in testing and as
expressed in classroom discussion. Moreover, by covering information security
facilities in terms of the meta-mechanisms of Authentication, Authorization, and
Audit, the students evidenced a better ability to apply information security basics to
non-database topics in cybersecurity.

However, there were areas mitigating the success of the exercise. Most notably,
when the revised course was again presented to online students, evaluations
suffered. While the overall reasons are unclear, shorter timeframe of the online
course may be a substantial factor. As the online teaching team gains familiarity
with the revised material, results may improve.

14 Conclusion

Cybersecurity is a topic that defies neat delineations and modularization. Infor-
mation systems security and assurance face many problems in hostile activity,
human error, software problems, and natural occurrences like flooding. It remains
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a regrettable fact that this course conflates substantial specialized knowledge and
practice in database security with the initial presentation of cybersecurity principles
to students not previously exposed to it. In this circumstance, the choice of following
the security meta-mechanisms as the underlying structure for the course allowed
substantial progress in covering those database security topics in parallel with the
basics. I hope to understand the challenges with this approach in the setting of an
online accelerated session. While I am now teaching at a different institution and
will no longer be teaching this same course, I will be applying the approaches I
worked out and, hopefully, perfecting them.
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Cyber Security Assessment Education for
E-Governance Systems

Rajan Gupta, Saibal K. Pal, and Sunil K. Muttoo

1 Background

E-Governance is increasingly being deployed around the world, especially in devel-
oping nation for providing quality citizen services at low costs. As per the United
Nations report on E-Governance development [1], more numbers of countries are
now adopting E-Governance practices in order to provide better governance to
their respective citizens. But a major issue is the threat of attacks and security
concerns [2–5]. These concerns are related to the E-Government infrastructure and
the services that are being offered through public channels to citizens and other
institutions. The loss of government data and breach of privacy/confidentiality of
the citizen’s data are major challenges for stakeholders of E-Governance. Officials
are finding it difficult to manage efficient services with rising intrusions and frequent
security lapses. This has led governments to think about security loopholes seriously
and take necessary actions against any kind of weakness found in the system [6].
Being a type of information system, the electronic governance system and setup
must be secured against the threats that are common to information systems in
public domain [2, 7].

Confidentiality, integrity, and availability are the three pillars of security (Fig. 1)
for any system [8, 9]. Considering the principles of the information security,
confidentiality can be defined as the restriction from unauthorized data/information
reading and accessing it; integrity can be defined as restriction from unauthorized
data/information change; and availability can be defined as restriction from unautho-
rized data/information access at client and server end, respectively, i.e., information
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Confidentiality

IntegrityAvailability

Fig. 1 The three pillars of information systems security
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Internal
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Fig. 2 Sources of information systems security threats

provider and information seeker. Authentication, authorization, and access controls
are the other concerns that must be addressed within the information systems
security.

As per the different layers of information system [9, 10], the threats depend on
the safety of its critical assets. Once the critical assets are protected from the threats,
the chances of system lapse become low and financially less impacting. The threat
to the critical asset can be through network access, which can be carried out by
any internal or external agents (Fig. 2). Internal threats could be due to human or
non-human activities. Human activities include poor administrative procedures and
deliberate ill act by employees due to grudges or any other negative feeling or due to
over-dependence on the unreliable employees. Non-human activities include system
failures, power failure, and problem with existing programs, outdated software,
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and the likes. External threats to the information systems can also be due to the
human and non-human activities. In this case, involvement of the humans could be
by the hackers or competitors in the market. These malicious users can negatively
impact the network, database, or software of the existing system through external
means. Non-human activities could be due to natural disasters, unplanned viruses,
or accidents due to uncontrolled elements in the surrounding environment. These
internal and external agents can pose an accidental or a deliberate attempt to
harm the critical assets in form of disclosure, modification, loss, destruction, or
interruption [8, 11]. For these reasons, Whitman [12] argued that organizations
must invest on appropriate policy formation for security, executing awareness pro-
grams among the employees and other stakeholders, educating the staff regarding
security policy and practices, and preparing contingency plan communication in
case of security breach. Thus, there is a need to assess both the internal and
external environment of critical assets involved in information systems in public
domain (i.e., E-Governance setup) and evaluate them for the safety of the various
organizations.

There are different frameworks for the assessment of security of information
systems and E-Governance, but many of these lack depth and scale of the domain.
Various security aspects covered up in these frameworks are not exhaustive, and a
much simpler scoring system is required to make it understandable by the users at
different levels. Some of the existing frameworks are discussed as follows.

Da Veiga and Eloff [13] proposed and discussed an instrument which had the
potential to become important for the culture of information security. They focused
on the internal threats of the organization’s information systems which covered the
threats by the employees working in that system. The authors considered internal
threats as a major threat in the organizations and proposed that the employees should
be advised and trained to work on security principles of information systems. The
authors also argued that there must be a culture developed within the organization
where security practices are followed seriously on a regular basis.

Rees et al. [14] also proposed a security assessment framework named PFIRES. It
included various policies that addresses the information security assessment for any
organization. The PFIRES lifecycle had various stages like assessment, planning,
delivery, and operation. Assessment, as the first stage, involves risk in any system
according to which policies must be developed and requirements must be defined.
Delivery and implementation of controls is followed by the monitoring phase. So,
the scoring assessment framework that is proposed in this paper can be used at
the planning stage, and accordingly the security policies can be implemented and
monitored.

Sun et al. [15] also developed a risk assessment model based on the theory
of belief functions as suggested by Dempster-Shafer for information systems.
Risk-oriented belief function and evidential reasoning were the basis for the risk
assessment. It also took the role of cost benefit analysis for risk assessment into
consideration. Both theoretical and operational aspects were considered while
assessing the risk for the information systems in the organization and were validated
through external assurance providers.
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Al Hogail [16] discussed the cultural assessment of the various risks associated
with the information systems in their assessment framework. The study considered
various options related to the security culture like environment, people, technology,
strategy, and organization. Different human domain aspects were considered like
management, preparedness, responsibility, and society regulations. Various princi-
ples related to change management were also taken into consideration, and experts
were surveyed for the validation of the framework. It was an overall exhaustive
framework covering different dimension which provided base to the current study
to consider diverse aspects for E-Governance system.

Sillaber and Breu [17] stressed on the importance of the stakeholder’s involve-
ment in risk assessment and management of information systems within the
organizations. The various stakeholders were involved in question-answer session,
where the various business processes were discussed, and questions related to the
security standards of the information system within the organization were stressed
upon. Business process matrix was created against stakeholder’s awareness for risks
for the information systems. Based on the awareness, implications were drawn
toward the policy of risk awareness and control mechanisms toward information
systems security.

Joshi and Tewari [18], in their study, discussed about the security of E-
Governance in India. They discussed about the various cyber threats and security
attacks on the E-Governance system and proposed recommendations based on the
attacks. But, the study lacked a concrete framework for the security assessment
within the E-Governance system in India. Similarly, Roy and Karforma [19] also
presented a review of E-Governance security in India. They came up with a
protection layout of authentication, integrity, privacy, and non-repudiation which
must be there within the E-Governance system.

The other studies [20–23] in the domain of E-Governance either discuss about
the various frameworks for development assessment of the different E-Governance
projects or are related to specific cloud security assessment of the whole system.
There is lack of research studies which can provide a complete and exhaustive
information systems security framework for the E-Governance so that any new
service setup can take the different aspects of security into consideration. Also, with
the help of a new framework, the existing services can be safeguarded against the
possible internal and external attacks. The current study proposes such framework
for E-Governance risk assessment. But, before defining the security framework,
one needs to understand the difference between developed and developing nations.
Also, there is a need to define the status of existing frameworks implemented in the
developing nations for E-Governance/information systems security.

As suggested by Chen et al. [24], there is a need for a separate framework for the
developed and developing nations for E-Governance and related activities. There are
lot of differences quoted for the two types of nations. Developing nations are well
advanced with respect to their basic technology infrastructure; they have availability
of highly skilled labor or have the capacity to outsource their work based on ample
amount of funding reserved for them; their citizens have good understanding of
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working of the computers; economy has been stabilized and growing at a constant
rate; and the government is more stable with better utilization of democracy and
good amount of transparency being practiced at the top level of the government. On
the other side, developing nations have different types of structure and challenges
existing within their regions. The basic infrastructure is not in good position and not
available to majority of the organization and citizens; the illiteracy is high among
the citizens resulting in low availability of skilled labor for the work; since literacy
is low, basic computer understanding is very low among the officials and users;
economy is still growing with signs of stabilizations; government is still not stable
so policies keep on changing; and corruption free working, transparency, as well as
efficiency are not present within the system [24].

With respect to developed nations, the security standards are already established.
In addition to CIA model, RITE was also proposed to be established for the systems
in developed nations [25] in the new millennium. However, the whole concept of
digitization came very late in the developing nations. For example, the National
E-Governance Plan (NeGP) was launched in 2006 in India [26] and even late in
other developing nations. Since digitization happened late in the developing nations,
therefore, security concerns were not present earlier. So, the pre-existing models of
the developed nations could not be adopted earlier. Now, since the technology pen-
etration happened rapidly in past one decade in the developing nations, the security
concerns also increased rapidly. The standard security frameworks were utilized
for the establishment of the basic infrastructure, but more customized solutions are
not readily available in the market. For example, most of the developed nations
have precautions being taken for physical safety of the infrastructure from natural
calamities, but developing nations are yet to take these kinds of concerns more
seriously in their assessment plans. Similarly, network access, network learning,
network economy, and network policy need to be considered for developing nations
[24]. Therefore, the developing nation’s needs should be assessed separately, and
security assessment framework should be developed accordingly, which is easy to
use and understand by the users in the developing nations. Few authors [27–32]
attempted to work specifically for developing nations, and their analysis summary is
shown in Table 1, but more exhaustive framework is required, so that the beginning-
level and advanced-level aspects can be considered for threats from both internal
and external security.

The main aim of the current chapter is to educate about the cyber security
assessment to the personnel working in E-Governance systems through a framework
useful for assessment of information security concern under E-Governance. The
framework should have all the internal and external aspects covered so that the
risk is minimized, at least in the accidental chances of damage to the system.
The next section will discuss the various security assessment frameworks with
respect to information systems security and E-Governance followed by the proposed
framework and its discussion. The case study on an Indian organization is presented
afterward followed by the conclusion of the study.
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Table 1 Summary of strengths and weaknesses of few prominent existing frameworks

S. no. Framework Strengths Weaknesses

1 PFIRES [14] Strong feedback-based
policy framework; strong
assessment of the situation

More focus on
implementation of security
based on feedback rather
than covering exhaustive
security areas

2 Sun risk assessment
model [15]

Cost benefit analysis of
security policy; exhaustive
assessment

More focus on the
planning of security policy
rather than checking the
actual implementation

3 PICABUE [27] Security assessment as part
of sustainable goals of an
organization has been
discussed in detail

Technological aspects have
not been covered in depth
for the organizations

4 RITE [25] Good coverage over
responsibility, integrity,
trust, and ethicality of
security policies

Technical controls within
the organizations w.r.t.
security assessment have
not been discussed

5 Stakeholder theory [17] Very good coverage of
business process models
and stakeholder
participation

Very theoretical model
based on the information
system risk management

6 Risk assessment [30] Security policy aspect has
been covered from data
collected from experts

It’s a qualitative model
covering general aspect of
the security of
organizations

7 Information system risk
[16]

Very good coverage of
management principles for
adopting security policy
framework

More focused on security
culture and human
behavior in cyber security
aspect

2 Need for Cyber Security Education

The threats of cyber-attacks on computers are increasing at an enormous rate around
the world. Various new patterns of such attacks are emerging each passing day.
Computer network is the most vulnerable component by an attacker’s point of view.
The malicious activities occurring on network sites result into loss of computer
security that is covered up under confidentiality, integrity, and availability [33].
To deal with this problem, James Anderson first introduced the intrusion detection
concept in 1980 [34]. And the first model on this concept was developed by
Denning in 1987 [35]. Intrusion detection system (IDS) monitors all the inbound
and outbound system activities in order to detect any kind of unwanted patterns [36].
IDS work inside the network and protect the system by any intruders, by generating
an alarm anytime a fraudulent activity is observed. The conventional attack detection
systems such as firewall, data encryption, or authentication process are not capable
to protect network intrusion completely. This may happen due to changing patterns
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of attack and malware. IDS can be divided into two broad categories, viz., anomaly
detection systems and misuse detection systems [37–40].

In the context of developing nation like India, the 2016 ORF report on the Indian
National Security Architecture identified that the year 2015 witnessed cyber-attacks
on 72% of the Indian firms with attempts made for corporate espionage [41]. India
was the topmost targeted nation by the cyber-criminal through the seven social
media in the year 2014. The Computer Emergency Response Team (CERT) on
8th January 2015 reported as many as 8311 incidences of security breaches which
increased from the previous recoded figure of 5987 in November, 2014, while the
reported incidences of disfiguring of the websites increased from 1256 to 2224 in
the same period. The CERT in 2015 ranked India as the third most vulnerable nation
in Asia susceptible to the most of the continents ransom-ware cyber-attacks. A
figure replicated in the Kaspersky Security firm’s 2016s third quarterly report which
reveals that India faces one third of the ransom-ware incidents in APAC region [42].

Figure 3 shows the security attacks being encountered through the network
monitoring on quarterly basis by CERT-IN (Indian Government Web Monitoring
Team). Malicious websites and malicious codes are the most encountered anomalies
within the Internet traffic surveillance in India in the past few years. Figure 4 shows
the activities undertaken by CERT-IN in the past few years. Bot-infected systems
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Fig. 4 Natural log of number of activities conducted by CERT-IN in the past few years (Data
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were tracked highest number of times in the last few years followed by handling of
security incidents. All these activities undertaken by CERT-IN can be supported by
a good surveillance system.

Figures 5 and 6 suggest the types of attacks happening in the last few years and
also show the analysis of the attacks. This is important from education point of view.
There are large numbers of different data sets which are currently maintained by
the world net data warehouse. One of them is router configuration which includes
information related to security, access list, topology, and the likes. A “triple A”
system covering authentication along with authorization and accounting systems
makes up as the components of the registration records. Similarly, the data under call
record comprises of summary related to customer’s dial-up session on per-session
basis. Email server logs’ include SMTP and POP3 transaction summaries. Router
statistics is obtained by SNMP polling. It includes link/router utilization, access, and
gateway routers [43]. Apart from them, numerous packet scopes exist for IP packet
headers’ collection, and they are designed for high-performance systems. They act
as passive link access in which the modification of the device driver was done for
all the “read” commands but not “write” commands for the network interface which
was under monitoring. This monitoring can be T3 which was, for a case, terminated
at router modeled 7505 by Cisco and is designed for the forwarding of the packets
toward monitor for the capture. Now, these captured packets are utilized for the
collection of header which contains vital information. Similarly, data apart from
textual form like multimedia data is monitored by passing the traffic through various

http://www.cert-in.org.in/


Fig. 5 Cyber disruptions recorded by CERT-IN (Source: https://niti.gov.in/sites/default/files/
2019-07/CyberSecurityConclaveAtVigyanBhavanDelhi_1.pdf)

Fig. 6 Analysis of attacks recorded by CERT-IN (Source: https://niti.gov.in/sites/default/files/
2019-07/CyberSecurityConclaveAtVigyanBhavanDelhi_1.pdf)

https://niti.gov.in/sites/default/files/2019-07/CyberSecurityConclaveAtVigyanBhavanDelhi_1.pdf
https://niti.gov.in/sites/default/files/2019-07/CyberSecurityConclaveAtVigyanBhavanDelhi_1.pdf
https://niti.gov.in/sites/default/files/2019-07/CyberSecurityConclaveAtVigyanBhavanDelhi_1.pdf
https://niti.gov.in/sites/default/files/2019-07/CyberSecurityConclaveAtVigyanBhavanDelhi_1.pdf
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protocols like RTSP, SIP, and other protocols related to session control for setup and
packet filter teardown for capturing multimedia sessions [43].

However, there is a lack of basic education toward cyber security assessment
which leads to ill preparedness for attacks on various systems. So, there is a need to
have an assessment framework through which cyber security can be monitored.

Aiming at strengthening the cyber security ecosystem in India—in line with
the government’s vision for a “Digital India,” the Ministry of Electronics and
Information Technology (MeitY) has launched Cyber Surakshit Bharat initiative
[44]. This program was in association with the National E-Governance Division
(NeGD). Digitization has rapidly transformed the governance system, and therefore
the requirement of good governance is crucial. With such initiative, there would
be a rise of awareness about cybercrime and building capacity for securing the
Chief Information Security Officers (CISOs) and the frontline IT staff across all
government departments. Apart from awareness, this first public-private partnership
also includes a series of workshops to make people cognizant about the best
practices and help the officials with cyber security health tool kits to tackle cyber
threats. Similarly all private organizations are also working toward improving cyber
security concerns in their respective workplaces.

3 Different Components of Cyber Security

The main purpose of such a proposed framework is to maintain the three pillars
of security, i.e., confidentiality, integrity, and availability, by covering the various
aspects of the security. Figure 7 shows different components for the security
assessment which leads to areas of improvement. Technological security is an
extremely important aspect and is covered in the top layer. The various technological
measures include network security, software security, hardware security, server

Technological 
Measures

Network Security, 
Software Security, 
Hardware Security, 

Server Security, 
Workstation Security, 

Data Security, and  
Physical / Environment 

Issues

Organizational 
Measures

Information Security 
Policy, 

Procedures & Controls, 
Administrative Tools, 

and Awareness 
Creation

Areas of 
Improvement

Technological

Organizations

Fig. 7 Components of the basic assessment framework
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Table 2 Scoring levels for the statements used for information systems security assessment in
E-Governance system

Score level Status Description

1 Not at all implemented There is absolutely no established security
measure

2 Partially implemented Few components of security are implemented
in E-Governance system

3 Implemented and not reviewed
regularly

Security components are implemented but not
mapped with all the components of
E-Governance system

4 Almost implemented and
regularly reviewed

Most of the security components are
implemented and mapped with all the
components of E-Governance system

5 Fully implemented and a role
model for other E-Governance
systems

All the security components are fully
implemented and completely mapped to
E-Governance system with continuous review
and upgradation

security, workstation security, data security, and physical/environment issues. The
other important aspect is organizational measures security and is covered at the
bottom layer. The various organizational measures are policy and controls for
information security, procedures, administrative tools, and awareness creation. To
assess all these components, the different aspects should be recorded and noted
for an E-Governance system in an organization. Scoring levels of assessment for
security are shown in Table 2.

Based on the scoring levels, the various statements of different components
of the assessment framework can be rated for the E-Governance systems. The
statements have been re-formulated for the assessment and are rated from scale of
1–5 based on Table 1. The statements, for the various components shown in Fig.
7, are shown in Tables 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, and 14 in Appendix. The
rating of these statements can be done by any neutral agency in coordination with
the director of the organization or by the personnel involved at the management
level in the E-Governance systems. The maximum point allocated to any statement
is 5, and the minimum is 1 point based on the full availability or non-availability
of the specific security aspect, respectively. The tables in Appendix represent the
statements used for scoring the various assessment parameters under technological
and organizational measures. It has been adopted from studies done on other
information systems [45, 46].

Once the statements in Tables 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, and 14 in Appendix
related to all the five components are rated as per the scoring assessment from Table
1, the total component score is derived by taking the sum of all the statements
divided by the maximum score that can be obtained for the respective component.
Maximum component score is obtained by multiplying total number of statements
with 5 for every component, as the maximum score for each statement can be rated
as 5 only. The various technological and organizational measures are summed up to
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assess the final situation of the E-Governance service system related to information
systems security. Equations (1)–(11) show the score summation of the various
statements under different components.

Hardware security =
4∑

i=1

[Statement(i) score]Table 4

Maximum component score
(1)

Software security =
16∑

i=1

[Statement(i) score]Table 5

Maximum component score
(2)

Workstation security =
5∑

i=1

[Statement(i) score]Table 6

Maximum component score
(3)

Network security =
9∑

i=1

[Statement(i) score]Table 7

Maximum component score
(4)

Server security =
10∑

i=1

[Statement(i) score]Table 8

Maximum component score
(5)

Data security =
13∑

i=1

[Statement(i) score]Table 9

Maximum component score
(6)

Physical & environment security =
9∑

i=1

[Statement(i) score]Table 10

Maximum component score
(7)

Information security policy =
12∑

i=1

[Statement(i) score]Table 11

Maximum component score
(8)

Procedures & controls policy =
6∑

i=1

[Statement(i) score]Table 12

Maximum component score
(9)

Administrative tools & methods =
5∑

i=1

[Statement(i) score]Table 13

Maximum component score
(10)
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Table 3 Overall security assessment in E-Governance system can be assessed through the shown
grid in the form of table (as calculated using different equations)

Organizational measures
Technological measures Good Needs improvement Bad

Very high

Zone A Zone B
High
Medium

Zone C

Low

Zone D Zone E
Very low

Awareness creation =
9∑

i=1

[Statement(i) score]Table 14

Maximum component score
(11)

Technological measures = Average (Hardware security, software security,

workstation security, network security, server security,

data security, physical & environment security)

(12)

Organizational measures = Average (Informationsecurity policy,

procedures & controlspolicy, administrative

tools & methods, awareness creation)

(13)

Total scores for technological and organizational measures are calculated using
Eq. (12) and Eq. (13), respectively. The assessment evaluation, which has been
summarized in Table 3, categorizes the position of any E-Governance system setup
into strong or weak zone based on the scores of the technological and organizational
measures. The total score of both measures is summated and divided into three
equal-sized zones for organizational measures (bad, 0–33%; needs improvement,
34–66%; good, 67–100%) and in five equal-sized zones for technological measures
(very low, 0–20%; low, 21–40%; medium, 41–60%; high, 61–80%; very high, 81–
100%). The division has been done based on minimum and maximum scores that
can be achieved in any system. The scores are divided equally into 3 and 5 classes,
respectively, for organizational and technological measures.

Zone A is the best zone where E-Governance system is having very good
resistance from the various threats and risks, as it is fully prepared with both types
of measures. Zone B is a tricky situation for E-Governance system as even being
strong on technological measures, the setup is prone to organizational threats which
may lead to inefficient working of the whole system. It is a bad situation where a
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lot of human interaction are required within the service setup as they may destroy
the system setup through various organizational measure risks. Zone C is probably a
safe state where less critical E-Governance systems will be present which are semi-
prepared for the risks on both the fronts. However, this zone may also signify that
the security measures are being implemented regularly and will be made strong in
upcoming time period. Zone D seems to be valid for a technologically weak and
standalone kind of E-Governance setup where all organizational measures are kept
strong. But this is a very dangerous situation for E-Governance setup as a weak
technological measure against risks and threats can lead to the complete system
failure. It is a very risky situation and even riskier in Zone E which denotes a
complete failure of a setup. The system in Zone E would be weak with no risk
measures being covered up at either technological or organizational level.

Based on the scores obtained for both the technological and organizational
measures for the E-Government system’s security, appropriate actions can be taken.
The given model fulfills the gap for monitoring both internal and external security
loopholes as suggested by information systems security theories [9]. Therefore,
this model (as adopted from other information systems) can be customized for
the E-Governance system setup, and a comprehensive monitoring can be done for
analyzing security of such systems.

Moreover, the proposed framework is specific to the developing nations in
the context that developed nations have mostly adopted the CMM level 5 in
their organizations [47], involving large-scale information systems; therefore, the
relevance for the proposed security assessment framework gets diminished. The
developed nation’s public information systems are already following the highest
level of security standards, so the need for another security assessment framework
is not majorly required. On the other hand, the developing nations are weak on
the security infrastructure and require less complicated (as compared to CMMI
level assessment) assessment criterions to measure their system’s security. So, the
proposed framework would be applicable majorly for the developing nations.

4 Use of Security Assessment in E-Governance Systems

The proposed framework for the security assessment has been formulated with the
help of secondary research through existing literature. The proposed assessment
framework for E-Governance has been derived from the information systems
security assessment for various other information systems like in the field of higher
education [45] and library information management [46]. This has been done
because the components used by these information systems were found having
the standard security framework requirements as per the theoretical models for
information system [9]. Even the literature suggests that various technological- and
organizational-level security threats must be covered up while forming the assess-
ment framework for any type of information system [48–50]. All the statements
and variables were modified in accordance to their relevance to the E-Governance
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system. Customization has helped the framework to be more relevant for the E-
Governance security assessment, and most of the theoretical aspects have been
covered up.

The framework validation has been done through case study analysis using
the assessment of an organization. The case data covers up hundreds of technical
points as per the information systems security components. Audit team was formed
involving the principal researcher, director of the organization, and third-party
technical analyst. Various analysts from the organization under study were involved
as a part of the audit team for the data collection. A total of 15 members were
involved for recording the scores and formulating the reports for the analysis. The
purchase reports for the infrastructure in the organization and annual reports for
the protocol were also studied by the audit team for the extraction of various
technical measures. The survey for organizational measure was conducted within
the organization through director’s interview. The survey of the infrastructure
was also conducted within the organization’s premise followed by a face-to-face
interview. The survey was conducted at various technical areas as per the availability
of the relevant infrastructure. The scores were recorded on real-time basis using a
scoring sheet and were analyzed using the scoring pattern given in the next section.
Due to security concerns, the organization’s identity has been kept anonymous.

The framework, suggested in above sections, has been tested for an organization
whose identity has been kept anonymous due to security reasons. However, the
organization has an E-Governance system (public information system) in place
which is exhaustive in nature and has sensitivity toward security breaches. Initially,
the case analysis will describe the nature/details of information system so that its
magnitude can be understood and then the scores obtained through the suggested
framework will be assessed.

The organization, being assessed in this case, is the central unit for information
processing in the education industry and acts as a big information system for various
branch nodes for information storage, retrieval, and processing. From infrastruc-
ture point of view, the organization has got hundreds of servers, processing the
information continuously. These servers act as high storage data centers to various
nodes, monitoring systems, media management, core operations management, and
technology support for various licensed software. From network point of view, the
organization is spread across approximately 50 km in radius having connectivity
through optical fibers and other mediums of wireless/wired connections. This
organization supports more than 100 sub-organizations with over 10,000 humans
interacting through this setup on a regular basis. The organization supports both
public access and private access to its servers for information processing. The
complete setup is managed by more than 200 staff members on daily basis. The
Internet speed varies up to 1 GBPS with adequate networking through cloud as
well as other infrastructure. With almost all the data points being present in this
organization, it can be considered for the security analysis under E-Governance
system as this organization deals with citizens directly along with other entities like
private institutions, public institutions, and foreign entities.
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Fig. 8 Scores obtained for each component of the security assessment framework

The scores obtained for the various parameters (as per Eqs. 12 and 13) have been
processed and presented in this section. Figure 8 provides the componentwise results
for the organization. An organization undertakes the deployment of numerous
aspects to ensure a safer and hassle-free environment to its employees. Furthermore,
the survey conducted in the current study assesses the different factors such as the
implementation of the required hardware and software, an adequate data and
network infrastructure, and the server security and administrative tools along with
an overall physical and environmental security. Figure 8 depicts that server security
is of prime importance and has witnessed the maximum percentage of 94, followed
by data security which registered 75.38% and network security which accounted
for 71.1%.

Considering the first aspect, i.e., server security, which accounted for the highest
percentage, entails different characteristics such as prevention of unauthorized
access, implementation of firewalls to protect the systems, detecting the intrusion of
malware, and installation of the anti-virus coupled with the maintenance of regular
backups for the files. Server security has been rated with the maximum percentage
in the organization under the current study. Server security authentication systems
are rated excellently, which prevents unauthorized access to information’s system
server and its implementation for false tolerance, firewalls, intrusion detection, and
host auditing software. Organization is also satisfied with the regular updates in the
security system of the servers.

The second aspect is data security, witnessing the second highest percentage
of 75.38. This aspect considered different features such as keeping a record of
the various day-to-day events so that they are easily retraceable. Another aspect
considered is the provision of using different forms of external memory devices
such as USB, CDs, and DVDs. The features under data security, which were rated
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excellent on the scoring scale, are password protection for user account and the
usage of an anti-virus software. Audit team has given high scores to some of the
features which includes proper maintenance of unusual and sensitive media, use
of event logging and event management software, fraud detection and prevention
measures, use of cryptography techniques, and hardware and software tokens. The
overall performance of data security lags behind the top aspect because usage of
RFID tags for managing and securing information system has not been properly
implemented.

The third aspect is the network security, which exhibited 71.1% and includes
different features such as the implementation of the firewall and anti-viruses
to prevent any malicious activity and use of digital signatures for ensuring the
authenticity of electronic documents. It also ensures security by putting a limit
on connection time to restrict the access of high-end applications and databases
and separates the cables for public and staff local area networks. The features
rated high on the survey questions were related to anti-virus security and desktop
security software, use of firewall for various purposes, separation of public and staff
LANs, and use of wireless security products. Segmentation of network with a router,
limiting the connection time, and use of digital signatures were given average scores.

Workstation security is at the fourth position with 68%. The features entailed are
application firewall for connecting mobile laptops to information system’s LAN.
This parameter also facilitated virus protection and security software programs
on web browsers and email programs. Each information system’s workstations,
laptop screensavers, authentication of networks, office software and browsers of
workstations, and configuration of laptops to receive updates in a timely manner
were also rated average under this aspect. The features contributing for an overall
high percentage of workstation security are use of office productivity software and
browsers of the workstations and laptops, application firewall and installation of
virus protection programs, configuration settings, and security software programs.
The use of user identification and authentication before logging into the information
system’s workstation, laptop screensavers, or network has not been rated satisfacto-
rily and, hence, needs to be improved.

Software security exhibits the fifth position with a score of 62.5%. Software
for security purposes are anti-spy, anti-phishing, desktop security, ID management,
rollback web filtering, and spam filtering. Furthermore, software for other uses, such
as menu replacement software for replacing the standard windows desktop interface
and providing a control over timeouts, logging and browsing and timer software to
control the amount of time a patron, can use a workstation. The software elements
that scored high are anti-spy software, software related to desktop security, and
web filtering software. The software elements which were given average scores
are cleanup software management, ID management software, menu replacement
software, and unavailability of timer software on a regular basis.

Hardware security witnessed the sixth position with a percentage of 60. The
features involved under this aspect are installation of CCTV and visual camera,
magnetic detection and electronic theft system at strategic places, and public
computers and server areas in information system. For emergency purposes, does
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it have power sources and alternate communication line? To backup drives within
the information system, does the system have a periodic remote monitoring and
file monitoring facilities? High ratings were given to the way locks, security
cables, locked cable trays, metal cages, emergency power sources, and alternate
commination lines are implemented. The performance of CCTV camera and visual
camera were given average scores. The performance of hardware security lags
because of unavailability of magnetic detection system and electronic theft system
in the organization in an advanced form.

Information security policy also holds the sixth position. Various policies
are listed under this parameter. Data-related policies for information system are
backup and offsite storage policies; data classification, retention, and destruction
policies; and secured disposal policies. Furthermore, there are policies for other
uses such as policies for sharing, storing, and transmitting of information system
data and policies for managing privacy and confidential issues. The policies for
protecting individual’s hardware and software and secured disposal policies were
scored high. Audit team was also satisfied with job responsibility policy; identity
management policy; policies on accepted usage of laptops, hand phones, and
other wireless devices in the setup environment; policies on accepted usage of
workstations, emails, databases, intranet, and Internet in information system; and
policies related to sharing, storing, and transmitting of information system data
by ISP. The performance of information security policy lags behind because of
weak implementation of data backup and offsite storage policies; data classification,
retention, and destruction policies; and policies related to reporting, notification, and
response of information systems security events.

Procedures and controls policy holds the seventh position with 56.67%. It
contains various procedures, such as control and disciplinary procedures applicable
if an information system staff or patron breaches the IS security policies or
rules and procedures for non-disclosure or confidential agreement for protecting
confidential and propriety information. Procedures for updating and reviewing
existing information security policies are also listed under this parameter. The policy
related to non-disclosure or confidentially agreement gained high scores. Audit team
was satisfied with the procedures related to control and discipline, handling sensitive
and personal data of patrons and intellectual property, and copyrights to control
and protect digital works. The performance of the parameter lags behind due to the
low scores being given to the procedures listing all the requirements of outsourcing
an information system service or activity and for updating and reviewing existing
information systems security policies. The minimum percentages are witnessed
by awareness creation (48.89%), physical and environment security (46.67%), and
administration tool and methods (43.33%).

The various features for physical and environment security are air conditioners,
earthquake warning system, flood detectors, lightning and surge protectors, and
security guards, automatic sprinkler system, smoke detectors, fire extinguishers,
and fireproof installations in information system building. Furthermore, it includes
magnetic stripe, swipe cards, electronic lock, proximity cards, and barcode cards to
have a secure and control access to restricted information system areas. The initial
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level of security is served by warning signs, fencing, vehicle height restrictors,
site lightning, and trenches around the information system area. Audit team gave
high scores to the way security guard monitored people entering and leaving the
organization’s building. Also, automatic sprinkler systems, smoke detectors, fire
extinguishers, and fireproof installations were well implemented. The performance
of physics and environment security lags behind majorly because of unavailability of
earthquake early warning system, flood detectors, and lightning and surge detectors.
Furthermore, majority of the user identification and authentication forms at the
entrance, exit, and other public access areas in the organization were not well
implemented.

The various features of awareness creation are related to the awareness in the
staff to protect information systems security and training of the staff members for
reporting security breach incidences. All the staff and patrons are provided with
appropriate security training and education, receive regular updates on information
system’s policies and procedures, and are trained to monitor and handle information
system on their own. KPI provides real insights to have effective security awareness
programs. Audit team was satisfied with the way people were made aware of their
responsibilities to protect information systems security and were trained to report
security breach incidences and monitoring and handling information security on
their own. Physical environment and security has various shortcomings such as staff
and patrons don’t receive approximate information security training and education
and don’t receive regular updates on information system’s policies and procedures,
risk assessment approach is not well implemented, and KPI doesn’t provide real
insights resulting in ineffective security awareness programs.

Administration tool and methods have various procedures too. Some of them are
procedures for owner accountability to ensure appropriate protection in information
system, procedures to protect information system from all types of threats, and
procedures listing all the requirements regarding information system service or
activity outsourcing. The procedure for owner accountability was averagely rated.
The low percentage of this parameter is due to weak implementation of procedures
for the development and implementation of risk analysis; procedures for handling,
reporting, notification, and response of IS security events to affected parties; and
procedures related to asset classification. Furthermore, internal and external audit
programs were not well implemented.

From the scoring assessment, it was found that the overall score for technological
measure is 69% and organizational measure is 53%. As per the grid developed in
Table 3, it is derived that the current organization most closely falls under Zone B,
as shown in Fig. 10. The various components of technological measure are strongly
implemented, which can be further improved if physical and environment- and
hardware-related security standards can be strengthened. The various components
of organizational measure, which are falling in the average range, can be further
improved. Administrative tools and awareness campaigns can be developed within
the organization.

The total score obtained for various components and the measures (Fig. 9) were
verified by the director of the organization and third-party analyst. The mentioned
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Fig. 10 Zone identification of the organization

two persons were not aware of the scoring pattern and were only told the results
for the security components. The consensus was achieved by the team of analysts
with respect to the various scores achieved during the analysis. Therefore, the results
obtained from the framework of the researcher were validated by the members of
the organization and third-party technical analyst.

Given the stature of the organization, the technological measure is nicely placed,
but organizational measure can be improved on an immediate basis. However, since
the role of the organization is more toward the backend support than frontend
processing, low score of organizational measure can be justified in the current
case. Better organizational planning will lead to better security coverage of the
information system in the public domain.
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5 Concluding Remarks

The main aim of the current study was to prepare a framework useful for cyber
security education and assessment of information systems security concerns in E-
Governance. The framework suggested in the above sections has covered various
internal and external aspects of the organization’s security to minimize the risk.
The components are important from theoretical point of view and are in sync with
the frameworks available in the literature. Therefore, the aim of the study has
been fulfilled using case study analysis on the proposed framework, and exhaustive
coverage has been given to the E-Governance system’s security.

With rising concerns of security in the E-Governance environment, it becomes
important to audit the system regularly and keep strict check over the information
systems security standards. The proposed framework for security assessment seems
to be advantageous as it covers the various aspects of security. Moreover, the
components are in sync with other assessment models as proposed by various
researchers in the past [13, 17]. The current model is exhaustive in the sense that a
lot of aspects related to information systems security are covered. This will give the
security audit team a ready-to-use questionnaire to assess the level of technological
and organizational measures. These measures will protect the system from both
internal and external threats. In case of emergency and threats, the overall system
will become strong to combat such risks. Currently, one large organization (covering
up many small organizations) under the E-Governance system security has been
presented. However, the next stage of the research is to collect relevant data from
other organizations on the measures mentioned in the proposed framework and
check the status of various organizations and institutions involved in the setup of
E-Governance. This will help in analyzing the security status of the various E-
Governance systems, and hence it would be easier for the stakeholders to take
necessary actions.

This model is valid and applicable for all the developing nations as most of
these nations are still in the process of setting up their E-Governance system. And
referring to such exhaustive framework will provide them confidence in combatting
the various types of information systems security threats. The framework can be
used by various government officers for E-Governance system, researchers, and
industry practitioners to prepare security-related products in E-Governance and
public information systems. The framework can be developed into an automated
tool, covering self-answered questions in a survey form, for which data can be
analyzed using the scoring pattern automatically. The simplicity of the questions
will help the users to fill the form themselves and assess the pros and cons of
their E-Governance system’s security. This will make the institutions self-dependent
and self-aware of the situation. The framework can also be used by a third-party
security agency to provide security certificates to the various E-Governance systems.
Therefore, this study can be a useful contribution under information systems
security in E-Governance.
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Appendix

Table 4 Hardware security component in E-Governance system

Hardware security-related assessment Scoring Area of improvement

A CCTV, visual camera, magnetic detection system, and
electronic anti-theft system at strategic places, public
computer areas, and server areas in E-Governance
system

B Emergency power sources and alternative
communication lines within E-Governance system

C Locks, security cables, locked cable trays, metal cages,
or anchoring devices to improve the security of
hardware equipments in E-Governance system

D Periodical remote mirroring or file mirroring to back
up disk drives within E-Governance system

Table 5 Software security component in E-Governance system

Software security-related assessment Scoring Area of improvement

A Anti-spyware software to detect and remove any threats
B Anti-phishing solutions to prevent phishing attacks
C Cleanup software to erase files left behind by a user
D Desktop security software at application and operating

level to monitor, restrict usage, or disable certain
features of the workstations with E-Governance system

E Automate the process of installing an application or
updates to workstations on a network of E-Governance

F ID management software to automate administrative
tasks such as resetting user passwords and enabling
users to reset their own passwords in E-Governance
system

G Menu replacement software to replace the standard
windows desktop interfaces and provide control on
timeouts and logging and browsing activities

H Multi-user operating systems and application software
to allow concurrent access by multiple users of a
computer

I Automatic debugging and tests to remove any defects
from new software or hardware components

J Rollback software to keep track and record any
changes made to the computers and allow the system to
be restored to its original state from any chosen point
in time

K Single sign-on system for user authentication and
authorization to access all computers and systems
without the need to enter multiple passwords

(continued)
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Table 5 (continued)

Software security-related assessment Scoring Area of improvement

L Spam filtering software to detect unwanted spam
emails from getting into users’ inboxes

M Systems recovery to rebuild and repair the library
computer systems after disaster or crash

N Timer software to control the amount of time a patron
can use a workstation

O User entrance log to record and monitor user logs
which are regularly analyzed

P Web filtering software to prevent access to
inappropriate materials or sites

Table 6 Workstation security component in E-Governance system

Workstation security-related assessment Scoring Area of improvement

A All office productivity software and browsers for the
workstations/laptops are configured to receive updates
in a timely manner

B An application firewall is used for mobile laptops that
connect to the E-Governance system’s LAN

C The computer’s BIOS are secured in order to create a
secure public access computer

D User identification and authentication are required
before logging into the E-Governance system’s
workstations, laptops screensavers, or network

E Virus protection programs, configuration settings, and
security software programs are installed for web
browsers and email programs

Table 7 Network security component in E-Governance system

Network security-related assessment Scoring Area of improvement

A Anti-virus software and desktop security software to
receive regular updates to protect the internal network
from any security breaches

B Digital signatures are used to assure the authenticity of
any electronic documents sent via the E-Governance
system’s network (use of passwords, private and public
key encryption, or digital certificates)

C Firewall to protect internal network from external
threats

D Firewall with virtual private network is installed for
remote and wireless access connections

E Limitation of connection time is performed via
configuration routines to control and restrict access for
the E-Governance system’s high-risk applications or
databases

(continued)
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Table 7 (continued)

Network security-related assessment Scoring Area of improvement

F Public and staff’s local area networks (LANs) are
physically separated by means of separate cabling for
each network to provide alternative circuit

G Server segregation/perimeter network (DMZ) by using
firewalls and some other network access control
devices to separate systems that are at a relatively high
risk from unsecured network

H The network is segmented with a router to increase the
bandwidth available to each user and reduce
congestions/collisions of the E-Governance system’s
network

I Wireless security products to secure the E-Governance
system’s wireless network (use of default passwords on
wireless access points, network ID, wireless intrusion
detection systems, wired equivalency protocol (WEP)
encryption, MAC address filtering, or VPN)

Table 8 Server security component in E-Governance system

Server security-related assessment Scoring Area of improvement

A Anti-virus software on servers and anti-virus definition
files are kept up-to-date

B Authentication systems to prevent unauthorized access
to the E-Governance system’s server

C Implement fault tolerance to ensure if one system fails,
then there is a backup system that immediately takes
over

D Firewalls to protect the E-Governance system’s
network from unwarranted intrusion

E Intrusion detection software and host auditing software
are installed to monitor servers for signs of intrusion

F Regular backups for the data, hard copy of server
hardware specifications, installation information,
installation software, and passwords are regularly
performed and stored at an offsite location

G Server logs are reviewed periodically by using a log
file monitor utility to monitor any signs of intrusion or
security violations

H Restrict access to the file system in a server to the
directory structure using file or directory permissions

I E-Governance system servers’ operating systems and
applications are hardened to protect from any
vulnerabilities

J The server is placed in a secure location, such as in a
lockable cage, a locked room, and a place with
environmental controls
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Table 9 Data security component in E-Governance system

Data security-related assessment Scoring Area of improvement

A Attributes for each removable media applications in
E-Governance system are properly recorded, and the
media are kept from any unauthorized devices from
accessing, running, or transferring data to
E-Governance system workstations and network (USB
thumb drives, tapes, CDs, DVDs, disks, drives, etc.)

B Combination of authentication systems to restrict
access to E-Governance system’s data and resources
based on a variety of access rights (user identification,
passwords, or biometrics system)

C Dispose of unused media and sensitive media is
properly managed to maintain an audit trail

D Enforced path is created between a user terminal and
other E-Governance system services to reduce the risk
of unauthorized access

E Event logging or log management software to ensure
the E-Governance system computer security records
are stored in sufficient detail for an appropriate period
of time (records for security incidents, policy
violations, fraudulent activities, and operational
problems)

F Fraud detection and prevention measures to control
fraudulent activity and disclosure of information (use
of address verification system, proprietary encryption,
internal intrusion detection system, multiple login
monitoring, password verification on transactions, or
data access controls)

G Public key infrastructure (PKI) to secure the exchange
of personal data via the E-Governance system network
and internet (use of public and private cryptography
key pair)

H RFID tags to manage and secure the E-Governance
system collection as well as to track attendance and
prevent unauthorized access into the system premise

I Systematic approaches conducted in-house or
outsourced to a service provider to address the
E-Governance system’s vulnerabilities (vulnerability
discovery, prioritization, remediation, dynamic
protection, verification, and customized reporting)

J Use of cryptography techniques [20], hardware and
software tokens, and single sign on systems to control
data access to E-Governance system’s internal and
remote computer systems

(continued)
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Table 9 (continued)

Data security-related assessment Scoring Area of improvement

K Use of password protection of user accounts, anti-virus
software, firewalls, wireless network protections,
intrusion detection systems, and Internet Protocol
Virtual Private Networks/IP VPNs to ensure data insert
and sent from one end of a transaction arrives unaltered
at the other end

L Vital E-Governance system’s information or records
are regularly backed up

M Web access management systems to manage and
validate user access to devices, applications, and
E-Governance systems (authentication management,
single sign-on convenience, audit or reporting systems)

Table 10 Physical and environment security component in E-Governance system

Physical and environmental security-related
assessment

Scoring Area of improvement

A Air conditionings to stabilize the temperature and
humidity within the E-Governance system building

B Earthquake early warning system to alert
E-Governance system staff and patrons prior to
damaging ground shaking

C Flood detector to provide an early warning of
developing floods in an E-Governance system

D Lightning protectors and surge protectors to protect
any valuable machines or equipments from lighting
strikes, voltage spikes, and surges

E Security guards to monitor people entering and leaving
the E-Governance system buildings and sites

F Use of automatic sprinkler systems, smoke detectors,
fire extinguishers, and fireproof installations in the
E-Governance system buildings and areas adjacent to
system’s key assets to detect and prevent fires, toxic
chemical spills, and explosions

G Use of magnetic stripe swipe cards, electronic lock,
proximity cards, barcode card, or biometrics to secure
and control access to restricted E-Governance system
areas

H Warning signs, fencing, vehicle height restrictors, site
lightings, and trenches around the E-Governance
system areas to provide initial layer of security for a
system premise

I Wireless gates, biometrics, or other user identifications
and authentication forms at the system premise main
entrances, exits, and public access areas in the
E-Governance system
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Table 11 Information security policy component in E-Governance system

Information security policy-related assessment Scoring Area of improvement

A Backups and offsite storage policies for
E-Governance system data, media, or materials that
contain sensitive information

B Data classification, retention, and destruction policies
for E-Governance system data, media, or materials
that contain sensitive information

C Identity management policies for E-Governance
system user registration and password management

D Job responsibility policy for individual employee
responsibilities related to the E-Governance system
IS security practices

E Policies on access control, authentication, and
authorization practices for using the E-Governance
systems

F Policies on protection of E-Governance system assets
to protect your system’s hardware, software, data,
and people

G Secure disposal policies for E-Governance system
data, media, or materials that contain sensitive
information

H Polices on reporting, notification, and response of
information systems security events to affected
parties such as individuals, law enforcement, campus,
or parent organizations

I Policies on acceptable use of wireless devices in
E-Governance system such as laptops and hand
phones

J Policies on acceptable use of workstations, e-mails,
databases, intranet, and Internet in E-Governance
system

K Policies on managing privacy and confidentiality
issues, including breaches of personal information

L Policies on sharing, storing, and transmitting of
E-Governance system data via ISPs, external
networks, or contractors’ systems
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Table 12 Procedures and controls policy component in E-Governance system

Procedures and controls policy-related assessment Scoring Area of improvement

A Controls and disciplinary procedures if an
E-Governance system staff or patrons breach the IS
security policies or rules (verbal warning, written
warning, suspension, and dismissal)

B Procedures for handling sensitive data and personal
data of patrons to prevent errors, unauthorized
disclosure, or misuse by those who handle it

C Procedures for non-disclosure agreement or
confidentiality agreement to all staff and patrons to
protect any type of confidential and proprietary
information

D Procedures for update and review existing
information security policies

E Procedures on the intellectual property rights and
copyrights in controlling and protecting any digital
works

F Procedures which list all requirements with regard to
outsourcing any E-Governance system service or
activities

Table 13 Administrative tool and methods in E-Governance system

Administrative tool and methods-related assessment Scoring Area of improvement

A Procedure for owner accountability to ensure
appropriate protection is maintained for each library
E-Governance system asset (e.g., information assets,
software assets, physical assets, and library services)

B Procedures for the development and implementation
of risk analysis to protect E-Governance system from
all types of threats (performance of assets analysis,
threat analysis, annual loss expectancy analysis,
identification and evaluation of security measures)

C Procedures on handling, reporting, notification, and
response of IS security events to affected parties such
as individuals, law enforcement, campus, or parent
organization

D Procedures related to asset classification in order to
organize it according to its importance and sensitivity
to loss (unclassified, confidential, secret, and top
secret)

E Regular internal and external audits programs
appropriate for E-Governance system size,
complexity of activities, scope of operations, risk
profile, and compliance with the relevant standards
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Table 14 Awareness creation component in E-Governance system

Awareness creation-related assessment Scoring Area of improvement

A All staff and patrons at various levels are made aware
of their responsibilities with regard to protecting the
E-Governance system’s security and trained to report
any security breach incidences

B All staff and patrons at various levels receive
appropriate information security trainings and
education

C All staff and patrons at various levels receive regular
updates on E-Governance system’s policies and
procedures

D Information security awareness trainings have
become mandatory to all staff and patrons at various
levels

E Risk assessment approach exists and follows a
defined process that is documented

F Staff and patrons at various levels are trained to
monitor and handle the E-Governance system on their
own

G There are balanced set of key performance indicators
(KPIs) and metrics used to provide the real insight
into the effectiveness of security awareness programs

H There are positive supports and commitments from
the top management to coordinate the implementation
of E-Governance system’s security controls (e.g., via
allocation of budget, strong interest, and active
involvements)

I Threats that could harm and adversely affect critical
operations of E-Governance system’s security are
identified and updated regularly
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A Survey on the Effectiveness
of the Secure Software Development Life
Cycle Models

Jing-Chiou Liou and Saniora R. Duclervil

Introduction

Cybersecurity has become prevalent and important in today’s society. Some recent
cybersecurity incidents have made many people victims of cybercrimes. For an
example, Equifax underwent a data breach in 2017 [1], and over 143 million
Americans became victims of the data breach. Information stolen included credit
card numbers and social security numbers. In 2019, 2 billion records were exposed
in a massive smart home device breach with the Chinese-based company, Orvibo
[2]. In December 2019, a home security camera company, Ring, suffered from a
security breach that leaks sensitive information belonging to over 3600 customers
[3]. There are also reports that the Ring security cameras were hacked and controlled
by cyber predators [3].

Two primary factors contribute to the modern cybersecurity problems. One is the
connectivity, and another is the software. In the Internet era, almost every computing
device connects to some sort of networks and eventually connects to the Internet.
These Internet-connected devices provide convenient applications and services and
have become an integrated part of our lives. Disconnecting from the Internet to
reduce the cybersecurity risks is not a realistic option for many.

Therefore, to tackle the cybersecurity issues, we have to focus on software
security. Software security is about understanding the software-induced security
risks and how to manage them. To manage software security well, we need to
comprehend the process of designing, building, and testing software for security.
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Software Development Life Cycle

Information technology project management uses a process to develop a software
application by planning, designing, executing, and monitoring that application in
order to meet organizational needs. This type of process or model is called the
System Development Life Cycle or Software Development Life Cycle (SDLC). The
Software Development Life Cycle is a framework that defines the process used by
organizations to build an application from its inception to decommission. The SDLC
can take months or years to complete.

There are quite a few different models of SDLC proposed and used in the IT
industry. The two most popular ones are Predictive and Iterative. Based on their
characteristics and the technology advancements, each is used in industry sectors
in the past and current time. Regardless of the type of SDLC models, most divide
the development process into phases or stages through which software is developed.
The objectives of each phase are to:

– Define the work items and steps that will be performed.
– Produce deliverables.
– Ensure the deliverables meet the quality criteria.

At the end of each phase, a quality gate or milestone is used to verify the
completion of all required works, and deliverables are produced as expected. For
an example, at the end of Requirement Analysis phase, before the project can
move into System Design phase, a Software Requirements Document (SRD) will be
reviewed and baselined. Project stakeholders, including project team and end users
or customers, will then sign off a quality gate document that indicates officially the
end of such phase. A successful review of the quality gate marks the time to move
into the next phase.

Predictive Model

The predictive life cycle is used when the scope of the project can be clearly
articulated in advance of the project beginning, and the schedule and cost can be
predicted. In the early era of computing, this was a feasible and preferable process
to develop a software: As this model focuses on concept planning and the design
of software before its implementation, the predictive process model provides more
confidence to the software development team on the success of software project.

One of the most widely used models in this category is the Waterfall. The
Waterfall process was initially proposed by Benington [4] in 1956 and later refined
by W. W. Royce in 1970 [5]. In his original proposal, there are seven phases in the
process:

– Systems Requirements.
– Software Requirements.
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Fig. 1 Waterfall model

– Analysis.
– Program Design.
– Coding.
– Testing.
– Operations.

However, through the evolution in software engineering, variations in the phases
were developed in the past. As shown in Fig. 1, the most recent accepted version
combines both “Systems Requirements” and “Software Requirements” into a single
“Requirement phase” phase. The “Analysis” and “Program Design” were also
integrated into just a “Design” phase. Some change the “Coding” phase into an
“Implementation” or “Development” phase. People also use “Verification” in place
of “Testing.” Finally, the “Deployment” phase is also added into the process to
distinguish the efforts taken to install the software into the production environment.

The Waterfall model was used heavily in the late twentieth century in the
software industry. There are other variations of Waterfall models. This rigid, linear,
and inflexible process has declined in its popularity to the more adaptive process
models in the early twenty-first century. Nonetheless, it is still used by some of the
software projects that are not web applications today.

Iterative Models

There are many process models proposed under the category of iterative SDLC. One
that is getting attention is the Spiral model proposed by Boehm in 1988 [6]. The
Spiral model, as shown in Fig. 2, is a meta-life cycle model because many iterative
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Fig. 2 A Spiral model

SDLC models proposed later are based on the same concept as the Spiral model. A
metamodel is a model of a model, and metamodeling is the process of generating
such metamodels. In each iteration, a prototype is developed and reviewed using a
Waterfall-like phases. The review results are used to improve on the prototype in the
next iteration. The iteration continues until the software meets user expectations.

Although the Spiral is considered to be a very good process model, it is never
used by the software industry: During the time of the client-server architecture,
using the Spiral requires contract flexibility and the developers being able to assess
any project risks to avoid failure caused by constantly changing tasks. As the phases
in each iteration are similar to those in the Waterfall, the Spiral seems just like using
Waterfall to develop multi-releases of software.

One iterative process model that later became the dominate SDLC in the software
industry is the Agile model. J. Sutherland and K. Schwaber first conceived the
Scrum as a set of processes at OOPSLA ‘95 [7]. Both, along with 15 others,
later initiated with the same concepts of Scrum in 2001 the term “Agile” in the
“Manifesto for Agile Software Development [8].

The Agile model uses an iterative spiral SDLC but extends the advantages of an
iterative model by rapid delivering of software. Agile divides the software into small
builds and encourages developing these builds in iterations, called Sprints. As each
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build consists of only a small set of functionalities, a Sprint is usually timeboxed to
take 2 to 4 weeks to complete.

In addition to Scrum, there are different subtypes of the Agile process models.
These subtypes of the Agile process model include Rapid Application Development
(RAD) [9], Prototyping [10], Rational Unified Process (RUP) [11], and Extreme
Programming (XP) [12]. However, we will simply use the umbrella term Agile as a
type of SDLC in the comparison.

In the Agile model, especially in Scrum, it is noted that the software requirements
are presented in the form of “user stories.” User stories describe the use scenarios
or the user behaviors which need to be supported by the software. A user story
describes the type of user, what they want, and why. Hence, a user story is intended
to capture a description of a software function from an end user perspective.

After carefully planning and designing the user stories at the Initiate stage, those
user stories are allocated into different Sprints. During a Sprint, the allocated set
of user stories are developed, tested, and released into the production system. Once
the Sprint is complete, the life cycle proceeds into next Sprint with another set of
user stories. Each user story forms a software module, and the development of the
module follows a streamlined Waterfall process.

Secure Software Development Life Cycle

Regardless of the specific approach, whether Waterfall or Agile, the SDLC is the
process that IT project managers and teams use to develop a software. However,
security components are conventionally not incorporated into the SDLC process.
It is when the software is completed and operational that security is considered.
Hence, this leaves room for vulnerabilities and for hackers to attack the system.

To enhance security features, in the past it was common practice to perform
security-related activities only as part of testing. However, most testing is performed
based on the functionalities or features described in the software requirements or
user stories. Therefore, there is a need to add security-related functionalities or
features into requirements or user stories. However, challenges present while using
this practice.

The first challenge is that how many security requirements are actually needed
for the software to be considered secure. There could be a false sense of software
security when many security requirements are implemented. Moreover, most of the
security requirements, such as prevention of SQL injection and session hijacking,
are not user-requested functions. Should the software company implement a soft-
ware with such security features at its own cost? In a 2017 EU public opinion
survey, most respondents (61%) say they consider security and privacy features
when choosing an information technology product, and only more than one quarter
(27%) say they are ready to pay more for better security and privacy features [13].
In another PwC US Protect.me survey, it shows that 85% will not engage with
a company if they have concerns about its security practices [14]. Therefore, a
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Fig. 3 SSDLC reference model

software company needs to balance the number of security features for its software
and the cost to developing such features at its own expense.

That is when the Secure Software Development Life Cycle (SSDLC) comes
in to fill the gap in recent secure software development practices. The Secure
Software Development Life Cycle usually follows the same process as SDLC that
the organization adopted, and it also has the same phases. However, in this case,
security is incorporated in each phase of the SSDLC. The only problem is that,
just like the SDLC, the SSDLC is not one size fits all approach. There are many
new SSDLC models which have been proposed or modified from existing SDLC
models, and not all models can work for all types of IT projects because of the
different needs and specifications.

Most of the proposed SSDLC models are developed with additional activities
or components inserted in the corresponding SDLC. Some SSDLC are proposed
primary based on the Waterfall modes [15–20]; others target the Agile model [21,
22]. To find out how effective a SSDLC will work for most or all IT projects, we have
to understand the fundamental characteristics of many proposed SSDLC models. A
basic Waterfall-based Secure Software Development Life Cycle model, depicted in
Fig. 3, is provided below as a reference for discussion.

Under each phase, we have included some of the common and necessary
components for an effective SSDLC:

– Analysis: Among the activities in the phase, performing risk assessment is
considered a more effective and leading technique in the phase.

– Design: Threat modeling will help for secure software design.
– Development: Adopt best practice in secure coding, such as using static code

analyzer and code review will be more effective.
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– Assurance: For SSDLC, adopting a software assurance approach, instead of
just testing, provides more benefits to the process. It consists of activities for
penetration test and risk-based test.

– deployment and operation: Secure operation practice is usually ignored in the
SSDLC.

Analysis of SSDLC Models

There are several comparisons of different SSDLC models from other researchers
[23–25]. However, these articles do not perform actual comparison based on any
measurements or use criteria derived from the characteristics embedded in the
SSDLC models that they compare, such as if additional training is required for
the SSDLC. They simply list the SSDLC models and described the security-related
activities/components inserted into the original SDLC.

To perform the comparison of SSDLC models in more technical depth, we need
to look into the characteristics of those popular models and select the common
characteristics across the models for comparison. To the end, we have to firstly
determine the SSDLC models to compare.

There are many SSDLC models proposed in the last two decades: Some are used
by certain software organizations, and some later became a recommended process
and were partially or completely adopted into standards. For the comparison, we
have carefully selected some of the popular models from them. The first model
considered is Microsoft’s Trustworthy Computing Security Development Life Cycle
model [17, 19, 26]. The Microsoft’s Trustworthy Computing Security Development
Life Cycle model, or the SDL (see Fig. 4) as Microsoft calls it, was developed and
adapted by Microsoft Corporation in 2004 [17] for internal use and as a way to
prevent any vulnerabilities in the development of applications. This model has a
total of six phases: Requirements, Design, Implementation, Verification (which is
the Testing phase), Release, and Support and Servicing. Most security components
are the same as the basic SSDLC, but Microsoft has a security kick-off meeting
in the first phase and the need to register with Microsoft’s SWI (Secure Windows
Initiative).

The second model is the Seven Touchpoints model [18]. This model was
developed by Gary McGraw in 2004, and the highlights involve software security
touch points, which are also known as “best practices.” As shown in Fig. 5 [27], it is
later called “Building Security In” and is adopted by some organizations, such as the
Software Engineering Institute (SEI). This model has six phases: Requirements and
Use Case, Architecture and Design, Test Plans, Code, Tests and Test Results, and
Feedback from the Field. The security components are more or less the same, but
the difference is that the Touchpoints model is a Waterfall and an Agile development
model combined to make one model.

The Software Engineering Institute (SEI) Team Software Process (TSP) for
Secure Software Development [28, 29] is chosen for the third process model. This
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SSDLC was developed by SEI. The Software Engineering Institute developed this
SDLC model that ties with the Team Software Process (TSP) and Personal Software
Process (PSP). It aims to decrease the likelihood of appearances of vulnerabilities
in software developed. Shown in Fig. 6, this model has only four phases which
is not the same for the basic SSDLC reference model shown in Fig. 3. It has a
Requirement, Design, Implementation, and Testing phase but no Operation and
Deployment phase. Organizational policies, management oversight, resources and
training, project planning, project tracking, risk management, measurement, and
feedback are incorporated into all of the phases. It is a more thoughtful but also
a very complicated model.

The last model identified is the SSDLC model developed by Jones and Rastogi
[15]. This model, as we can see in Fig. 7, has a total of five phases: Design,
Development, Testing, Operation and Maintenance, and Disposal phase.

Compared with the other three, there are few differences in this model. This
model has no separate Requirement phase. The requirement gathering and work-
shops are done in the Design phase. Training is not provided to the development
team but to the end user in the Operation and Maintenance phase and is ongoing
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even after the process. Certification is required at the end of the testing. There is
a Disposal phase that focuses on if and when the program is being disposed of,
moved, remodeled, or archived. This last phase is a plus because there are security
protocols and components that need to be added when disposing of, redeveloping,
or moving the software.
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Analysis of Characteristics and Assessment Criteria

To perform the comparison for the four models of SSDLC, we started with
studying each model and observing significant characteristics from each. Once all
information was collected after studying all models, we were able to identify some
characteristics that all models or some of them have in common.

Based on those similar characteristics that concluded from the study of the four
models, we have developed four sets of criteria: Focus Areas of Application, Imple-
mentation of Model, Security Implementations and Enhancements, and Security
Training and Staffing.

Focus Areas of Application

This group focuses on the process area of the application or the software, as to
whether it fits well for Agile, Waterfall, or both. Moreover, its relevance to a
particular industry sector is also examined and if it contains all phases.

The first criterion identifies if the model is either Waterfall or Agile rooted. When
a model is based on Waterfall, this is an indication that the project is going to last
few months to few years. When a SSDLC model is originally targeted on an Agile
model, this is an indication that each Sprint in the project will take the most a month
to complete. Because the scope is much clear in Waterfall, while Agile is more of
risk-driven, a SSDLC or a SDLC model for that matter is more effective when it
is applied in either Waterfall or Agile, but not both. The measure of this criterion
uses a binary measurement which is yes or no. In this criterion, it determines if the
SSDLC models would work well in a Waterfall approach, Agile approach, or both.

The second criterion in this group is that the model has to be universal for most
organizations. For this criterion a 1–5-scale measurement is applied: 1 being specific
and 5 being general for public use. The purpose of this criterion is to find a model
that is most effective for the use of most or all information technology projects.

The third criterion in this group is that the particular SSDLC model has to
contain all the phases that are required in the SSDLC reference model. The phases
include Analysis/Requirement phase, Design phase, Development phase, Assurance
(SQA, SSA) phase, and deployment and operation phase. This criterion has a scaling
measurement that is either yes or no. All phases must be included according to the
reference model that is provided earlier in this study.

Implementation of Model

This set of criteria focuses on the implementation of the model and how the
implementation will impact on the application when it is being developed.
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The first criterion is that the SSDLC model has to be compatible with the
development of the software. It means that the model has to incorporate certain
components that will enhance and benefit the development of the software. To that
end, a percentage measurement for this criterion is chosen, 100% being that the
model is completely compatible with the development of the software. This means
that regular as well as security components are added into the process and the
process model is able to bring forth the functionality and the security components
in an effective manner. If the model is at 75% compatibility, that means that the
model satisfies only part of the regular function and security function requirements.
This could happen if the model does not include all phases of the SSDLC or
if one or more phases are lacking security components. If the model is at 50%
compatibility, that means that only the regular components are added, but not the
security components. If the model is at 49% or below, that means that it does not
perform neither the regular nor security requirements well.

The Implementation of Model criterion is necessary but can be optional. It relates
to if the SSDLC is good for a new or a continued development. This criterion focuses
on disposing of the software or developing a new software entirely or moving the
software to a new location. The data involved with the software need to be protected
to avoid data breaches or vulnerabilities while disposing of, changing the location
of, or developing a new software from the existing software.

The third criterion of the group is that the Preliminary/Initiation phases have to
be effective for the development of the software. In the Preliminary phase which is
mostly the Requirement phase in SSDLC, the requirements analysis for the software
is performed. Project managers, security project managers, and stakeholders are
selected as well. Security training takes place for the team involved with the project
as well. In a Requirement phase, there can also be user stories developed in Agile
development. User stories are tasks that can be manipulated at a later time. Even
though it is already completed, it gives the team the opportunity to go back and
change the user story or fix a problem that occurred. This is usually true in Agile
development, because a Sprint in Agile development lasts less than 1 month. This
criterion tests if the team is able to redo a Sprint, add to it, or correct it.

The measurements provided are highly effective, moderately effective, and
not effective. A model’s Requirement phase is highly effective if it has both a
requirement analysis and user requirements in a Waterfall model or if there are
user stories in an Agile model and if it has training or workshops (security training
or a certification or coding lessons) for the project team. Security requirements
are usually described in one or more user stories in an Agile model. If a model’s
Requirement phase is moderately effective, it has a requirement analysis and a user
story but no training or workshop for the team involved with the project. If a SSDLC
model’s Requirement phase is considered ineffective, that means it has a Security
Requirement phase, but provides no training.

The last criterion requires a SSDLC model to have a deployment and operation
phase. At the end of the software development, security components and protocols
should be taken into account in order to release the software into production
environment and to monitor and maintain the software. The measurement provided
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for this criterion is yes or no. The measure is yes if it has a Deployment/Operation
phase or no if it does not have a deployment and operation phase.

Security Implementations and Enhancements

Criteria in this group focus on the security components of the SDLC which provides
the ground for SSDLC.

The first criterion for this group is that security testing has to be performed in at
least two or more phases of the SSDLC. In a SSDLC, there are security components
in all of the SSDLC phases. Testing is usually conducted mainly in the Implemen-
tation (UT/IT), Testing (ST), and Deployment (UAT) phases. This criterion makes
a SSDLC more effective with integrated security testing components, so that the
software will be less vulnerable to attack. The measurements provided are: Yes, it
has two or more phases that does testing, or no if it does not.

The last criterion for this group is that all phases have to have a security
component. That is the whole idea for the Secure Software Development Life Cycle
model. Security has to be emphasized throughput all phases to ensure in everything
that is being done in SSDLC will ensure the safety of the software. The model is
100% effective if all phases have a security component. And it is 50% effective if it
does not.

Security Training and Staffing

This group focuses on whether there is security staff and how difficult training is.
Security training is very essential in a process model for a secure software

development. Security training involves educating the team on vulnerabilities,
secure coding, threat modeling, security protocols, etc. This criterion is being
measured by its difficulty in a 1–10 scale. 1–3 is easy, 4–6 is moderate, and 7–
10 is difficult. Security training has to be easy and understandable. If a type of
security training requires a software team to get security certification, they wouldn’t
be able to concentrate on the development of the software. Security training has to
be specific and attainable.

The last criterion is if there requires security staff to oversee all security aspect
of a SSDLC. Security staff can make sure all security components in the SSDLC
are carried out successfully. Implementing a security staff is the same thing as
implementing a staff/team for a regular System Development Life Cycle. In a
SSDLC, a security project manager, stakeholder, and software team (such as a tester
and a software engineer who is skilled in the cybersecurity field) have to be present.
A yes or no measurement is provided for this criterion.
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Comparison of SSDLC Models

Comparison from Criteria

Based on information collected, as shown in Table 1, for the Focus Areas of
Application group of criteria, no model as of now works well for both Waterfall and
Agile development. In the second criterion, the more universal model is the Jones
and Rastogi model and Microsoft’s. In the third criterion, the only model that does
not have all the phases required in the SSDLC is the SEI model. The more effective
model is the Jones and Rastogi model; the second effective model is Microsoft’s
model.

For the Implementation of Model group, SEI is at 75% compatibility because
it does not have a deployment and operation, phase that has security components
and protocols to protect the software when it is released and being monitored.
The Gary McGraw Touchpoints model is at 0% compatibility because as of now,
Agile and Waterfall development cannot be combined. In the third criterion, two
models are leading: the Jones and Rastogi model which has a phase that has new
or continued development and the Touchpoints model because of the fact that it
can work with Agile development which allows for continued development. SEI is
the least effective in this criterion because it is the only one that does not have a
deployment and operation phase. The more effective models in this group of criteria
are the Jones and Rastogi model and Microsoft’s model.

For the Security Implementations and Enhancements group, as depicted in Table
2, the more effective models are the Jones and Rastogi model and Microsoft’s
model. Security testing is done in at least two of the phases for all models. All
models have security components in each phase except the SEI model because it

Table 1 Comparison results from criteria 1 to 5

SSDLC model

Criterion 1:
agile,
waterfall, or
both

Criterion 2:
Universal
(1–5)

Criterion 3:
model has all
phases

Criterion 4:
compatibility

Criterion 5:
For new or
continued
development

Microsoft
SDL

Waterfall: Yes
Agile: Yes
Both: No

Scale of 2 Yes 100% No

BSI
Touchpoints

Waterfall: Yes
Agile: No
Both: No

Scale of 1 Yes 0% Yes

SEI TSP Waterfall: Yes
Agile: Yes
Both: No

Scale of 2 No 75% Yes

Jones and
Rastogi

Waterfall: Yes
Agile: No
Both: No

Scale of 3 Yes 100% No
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Table 2 Comparison results from criteria 6 to 11

SSDLC
model

Criterion 6:
Initiation
phase
effectiveness

Criterion 7:
has operation
and
maintenance
phase

Criterion 8: is
security
testing done
in two or
more phases

Criterion 9:
security is
integrated in
all phases

Criterion 10:
difficulty of
implementing
security
training

Criterion 11:
has security
staff

Microsoft
SDL

Highly
effective

Yes Yes 100% Scale of 2 Yes

BSI
Touchpoints

Ineffective Yes Yes 100% Scale of 10 No

SEI TSP Highly
effective

No Yes 75% Scale of 5 Yes

Jones and
Rastogi

Highly
effective

Yes Yes 100% Scale of 8 Yes

does not have a deployment and operation phase which has security components
and protocols releasing and monitoring the software.

For the Security Training and Staff group of criteria, all models have a security
staff except for the Touchpoints model, and the models that implemented an easy
training are Microsoft’s model and the SEI model. The Touchpoints model has no
security training. In the Jones and Rastogi model, what is involved in the security
training is not specified, and it is only implemented in the Operations phase and
continues on after that. The most effective models in this group are Microsoft’s
model and the SEI model.

Summary of the Comparison

Microsoft’s model seems an effective model; however, it is customized by Microsoft
Corporation and is not meant to be used by the general public. In other terms, this
model is less effective for most or all IT projects.

The Gary McGraw Touchpoints is a model that has the potential to be a Waterfall
model but not both Agile. As of now we have not found a model that could work well
for both Waterfall and Agile development. If this model were to be used, considering
the model leans more toward Agile, there would not be enough time to complete all
the phases that is crucial to the successful development of the software because
Agile development only takes at most a month in a Sprint, while Waterfall could
take months to years. As of now, a model like this is not effective for SSDLC
development yet alone being used by most organizations for software development.

The SEI team process for Secure Software Development has a great training
process for the team members in the Requirement phase. However, this model does
not have the deployment and operation phase that contains security components and
protocols for releasing the software to the public and monitoring it to prevent any
attacks. As of now, this model is not as effective.
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The model that is most effective in the comparison is the SSDLC model
developed by Jones and Rastogi. It contains all of the phases and meets most of
the important criteria. It has an Operation and Maintenance phase, it is universal
enough for public use, and the process model is compatible with the all types of
software development organization. Although a Requirement phase is not added,
the requirement gathering and workshops are added into the Design phase. Security
training is not added until the Maintenance phase, but it is ongoing even after the
development of the software. There is a Disposal phase which is not in the universal
model, but it does prove useful if the software needs to be moved, redeveloped, or
disposed of.

Conclusion

Since cyber-attacks are becoming more common and more dangerous and unavoid-
able, it is important that our software is protected, yet alone the process used to
develop our software. There are many Secure Software Development Life Cycle
models available to the IT industry. Some of them are very similar to each other.
However, since most IT projects are different in terms of sizes, operation objectives,
as well as the sectors of industry, the SSDLC model has to be general enough to
meet at least some of the criteria for an IT organization’s software development.

This study is only meant to compare existing popular SSDLC models and to
identify which one is most effective for being used for most or many IT projects and
the one that would be most effective in protecting a software from various attacks
and vulnerabilities.

Overall, the comparison results demonstrate that the Jones and Rastogi model is
considered to be an effective one for many IT projects, especially for Agile projects.
However, it is worthy to mention that, because of the various types of IT projects,
one specific model cannot be applied for use in all types of IT projects. For an IT
project operated in Waterfall, BSI Seven Touchpoints model can be an excellent
alternative.
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Flexible Access Control over
Privacy-Preserving Cloud Data
Processing

Wenxiu Ding, Xinren Qian, Rui Hu, Zheng Yan, and Robert H. Deng

Introduction

Cloud computing has been widely adopted in various application domains owing to
its specific advantages, which enables cloud users to store their data and perform
various computations on the data without incurring a high cost. It even becomes the
“lifeline” of many institutes or organizations. With the advent of Internet of Things,
enormous amounts of data are produced and outsourced to the cloud for storage
and analysis. Data analysis helps to gain insights on related entities in a physical
world, which can provide tremendous value for various applications in multifarious
domains, e.g., medical [1], cybersecurity education [2], and business [3]. However,
the cloud may not be fully trusted by cloud users since it may reveal or disclose
the data outsourced by the cloud users or the processed results of these data, which
may seriously undermine user privacy. For example, to train the future generation
or employees with cybersecurity skills, the customized cybersecurity exercises will
be more suitable if more related information are collected and analyzed. But they
may be reluctant to offer too much data (such as work culture, associated threats)
due to privacy concern. Therefore, it has great significance to protect sensitive
data and data processing results from being leaked to any unauthorized parties. A
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standard solution is to encrypt the data before uploading. However, data encryption
introduces several challenges as described below.

First, encryption seriously restricts the computations/analysis over the out-
sourced data in the cloud. With traditional encryption algorithms (such as AES),
it is impossible for the cloud to process the encrypted data directly. Some existing
efforts adopted partially homomorphic encryption (PHE) to solve the problem,
but they are limited only to multiplication and addition operations on encrypted
data [4, 5], which are not sufficient to satisfy user demands in many applica-
tions. More operations, such as comparison and equality test, are required in
practical applications [6, 7]. This requests further study on privacy-preserving
computations. The basic operations can be widely applied to realize complex and
useful applications, e.g., privacy-preserving classifications in machine learning [8],
trust evaluation in Internet of Things [9], and medical analysis in e-health [10].
Obviously, the more basic computations available over encrypted data, the more
support on complete and complex functions and algorithms. To realize arbitrary
computations over ciphertext, schemes based on fully homomorphic encryption
(FHE) were designed [11–13]; however, most FHE-based schemes suffer from huge
computation overhead and high storage cost, which make them impractical for real-
world deployment and wide usage.

Second, secure multi-user access control over processed results also needs to
be supported [14]. Both existing PHE and FHE are single-user systems, which
inherently lack support for multi-user access to the processing results of encrypted
data. The scheme based on PHE in [15] supports distribution of addition operation
results through an interactive protocol between two servers, but the protocol must
be executed for each data request, thus is inefficient. Attribute-based encryption
(ABE) is an effective tool to support fine-grained access control and multi-user
access and has been applied in many application scenarios [16–18]. However, to
our knowledge, there is no effort in the literature on fine-grained access control
over the results of encrypted data computation. Previous work [19] aims to solve
this problem by combining homomorphic encryption and proxy re-encryption, but
it only supports one requester access at one time. In case multiple users want to
access the same result, it needs to execute the designed scheme for each requester,
which obviously incurs high communication and computation costs.

In this chapter, we propose a novel system in order to overcome the challenges
as described above. It supports multiple basic computations over encrypted data and
realizes flexible access control over the processing results by employing PHE and
ABE, which can be easily extended and implemented to cybersecurity education.
We present a family of protocols to efficiently realize several basic computations
over encrypted data. Then, we extend the system with maximum, minimum, and
division computations over integers. We propose to combine the ciphertext of ABE
with homomorphism to realize a fine-grained access control of the processing
results.
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Related Work

With the development of cloud computing, cybersecurity education becomes critical
because the traditional cybersecurity cannot guarantee the security of organizations
due to the sophisticated networks, while it also becomes flexible by taking advantage
of educational testbeds and framework. The cloud users (such as students and
engineers) can be greatly benefited through cybersecurity education and get trained
with enough technical skills. However, the risk of revealing personal data makes it
urgent to enhance data security and user privacy.

Secure Data Processing Based on SMC

Secure multi-party computation (SMC) enables computations over multi-user out-
sourced data without revealing each input. It lays a technical foundation for many
problems, such as database query, intrusion detection, and data mining with privacy
preservation [9]. Several Schemes [20, 21] based on the popular SMC construction
Sharemind [22] were proposed to achieve various secure computations. But the
product of N pieces of data needs about 3N multiplications of 32-bit numbers under
the cooperation of three involved servers in Sharemind, which obviously cannot
adapt to big data processing.

Secure Data Processing Based on Homomorphic Encryption

FHE Schemes [11–13] are designed to realize arbitrary computations over encrypted
data. Due to their high computation overhead, some extended Schemes [23, 24]
are proposed to improve efficiency. However, their computation and storage costs
are still not satisfactory for practical applications [25, 26]. PHE can only support
limited computations, but it is more efficient and practical than FHE and has been
widely used in various applications. Some Schemes [4, 5] can only support addition
and multiplication over a limited number of data inputs. In [4], decryption requires
solving the problem of discrete logarithm, which seriously restricts the length and
the number of data inputs. The multi-party computation framework proposed in [5]
achieves addition and multiplication by following the idea of secret sharing. Similar
to the SMC-based scheme in [21], it is unable to support the multiplication of a large
number of data inputs. Liu et al. [6] proposed a framework for efficient outsourced
data calculations with privacy preservation.
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Secure Data Access Control

Cloud storage enables cloud users to upload their data to the cloud for storage
and further sharing. However, it leads to a new problem that the cloud users lose
full control over their data. Proxy re-encryption can also be adopted to manage
data sharing in cloud [27, 28]. But it cannot support fine-grained access control on
homomorphic computation result. Role-based access control (RBAC) can provide
partial flexibility based on one level policy, which ensures that only the user with
specified role can access the data. But, these constructions [29, 30] based on RBAC
cannot support flexible access policies with various attribute structures.

ABE [31, 32] has been widely applied in cloud storage management for
achieving fine-grained access control [33–35]. Furthermore, trust-based Schemes
[16–18] simplify the attributes involved in ABE and take into consideration only
trust levels. These schemes highly reduce the computation cost. But, only one entity
is in charge of the access control, which makes this entity obviously knows the
results.

Secure Division Based on Arithmetic Transformations

Katzenbeisser et al. [36] chose a tuple (ρx, σ x, τ x) to represent a value x ∈ Dl, which
belongs to a certain interval Dl = [−l; +l] with l > 0, where ρx = 1, σ x encodes
the sign of the value x and τ x indicates the absolute of the value. The division result
can be computed by basic operations on corresponding element through function

LDIV ([x] , [y]) =
(

[ρx] , [σx] [σx] , [τx]
[
τy

]−1 [
τC2

])
. Though the representation

of numbers can support secure computations on non-integers, its division result is
an approximation with bounded relative error, and encoding increases the overhead
of data preprocessing.

To overcome this issue and get an accurate result, Dahl et al. [37] performed
a Taylor expansion on the reciprocal of a denominator to transform the division
computation over encrypted data into multiplication and addition over encrypted
data. The implementation of several sub-protocols brings high computational
overhead. Also, the frequent interactions bring high communication overhead.

Veugen [38] presented three protocols based on a client-server model where the
client has encrypted data [x] and the server has the corresponding decryption key
K. In order to improve the precision of data analysis, Catrina and Saxena [39]
attempted to approximately get a division result over two floating point numbers
by applying the Goldschmidt method [40]. But this scheme cannot support division
computations over encrypted input data. To overcome this issue, Ugwuoke et al.
[41] proposed a division protocol to support encrypted floating point numbers based
on homomorphic encryption. However, both of the above schemes use fixed rounds
of iterative computations to guarantee fixed precise of results, which results in high
computational overhead.
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Secure Division Based on Secure Bit Decomposition Protocol
(SBD)

The modulo value operation limits the length of the data in division computation.
In order to protect the confidentiality of both the divisor and the dividend, some
studies use the secure bit decomposition protocol [42] to realize secure division [6,
20]. After data providers upload their encrypted data, the cloud first decomposes
encrypted data as binary string and then executes division to get a quotient and
a remainder by operating secure bit shift. But the bit decomposition protocol is
generally very complicated, thus hard to be deployed.

Cybersecurity Education

With the development of cloud computing, the information system of organizations
or schools becomes large-scale and complicated, which makes it difficult to deploy
defensive mechanisms and suffers from undetected cyber-attacks [43]. Cyberse-
curity education aims to train IT-related employee or the future generation with
technical skills. To customize specified cybersecurity exercises and enhance entities’
security knowledge [44], a lot of data (such as work environment and threats) should
be provided, which may breach privacy.

However, currently most researches [45–47] focus on the design and imple-
mentation of frameworks for cybersecurity exercises and testbeds. The STEAM
framework [46] inserts the Arts into cybersecurity education, while the EDU Range
framework [45] eliminates the dependence on virtual machine or private cloud
replaced by public cloud-based framework. Frank et al. [47] introduced life cycle
into testbed design. Abir et al. [48] pointed out that universities and industries lack
communications about training courses and curriculum, which leads to that students
do not gain adequate knowledges required by the specific workplace. To solve
this issue, the cooperative education was designed to enhance the involvement of
students and industry and enrich their work skills [49]. Rakesh et al. [50] discussed
about the significance of security analytics and shared their educational experiences.
But all work above ignored the privacy issues and do not provide a secure and
privacy-preserving way to share data and customize courses.

System Model

Our proposed system mainly comprises five types of entities as shown in Fig. 1:
Data service provider (DSP) is served by the cloud, which stores user data,

provides some computation service, and controls user access.
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Fig. 1 A system model

Computation party (CP) fulfills partial computations and control access. It can
be any party (a company or a university) who wants to train its employee or students
with cybersecurity skills. There may exist multiple CPs for different applications.
Herein, we simplify our design by considering only one CP in this chapter.

Data providers (DPs) are the data collectors or producers that encrypt data and
store them in the DSP.

Data requesters (DRs) are the data consumers that acquire the result of data
processing in a specific context.

Authority is fully trusted, which is responsible for system parameter generation
and ABE key issue.

Preliminaries

For a better understanding of the scheme designs, please refer to previous work
[51–53] for the detailed notation tables.

Additive Homomorphic Encryption

Paillier’s cryptosystem [54] is one of the most important additive homomorphic
encryption. Suppose we have N pieces of encrypted data under same key pk, which
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can be presented as [mi]pk (i = 1, 2, . . . ,N). Additive homomorphic encryption

satisfies this equation,Dsk

(∏N
i=1[mi]pk

)
= ∑N

i=1mi , where Dsk() is the homo-

morphic decryption algorithm with secret key sk.

Key-Policy Attribute-Based Encryption (KP-ABE)

In KP-ABE, ciphertexts are generated based on some descriptive attributes, while
decryption keys are associated with policies. For more details about KP-ABE, refer
to [32]. Notably, ciphertext-policy attribute-based encryption (CP-ABE) [31] can
also be applied to implement our scheme.

Homomorphic Re-Encryption Scheme (HRES)

We revise the Scheme [55] (named as EDD) and design the HRES to provide two-
level decryption and achieve secure data processing. The complete version of HRES
is introduced in work [19].

Data Processing Procedure

Step 1 (System Setup @ All Entities): Authority calls the algorithm KeyGen
and SetupABE(λ,U) to complete the setup of HRES and ABE.

Step 2 (Data Upload @ DPs): DPs encrypt their personal data before uploading
it to the DSP. It directly recalls EncTK to encrypt data mi (unless otherwise
specified, |mi | < L(n)/4):

[mi] = (
Ti, T

′
i

) = {
(1 + mi ∗ n) ∗ PKri , gri

}
mod n2

Step 3 (Data Preparation @ DSP): Upon receiving the data from DPs, the DSP
needs to do some analyses over the encrypted data. It provides a data packet and
ABE ciphertext for access control to the CP. In addition, CP chooses a random
partial key ck1 for access control, which will be used in Step 5.

Step 4 (Data Process @ CP): Upon receiving the preprocessing results from
DSP, CP chooses another random partial key ck2 to obtain the preprocessing result[
m̂

]
pkck2

or
[
f̂

]

pkck2

. Regarding access control, CP encrypts ck2 using ABE to get

CK ′
2 = EncABE

(
ck2, γ, PK ′) and forwards it to DSP.
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Step 5 (Additional Process @ DSP): The DSP needs to remove the mask from

ciphertext
[
m̂

]
pkck2

or
[
f̂

]

ck2
to obtain processed ciphertext [m]pkck

or [f ]pkck

where pkck = gck and ck = ck1∗ ck2.
Regarding access control, the DSP encrypts ck1using ABE under the same policy

to get CK ′
1 and further gets CK

′
through the homomorphism of ABE:CK ′ = CK ′

1∗
CK ′

2 = EncABE
(
ck1 ∗ ck2, γ, PK ′). Finally, the DSP keeps [m]pkck

or [f ]pkck

and CK
′

for user access.
Step 6 (Data Access @ DR): If the DR satisfies the access policy, Authority

issues a secret key SK
′

to the DR. Hence, the DR can decrypt CK
′

to get ck and
further obtain m or f.

Detailed Data Processing

System setup and data collection are the same as those in part 4. Thus, we do not
introduce the details in this part; we mainly focus on the steps from 3 to 6 in each
basic operation.

Addition

This function aims to obtain the sum of all raw data, m = ∑N
i=1mi , which can be

accomplished by multiplying all ciphertexts. Note that the number of the data in
Addition affects the length of the provided data. If we want to get the sum result of
N pieces of data, it should guarantee that mi < n/N.

Step 3 (Data Preparation @ DSP): Due to additive homomorphism, the DSP
can directly multiply encrypted data one by one as follows:[m] = (

T , T ′) =
∏N

i=1 [mi] =
(∏N

i=1Ti,
∏N

i=1Ti
′
)
. To realize group access control, it chooses a

random number r1 and the first partial key ck1 and then computes as follows:

1. Compute c1 = ck1
−1 mod n2.

2. Mask ciphertext: [c1 (m + r1)] =
(∼

T ,
∼
T ′

)
= {

(T (1 + r1 ∗ n))c1 ,
(
T ′)c1

}
.

3. Call PDec1 to partially decrypt it:[c1 (m + r1)]pkCP
=

(
T̂ , T̂ ′

)
=

{∼
T ,

( ∼
T ′

)a}
.

Then DSP sends [c1 (m + r1)]pkCP
to the CP.

Step 4 (Data Process @ CP): The CP calls the algorithm PDec2 with skCP
to decrypt the encrypted data and obtain c1(m + r1). Then the CP chooses
the second partial key ck2 and a random number r to encrypt data as follows,
[c1 (m + r1)]pkck2

= {
(1 + c1 (m + r1) n) gck2∗r , gr

}
,where pkck2

= gck2 . The CP

encrypts ck2 to obtain CK ′
2 and then forwards

[
m̂

]
pkck

and CK ′
2 back to the DSP.
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Step 5 (Additional Process @ DSP): The DSP computes to obtain the

final processed data with ck1 and r1, [m]pkck
=

(
T

ck1
(1 − r1n) , T

′) =
{
(1 + m ∗ n) gck1∗ck2∗r , gr

}
, where pkck = gck1∗ck2 and ck = ck1∗ ck2. It encrypts

ck1 using ABE and gets CK ′ = CK ′
1 ∗ CK ′

2 = EncABE
(
ck1 ∗ ck2, γ, PK ′).

Subtraction

This function aims to obtain the subtraction of some data
(
m=∑W

i=1mi−∑N
i=Wmi

)

with encrypted data [mi] (i = 1, . . . ,N). It can be accomplished by negating the
subtracted terms (by raising to the power of (n − 1)) and then following the
procedure of Addition.

Step 3 (Data Preparation @ DSP): The DSP first computes
[∑W

i=1mi

]
=

∏W
i=1 [mi] and

[∑N
i=W+1mi

]
=∏N

i=W+1 [mi]. It further calculates
[
−∑N

i=W+1mi

]

=
([∑N

i=W+1mi

])n−1
and multiplies them to obtain: [m] =

[(∑W
i=1mi−∑N

i=W+1mi

)]
=

[∑W
i=1mi

]
∗

[
−∑N

i=W+1mi

]
. Then the subsequent

process is the same to that in Addition. Due to length and simplicity reasons, we
skip its details.

Multiplication

This function aims to obtain the product of all raw data (m = ∏N
i=1mi

)
. For ease

of presentation, we describe the details with two pieces of data ([m1], [m2]). Note
that if we need to get the product of N pieces of data, it must be guaranteed that
L (mi) < L(n)/(2N).

Step 3 (Data Preparation @ DSP): First, the DSP chooses a random partial key
ck1 and a random number c1 and sets another one as c2 = (ck1∗ c1)−1 mod n.

To conceal each raw data from the CP, the DSP does one exponentiation and one
decryption with its own secret key by calling PDec1:

1. [c1 ∗ m1] = {
T1

c1 ,
(
T ′

1

)c1
}
; [c1 ∗ m1]pkCP

= (
T1

(1), T1′(1)
) = {

T1
c1,

(
T ′

1

)c1∗a}

2. [c2 ∗ m2] = {
T2

c2 , (T2′)c2
}
; [c2 ∗ m2]pkCP

= (
T2

(1), T2′(1)
) = {

T2
c2 , (T2′)c2∗a

}
.

The data packet sent to the CP is {[c1 ∗ m1]pkCP
, [c2 ∗ m2]pkCP

.
Step 4 (Data Process @ CP): Upon receiving the data packet from the DSP,

the CP uses the algorithm PDec2 to decrypt the data:c1 ∗ m1 = T1
(1)/(T1

′(1))b,
c2 ∗ m2 = T2

(1)/(T2
′(1))b.

It then chooses ck2 and a random number r and encrypts c1 ∗ m1 ∗ c2 ∗ m2 and
ck2 as follows:
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[
m̂

]
pkck2

= [c1c2m]pkck2
= {

(1 + c1m1c2m2 ∗ n) gck2∗r , gr
}
; CK ′

2 =
EncABE

(
ck2, γ, PK ′).

Finally, the CP forwards
[
m̂

]
pkck2

and CK ′
2 to the DSP.

Step 5 (Additional Process @ DSP): The DSP further processes the data packet

with ck1 and gets ciphertext as follows:[m]pkck
=

{
T

ck1
, T

′}
;CK ′ = CK ′

2 ∗
EncABE

(
ck1, γ, PK ′).

Sign Acquisition

We assume that L(m) < L(n)/4 and BIG is the largest raw data of m. Then the raw
data is in the scope [−BIG,BIG]. Sign Acquisition can be achieved by masking the
original ciphertext with random numbers of limited length and then checking the
length of the masked data to further determine the real length of original data. Here,
the DR targets to obtain the final sign indicator f from [m1].

Step 3 (Data Preparation @ DSP): The DSP chooses three random numbers R

(L(R) < L(n)/4
)

, c1, and ck1. It first encrypts “1” and then computes as follows:

1. [1] = {(1 + n) ∗ PKr′ , gr
′ };[2 ∗ m1 + 1] = (T,T

′
) = [m1]2 ∗ [1].

2. Then it flips a coin s. If s = − 1, it computes:

(
T1

(1), T1′(1)
)

=
{
T n−R,

(
T ′)a∗(n−R)

}
= [−R ∗ (2 ∗ m1 + 1)]

Otherwise, if (s = 1), it calls PDec1 and computes:

(
T1

(1), T1′(1)
)

=
{
T R, T ′a∗R

}
= [R ∗ (2 ∗ m1 + 1)]

3. The DSP Computes c2 = (ck1)−1 mod n and s
′ = c1 ∗ c2 ∗ s mod n.

The data packet sent to the CP is {(T1
(1), T1

′(1)), s
′ }.

Step 4 (Data Process @ CP): Upon receiving the data packet from
the DSP, the CP decrypts (T1

(1),T1
′(1)) with PDec2 to obtain raw data

m
′ = R ∗ (2 ∗ m1 + 1) mod n if s = 1 or m

′ = R ∗ (2 ∗ m1 + 1) mod n if
s = − 1. The CP compares L

(
m′) with L(n)/2. If L

(
m′) < L(n)/2, it sets u = 1;

otherwise, u = − 1.
The CP chooses a random number r and a second partial key ck2 and further

computes as follows:
[
f̂

]

pkck2

=
(
T , T

′) = {(
1 + s′u ∗ n

)
gck2∗r , gr

}
. Encrypt

ck2 using ABE: CK ′
2 = EncABE

(
ck2, γ, PK ′).

Finally, the CP forwards
[
f̂

]

pkck2

to DSP.
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Step 5 (Additional Process @ DSP): The DSP further processes the data packet
as follows:

Compute c3 = c1
−1 mod n;[f ]pkck

=
{
T

ck1∗c3
,
(
T

′)c3
}

;CK ′ = EncABE (ck1,

γ, PK ′) ∗ CK ′
2.

Step 6 (Data Access @ DR): The DR satisfying the access policy in ABE can
decrypt CK

′
to obtain ck and further decrypts [f ]pkck

to obtain f. Note: if f = 1,
m1 ≥ 0; otherwise, m1 < 0.

Absolute

We assume that L(m) < L(n)/4 and that BIG is the largest raw data of m. Then the
raw data is in the scope [−BIG,BIG]. Here, given ciphertext [m1], DR wants to get
the absolute value �m1�.

Step 3 (Data Preparation @ DSP): The DSP chooses three random numbers
R where L(R) < L(n)/4, c1, and c2 and chooses the first partial key ck1. It first
encrypts “1” and computes as follows:

1. [1] = {(1 + n) ∗ PKr′ , gr
′ };[2 ∗ m1 + 1] = (T,T

′
) = [m1]2 ∗ [1].

2. Then it flips a coin s. If s = − 1, (T1
(1), T1

′(1)) = [−R ∗ (2 ∗ m1 + 1)].
Otherwise, it calls PDec1 and computes (T1

(1),T1
′(1)) = [R ∗ (2 ∗ m1 + 1)].

3. Compute [c1m1] = [m1]c1 , and call PDec1 to obtain [c1m1]pkCP
.

4. The DSP sets c3 = (ck1)−1 mod n and s
′ = c2 ∗ c3 ∗ s mod n.

The data packet sent to the CP is {(T1
(1), T1

′(1)
)
, s′, [c1m1]pkCP

}.
Step 4 (Data Process @ CP): Upon receiving the data packet from DSP,

the CP decrypts (T1
(1),T1

′(1)) and [c1m1]pkCP
with PDec2 to obtain raw data:

m
′ = (−1)s + 1 ∗ R ∗ (2 ∗ m1 + 1) mod n and c1m1, respectively. CP com-

pares L
(
m′) with L(n)/2. If L

(
m′) < L(n)/2, it sets u = 1; otherwise,

u = − 1. Then CP chooses r and the second partial key ck2 and further

computes as follows:
[
c1m1s

′u
]
pkck2

=
(
T , T

′)
. Encrypt ck2with ABE: CK ′

2 =
EncABE

(
ck2, γ, PK ′). Finally, the CP forwards

[
c1m1s

′u
]
pkck2

and CK ′
2 to DSP.

Step 5 (Additional Process @ DSP): The DSP further processes the data packet
as follows:

1. Set c4 = (c1)−1 mod n and c5 = (c2)−1 mod n.

[su ∗ m1]pkck
=

{
T

ck1∗c4∗c5
, T

′c4∗c5
}

;CK ′ = EncABE
(
ck1, γ, PK ′) ∗ CK ′

2

Step 6 (Data Access @ DR): The DR that satisfies the access policy in ABE can
decrypt CK

′
to obtain ck. The DSP sends the data packet [su ∗ m1]pkck

to the DR in
a secure way. Then the DR can decrypt it to obtain su ∗ m1. Note: if m1 ≥ 0, su = 1;
otherwise, su = − 1. Hence, su ∗ m is the absolute of data m.
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Comparison

Comparison can be simply accomplished by checking the sign of the difference
value of two data by calling Sign Acquisition. For ease of presentation, m1 − m2 is
denoted as m1 − 2.

[m1] =
(
T1, T1

’
)

= {(1 + m1 ∗ n) ∗ PKr1 , gr1} ; [m2] =
(
T2, T2

’
)

=
{(1 + m2 ∗ n) ∗ PKr2 , gr2}

Step 3 (Data Preparation @ DSP): DSP first computes to get the subtraction of
encrypted data:

(
T , T ′) =

{
T1 ∗ (T2)

n−1, T1
′ ∗ (T2′)n−1

}
= [(m1 − m2)] .

The following steps are the same as those in Sign Acquisition, which are skipped
for the reason of chapter length limitation. Through the cooperation of the DSP
and the CP, the DR finally gets the sign of m1 − 2 = m1 − m2. DR can obtain the
comparison result. If m1 − 2 ≥ 0, m1 ≥ m2; otherwise, m1 < m2.

Equality Test

Equality test needs to check the signs of both difference value and negative
difference value of original two data by calling Comparison twice. DR wants to
know whether m1 is equal to m2 or not from encrypted data ([m1], [m2]). The
DSP and CP directly interact with each other in two parallel computations of
Comparison.

They compare m1 and m2 in two forms: 1) m1 − 2 = m1 − m2 and 2)
m2 − 1 = m2 − m1. Through the operations in Comparison, DSP can get two
results [f1]pkck

and [f2]pkck
, respectively. Then the DSP can obtain [f ]pkck

=
[f1 + f2]pkck

= [f1]pkck
∗ [f2]pkck

. Finally, DR that satisfies the access policy in

ABE can decrypt CK
′

to obtain ck. DSP sends the data packet [f ]pkck
to the DR in

a secure way. Then the DR can further decrypt [f ]pkck
to obtain f. Note: if f = 2,

m1 = m2; otherwise, m1 �= m2.

Maximum and Minimum

Two-to-One (T2O)

This scheme aims to obtain the max and min values from two encrypted data for a
data requester.
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Step 3 (@ DSP): First, the DSP randomly selects some numbers R1, R2,
and R3where L (R1) < L(n)/4 and then executes the following operations:
here, m _ = m1 − m2 and m+ = m1 + m2.

1. [1] = {(1 + n) ∗ PKr′ , gr
′ };[m−] = [m1 − m2] = [m1] ∗ [m2]n − 1

2. [R2 ∗ m+ + R3] = ([m1 + m2])R2 ∗ [R3];[R2m−] = (
T−, T ′−

) = [m1 − m2]R2

[2 ∗ m− + 1] = (
T , T ′) =

{
(1 + (2 ∗ m− + 1) ∗ n) ∗ PKr ′+2∗r1 , gr ′+2∗r1

}

Then it flips a coin s. If s = − 1, then compute
(
T1

(1), T1′(1)
) ={

T n−R1,
(
T ′)a∗(n−R1)

}
= [−R1 ∗ (2 ∗ m− + 1)]pkCP

and
(
T2, T

′
2

) = [−R2m−]pkCP

=
{
T−n−R1,

(
T ′−

)a∗(n−R1)
}

. Otherwise, if (s = 1), it calls PDec1 and computes
(
T1

(1), T1′(1)
) = {

T R1, T ′a∗R1
} = [R1 ∗ (2 ∗ m− + 1)]pkCP

and
(
T2, T

′
2

) =
[R2m−]pkCP

= {
T−,

(
T ′−

)a}. It further calls PDec1 on [R2 ∗ m+ + R3] to get

[R2 ∗ m+ + R3]pkCP
. Finally, it forwards CP the data packet {(T1

(1), T1
′(1)

)
,

[R2 ∗ m+ + R3]pkCP
,
(
T2, T

′
2

)}.
Step 4 (@ CP): CP further processes the data packet from the DSP.

It first decrypts (T1
(1),T1

′(1)) and
(
T2, T

′
2

)
with PDec2 to obtain raw data

m̂ = R1 ∗ (2 ∗ m− + 1) mod n,m̂− = (R2m−) mod n if s = 1 or m̂ =
−R1 ∗ (2 ∗ m− + 1) mod n,m̂− = (−R2m−) mod n if s = − 1.

Then CP needs to compare L
(
m̂

)
with L(n)/2. If L

(
m̂

)
< L(n)/2, it sets u = 1;

otherwise, u = − 1. The CP further encrypts the raw data u∗m̂− with the public key

of the targeted DR as
[
u ∗ m̂−

]
pkDR

=
(
T , T

′) = {(
1 + um̂− ∗ n

)
pkDR

r, gr
}
.

Decrypt [R2 ∗ m++R3]pkCP
and then encrypt it with pkDR to get

[R2 ∗ m++R3]pkDR
. Finally, the CP forwards the data packet to DSP:

{[u ∗ m̂−
]
pkDR

, [R2 ∗ m+ + R3]pkDR
}.

Step 5 (@ DSP): The DSP first removes the mask R3 by computing
[R2m+]pkDR

= [R2 ∗ m+ + R3]pkDR
∗ [−R3]pkDR

. Then it can get the max and
min with r = (2R2)−1 mod n:

[max]pkDR
=

([
u ∗ m̂−

]
pkDR

∗ [R2m+]pkDR

)r

;

[min]pkDR
=

([
u ∗ m̂−

]
pkDR

n−1 ∗ [R2m+]pkDR

)r

.

Step 6 (@ DR): The DR with the corresponding secret key can decrypt the
ciphertext ([max]pkDR

and [min]pkDR
) to obtain the maximum and minimum values.

Multiple-to-One (M2O)

Given an example of n pieces of ciphertexts ([m1],[m2],· · · [mi],· · · [mn]), this
scheme can get the maximum and minimum results [max]pkDR

and [min]pkDR

for the targeted data requester DR. Note that the T2O can provide the maximum
and minimum values from ciphertext [m1] and [m2] for DR. If we use the PK to
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replace the public key of DR (pkDR) in T2O, we can get the ciphertext [max] and
[min] through parallel processing. Herein, we take maximum computation as an
example, which has the same procedure as minimum computation.

In order to get the final maximum from more than two ciphertext, we need to
execute several rounds of the T2O scheme. The computation follows a tree structure.
It divides the data into many groups and each group has two pieces of data. Then
T2O is executed over every group with PK to get the ciphertext [max]. Until the last
two pieces of data in the last layer, DSP and CP execute T2O with pkDR to get the
final ciphertext [max]pkDR

.

Two-to-Multiple (T2M)

Given two ciphertext [m1] and [m2], this scheme can provide the sorting results
[max]pkck

and [min]pkck
, which indicates the ciphertext of max and the min results

under the public key pkck.
Step 3 (@ DSP): DSP randomly selects four numbers, R1, R2, R3, ck1, which

satisfies R1 = R2 ∗ ck1 mod n2 and L (R1) < L(n)/4 and then preprocesses the data
from DPs as follows:

1. [1] = {(1 + n) ∗ PKr′ , gr
′ };[m−] = [m1 − m2] = [m1] ∗ [m2]n − 1

2. [R2m+ + R3] = [m1 + m2]R2 ∗ [R3];[R2m−] = (
T−, T ′−

) = [m1 − m2]R2

[2 ∗ m− + 1] = (
T , T ′) =

{
(1 + (2 ∗ m− + 1) ∗ n) ∗ PKr ′+2∗r1 , gr ′+2∗r1

}

The DSP calls PDec1 to decrypt [R2 ∗ m+ + R3] to get [R2 ∗ m+ + R3]pkCP
.

Then, it further flips a coin s. If s = − 1, it computes
(
T1

(1), T1′(1)
) ={

T n−R1,
(
T ′)a∗(n−R1)

}
= [−R1 ∗ (2 ∗ m− + 1)]pkCP

,
(
T2, T

′
2

) = [−R2m−]pkCP
=

{
T−n−R1,

(
T ′−

)a∗(n−R1)
}

. Otherwise if (s = 1), it directly calls PDec1 to

compute
(
T1

(1), T1′(1)
) = {

T R1, T ′a∗R1
} = [R1 ∗ (2 ∗ m− + 1)]pkCP

,
(
T2, T

′
2

) =
[R2m−]pkCP

= {
T−,

(
T ′−

)a}. Then it sends CP the data packet {(T1
(1), T1

′(1)
)
,(

T2, T
′

2

)
, [R2 ∗ m+ + R3]pkCP

}.
Step 4 (@ CP): The CP calls PDec2 to decrypt (T1

(1),T1
′(1)) and

(
T2, T

′
2

)
from

DSP to obtain raw data m
′ = R1 ∗ (2 ∗ m− + 1) mod n,m̂− = (R2m−) mod n if

s = 1 or m
′ = − R1 ∗ (2 ∗ m− + 1) mod n,m̂− = (−R2m−) mod n if s = − 1.

The CP checks the sign of m
′

by comparing L
(
m′) with L(n)/2. If L

(
m′) <

L(n)/2, it sets u = 1; otherwise, u = − 1. And it further encrypts the raw data

u ∗ m̂− with a randomly chosen key pair (ck2, pkck2
= gck2

)
:
[
u ∗ m̂−

]
pkck2

=
(
T , T

′) = {(
1 + um̂− ∗ n

)
gck2∗r , gr

}
.

Decrypt [R2 ∗ m+ + R3]pkCP
to get R2 ∗ m+ + R3 and re-encrypt it as

[R2 ∗ m+ + R3]pkck2
. Moreover, it needs to encrypt ck2 with ABE to get
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CK ′
1 = EncABE

(
ck2, γ, PK ′). Finally, the CP forwards the data packet to DSP:

{[u ∗ m̂−
]
pkck2

, [R2 ∗ m+ + R3]pkck2
, CK ′

1}.
Step 5 (@ DSP): First, the DSP sets {T, T

′ }=[R2 ∗ m+ + R3]pkck2
and

then computes [R2 ∗ m+]pkck2
= {

T ∗ (1 − R3 ∗ n) , T ′} . The DSP com-

putes r = (2R1)−1 mod n and finally obtains the encrypted max and

min: [max]pkck
=

(([
u ∗ m̂−

]
pkck2

∗ [R2 ∗ m+]pkck2

)1,ck1
)r

; [min]pkck
=

((([
u ∗ m̂−

]
pkck2

)n−1 ∗ [R2 ∗ m+]pkck2

)1,ck1
)r

.

The DSP calls HEABE to obtain CK = CK ′
1 ∗ EncABE

(
ck2, γ, PK ′) =

EncABE
(
ck1 ∗ ck2, γ, PK ′).

Step 6 (@ DR): The DR can access the computation results if it satisfies the
access policy.

Multiple-to-Multiple (M2M)

DSP and CP invoke the T2M rather than the T2O to obtain the final result[
max�lb(n)	,1

]
pkck

. Owing to chapter length limitation, we skip the details of above
process.

Division

Scheme 1

Scheme 1 can provide the ciphertext of division result [�m1/m2	]pkDR
as shown in

Fig. 2.
Step 3 (Data Preparation @ DSP): DSP first chooses two random numbers r1,

r2, where L(ri) < L(n)/4. Then, it processes data to conceal each raw data from CP,
as described below:

1. [m1r1] = {
T1

r1 ,
(
T ′

1

)r1
} = [m1]r1 , [m2r1] = {

T2
r1 ,

(
T ′

2

)r1
} = [m2]r1 .

2. [m2r1r2] = [m2r1]r2 = [m2]r1r2 = {
T2

r1r2 ,
(
T ′

2

)r1r2
}

; [m1r1 + m2r1r2] = [m1r1] ∗ [m2r1r2].

3. [m2r1]pkCP
=

{
T2

r1 ,
(
T ′

2

)r1∗skDSP
}

= {
(1 + r1 ∗ m2 ∗ n) PKr∗r1 , gr∗a∗r1

}
.

[m1r1 + m2r1r2]pkCP
= {

T1
r1T2

r1r2 ,
(
T ′

2

)r1
(
T ′

2

)r1r2
}a

.

Next, DSP sends the data packet
(
[m2r1]pkCP

, [m1r1 + m2r1r2]pkCP

)
to CP.
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Fig. 2 The procedure of division computation for a targeted data requester

Step 4 (Data Process @CP): Upon receiving the data packet from DSP, CP calls
PDec2 to decrypt the packet. Then, CP performs division operations on plaintexts
and encrypts the computational result with pkDR.

1. m2r1 = T2
r1/

((
T ′

2

)r1∗a)b
mod n; m1r1 + m2r1r2

= T1
r1T2

r1r2/
((

T ′
2

)r1
(
T ′

2

)r1r2
)a∗b

mod n.

2. (m1r1 + m2r1r2) /m2r1 =
⌊

m1
m2

⌋
+ r2;

[⌊
m1
m2

⌋
+ r2

]

pkDR

=
{(

1 +
(⌊

m1
m2

⌋
+ r2

)
∗ n

)
pkr

DR, gr
}

.

The data sent to DSP is the ciphertext
[⌊

m1
m2

⌋
+ r2

]

pkDR

. We use
⌊

m1
m2

⌋
to

represent the quotient.
Step 5 (Additional Process @ DSP): DSP encrypts the random number r2

as [r2]pkDR
and computes

(
[r2]pkDR

)n−1. Then, DSP removes the mask from the
ciphertext as below.

[⌊
m1

m2

⌋
+ r2

]

pkDR

∗ (
[r2]pkDR

)n−1 =
[⌊

m1

m2

⌋
+ r2

]

pkDR

∗ (
[−r2]pkDR

)

=
[⌊

m1

m2

⌋]

pkDR

.

Step 6 (Data Access @ DR): Upon receiving the final ciphertext from DSP,

the targeted DR can call Dec

([⌊
m1
m2

⌋]

pkDR

, skDR

)
to get the final quotient of the

division.
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Fig. 3 The procedure of division computation with flexible access control

Scheme 2

We design Scheme 2 to enable flexible access control over computational results as
shown in Fig. 3.

Step 3 (Data Preparation @ DSP): DSP chooses two random numbers r1 and
r2 where L(ri) < L(n)/4 and preprocesses data to mask raw data as follows, which is
the same as Scheme 1.

1. [m1r1] = {
T1

r1 ,
(
T ′

1

)r1
} = [m1]r1 , [m2r1] = {

T2
r1 ,

(
T ′

2

)r1
} = [m2]r1 .

2. [m2r1r2] = [m2]r1r2 = {
T2

r1r2 ,
(
T ′

2

)r1r2
}
;[m1r1 + m2r1r2] = [m1r1] ∗ [m2r1r2].

3. [m2r1]pkCP
=

{
T2

r1 ,
(
T ′

2

)r1∗skDSP
}

= {
(1 + r1 ∗ m2 ∗ n) PKr∗r1 , gr∗a∗r1

}
.

[m1r1 + m2r1r2]PKCP
= {

T1
r1T2

r1r2 ,
(
T ′

2

)r1
(
T ′

2

)r1r2
}a

.

Similarly, DSP sends the data packet
(
[m2r1]pkCP

, [m1r1 + m2r1r2]pkCP

)
to CP.

Step 4 (Data Process @ CP): CP calls PDec2(∗, skCP) to decrypt received data
from DSP to get m2r1 and m1r1 + m2r1r2, and then performs division operations on
plaintexts with perturbations, as well as encrypts the computational result by calling
Enc(∗, pkCP).
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1.
⌊

m1
m2

⌋
+ r2 = (m1r1 + m2r1r2) /m2r1, where

⌊
m1
m2

⌋
is quotient and remainder is

ignored.

2. CP sends the data
[⌊

m1
m2

⌋
+ r2

]

pkCP

=
{(

1 +
(⌊

m1
m2

⌋
+ r2

)
∗ n

)
pkr

CP , gr
}

to

DSP.

Step 5 (Data Reprocess @ DSP): DSP chooses a partial key ck1 and sets a
random number as c1 = (ck1)−1 mod n. DSP removes the mask from the ciphertext
and performs the following computations:

[∣∣∣m1
m2

∣∣∣+r2

]

pkCP

∗(
[r2]pkCP

)n−1=
[∣∣∣m1

m2

∣∣∣
]

pkCP

;
[
c1

∣∣∣m1
m2

∣∣∣
]

pkCP

=
([∣∣∣m1

m2

∣∣∣
]

pkCP

)c1

=
{
T̃ , T̃ ’

}

The data sent to CP is
[
c1

⌊
m1
m2

⌋]

pkCP

.

Step 6 (Data Reprocess @ CP): CP first calls PDec2(∗, skCP) to decrypt
the received data. Then, it chooses a partial key ck2 to generate a key pair(
ck2, pkck2

= gck2
)

and calls Enc
(∗, pkck2

)
to encrypt the data:c1

⌊
m1
m2

⌋
=

∼
T /

(∼
T

′)b

mod n;
[
c1

⌊
m1
m2

⌋]

pkck2

=
{(

1 +
(
c1

⌊
m1
m2

⌋)
∗ n

)
pkr

ck2
, gr

}
=

{
T , T

′}
.

In addition, CP calls EncABE to encrypt ck2:CK2 = EncABE
(
ck2, T , PK ′).

Furthermore, the ABE key CK2 is sent to DSP along with the ciphertext[
c1

⌊
m1
m2

⌋]

pkck2

.

Step 7 (Additional Process @ DSP): DSP operates partial modular computation
on received ciphertext with its partial key ck1 and performs ABE algorithms to
obtain encrypted access keys.

[⌊
m1

m2

⌋]

pkck

=
([

c1

⌊
m1

m2

⌋]

pkck2

)1,ck1

=
{
T

ck1
, T

′}

=
{(

1 + ck1 ∗ c1 ∗
⌊

m1

m2

⌋
∗ n

)
gck1∗ck2∗r , gr

}
=

{(
1 +

⌊
m1

m2

⌋
∗ n

)
gck∗r , gr

}
,

where pkck = (
pkck2

)ck1 = (
pkck1

)ck2 .

1. Calling EncABE to encrypt ck1: CK1 = EncABE
(
ck2, T , PK ′).

2. ABE homomorphic computation: CK = CK1∗CK2 = EncABE (ck1 ∗ ck2, T ,

PK ′).

Finally, DSP keeps
[⌊

m1
m2

⌋]

pkck

and CK for user access.

Step 8 (Data Access @ DRs): Upon receiving the computational results and CK
from DSP, the DRs who satisfy the access policy can obtain a secret key SK

′
from
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the authority. Thus, the DRs can decrypt CK to get ck by calling DecABE and get the

final quotient by calling Dec

([⌊
m1
m2

⌋]

pkck

, ck

)
.

Division and Rest

Scheme 3

To support accurate division computation, we design Scheme 3 to further calculate
remainder based on Scheme 1. We omit the same first three steps as in Scheme 1
and introduce the additional part as below.

Step 4 (Data Process @ CP): Upon receiving the data packet from DSP, CP
first calls PDec2(∗, skCP) to obtain masked plaintext and performs the following
computations:⌊

m1
m2

⌋
+ r2 = (m1r1 + m2r1r2) /m2r1;Rr1 = (m1r1 + m2r1r2) − m2r1 ∗

(⌊
m1
m2

⌋
+ r2

)
.

Then, CP calls Enc(∗, pkDR) to encrypt the above computational result as{[⌊
m1
m2

⌋
+ r2

]

pkDR

, [Rr1]pkDR

}
and sends the data packet to DSP.

Step 5 (Data Additional Process@DSP): DSP removes the mask from received
ciphertext to get encrypted quotient and remainder as follows:[⌊

m1
m2

⌋]

pkDR

=
[⌊

m1
m2

⌋
+ r2

]

pkDR

∗ (
[r2]pkDR

)n−1; [R]pkDR
= (

[Rr1]pkDR

)r1
−1

.

Step 6 (Data Access @ DR): Upon receiving the computational results from

DSP, the targeted DR can decrypt two ciphertext
[⌊

m1
m2

⌋]

pkDR

and [R]pkDR
to get

the final quotient and remainder by calling Dec(∗, skDR).

Scheme 4

Similarly, Scheme 4 is proposed by adding the computations of remainder based on
Scheme 2. We introduce its details below by omitting the same first three steps as in
Scheme 2.

Step 4 (Data Process @ CP): Upon receiving data packet from DSP, CP first
calls PDec2(∗, skCP) to obtain two messages m2r1 and (m1r1 + m2r1r2). Then, it

performs basic computations to get
⌊

m1
m2

⌋
+ r2 and Rr1. Furthermore, CP calls

Enc(∗, pkCP) to encrypt the computational result and sends the encrypted data packet{[⌊
m1
m2

⌋
+ r2

]

pkCP

, [Rr1]pkCP

}
to DSP.

Step 5 (Data Reprocess @ DSP): DSP first chooses a partial key ck1 and sets
a random number as c1 = (ck1)−1 mod n. Then, it removes the mask from received
ciphertext and conceals the data by performing the following computations:
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1.
[⌊

m1
m2

⌋
+ r2

]

pkCP

∗ (
[r2]pkCP

)n−1 =
[⌊

m1
m2

⌋]

pkCP

;
[
c1

⌊
m1
m2

⌋]

pkCP

=
([⌊

m1
m2

⌋]

pkCP

)c1

.

2.
(
[Rr1]pkCP

)r1
−1 = [R]pkCP

;[c1R]pkCP
= (

[R]pkCP

)c1 =
{
T̂ , T̂ ′

}
.

Next, the data packet {
[
c1

⌊
m1
m2

⌋]

pkCP

, [c1R]pkCP
} is sent to CP.

Step 6 (Data Reprocess @ CP): With received data packet, CP first performs
PDec2(∗, skCP) on encrypted data. Then, it chooses a partial key ck2 to generate a
key pair

(
ck2, pkck2

= gck2
)

and calls Enc
(∗, pkck2

)
to encrypt the masked data.

Detailed processes are described below:

[
c1

⌊
m1

m2

⌋]

pkCP

PDec2(∗,skCP )→ c1

⌊
m1

m2

⌋
Enc

(
∗,pkck2

)

→
[
c1

⌊
m1

m2

⌋]

pkck2

.

[c1R]pkCP

PDec2(∗, skCP )→ c1R
Enc

(
∗,pkck2

)

→ [c1R]pkck2
.

In addition, CP calls ABE encryption algorithm to encrypt ck2:CK2 =
EncABE

(
ck2, T , PK ′).

The data packet {
[
c1

⌊
m1
m2

⌋]

pkck2

, [c1R]pkck2
, CK2} is sent to DSP.

Step 7 (Additional Process @ DSP): Upon receiving the data packet, DSP
performs the following operations:

1.
[⌊

m1
m2

⌋]

pkck

=
([

c1

⌊
m1
m2

⌋]

pkck2

)1,ck1

;[R]pkck
=

(
[c1R]pkck2

)1,ck1
.

2. Using EncABE to encrypt ck1: CK1 = EncABE
(
ck2, T , PK ′).

3. Homomorphism of ABE: CK = CK1 ∗ CK2 = EncABE
(
ck1 ∗ ck2, T , PK ′).

DSP keeps the encrypted data packet

{[⌊
m1
m2

⌋]

pkck

, [R]pkck

}
and ABE key CK

for user access.
Step 8 (Data Access @ DR): The DRs that satisfy the access policy can

obtain a secret key SK
′

from the authority, which can be used to get ck by calling

DecABE(PK
′
, SK

′
,CK). Then DRs decrypt the received ciphertext

[⌊
m1
m2

⌋]

pkck

and

[R]pkck
obtained from DSP to get the quotient and remainder.
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Applications in Cybersecurity Education

Privacy-preserving data processing with ABE guarantees data security and user
privacy. In the field of cybersecurity education, privacy-sensitive data are generated
and issued, e.g., course feedback, survey inputs, security-related data for intru-
sion/malware detection provided by different parties for course exercises, multi-
party sensitive data processing, etc. By analyzing these data in a privacy-preserving
way, we can judge teaching performance, support further course improvement,
offer essential course practice to allow students to deeply understand cybersecurity
theories and technologies, etc. Herein, our schemes offer an efficient and privacy-
preserving measure to conduct data analysis, which provides a good practice
for students to understand homophonic encryption and its usage. Some concrete
examples are listed below:

Privacy-Preserving Data Analysis

The feedbacks and opinions of all students and faculties are essential to improve
course quality. Our schemes can be adopted for data collection and dispel privacy
concerns. It can be used in the following two scenarios:

Teaching Performance Evaluation: Our schemes can collect, process, and
analyze the student ratings in a privacy-preserving way, especially in online courses.
With our schemes, students are encouraged to provide their feedback or survey
inputs honestly. Furthermore, the students can select preferred courses by comparing
different course evaluation results and personal study expectation.

Preparing and Rating Examination Questions: The design goal of flexible
data sharing and access control in our schemes would be a key point for remote
cooperation among experts or teachers.

Teachers can prepare examination questions cooperatively in a privacy-
preserving and flexible way. Our schemes can protect the content of examination
papers and enable the teachers to get the feedback of other teachers to assess the
rationality of papers. Moreover, they can also be applied to exchange the statistics of
examination results from students and complete remote rating through cooperation.
This kind of online cooperation can greatly improve education efficiency.

Cybersecurity Experimental Platform

Apart from the above, our schemes can be integrated to build up an experimental
platform for cybersecurity education. It will help students gain a deep insight into
privacy and security of outsourced data processing.
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Cybersecurity Course Exercises: Our schemes offer a good experimental
platform to conduct cybersecurity experiments with regard to secure data analytics
for flexible and fine-grained access control over the processing results. For example,
a number of students can collect sensitive security-related data from different
sources and perform secure processing on those data at an untrusted party, and
then different students get the processing results without knowing other inputs. For
another example, students can provide their own mobile phone apps’ usage data to
process in a secure way with our schemes in order to know the trust and popularity
of the apps without disclosing their personal app usage information. Through
these experimental exercises, the students can get deep insight on encrypted data
processing and flexible access control over processing results.

Conclusion

With the development and widely deployment of information systems, cybersecurity
education becomes popular and significant. In order to gain customized courses,
some private information are offered but may erode their privacy. In this chapter,
we proposed an efficient and secure system to achieve privacy-preserving data
processing with ABE-based flexible access control. It can support several operations
and achieve fine-grained access control without the need of fully trusted cloud
servers, which can be deployed in cybersecurity education framework. We also
illustrate a number of applications of our system for the purpose of cybersecurity
education.
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Stepping-Stone Intrusion Detection
and its Integration into Cybersecurity
Curriculum

Jianhua Yang

Introduction to Stepping-Stone Intrusion

The ability to detect stepping-stone intrusion and protect computers from being
attacked is essential for the safe and reliable operation of ubiquitous computing,
information, and network systems. With the development of advanced computing
technologies, intruders have learned to use various techniques to hide their identities
in order to avoid detection. Of course, many computing systems have intrusion
detection software installed. However, to avoid being detected and captured, most
intruders launch their attacks via a long connection chain involving multiple zombie
hosts. The zombie hosts are called stepping-stones [1]. The attacks launched via
stepping-stones are called stepping-stone intrusion. To the best of our knowledge,
stepping-stone intrusion and its detection techniques are rarely taught in cyber-
security curriculum even though the techniques have been widely used by most
of the professional hackers. In this chapter, we propose to integrate the cutting-
edge techniques of stepping-stone intrusion detection into cybersecurity curriculum
not only to educate college students to be cybersecurity experts for defending our
digital resources but also to make them keen of offensive cyber skills. We expect
to (1) make students competitive by educating them with the knowledge, skills,
and abilities in the field of cybersecurity and (2) train students to be successfully
adaptive to the changes in this dynamic cybersecurity field quickly and efficiently.

Since the first time that stepping-stone concept was defined in [3] informally,
lots of techniques have been proposed and developed to detect stepping-stone
intrusion. The techniques can be categorized as two primary types. One type of
the technique focuses on the incoming and outgoing network traffic of a computer
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host to decide if the host is used as a stepping-stone. This includes checking the
number of packets, packet payload, and timestamp gaps between captured packets
and so on. Generally speaking, the main idea used in this type of stepping-stone
intrusion detection technique is to model the behavior of the incoming and outgoing
network connections of a host, respectively, and then to decide if the two behaviors
are close enough or not. However, this type of detecting approaches suffers from
high false-positive error rate since there are many applications using stepping-stones
legally. Another type of detection technique is to decide stepping-stone intrusion
by estimating the number of hosts used as stepping-stones in a connection chain.
Even though stepping-stones can be used in many non-malicious applications, it
is still rarely seen that three or more hosts are used as stepping-stones in most
of the real-world applications surveyed in [1]. It is easy to understand that the
second type of technique can reduce false-positive detection error. In this chapter,
we first summarize the typical stepping-stone intrusion detection techniques and
then determine the ones integrated into cybersecurity curriculum.

Survey of Stepping-Stone Intrusion Detection Techniques

There have been lots of techniques developed to detect stepping-stone intrusion
since it was first observed. In this chapter, we divide the detection techniques
into two different categories: host-based and connection chain-based detection
techniques. In host-based detection techniques, we survey the typical approaches
including content-based thumbprint, time-based thumbprint, using packet amount,
using the number of RTTs, and random-walk detection. In connection with chain-
based detection category, we survey the following techniques: Yung’s approach [2],
packet matching, step function, MMD (maximum-minimum distance) data mining
approach, and using cross-matching packets.

In the category of host-based stepping-stone intrusion detection, we focus on
comparing the incoming and outgoing network traffic of a computer host to obtain
the similarity between the traffics of the two network connections. If the similarity
is higher than a predefined threshold, it is highly suspicious that the host is used as
a stepping-stone. In other words, the connection might be used to launch attacks.
The key point in the detection techniques of this category is to model the behavior
of incoming/outgoing network traffic, respectively. As shown in Fig. 1, host H1 is
used a stepping-stone with Cin as its one incoming connection and Cout as its one
outgoing connection. The network traffic in each connection can be identified as two
different streams: request packets stream Si and response packets stream Ej. Request
packets are called send packets, and response packets are called echo packets.
Different approaches to model network traffic may lead to different detection
algorithms.

Content-based thumbprint approach is the first way ever proposed to detect
stepping-stone intrusion by Staniford-Chen and Heberlein in 1995 [3]. If a network
session passes through a host and the session is not encrypted, then the payload
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Fig. 1 Modeling a
host-based stepping-stone
detection H1inC outC
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in each packet captured from both the incoming and outgoing connections of the
host is observable. Simply comparing the content of each packet can determine
if the two connections are relayed and further decide if the host is used as a
stepping-stone. In order to make the comparison more efficient and have a quick
detection, the researchers proposed to capture a certain number of packets from the
two connections, respectively, and apply a hash function to map the contents of a
series packets to a 24-byte digest which is called content-based thumbprint. Instead
of directly comparing the contents of the packets from the two connections, which
is time-consuming, content-based thumbprint approach compares the two 24-byte
digests to determine if the host is used as a stepping-stone and further to decide if
attacking exists. Unfortunately, this method cannot be applied to encrypted network
sessions since its payloads are not observable.

In 2000, Y. Zhang and V. Paxson proposed a time-based thumbprint approach to
detect stepping-stone intrusion by using on-off timestamp gaps between the packets
collected from the network TCP/IP interactive session of a host [1]. Another similar
approach to detect stepping-stone intrusion was proposed by Yoda and Etoh [4] in
2000 as well. Other than the time-based thumbprint, the approach proposed in [4]
took advantage of the deviation between the incoming and outgoing connections of
a host.

Since the beginning of the twenty-first century, more and more approaches
have been developed to detect stepping-stone intrusion. Comparing the amount of
the packets from the incoming and outgoing connections of a host, respectively,
dominates the techniques to detect stepping-stone intrusion, such as the approaches
proposed between 2002 and 2007 [5–7]. Watermark approaches were proposed to
detect stepping-stone intrusion by Wang [8–10]. The basic idea of the watermark
approaches is to inject a watermark into the incoming connection of a host and then
to check if this watermark could be detected at any one of its outgoing connections.
The mechanism behind the above approaches is to inspect and compare some
features of the incoming and outgoing connections of the same host. If any outgoing
connection of a host relays with any incoming connection of the same host, the host
can be identified as a stepping-stone. One primary concern is that, sometimes, a
user might use a host as a stepping-stone legitimately because some applications
may need stepping-stones as well. If so, the approaches summarized in the above to
detect stepping-stone intrusion by simply comparing two connections would incur
false-positive error.

The category of connection chain-based stepping-stone intrusion detection can
reduce false-positive detection error. Different from the host-based detection tech-
niques, the approaches in this category detect stepping-stone intrusion using the
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H1 H2 Hn Hn+1

Fig. 2 A connection chain with multiple hosts connected

number of host used as stepping-stones in the same connection chain. Fig. 2 shows
a case that multiple hosts are used as stepping-stones. If we detect stepping-stone at
host H1, the connection chain spans the hosts H2, H3, . . . and Hn + 1, respectively.
In this case, there are n hosts used as stepping-stones. If three or more hosts are
used as stepping-stones, it is highly suspicious to be a stepping-stone intrusion.
The rationale behind the connection chain-based stepping-stone intrusion detection
techniques is based on the observations: (1) it is legitimate that some applications
may use one or two hosts as stepping-stones; (2) there are very few applications
using three or more than three hosts as stepping-stones. Therefore, estimating the
number of hosts used as stepping-stones in a connection chain is the key to reduce
the false-positive detection error. But it is still challenging to estimate the total
number of stepping-stones in a full connection chain. Most of the approaches
proposed so far can only estimate the length (the number of stepping-stones) of
the connection chain from a sensor (a stepping-stone host in a connection chain
where a detection program resides) to the victim, which is also called downstream
connection. As shown in Fig. 2, the host H1 can be used as a sensor, and the
connection chain from H1 to Hn + 1 is the downstream connection. The part of
a connection chain from a sensor to its intruder’s host is called an upstream
connection.

K. H. Yung first proposed an approach to estimate the length of a downstream
connection chain of a host in 2002 [2]. He used the ratio between the ACK round-
trip time (RTT) from a sensor to its adjacent host in the same connection and
the echo RTT from the sensor to the victim host. His method can approximately
tell the length of a downstream connection chain but may introduce false-negative
errors. J. Yang and S. Huang proposed a step-function approach based on Yung’s
approach in 2004 aiming at estimating the length of a downstream connection chain
more accurately [11]. Another method through mining computer network traffic to
estimate the length of a downstream connection chain was developed in 2007 [12].
Some other approaches have also been proposed in the most recent years to detect
stepping-stone intrusion, such as RTT-based random-walk approach [13] and RTT
cross-matching [14].

Even though stepping-stone intrusion detection techniques have been developed
and widely explored for more than 20 years, as what we know, the techniques have
not been integrated systematically into cybersecurity curriculum. It is significant
to teach students the knowledge of stepping-stone intrusion detection since more
and more intruders have been using stepping-stones to launch their attacks. Most
academic educators agree that offering ethical hacking in cybersecurity curriculum
is a trend due to two reasons: one is that few of our trained and well-educated
students become a malicious attacker; the other reason is that teaching offensive
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hacking techniques and penetrating skills in information assurance curriculum can
yield more and highly qualified security professionals [15]. In this chapter, we
develop eight modules based on the detection techniques proposed and integrate
them into the cybersecurity curriculum and design eight hands-on labs to help
students understand the eight course modules to enhance students’ engagement and
improve their hands-on learning experience.

The Rationale to Integrate the Techniques into Cybersecurity
Curriculum

We are living in a society full of ubiquitous computing. Anywhere using computing
involves privacy and security issues especially after the emerging of the Internet
which is a double-edged sword. The wide applications of the Internet have changed
our world a lot and made our life better and more convenient than before. One
serious consequence coming with the Internet is that launching cyberattacks is also
much easier than before. It is hard to capture hackers and sometimes even impossible
to detect attacks. Another consequence is that the cybercrime grows faster than
ever. It is urgent to protect our properties, businesses, and institutions in the digital
realm. Cybersecurity becomes more important than ever. Just as Nathan Deal, the
GA ex-governor, stressed in an announcement to invest $50 million in funding to
establish the Georgia Cyber Innovation and Training Center in Augusta, GA, USA,
“Cybersecurity is especially important now that cybercrime is bigger than the global
black market for marijuana, cocaine and heroin combined”.

Cyberattacks and threats are increasingly faced by businesses, consumers, and
all other users of the Internet along with more and more aspects of the national
infrastructure that depend on the correct operation of computers, networks, and the
Internet. Based on the information from [18], among the 7.7 billion population of
the world in the mid-2019, the individuals using the Internet worldwide can be as
high as more than 4.5 billion users. The report of 2018 Cyber Incident & Breach
Trends from the Internet Society [19] tells us that the financial impact of all types
of incidents can be more than $45 billion in 2018, though the results vary widely
due to the different methodologies to track data breaches. Today, more individuals
and businesses are exposed to cyber threats than ever due to the wide usage of the
Internet.

Facing the existing and increasingly potential devastating cyberattacks and
threats, in order to protect our society and make the Internet a safe environment
to conduct businesses fairly and securely, we need more well-trained and qualified
cybersecurity professionals. According to a report on Cyberseek [20], the total
number of employed cybersecurity workforce is 997,058 in the USA, and the
total number of cybersecurity job openings is 504,316 nationally in 2019. The
cybersecurity supply/demand heat map [20] shows that California, Texas, Georgia,
New York, Florida, New York, Maryland, Virginia, and North Carolina are among
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the states having cybersecurity job openings in between 18,290 and 72,123. The
national average of cybersecurity workforce supply/demand ratio is 2.0. From the
budget for the fiscal year 2019 of the USA, we see that defending the nation
and protecting the citizens from cyberattacks and threats have risen to national
strategy. The US President’s budget for the fiscal year 2019 earmarks $15 billion
for cybersecurity-related activities [21]. Therefore, educating and training more
qualified cybersecurity professionals is more urgent than ever. It is not only
challenging but also an opportunity to the high education.

As 4-year colleges/institutions, we shoulder the heavy responsibility to train
and educate cybersecurity workforce. Most colleges/universities offer cybersecurity
courses focusing on defensive techniques which could defend computing systems
from cyberattacking, such as information security, computer and network security,
operating system security, security in programing, computer forensics, cryptogra-
phy, etc. They all lack of offensive techniques. We all believe an old saying “the best
defense is offense.” Knowing how to perform ethical hacking is helpful to make
defending strategy. Teaching students offensive techniques is more important and
necessary than before. Unfortunately, most cybersecurity courses rarely mention
how to conduct ethical cyberattacks. One reason is that most parents of students
have a concern to possibly educate their children to be hackers. Another one, also
the primary one, is that it is hard to teach offensive techniques due to lack of
contents, facilities, and hands-on labs. We propose a plan to solve this problem
by integrating stepping-stone intrusion detection techniques into cybersecurity
curriculum. The course contents and hands-on labs need to be designed carefully
to make it affordable to most of the universities/colleges and also alleviate the big
concern from students’ parents if their children would become hackers or not after
learning the offensive techniques.

Course Modules Designed

We develop eight modules based on the typical techniques proposed in the past
two decades to detect stepping-stone intrusion. The modules include launch attacks
using stepping-stones, network packet matching, stepping-stone intrusion detection
using thumbprint, the number of packet’s RTTs, random-walk model, the relative
length of a connection chain, and the absolute length of a connection chain,
respectively. Upon the completion of the eight modules, we expect students to be
able to (1) understand the approaches to establish a connection chain to launch
cyberattacks through stepping-stones; (2) collect and analyze network traffic to see
if there is any malicious traffic; (3) detect and mitigate stepping-stone cyberattacks
using various tools and techniques; (4) identify unauthorized, illicit, and anomalous
users’ behavior based on network traffic; (5) illustrate the trend of stepping-stone
intrusion detection techniques; and solve the real-world cybersecurity problems
using the techniques [16].
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Launch Cyberattacks Using Stepping-Stones

In this module, we introduce the concept of a stepping-stone and how to use
stepping-stone to launch cyberattacks. Students learn using OpenSSH to make a
connection chain in a local area network (LAN). The connection chain can span
at least five hosts including an attacker’s computer and a victim host. Each host
may install Microsoft (MS) Windows or Linux operating system (OS). Whatever
an OS is used, each host must have OpenSSH server installed. To the best of our
knowledge, most Linux systems have OpenSSH server and client installed, but
most computers with MS Windows OS do not have OpenSSH server installed.
Lab system administrator needs to install OpenSSH server separately for the
hosts. After a connection chain is established, students can simulate attackers to
operate the victims’ hosts from the attacker’s hosts. Students can also learn using
TCPDump/Wireshark to capture TCP/IP packets from the incoming and outgoing
connections of the stepping-stones in between the attacker host and the victim host.

The contact hours to complete this module are 2. It is well suited to include
in a cybersecurity course for senior cybersecurity/computer science majors. The
prerequisite knowledge required for learning this module includes basic MS
Windows/Linux OS operations and using OpenSSH. Upon the completion of
this module, students are expected to (1) explain stepping-stone intrusions and
the benefits of launching attacks using stepping-stones; (2) explain the computer
network communication basics; (3) demonstrate how to sniff packets using existing
tools such as Wireshark and/or TCPDump; and (4) employ the tools such as Telnet,
rlogin, or OpenSSH to make a long interactive connection chain.

Network Packet Matching

Most intruders tend to not only use stepping-stones to launch their attacks but
also employ time-jittering and chaff-perturbation manipulation techniques to evade
detection. In order to resist intruders’ evasion, matching packets and estimating the
length of a connection chain become the primary approaches to detect stepping-
stone intrusion. Here network packet matching means to match only TCP packets,
other than other types of packets, such as UDP, ICMP, and so on. The reason we only
match TCP packets is that a TCP request must be acknowledged and/or replied. A
matched TCP request/response pair can be used to compute round-trip time which
can further be used to measure the length of a connection chain.

Packet matching can bring down stepping-stone intrusion detection false-positive
error. It is known that simply deducing an intrusion from a host detected as a
stepping-stone is the primary reason to incur false-positive detection error. It is
necessary to be clear about the relation between stepping-stone and stepping-stone
intrusion. As we mentioned above, some investigations show that even though
there exist many applications which take advantage of stepping-stones legitimately,
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the case using three or more than three stepping-stones was rarely observed. One
reason is that the more stepping-stones used to access a server, the less efficiency
of the access. If a server can be accessed directly, there is no reason to be accessed
indirectly via a connection chain including three or more hosts. If it does, the user
must try to hide something which is highly suspicious. So it is reasonable to infer a
stepping-stone intrusion if there are three or more hosts used as stepping-stones. If
we can estimate the number of hosts used as stepping-stones or estimate the number
of the connections in a connection chain, it would not be hard to detect intrusion
and lower the false-positive detection error rate.

Packet matching can also resist intruders’ evasion, especially the time-jittering
and chaff-perturbation manipulation. If we treat regular network traffic as a signal,
time-jittering and chaff-perturbation can be considered to generate noisy signal.
The noisy signal can defeat the detection approaches we discussed, but they can
be filtered out by packet matching.

Time-jittering can hold a request for a while and then release it to the Internet.
But this does not affect packet matching results between a request and its response
because the request held can also make its response delayed. Can an intruder hold a
response for a long time and then release it? It is hard to do so because a response
being held for a long time could incur lots of requests resending and further make the
network inefficient. Chaffed packets can be easily filtered out by packet matching
because each injected meaningless packet must be removed before it arrives at
the destination; otherwise, it would affect the command execution inappropriately.
So chaffed packets cannot match with any packets. From the analysis, we found
that packet matching can not only detect a stepping-stone intrusion but also resist
intruders’ session manipulation.

Matching computer network packets is challenging, especially in the Internet
context. This is because of some inherent design flaws of TCP/IP protocol. TCP/IP
protocol was first designed by DARPA in the 1970s for use in ARPANET. Security
was not the first consideration then. Lots of designing efforts were put onto its
efficiency. Understanding how TCP/IP works would be helpful to learn packet
matching and its challenges. Before discussing the challenges facing in packet
matching, we review TCP/IP and its working mechanism first.

TCP is a protocol to deliver information in an interactive session reliably from
its source host to its destination host. TCP only defines the communication rules
between two hosts, other than two routers, or one router and one host. TCP supports
the features of pipelining, three-way handshake, cumulative acknowledgement,
connection-oriented, flow control, and congestion control. Pipelined protocol can
allow a request sent out before the coming of the acknowledgement for its
previous requests. This means an on-the-way request may meet the response to
its previous requests. This phenomenon is called crossover packets. A protocol
without pipelining support can send a request out only after its previous request is
acknowledged. Non-pipelined protocol is apparently inefficient, and its utilization
is pretty low. But matching requests with responses in a communication using non-
pipelined protocol is much easier. Pipelined protocol can keep sending any new
requests without caring whether the old requests are acknowledged or not as long
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as there is enough buffer space at its sender side. If a sender’s buffer is full or the
receiver notifies its sender that it has not enough space to hold the coming requests,
the sender stops the delivery of its new request. This feature makes TCP packet
matching not a one-to-one match.

Another feature of TCP protocol to make packet matching complex is “cumula-
tive” acknowledgement. Multiple requests received by a receiver can be acknowl-
edged and echoed in a single response. The initial intent of this design was to
improve network communication utilization. However, it makes packet matching
much more complex.

Packet resending may also affect the performance of TCP packet matching. As
we know, TCP is a reliable communication protocol. The way to implement reliable
communication is to check each received packet to see if it is out of order or there
exists any errors. If there is any error in a packet received, or out of order is detected,
the receiver can then ask the sender to resend the same packet. If after a request is
sent out, the sender could not receive the acknowledgement in a predefined time
controlled by a timer, the request would be resent automatically. It is also possible
that a resent packet was previously correctly received. So resending may make
duplications of the same request at a receiver. All of these could definitely complex
the situation to match TCP packets.

Packet loss can also make packet matching more complex. A request may be lost;
a response (an echo packet) may be lost; and an acknowledgement packet may also
be lost. Due to the cumulative feature of TCP protocol, a lost acknowledgement and
echo packet can be ignored as long as the timer at the sender side is not expired.
However, a lost request must be resent as long as the timer is expired.

We discuss the rationale behind packet matching. Based on the TCP/IP protocol
design, every request is acknowledged first and then replied. In most cases, a
packet request can be both acknowledged and replied in one packet for networking
communication efficiency. Acknowledgement is required for each request due to
TCP reliable data transfer. Each request is also replied by a packet, called an echo
packet as we mentioned in the above. A request can be defined as a send packet.
Correspondingly, an acknowledgement packet is called an Ack packet. TCP protocol
defines a point-to-point communication in which a point is a computing host. In
between source point and destination point in a TCP session, there may be one or
more routers. The RTT between a source point and a destination point consists of
the propagation delay along the links from a source host to the destination host,
plus the delays occurring in each router in between. It is impossible to estimate the
RTT between two hosts via the delays from each router that a TCP session passes
through. We use the timestamp gap between each send and Ack or echo packet
to estimate the RTT of a TCP session. It is apparent that the RTT may vary upon
different send packets. However, the RTTs of send packets in the same TCP session
are bounded.

In this module, we introduce four different algorithms to match TCP/IP packets.
One is to match TCP send and echo packets by examining the sequence and
acknowledgement numbers of the packets. But due to the complexity of computer
network traffic, this approach is only applicable to the packets captured in a
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local area network which has only few crossover packets. On the Internet, due to
crossover packets observed frequently, several methods such as First-Match [11],
Conservative Match [17], and Greedy Match algorithms [17] were proposed to
match TCP packets.

In order to study this module, students are required to take computer network
class. The length to complete this module is estimated in between 6 and 8 contact
hours. It is well suited to include in a cybersecurity course for seniors in computer
science or cybersecurity major. Upon the completion of this module, students are
expected to (1) describe the basic concepts of packet matching, (2) explain the
significance of packet matching, (3) discuss the challenges of packet matching,
(4) discuss the rationale behind packet matching, and (5) explore using packets’
sequence numbers to match TCP packets.

Detection Using Thumbprint

Stepping-stone intrusion can be detected using content-based thumbprint and time-
based thumbprint. In this module, students first learn how to make a content-based
thumbprint based on the occurrence frequency of each packet captured [3]. Using
the TCP packets captured at the same time interval from the incoming and outgoing
connections of a host can determine the occurrence of the same character at the
two connections, respectively. For example, at an incoming connection, if students
capture the packets ‘l’, ‘s’, ‘-‘, and ‘l’, the thumbprint can be {2’l’, 1’s’, 1′-’}. If
students can obtain the same or close enough thumbprint at the outgoing connection
in the same time interval, then it is not hard to tell the host is used as a stepping-
stone. The more packets captured, the higher the probability a stepping-stone is
detected. For an encrypted network session, since the packet contents cannot be
seen, so the timestamp of each captured packet is used to make a time-based
thumbprint. For example, if we monitor the incoming and outgoing connections of
a host for 6 min, then we can count the number of packets captured in each minute
regardless of their contents. We assume a number sequence, such as {16, 27, 1, 47,
98, 4} from the incoming connection, are obtained, as well as the sequence {15, 27,
1, 46, 97, 4} obtained from the outgoing connection. We can conclude if the host is
used as a stepping-stone by comparing the two sequences.

This module is designed for senior undergraduate students in cybersecurity or
computer science major. To complete this module, it is suggested 4 to 6 contact
hours. In addition to the prerequisite knowledge required from the previous mod-
ules, students should have taken operating systems and computer network courses.
Upon the completion of this module, students are expected to (1) explain the
details of the techniques used to detect stepping-stone intrusion in a host including
content-based thumbprint, time-based thumbprint, packet count, random walk, and
crossover packet; (2) employ the host-based techniques for detecting stepping-
stone intrusion including content-based and time-based thumbprint; (3) describe the
time-jittering skill used by hackers to manipulate time-based thumbprint; and (4)
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demonstrate the chaff-perturbation skill used by hackers to inject some meaningless
packets into an existing connection.

Detection Using the Number of Packet’s RTTs

Time-based thumbprint can apply for an encrypted network session to detect
stepping-stone. However, this detection technique can be easily defeated by intrud-
ers’ manipulation, such as time-jittering and/or chaff-perturbation. Time-jittering
and chaff-perturbation can alter the number of packets per time-unit in the incoming
and/or outgoing network connections of a host. We found that the injected packets
cannot be matched with other send/echo packets. If the packets captured are
matched, chaffed packets can be filtered out. In both incoming and outgoing
connections, we use the matched packets to compute the packets’ RTTs. Each RTT
can be obtained by the difference between the timestamp of a send and its matched
echo packet. So we can get the number of RTTs from both the incoming and the
outgoing connections of a host. If a computer host is used as a stepping-stone, the
two numbers should be very close.

The length of completion of this module is between 6 and 8 contact hours.
The prerequisite knowledge required for learning this module is to take computer
networking class and packet matching module in this chapter. Upon the completion
of this module, students are expected to (1) understand how to apply packet
matching for intrusion detection, (2) demonstrate computing RTTs from collected
packets, and (3) illustrate using the number of packets’ RTTs to detect stepping-
stone intrusion.

Detection Using Random-Walk Model

It is observed that the difference between the number of packets (either send or
echo) from the incoming and outgoing connections of a host, respectively, can
be modeled as a one-dimensional random walk. If we monitor the incoming and
outgoing connections of a host and collect all the packets including send and echo
packets in each connection, we get the total number of packets from the incoming
connection, denoted as Np-in, as well as Np-out from the outgoing connection. We
assume the number of send and echo packets in Np-in are Ns-in and Ne-in, respectively,
and similarly for Np-out, they are Ns-out and Ne-out, respectively. Due to chaff-
perturbation, it is hard to say that Np-in and Np-out, Ns-in and Ns-out, or Ne-in and Ne-out
are close enough, respectively. However, the differences between Np-in and Np-out,
Ns-in and Ns-out, or Ne-in and Ne-out follow random-walk behavior, respectively. This
indicates that if we observe the differences between Np-in and Np-out, Ns-in and Ns-out,
or Ne-in and Ne-out present random-walk behavior, the host can be detected as a
stepping-stone.



270 J. Yang

The prerequisite knowledge is to take probability and statistics class. The
estimated contact hours to complete this module are between 4 and 6. After the
completion of this module, students are able to (1) describe the concept of a random-
walk process, (2) discuss the random-walk approach for stepping-stone intrusion
detection, (3) employ the routine random-walk algorithm for stepping-stone intru-
sion detection, and (4) demonstrate using some tools, such as chaff-perturbation
and/or time-jittering, to evade detection.

Detection by Estimating the Relative Length of a Connection
Chain

In order to detect stepping-stone intrusion with a low false-positive error rate, K.
H. Yung [2] proposed an approach to estimate the length of a connection chain
relatively. As shown in Fig. 2, instead of estimating the number of hosts used as
stepping-stones, Yung estimated the connection length from H1 to Hn + 1. To obtain
how long the downstream connection chain is, Yung introduced using the length of
connection from H1 to H2 as a yardstick to measure the length of the connection
from H1 to Hn + 1 approximately.

The timestamp gap between a send packet and its matched echo packet collected
at H1 can be used to indicate the length of the connection chain from H1 to Hn + 1,
denoted as RTTe = te–ts. Even though it is still hard to know how long the chain
from H1 to Hn + 1 is, K. H. Yung proposed to use the length of the connection
from H1 to H2 as a scale to measure the length of the connection chain from H1 to
Hn + 1. It is apparently impossible to use the timestamp gap between a send and its
matched echo to represent the length of the connection from H1 to H2. What Yung
did was to use the timestamp gap between a send packet and its acknowledgement
packet collected at H1 to represent the length of the connection from H1 to H2,
denoted as RTTa = ta–ts. Since H2 is directly connected to H1 in an interactive TCP
connection, so any packet sent from host H1 must be acknowledged by host H2. The
acknowledgement packet can sooner or later go back to H1. Upon receiving a packet,
an acknowledgement packet can be generated and sent back immediately. From the
process of acknowledging a packet, we understand even though it is not accurate to
use RTTa to represent the length of a connection chain, it still makes some sense. It
is not accurate because RTTa tends to be smaller due to lacking of packet processing
time at the receiver side. Any acknowledgement packet is generated at transport
layer which needs less time than an echo packet which is generated at application
layer in an interactive TCP session.

The ratio ρ between RTTa and RTTe: ρ = RTTa/RTTe can approximately
estimate how long the connection from H1 to Hn + 1 is. If the ratio is close to 1,
it indicates the downstream connection chain length is not long. However, if this
ratio is close to 0, it strongly indicates the length is long.
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Fig. 3 Sample of a connection chain made by OpenSSH

K. H. Yung verified his idea using the computers located throughout the USA,
and some of them were located in Europe. The operating systems running in the
remote machines included Linux, FreeBSD, Solaris, VMS, and S390. Fig. 3 shows
part of the experimental results done by Yung. In the experiment, Yung’s team tested
his idea with a connection chain across multiple countries in different lengths from
one connection to 14 connections. Their program ran at ST which was used as a
sensor in the experiment. All other hosts, such as e2, e3, e4, e6,e7,e8, zi, cp, ls, sp.,
cs, df, and bs, were used as either stepping-stones or victim host depending on the
connection chain established.

The first connection setup was from host ST to e2 which has only one connection.
The ratio ρ was 0.99 which is close to 1, but it is still smaller than 1 because RTTa is
smaller than RTTe just as what we discussed before. When the connection chain had
two connections, the ratio dropped slightly from 0.99 to 0.92 but dropped sharply
to 0.62 with one more connection extension. When the connection chain extended
to four connections, the value climbed a little; obviously, this is not what Yung’s
team expected. What happened in the experiment can just justify network traffic is
fluctuated. But by observing the length of the connection chain extended to length
14, we could see the whole trend is that the ratio dropped gradually. Unfortunately,
from their experimental results, we found that the smallest ratio is not when the
connection chain has the maximum length; instead, it is when the chain has eight
connections. We also found there are four ratios including 0.21, 0.28, 0.36, and 0.39
with shorter connection chains (less than 14) being below 0.4. We do not think this
happens to be. It must have something incorrect behind Yung’s approach.

We analyzed Yung’s approach and found it needs to match send and echo packets
to compute RTTe, as well as matching send and Ack to obtain RTTa. The approach
used to match packet can work well under local area network or under the situation
that it does not have lots of network traffic. In other words, if each send can be



272 J. Yang

acknowledged, or echoed quickly, Yung’s packet matching method works well.
However, if under the Internet, or in the situation that there are lots of crossover
packets, false-negative error can be introduced in Yung’s approach due to estimating
RTTa and RTTe incorrectly. We believe this is the primary reason that the ratios of
four connections were not the results they expected.

In addition to the above issue, Yung’s approach also suffers from yardstick
issue. This issue arises from the yardstick used to measure the length of the whole
downstream connection chain. If the yardstick is a fare ruler, it would give a
reasonable result; otherwise, the measurement would not be accurate. Let’s consider
a case that if RTTa is very small due to the connection from host H1 to H2 that
happens to be very short, even though the downstream connection is not long, the
ratio ρ might be very small which still indicates a long connection chain detected.
This would bring false-positive detection errors. On the other hand, if RTTa is very
large because the single connection from H1 to H2 is very long, even though the
downstream connection is pretty long, the ratio might be very large which indicates
a short connection chain detected. This may introduce false-negative detection error.
Anyway, yardstick is a big issue to make the length estimation inaccurate in Yung’s
approach.

The prerequisite is the packet matching module. This module is designed for
senior undergraduate students in a cybersecurity course for the length of 6 to 8
contact hours. After the completion of this module, students are expected to (1)
explain the rationale of using the length of a connection chain for stepping-stone
intrusion detection, (2) describe the basic idea of Yung’s method, (3) explain the
definition of the RTT of a connection chain and the rationale behind a connection
chain length estimation, and (4) apply Yung’s approach to estimate the length of a
connection chain.

Detection by Estimating the Length of a Connection Chain

Yung’s approach cannot estimate the actual number of connections in a connection
chain. This may incur high false-negative errors. There are some other approaches
proposed to estimate the number of connections in a connection chain more
precisely. The representatives are the step-function approach [11] and clustering-
partitioning data mining approach [12].

Step function is an approach which can detect stepping-stone intrusion by
estimating the length of a connection chain. As shown in Fig. 2, the host H1 is a
sensor where we can monitor a connection chain which passes through hosts H2,
H3, . . . , and finally reaches the victim host Hn + 1. If we can collect all the TCP
packets when the chain only connects to H2 from H1 and compute the RTT for each
send packet, we can get a set of RTTs which are different but are close enough in
their values. We denote this set of RTTs as RTT1. When the chain extends to host H3
from H2, we would get RTT2. The difference between RTT1 and RTT2 is that RTT1
represents the connection chain which has only one connection from the sensor,
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Fig. 4 Verifying step-function stepping-stone detection

but RTT2 represents two connections in the chain. Most of the values in RTT2 are
larger than those in RTT1. Similarly, as long as the chain has one more connection
extended, we would get a different RTT set. At the end of connection chain, we
would get RTT1, RTT2, RTT3, . . . , RTTn. If we put all the RTT sets into a two-
dimensional coordinate system, we get different steps with each step representing
one connection. The number of steps can tell the number of connections in a chain
which is also the number of computer hosts connected by the chain. Fig. 4 shows
the detection results of applying step function. The Y-axis represents RTT values
in millisecond, and the X-axis represents the number of packets matched. What is
shown in Fig. 4 is the situation including six hosts in the connection chain. The
core of step function is to match send and echo packets; therefore, each RTT can be
computed correctly.

Step-function algorithm works perfect in a local area network but not well in
the Internet context. Clustering-partitioning data mining approach can allow us to
estimate the length of a connection chain in the environment of the Internet even
without matching TCP/IP packets. We mentioned that TCP/IP is a communication
protocol between two hosts. This means host hi can only know it connects to host
hi + 1 as shown in Fig. 5. Host hi has no idea about the connecting situation after
hi + 1 in the downstream of the session. If we monitor the outgoing connection of
the host hi, what we could know are the TCP/IP packets coming from and going to
host hi + 1, rather than any other hosts, such as hi + 2, . . . , hn, and hn + 1. But if there
is a session between hi and hn + 1, each packet sent from hi must be acknowledged
by hi + 1 first and then forwarded to the hosts after hi + 1 along the chain until the
final host hn + 1 which is also called destination host. Even though the echo of a send
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Fig. 5 An interactive connection chain

monitored at hi comes from host hi + 1, the reality is that this packet is echoed by the
destination host rather than its directly connected host. This feature motivated us the
idea that if we compute the timestamp gap between each send and its corresponding
echo coming from hi + 1, the gaps should vary but depend on the number of hosts
connected after hi + 1. The timestamp gaps are increased, while more connections
are extended along a session.

As shown in Fig. 5, we monitor host hi, capture all the sends and echoes from the
time that it just connects to host hi + 1, and compute all the timestamp gaps between
each send and its corresponding echo. We find that those gaps are different but
vary slightly. They are bounded within a certain range which is called a “level/step”
similar to the one in step function, denoted as L1. If we monitor this host and capture
all the sends and echoes continuously, when one more host is connected, we are
supposed to get L2. In level 2, even though the RTTs are different, on average they
are larger than the RTTs in L1. When more and more hosts are connected one by
one, more and more levels are obtained. As long as we monitor this session from
the beginning to the end continuously and capture all the sends and echoes, we
are able to determine the number of the levels. This number is exactly the same as
the downstream length of the connection chain. If we call each level a cluster, this
method to detect stepping-stone intrusion is called clustering and partitioning data
mining approach [12]. Unlike the policy used in step function to match TCP packets,
the algorithm proposed in [12] is to use data clustering and partitioning technique
to match TCP/IP packets and to find the RTTs of the packets of a connection chain
[12]. The data mining algorithm is a global approach in which it checks all the
packets together to determine TCP packet matches. It captures all the send and echo
packets of a connection chain in a certain time interval and computes the differences
between each send packet and all echo packets received after it. It is true that the
correct RTTs are among these differences.

It is obvious that these RTTs can be clustered around different levels. It uses
the maximum-minimum distance clustering algorithm (MMD) to find the real RTTs
and determine the number of connections in a chain. The experimental result showed
that this algorithm can match TCP/IP packets with both high matching rate and high
matching accuracy. The mechanism to match packets in the algorithm is to use the
distribution of RTTs which can refer to the paper [12]. Figure 6 shows one example
of RTT distribution in which Y-axis represents the probability of each RTT value,
and X-axis represents different values of RTTs. From this RTT distribution, we learn
that it follows Poisson distribution, and more than 95% of the values of the RTTs
are bounded around its mean value within the range of one standard deviation.

Suppose we monitor and capture the TCP packets of a connection chain from the
time the chain is being established to the time that the chain has four connections.
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Fig. 6 The distribution of RTTs for a connection chain

At the time when the chain has only one connection, based on the analysis of the
distribution of the RTTs of TCP packets in [12], most of its RTTs should be around
RTT1, which is the average value of the RTTs of the chain. Similarly, if the chain is
extended incrementally until it has four connections, we have RTTs concentrating
around RTT2, RTT3, and RTT4, respectively. This result was first observed in
[11]. The clustering-partitioning data mining algorithm can be summarized as the
following.

Given n consecutive send packets S = {s1,s2, . . . .,sn} and m consecutive echo
packets E = {e1,e2, . . . .,em}, we assume that these packets are captured in one
connection of a host at a certain time interval, and each packet in send set S is echoed
by one or more packets in echo set E. We compute the differences between each
send packet in S and all the echo packets in E. Since RTT must be positive, we can
safely eliminate the negative values. We group these differences in sets according
to each send packet in S, forming data sets S1, S2, . . . , Sn where Si = {t(i,1), t(i,2),
. . . , t(i,m)} for i = 1, . . . , n, and X = ∪Si = {t(i,j), 1 ≤ i ≤ n, 1 ≤ j ≤ m} where
t(i,j) = ej-si represents a potential RTT between the ith send packet and the jth echo
packet.

Step 1 of the algorithm is simply a clustering algorithm with a predefined
threshold th. The MMD algorithm can result in v clusters. We assume these clusters
are sorted in an increasing order of the first index i which is the send packet index.
The range of a cluster C is defined as the maximum i-index of the elements in C
minus the minimum i-index plus one.
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In Step 2, we filter out the duplicated elements either with the same send packet
or with the same echo packet in each cluster. The preference is given to a smaller
RTT.

In Step 3, we measure the likelihood of a cluster truly representing a level in
the RTTs. A true RTT cluster should have elements representing consecutive send
packets with very few exceptions. So we first define a subset of a cluster containing
“connected” elements, i. e., elements having neighbors with a distance of g. A
typical value for g is 2 (allowing one missing send packet). “Disconnected” elements
are mostly not part of this cluster.

Steps 4 is used to select the clusters that have very high likelihood of true RTTs.
Based on the Chebyshev inequality, there are very few clusters outside two standard
deviations of the mean. A true RTT cluster is a partition of all send packets satisfying
the following two conditions: (1) all clusters are mutually disjointed, and (2) the
union of all clusters is equal to the whole send packet set. In reality, condition (1) is
easy to satisfy, but it is very difficult to make the union of the clusters exactly equal
to the send packet set S. In our algorithm, it turns out to find the clusters, the union
of which has the largest distribution in S.

The prerequisite is the packet matching module. This module is designed for
senior undergraduate students in a cybersecurity course for the length of 6 to 8
contact hours. After the completion of this module, students are expected to (1)
describe the basic ideas of the step-function approach and the clustering-partitioning
data mining approach for stepping-stone intrusion detection, (2) employ the step-
function approach to estimate the length of a connection chain, and (3) make use
of the clustering-partitioning data mining approach to estimate the length of a
connection chain.

Techniques to Evade Detection

Monitoring an interactive TCP session and sniffing network traffic can be used
to detect stepping-stone intrusion. Host-based and network-based approaches have
been developed to detect stepping-stone intrusion. While we develop more advanced
methods to detect stepping-stone intrusions, intruders also develop new approaches
to evade detection. Time-jittering and chaff-perturbation are the two primary
techniques used by most intruders to evade stepping-stone intrusion detection.

Time-jittering is a skill to change the timestamp gap between two consecutive
packets. This technique was widely used by intruders to evade most host-based
detections. Intruders can use any packet crafting tools, such as packETH, to create
and send packet quickly. It can be used to set the count of packets and the
delay between packets. Time thumbprint is host-based intrusion detection method
primarily depending on the timestamp gaps between consecutive packets. By
monitoring an incoming connection of a host, it is trivial to obtain a time thumbprint
TTin which basically is a timestamp gap sequence. Similarly by monitoring an
outgoing connection of the same host in the same time interval, we can obtain
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another time thumbprint TTout which is also a timestamp gap sequence. Obviously,
comparing TTin with TTout can help us to determine if the host is used as a
stepping-stone. Intruders can intentionally change TTout by using packETH which
can change the delay between packets. Time-jittering technique can easily defeat
time thumbprint approach to evade the detection.

Chaff-perturbation is a skill to inject some packets into an existing connection.
This skill is also used by intruders to evade most host-based stepping-stone intrusion
detection approaches, such as the count of packets, random walk, and crossover
packets. Intruders can use any packet crafting tools, such as Fragroute and Snappy,
to conduct packet injection. Since packet injection can easily change the count
of packets in a connection, so the approaches depending on the packet count to
detect stepping-stone can be easily defeated. Intruders can use chaff-perturbation
technique to evade host-based stepping-stone intrusion detection.

The prerequisite is computer network class. This module is designed for senior
undergraduate students in a cybersecurity course for the length of 4 to 6 contact
hours. After the completion of this module, students are expected to (1) describe the
time-jittering and chaff-perturbation techniques and (2) demonstrate how to defeat
time-based thumbprint by injecting packets into an interactive TCP session.

Hands-on Labs Designed

Making a Long Connection Chain

In this lab, students are expected to learn how to set up a long connection chain
using the tool OpenSSH. There are two sections in this lab: the first one is to set up
a connection chain in a LAN; the second one is to establish a connection chain in
the context of the Internet. In order to build a connection chain in a LAN, students
need to have all login confidential for each computer in the LAN. A student can
login to any computer of the LAN, such as the host h1, and then run OpenSSH
from the host h1 to connect to another computer, such as the host h2. At the host
h2, the student runs OpenSSH again to connect to the third host h3. So students can
establish a connection chain from the host h1 to the host h3 via h2. This connection
chain contains two connections: one connection is from h1 to h2, and another one
is from h2 to h3. The length of this connection chain is 2. If n + 1 hosts including
attacker’s host are connected, the length of the connection chain is n.

Each host in a LAN must have both OpenSSH server and client software
installed. Students can make a long interactive TCP/IP connection chain across
at least five computer hosts in this lab exercise. Such a long interactive session
spanning multiple stepping-stones is widely used by hackers to launch their attacks
aiming at a victim which hackers are interested in. The learning objectives of
this lab are to help students to (1) understand TCP/IP protocols, (2) learn how to
establish a long interactive connection chain spanning multiple hosts, (3) understand
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the concept of stepping-stones, and (4) obtain the knowledge of how an intruder
launches attacks through stepping-stones.

Capturing Network Traffic from a Host

Sniffing network packets can not only make students explore different types of
packet and their header structure but also understand the behavior of computer
network traffic. Network traffic behavior can be used to detect stepping-stone
intrusion. There are lots of approaches proposed to detect stepping-stone intrusion.
But most of them make use of some characteristics of computer network traffic
to detect stepping-stone intrusion, such as packet header, timestamps, packet size,
sequence numbers, packet type, round-trip time, and so on. Therefore, capturing
network packets is significant in terms of studying computer networks and its
security. In this lab, students will be directed to use Wireshark to sniff computer
network packets. Students can also use some other popular tools, such as TCPDump
or Snort, for packet sniffing. Students can use the connection chain built in Lab A,
at h2, to exercise capturing packets between h2 and h3, as well as h1 and h2. The
learning objectives of this lab are to help students to (1) understand TCP/IP packet
header structure and the semantics of each field in the packet header; (2) learn how
to save captured packets into a file with different formats; (3) explore the features of
packets with different types including but not limited to TCP, UDP, IP, and ICMP;
and (4) be familiar with Wireshark to sniff computer network packets.

Time Thumbprint Detection

In this lab, students will learn how to determine if a machine is used as a stepping-
stone through a time-based thumbprint. In every captured network packet, it has
numerous information including timestamp. It is trivial to convert the timestamp
sequence to a set of timestamp gaps by computing the timestamp difference between
a packet and its subsequent one. In this way, it is easy to get a set/sequence of
timestamp gaps by monitoring each incoming/outgoing connection of a host at the
same time interval. Comparing the timestamp gap sequence from the incoming
connections with those from the outgoing connections can help us to judge if
the host is used as a stepping-stone. Students can make an interactive TCP/IP
connection across at least three hosts using OpenSSH and capture the network
packets from the one in the middle of the connection chain. After filtering the
packets from the incoming/outgoing connection, it can generate the sequences of
timestamp gaps and perform the comparison algorithm between two sequences to
decide if a stepping-stone host exists.

The learning objectives of this lab are to help students to (1) understand using
time-based thumbprint to detect stepping-stone intrusion, (2) illustrate how to
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Fig. 7 A connection chain
with three hosts Attacker Stepping-stone Victim

make a time-based thumbprint, (3) demonstrate how to compare two time-based
thumbprints, and (4) understand the efficiency of thumbprint comparison algorithm.

Detection Via the Number of Captured Packets

In this lab, students establish a connection chain, as shown in Fig. 7, spanning
three hosts which are named attacker, stepping-stone, and victim, respectively.
Packets can be captured at the incoming and the outgoing connections of stepping-
stone, respectively. The incoming connection of stepping-stone is from attacker
to stepping-stone. The connection from stepping-stone to victim is the outgoing
connection of stepping-stone. This capturing can last 10 min, while attacker makes
packets to victim through stepping-stone. At the incoming connection of stepping-
stone, we can capture a certain number of packets in 10 min. We count the number
of the packets in the first 1 min, the second 2 min, the third 4 min, the fourth 2 min,
and the last 1 min of the 10 min interval and get a number sequence, for example,
{10, 17, 69, 21, 18}. Similarly, from the outgoing connection of stepping-stone, we
can get a sequence of numbers by counting the captured packets at the same 10-min
time interval. We assume it is {9, 18, 71, 21, 18}. Comparing the two sequences, we
can know if stepping-stone host is used as a stepping-stone.

Upon the completion of this lab, students are expected to (1) explain how to make
packet number sequence-based thumbprint and (2) demonstrate using the number of
captured packets to detect stepping-stone intrusion.

Random-Walk Detection

In this lab, students learn how to determine if a host is used as a stepping-stone by
using the RTT-based random-walk detection algorithm. In the previous lab, we have
discussed the time-based thumbprint, but there are techniques that attackers can
manipulate time-based thumbprint, such as time-jittering and chaff-perturbation.
The RTT-based random-walk detection algorithm was proposed to detect stepping-
stone intrusion and resist intruder’s such kind of evasion manipulation. The basic
idea of discovering whether a computer is used as a stepping-stone is to compare an
incoming connection of the computer with one of its outgoing connections to see
if there exist two relayed connections. In this lab, students make a long interactive
TCP/IP connection across at least three computer hosts using OpenSSH. Students
perform a network packet capture, filter the connections, and save the packets into
a file. Once they capture the packets, they match the send and echo packets in
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Attacker Stepping-stone 1 VictimChain 1

Attacker Sensor Chain 2

Stepping-stone 2Sensor

Stepping-stone 1

Fig. 8 Two connection chains

each connection and count the number of RTTs in that connection. The difference
between the number of RTTs from the incoming connection and the outgoing
connection follows random-walk behavior. Students also explore if this difference
can be affected by attacker’s manipulation.

Upon the completion of this lab, students are expected to (1) understand random-
walk model, (2) apply random-walk model to detect stepping-stone intrusion, (3) be
familiar with the techniques to evade stepping-stone intrusion detection, and (4)
make use of the number of RTTs to resist intruders’ evasion.

Detection Via Estimating the Relative Length of a Connection
Chain

The objective of this lab is to help students to have a deep understanding of Yung’s
approach to detect stepping-stone intrusion. Students make a connection chain,
Chain 1, as shown in Fig. 8 that goes through attacker, sensor, stepping-stone 1,
stepping-stone 2, and victim. At the outgoing connection of sensor, send, echo, and
Ack packets are captured. Match each send with its corresponding Ack packet, as
well as with the corresponding echo packet. Through the matched send-Ack and
send-echo pairs, students can compute the RTT-As, as well as the RTT-Es. Get the
average of RTT-As, and denote it as RTTa, as well as the average of RTT-Es which
is denoted as RTTe. Check the ratio between RTTa and RTTe. The value should be
in between 0 and 1. The closer the ratio to 0, the higher probability sensor is used as
a stepping-stone. Make Chain 2 as shown in Fig. 8 to exit from victim and stepping-
stone 2 in Chain 1 to include only three hosts: attacker, sensor, and stepping-stone
1. Repeat all the above process, and check if the ratio obtained is larger than the
former one.

Step-Function Detection

In the lab of step-function detection, students will use the rises and falls of a step-
function graph of RTTs vs. the number of matched packets gathered from a sensor’s
outgoing connection to estimate the number of stepping-stones in the downstream
connection chain. Students need to make a connection chain consisting of six hosts,
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H1 H2 Hn Hn+1

Fig. 9 A connection chain with multiple hosts

namely, intruder’s host, victim’s host, and four stepping-stones (the first one acts
as the sensor), and then collect network traffic packets at the sensor. Send and echo
packets are identified from the packets collected and then match the packets using
first-match packet matching algorithm [11] to examine the relation between the
number of stepping-stones and the RTT levels. In this lab, students can (1) learn
how to utilize matched packets to determine the length of a connection chain; (2)
understand the packet matching algorithm: first-match; (3) use matched send and
echo packets to determine the number of compromised hosts; (4) demonstrate step-
function algorithm; and (5) explore the limits of step-function detection approach.

Detection Via Estimating the Length of a Connection Chain

In this lab, students learn how to use clustering-partitioning data mining approach
to estimate the length of a connection chain. Students set up a connection chain
from the host H1 to the host Hn + 1, as shown in Fig. 9, and monitor the network
traffic at sensor H2. Students can only estimate the length of the downstream
connection chain from H2 to Hn + 1, other than the length of the full connection
chain. If students can monitor all the packets passing through the host H2, applying
clustering-partitioning algorithm to the packet set, they can get the number of
matched clusters which should be n clusters. The objective of this lab is to verify if
the number of the clusters is equal to the number of downstream connections which
is given to the students.

Conclusion

Integrating stepping-stone intrusion detection techniques into cybersecurity curricu-
lum is necessary and significant since using stepping-stone to launch attacks is
popular today. In this chapter, we first introduce the basic techniques of stepping-
stone intrusion and then propose eight content modules and eight hands-on labs to
help students to study stepping-stone intrusion detection techniques. The detection
techniques included in the chapter cannot cover all the approaches developed in the
recent three decades, but they are the most typical ones. The goal of this chapter
is to open a door to students on stepping-stone intrusion detection. We expect
our students can use this door as a starting point to explore and develop more
advanced techniques to detect stepping-stone intrusion and prevent such attacks
from happening.
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Cybersecurity Scenario Builder
and Retrieval Toolkit

Guillermo Francia III, Tirthankar Ghosh, Gregory Hall, and Eman El-Sheikh

Introduction

As our nation’s well-being and economy become more dependent on our infor-
mation infrastructure, the need for a trained cybersecurity workforce has never
been so critical. It is imperative that the current and future cyber warriors and
workforce be educated and trained on the security of such systems. It is equally
important that careful and deliberate considerations must be exercised in designing
and implementing educational and training activities to address these issues. Indeed,
the call for a disruptive and yet transformative cybersecurity training is upon us.

The innovative cybersecurity education project builds upon two very successful
projects on cybersecurity training: an NSF-sponsored capacity building project for
faculty development in ICS security [1] and an NSA-sponsored Gamification of
Cybersecurity Training project [2]. The faculty development project conducted
professional development workshops on ICS security in three successive summers.
Overall, the pre- and postworkshop surveys indicate that the topics for the workshop
were well chosen and well delivered, and the ICS toolkit was rated as excellent. The
results highlight that ICS security is a topic that is not well covered in information
assurance/cybersecurity curricula and the workshop, as intended, highlighted the
importance of that and other aspects of cybersecurity and provided instructors
with tools (the toolkit and the laboratory activities) to integrate ICS security into
their courses. The Gamification of Cybersecurity Training project integrated digital
games into the learning process. The cybersecurity-based games were tested for
efficacy on K–12 students and teachers participating in GenCyber camps, and the
results were overwhelmingly positive. The project builds on the success of these two

G. Francia III (�) · T. Ghosh · G. Hall · E. El-Sheikh
Center for Cybersecurity, University of West Florida, Pensacola, FL, USA
e-mail: gfranciaiii@uwf.edu; tghosh@uwf.edu; ghall@uwf.edu; eelsheikh@uwf.edu

© Springer Nature Switzerland AG 2020
K. Daimi, G. Francia III (eds.), Innovations in Cybersecurity Education,
https://doi.org/10.1007/978-3-030-50244-7_14

285

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50244-7_14&domain=pdf
mailto:gfranciaiii@uwf.edu
mailto:tghosh@uwf.edu
mailto:ghall@uwf.edu
mailto:eelsheikh@uwf.edu
https://doi.org/10.1007/978-3-030-50244-7_14


286 G. Francia III et al.

cybersecurity learning projects to effectively fill a void in cybersecurity education
among CAE schools and cybersecurity training for DoD personnel across the nation.

Key Challenges

The key challenges with cybersecurity education and training are the following:

• The state of information technology, both on the software and hardware aspects,
is rapidly evolving.

• The human element of cybersecurity is the weakest link.
• The ineffectiveness or lack of availability of hands-on cybersecurity training

exercises.
• The lack of laboratories and testbeds for advanced cybersecurity education and

training.
• The lack of realistic cybersecurity case scenarios that are delivered interactively

in a virtual environment.
• The shortage of cybersecurity educators and trainers.
• The scarcity of cybersecurity professionals.

Objectives

Recognizing these key challenges and the urgent need for cybersecurity training, the
project was first envisioned with the following objectives:

• Design, develop, test, and deploy a highly interactive, automated, and intelligent
cybersecurity scenario builder and retrieval software toolkit for active cybersecu-
rity learning.

• Develop immersive and realistic scenarios to enable participants the ability to
effectively acquire the necessary skills in cybersecurity.

• Build virtual machines (VMs) that will accompany each scenario and provide
experiential learning for faculty members, students, and DoD personnel.

• Design, implement, and continuously improve a novel concept of scenario-
building: the Open Virtualization Scenario.

• Evaluate the efficacy of the scenario-based training modules.
• Devise tools to facilitate the dissemination and sharing of scenario-based training

modules for widespread adoption within and outside the Center of Academic
Excellence (CAE) community and DoD personnel.
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Contributions to the Cybersecurity Education Community

Contributions of this innovative project to the advancement of cybersecurity educa-
tion include, but not limited to, the following:

Curriculum Materials. The novel scenario-based and competency-focused
learning system and materials significantly augment and advance the current
cybersecurity curricula and hands-on laboratory exercises for the community.

Development Opportunity. Professional development starts with the faculty
members who are deeply involved in developing the case scenarios on cybersecurity.
This opportunity will be extended to all faculty members across the nation by
enabling free or discounted access using the Clark [3] curriculum repository as part
of the project’s dissemination efforts.

Practical Training. The scenarios provide off-the-shelf practical training for
students and practitioners.

Student Interaction. Students directly contribute to the project as student
assistants who helped in designing, developing, and testing the security scenarios.
Other students will be the first group to utilize the security scenarios in their courses.

Facility/Lab/Technology Development. The Scenario Builder and Retrieval
Toolkit is designed with utmost flexibility for widespread adoption.

Transformation. This innovative learning platform combining virtual systems
and scenarios from real-world case studies transforms the methods with which
the academic community teaches cybersecurity. This project introduces a novel
concept of scenario building: Open Virtualization Scenario, which could advance
the standardization of learning scenario development.

To summarize, the project significantly advances the state of cybersecurity
education and training, particularly in the area of active learning through real-world
case scenarios. As previously mentioned, cybersecurity education and training are in
dire need of a transformative means of delivering practical and hands-on exercises to
augment classroom learning. The tool and its products provide significant addenda
to traditional laboratory exercises to facilitate active learning. The novelty of this
approach is the facilitation of achieving the highest level of Bloom’s Taxonomy of
Learning Objectives: Create. In addition to the pre-built scenarios, the participants
are afforded with the tools, processes, and knowledge to produce new scenarios
that meet the demands of a very fluid cybersecurity training field. The project holds
excellent potential in transforming and accelerating cybersecurity training for the
academic community, the cybersecurity community in general, and the entire world
as a whole.
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Background and Related Work

Prior and Similar Work

There have been similar efforts to address the need to enhance cybersecurity
education and training. Notable-related works by the PI are found in [4–6]. A
Critical Infrastructure Protection Training offered by Idaho National Laboratory is
intended for the US military and/or the Department of Defense personnel assigned
to conduct vulnerability assessment of our nation’s critical infrastructures [7]. This
13-day course culminates with a capstone assessment exercise mimicking a live
assessment of a critical infrastructure. This project provides a similar scenario
augmented with intelligent interactivity to guide the learner. The Cyber Security
Education Consortium (CSEC) has created centers of excellence in automation and
control systems to provide training on SCADA and control systems security [8]. The
courses that were created for this security curriculum are excellent training tools to
upgrade the security skills of operators. However, widespread adoption is restricted
by the high cost and the lack of hardware resources to support the courses in a
portable and affordable setting. The SANS Institute offers a variety of courses on
cybersecurity [9] which targets those personnel who are interested in bootstrapping
or improving their careers in cybersecurity. The exorbitant registration cost for the
course makes it impractical for training workshop adoption. This project offers
freely available tools and interactive scenarios using affordable resources that can
deliver hands-on and realistic cybersecurity training and education.

Scenario-Based Learning

Scenario-based learning is firmly situated on the learning theory that learning takes
place in which the context is applied. Thus, it subscribes to the idea that knowledge
is best acquired and fully understood when situated within its context [10].
Using real-life situations, scenario-based learning provides a relatable and highly
relevant learning experience through immersive and highly engaging approach
[11]. Scenario-based learning works best for training on tasks involving serious
consequences such as those in cybersecurity. It offers a simulated environment or
situation in which learners can afford to make mistakes without incurring costly
repercussions. In [12], Clark proposes the following checklist for determining
whether scenario-based learning is the right option:

1. Are the outcomes based on skills development or problem-solving?
2. Does it provide a simulated experience in lieu of a real and dangerous situation?
3. Are the students provided with relevant knowledge for decision-making?
4. Is a scenario-based solution cost- and time-effective?
5. Will the content and skills be relevant to justify the development?
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Upon careful consideration, it can be established that scenario-based learning is
an excellent option for cybersecurity training.

Problem-Based Learning (PBL)

Problem-based learning encourages learners to apply knowledge to new situations.
This learning strategy develops critical thinking and creative skills, increases
motivation, improves problem-solving skills, and helps transfer knowledge to new
situations. Adults are self-directed, are goal-oriented, are relevancy-oriented, and
are practical [13]. Adults take control of their own learning, in particular how they
locate appropriate resources [14] and make a decision on which learning strategy
to use to facilitate their learning progress. Hung, Jonassen, and Liu [15] state that
PBL is self-directed, learner-centered, and self-reflective. The primary goals of
PBL include (1) developing scientific understanding through real-world cases, (2)
developing reasoning strategies, and (3) developing self-directed learning strategies.
In this approach, learning begins with a problem to be solved rather than content
to be mastered. Learners actually work on problems in ways that require them
to develop expert knowledge, problem-solving proficiency, lifelong learning skills,
and team participation skills. This learning technique will be extensively employed
by the project through the hands-on scenario-based exercises on the Florida Cyber
Range.

Cybersecurity Workforce Development and Competency
Strategies

In both scenario-based learning and active learning, measuring learning outcomes
and assessing students’ knowledge and skills have always been critical. One
effective approach is to come up with knowledge, skills, abilities, and competencies
(KSACs) and then map learning outcomes to these KSACs. The National Institute of
Standards and Technology’s (NIST) National Initiative for Cybersecurity Education
(NICE) has developed a list of knowledge, skills, abilities, and work roles [16] that
has been widely accepted in both public and private sectors. In addition, the US
Office of Personnel Management (OPM) has published a comprehensive document
with cybersecurity technical and nontechnical competencies [17]. Our scenario-
based learning approach is mapped to both these two frameworks, as explained
below.
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NICE Cybersecurity Workforce Framework

The NICE Cybersecurity Workforce Framework serves as a fundamental reference
and resource for describing and sharing information about cybersecurity work and
the knowledge, skills, and abilities (KSAs) needed to complete tasks that can
strengthen the cybersecurity posture of an organization [16]. The framework cat-
egorizes cybersecurity work roles into seven categories, namely, securely provision,
operate and maintain, oversee and govern, protect and defend, analyze, collect and
operate, and investigate, and identifies the KSAs needed and tasks performed by
each work role. The complete list of KSAs for each work role is listed in Appendix
B of [16]. The framework serves as a vital resource to bridge the gap between
education and industry by providing a common lexicon for organizations to identify
and recruit for cybersecurity work roles and for education and training programs to
identify the KSAs and prepare professionals for KSAs and tasks required for those
work roles. By developing the Scenario Builder and Retrieval Toolkit that allows
scenarios to be mapped to the NICE Cybersecurity Workforce Framework, the
toolkit can be used to enhance individuals’ skills and competencies for cybersecurity
work roles and, consequently, strengthen organizations’ cybersecurity posture.

Office of Personnel Management (OPM) Cybersecurity
Competencies

The US Office of Personnel Management published a report on Attracting, Hiring,
and Retaining a Federal ybersecurity Workforce in October 2018 where they
discussed their Cybersecurity Competency Model [17]. The model was developed
using the following two categories based on OPM’s collaboration with the National
Security Council Interagency Policy Committee Working Group on cybersecurity
education and workforce issues:

• IT infrastructure, operations, computer network defense, and information assur-
ance.

• Domestic law enforcement and counterintelligence.

The set of competencies was created by surveying a select group of employers in
various occupations related to cybersecurity. The entire list of competencies can be
found in Appendix B of [17]. The scenarios that we have built are mapped to these
competencies as described in the next section.
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The Solution

The Cybersecurity Scenario Builder and Retrieval Toolkit

In order for the cybersecurity scenarios to facilitate competency-focused learning,
they will be required to map to the “NICE Cybersecurity Workforce Development
Framework” [16], which is published by the National Institute of Standards
and Technology (NIST) and the Cybersecurity Competencies as defined in the
“Interpretive Guidance for Cybersecurity Positions” [17], which is published by the
US Office of Personnel Management (OPM). Each scenario must be appropriately
mapped to one or more category, specialty area, work role, and cybersecurity
competency. Each scenario will also be labeled with keywords to enable easy search
and retrieval. The scenario description file, which contains the specifics about the
scenario, is required. Scenario artifacts such as log files, network capture files,
forensic files, etc., may also be uploaded into the system. The main graphical user
interface (GUI) is shown in Fig. 1.

Fig. 1 The main graphical interface (GUI)
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Open Virtualization Scenario

Virtualization is an enabling technology that is crucial to the growth of cloud-
based storage and service solutions. It is also heavily used in the cybersecurity
industry to isolate and protect resources from unknown threats and to provide safe
environments to examine potentially dangerous artifacts. The rapid growth and
spread of virtualization technology have led to the rise of a variety of companies
that offer competing virtualization products. Each product supports a core set of
common capabilities, such as the ability to create and restore system snapshots, as
well as special capabilities designed to distinguish the product in the marketplace.
Each vendor had its own proprietary format for storing virtual machines. The
Open Virtualization Format (OVF) arose as a standard for storing and migrating
virtual machines that made it possible to migrate machines among products. Open
Virtualization Scenario expands upon this notion by combining the abilities of OVF
to represent individual virtual machine configurations with additional details of the
virtual environment (such as virtual network topology and scheduled events) in
order to encapsulate entire education, training, and competition scenarios.

Example Scenario

To facilitate explanation of the concept, we will focus on a specific scenario that
we would like to be able to preserve, restore, and potentially migrate. This scenario
will simulate a phishing attack that delivers ransomware as an email attachment.
There will be three virtual machines used in the scenario. The first will be an end-
user workstation (likely running Microsoft Windows) that we will call “blue.” This
virtual machine will be configured like a standard desktop computer with an email
client. The second virtual machine will be an email server that we will call “gray.”
The third virtual machine will represent the attacker’s system and will be called
“red.”

There are three stages of the attack for this scenario, pre-attack, active attack,
and post-attack. In the pre-attack stage, the adversary has crafted the phishing email
and payload but has not sent the email. In the active-attack stage, the email has been
sent and is awaiting delivery to the recipient. In the post-attack stage, the adversary’s
payload has been delivered and triggered in the target environment.

Snapshots can be created of each of the three virtual machines in their pre-attack,
active-attack, and post-attack states. Pre-attack will be snapshot 1 (shown in Fig. 2),
active attack will be snapshot 2 (shown in Fig. 3), and post-attack will be snapshot
3 (shown in Fig. 4). An OVF can be generated from each of these machines in each
of the states, resulting in a total of nine possible OVF files.
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Fig. 2 Pre-attack snapshot

Fig. 3 Active-attack snapshot

Fig. 4 Post-attack snapshot

Active-Attack Scenario

In this instance, the attack has begun. The phishing email has been sent and resides
on the email server. The email server has received the message and likely pushed
an alert to inform the recipient that new mail is available. The recipient has not yet
downloaded or opened the message. The configuration for this scenario would be
red-snapshot 2, gray-snapshot 2, and blue-snapshot 2. The notable changes in the
snapshots are that red has the message in its sent folder. Gray has the message in its
queue. Blue has a notification of new mail. The scheduled events for the scenario
will be delivered from gray to blue and finally accessed by blue.
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Post-Attack Scenario

In this instance, the phishing email has been delivered and accessed. The malicious
payload has triggered. No further events have to be scheduled. The configuration for
this scenario would be red-snapshot 3, gray-snapshot 3, and blue-snapshot 3. The
notable changes in the snapshots are that gray would have changed state to indicate
the message was delivered and blue would have received and been affected by the
malicious email payload. Note that red-snapshot 3 in this case would not have any
significant state change and may be omitted.

Scheduled Events

The OVF can already handle representing the snapshot states of the virtual
machines. The scenario extension is needed to bundle the snapshot states of each
machine as well as the scenario events that still need to occur to advance the
scenario. A scenario event describes the machine and snapshot on which it occurs,
an action to perform, and a trigger. The trigger can be the passage of a certain
amount of time, a significant system event (such as start-up), or manual. The table
below captures the scheduled events in the example scenario (Table 1).

Network Topology and Resource Configuration

In addition to virtual machines and scheduled events, there is additional infras-
tructure information required to configure the scenario environment. The most
significant items include the network topology and resource configurations. For
network topology, it is important to know which machines are connected to which
other machines and how. For this example, we could imagine the email server has
two network connections. One connection is to the outside world for incoming
messages. The other connection would be to the local area network. The scenario

Table 1 Scheduled events

Pre-attack (snapshot 1) Active attack (snapshot 2) Post-attack (snapshot 3)

Send from red to gray Deliver from gray to blue Access by blue
Deliver from gray to blue Access by blue
Access by blue
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Fig. 5 Open virtualization scenario container scheme

would provide the required details to set up the WAN and LAN virtual networks
and configure one virtual network adapter on the email server to have an address on
the WAN and the second adapter to have an address on the LAN. The red machine
would have an address on the WAN and be able to communicate with the email
server (at least as its outgoing mail server). The blue machine would have an address
on the LAN and be able to communicate with the email server on that interface.
Additionally, the blue machine would have an email client configured to receive
mail from the gray machine as its email server. The Open Virtualization Scenario
container scheme is depicted in Fig. 5.

Key Benefits

The Open Virtualization Scenario format extends upon the existing portability
of virtual machines currently possible via OVF by allowing the packaging of
multiple OVF instances representing specific scenario snapshots. It further adds
infrastructure details concerning network and service configuration to automate
reconstituting the full infrastructure (not just individual machines). Finally, the
scheduled events notion allows a scenario to be represented at a certain state of
progress, with clearly defined and automated actions to perform to advance the
scenario.
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The manifest portion of the container will provide meta-data about the scenario.
Specifically, it will summarize the resource needs of the scenario (total number of
machines, storage requirements, RAM needs, CPU cores, etc.). In addition, it will
have searchable keywords that will allow it to be identified among a collection of
similar scenarios.

Any configuration scripts needed to automate resource configuration or event
scripts needed to trigger scheduled events will also be contained within the scenario
container.

As a result, the scenario will be searchable, have minimum system requirements
defined, and be portable across virtualization platforms.

The Open Virtualization Scenario container concept extends upon the capabilities
present in VMware’s Virtual App (VAPP) format. VAPP allows the bundling of
multiple OVF files, a network topology, and a “power on” sequence for standing up
the environment. Open Virtualization Scenarios expand upon the VAPP concept by
being portable (using nonproprietary formats and not being tied to any particular
hypervisor) and by incorporating the notion of scenarios and scenario states. At the
outset, a middleware component will be needed to translate network topology and
resource configuration instructions into the specific API calls needed of each support
hypervisor technology. Hopefully, with time and adoption by the cybersecurity
education and training community, the various products may expand to directly
support OVS as they have done with OVA and OVF.

The Development and Implementation Process

The scenario-based and competency-focused learning exercises will be concurrently
designed, implemented, and deployed with the installation and configuration of the
Cybersecurity Scenario Toolkit. Student assistants will help the project personnel
in the development and testing activities. The goal is to intimately expose the
practitioners/students to the scenarios and the toolkit to get a feel on how they would
react to such an innovative learning platform.

We believe that this collection of scenario-based and competency-focused
exercises is appropriate for the level of expertise that we expect from the students at
the CAE-2Y, CAE-CD, CAE-R, and CAE-CO. Further, for each scenario, we will
provide multiple problem sets and pathways that will introduce the PBL approach
to learning and enable the learners to practice the technique in order to gain a better
understanding of the concepts involved. The curriculum modules are embodied as
living documents, which will be continuously enhanced and expanded in subsequent
years.
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Fig. 6 A sample storyboard created with Lucidchart

The Development Tools

We will strive to make this project as cost-effective as possible. Thus, we will be
utilizing open-source tools for development purposes such as the following:

• Twine [18]—an open-source tool for creating adventure style scenarios. This
multi-platform tool publishes directly on the web.

• Lucidchart [19]—a visual workspace that combines diagramming, visualization,
and collaboration. A free account is available using an academic email address.
A sample storyboard for building a cybersecurity scenario is shown in Fig. 6.

• Microsoft Visual Studio Community [20]—this is a fully featured and free
interactive development environment for creating multi-platform applications.

• Articulate Storyline 360 [21]—this is an academically discounted tool for
developing custom interactive courses that works on any device.
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Additional Scenario (Table 2)

Table 2 An exfiltration and lateral movement scenario

Title Exfiltration and lateral movement
Categories Protect and defend (PR); analyze (AN); investigate
Specialty areas Incident response (IR); exploitation analysis (EXP); digital forensics

(FOR)
Work roles Cyber defense incident responder; exploitation analyst; cyber defense

forensic analyst
Competencies Computer forensics; incident management; information systems/network

security; internal controls; network management
Level Advanced
Description Case background

ACME corporation, a medium-sized defense contractor, recently suffered
a debilitating cyberattack in one of its satellite locations near a naval base.
The attack was analyzed by cybersecurity experts. The experts have
determined that the cyberattack managed to successfully navigate the
entire kill chain sequence. Along the way, the adversaries have left
nuggets of indicators of compromise (IOC) that reveal the stages of their
campaign. The sequence of events is illustrated below
Day 1: Early on Saturday, august 10, an IT help desk personnel noticed
that network activity appears to be abnormal and the server is running
slower than expected. The staff immediately fired up Wireshark with the
intent of capturing a snapshot of the network traffic that was inbound to
the server. Normal operations persisted
Day 2: IT management was made aware of the situation. Web traffic
monitoring was initiated. No remedial action was taken
Day 3: A malicious software was flagged by windows defender. FTP
activities were also discovered. The IT manager assessed the issues and
determined that no action is necessary
Days 4–10:Nothing substantial happened during those days. Happy days
and cruising time!
Days 11–12: Phishing email document was discovered in the spam folder.
FTP activities have resumed. Web server appeared to be very active. The
IT staff started to take note of the seriousness of the issues. Normal
operations persisted
Day 13: The staff collected another set of captured packets. Security
events revealed security issues. IT manager and staff scramble for
solutions. Due to several project due dates, mitigating measures had to be
put aside. Daily operations persisted
Day 14: Lateral movement started to manifest. PowerShell scripts were
discovered. Power users were created. Keystroke capture software
uncovered. IT manager decided to shut down the server and called in the
experts
Day 15: External entity notified the IT manager that sensitive files, which
may have originated from ACME, were found on the internet. The IT
manager retrieved those files from the internet and deposited them in
C:\users\CIS_Lab1\CheckAuthenticity. Time for post incident review!

(continued)
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Table 2 (continued)

Title Exfiltration and lateral movement
The analysis process
Acting as a security analyst, you are required to perform a thorough analysis of the
security events and artifacts. Your methodology should be guided by the kill chain
sequence, and findings should be supported by system artifacts. The kill chain sequence
is depicted by the following:

Kill  Chain 
1

Reconnaissance
Scanning, Social Engineering

Kill Chain 2

Weaponization and Packaging
Tool development for intrusion

Kill Chain 3

Delivery
Delivery through phishing email, ftp, compromised websites

Kill Chain 4

Exploitation
Powershell scripts, user accounts, change in audit policy

Kill Chain 5

Installation
Lateral movement, local network reconnaissance, elevation of privileges

Kill Chain 6

Command and Control
Information harvesting: screen capture, keystroke monitoring, unusual 

folders, remote file copy/transfers

Kill Chain 7

Actions on Target
Verfication of compromise, Data exfiltration, password cracking, 

scheduled tasks, file transfers, file deletion

Security analysis requirements
Your analysis of the case study should proceed with guidance from the following
requirements:
• Establish a timeline of the entire kill chain.
• For each stage of the kill chain, describe the IOCs that were collected, justify that the

IOCs are integral to that stage, describe the consequence of the stage’s successful
completion, and develop preventive actions to deter its completion. For example,
verify that data exfiltration had occurred, describe the IOCs that support the
conclusion, and provide preventive methods that could mitigate data exfiltration from
recurring.

• Write a report that includes an executive summary, a section for each of the preceding
requirements, and a conclusion.

(continued)
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Table 2 (continued)

Title Exfiltration and lateral movement
Virtual machines 1-windows 10; 1-Kali Linux
Keywords Kill chain; indicators of compromise (IOC); lateral movement; network

forensics; data exfiltration
Artifacts The system under investigation has all the tools and the files that you will

need to complete a comprehensive analysis. It has no internet
connectivity. A brief description of each pertinent folder in the system is
provided in the following:
Files for web activities: C:\inetpub
User files: C:\Users\CIS_Lab1
Event log files: C:\Users\CIS_Lab1\Events
PCAP files: C:\Users\CIS_Lab1\PacketCap
PowerShell scripts: C:\Users\CIS_Lab1\PowerShell
Files retrieved from the internet: C:\CheckAuthenticity
Sensitive files: C:\TopSecret
Hash signature of sensitive files: C:\TopSecret\hash.xml

Conclusion and Future Plans

This chapter describes an innovative approach to enhance cybersecurity training and
education through the development and utilization of a toolkit to facilitate active
learning and competency-based skills development. The Cybersecurity Scenario
Builder and Retrieval Software Toolkit facilitates the development and deployment
of authentic learning scenarios that are mapped to the NICE Cybersecurity Work-
force Framework work roles and OPM cybersecurity competencies. These scenarios
can be coupled with virtual machines developed using the Open Virtualization
Scenario format to create more complete, authentic active learning scenarios that
enhance educational development and outcomes.

Opportunities for future work include enhancing the toolkit to guide learners
through the scenarios and adapt the scenarios based on each learner’s progress.
We will utilize artificial intelligence (AI) techniques and methods to develop an
intelligent learning environment that can adapt the scenario characteristics and
progression based on the user’s learning preferences and assessment. A learning
model may be tailored and updated for each student in order to maximize the
potential of self-directed learning. Another opportunity for future work will focus
on developing a curricular framework for the toolkit that can be used to package
scenarios with learning outcomes and assessments toward NICE Framework work
roles and/or OPM competencies.
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Introduction

In the last years, the importance of cyber security dramatically increased as
there have been many incidents with a large influence on real life or economical
impact. As paradigmatic examples, we mention the Stuxnet worm, which physically
destroyed several industrial machineries [1], a successful attack against a German
steel mill [2] and a cyber-attack that deprived almost a quarter of million people
of electricity in Ukraine [3]. To face such a set of threats and to be prepared to
anticipate new security challenges, various actors in the information technology
(IT) world have to be properly trained and educated. Among the others this is the
case for software developers, personnel of law enforcement agencies, and system
administrators.
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Therefore, pursuing a more secure Internet requires proper teaching tools and
platforms both for academia and industry. An effective learning path in cyber
security should not only focus on computer science as an abstract subject matter,
but should also have deep links to everyday life challenges in that space. Hence,
apart from the theoretical and conceptual background, students also need hands-on
knowledge on how to install, configure, and administrate tools for the protection of
networks and computing infrastructures. For instance, an effective information
security course must prepare future experts to manage and operate firewalls, traffic
sniffers, and analyzers, frameworks to conduct penetration tests as well as intrusion
detection systems, just to mention the most popular hardware/software mechanisms
employed to build a cyber security posture. Moreover, a comprehensive professional
should be also able to perform basic forensics analysis, thus some training on this
matter is highly desirable. Unfortunately, the creation of exercises and laboratory
trials requires a non-negligible effort and investment in devices and appliances,
which need to be properly configured and maintained. Nevertheless, despite the
request for cyber security world-wide, the availability of suitable infrastructures or
proper professionals could be a critical aspect, especially in rural areas or developing
countries [4].

To deal with such issues, a possible approach is to take advantage of distance
learning infrastructure and to use virtual learning tools. As a consequence, the
laboratory can be offered as a virtual service that is remotely accessed by students.
The use of virtual laboratories has been introduced over a decade ago, mainly as a
mechanism to reduce the need for physical laboratories to complete many learning
paths and curricula. As a possible example, [5] showcases the use of a simulation-
based virtual environment for chemical experiments.

In general, early virtual laboratories were based on two technological compo-
nents: a web interface allowing remote learners to access and control laboratory
equipment through a browser or a web-view embedded in a mobile application,
and real or virtual devices to complete the learning assessments. With the advent
of the Web 2.0 paradigm and the increased availability of computing and storage
resources, it is now possible to simulate complex industrial plants, emulate hardware
via software in a cycle-exact manner, create device drivers to remotely share real
machinery, or provide virtual machines or containerized applications. An important
technological challenge to complete the vision of delivering complex and effective
virtual learning experiences concerns the development of suitable signaling proto-
cols to exchange data with real or virtual devices and laboratories, as well as provide
proper interfaces to guarantee interoperability of software components. A possible
solution is to use lightweight and general purpose protocols, similar to the Session
Initiation Protocol (SIP), which is now commonly used in Internet Telephony for
establishing user calls. The SIP can be used to set up an experiment, initialize the
learning environment, manage sessions between the learner and the remote platform
without the need of using Hypertext Transfer Protocol (HTTP), as well as to
orchestrate different lab components for creating sophisticated learning experiences
[6]. Moreover, the SIP can be used to implement part of the multimedia layer
responsible of allowing learners and docents to interact via A/V communications.
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Even if such requirement is not part of the framework discussed in this paper, such
a feature could be of interest to develop platforms enriched with multimedia or real-
time services. Additionally, modern virtual laboratories can draw on a large range
of information, e.g., gathered from social networks, and offer personalized learning
paths and gamification-based assessments, thus making the learning process more
pleasant and effective [4]. Thus, a de-facto standard signaling could prevent the need
of re-engineering suitable protocols or implement software layers to exchange data
or orchestrate events on top of the HTTP.

With regard to the use of distance-learning-enabled paradigms for teaching
cyber security, this has been already explored by the Academia and the Industry.
For instance, in [7] the authors present an analysis of more than 20 master
degree programs completely focused on teaching aspects related to cyber security.
Moreover, the analysis of the state of the art in cyber security education shows
that online courses or virtual laboratories are increasingly used mainly owing to
the flexibility and cost-effectiveness of modern learning platforms. Specifically, in
[8] authors describe 35 free online courses covering broad aspects of cyber security.
In most cases, courses are available in a Massive Open Online Course (MOOC)
environment provided by well-known organizations like Coursera, Cybrary.it, edX,
and Udacity. It is notable that not only basic concepts of security are taught, but also
deep insights are provided. In fact, from the 35 analyzed courses, 12 are categorized
as “intermediate,” whereas 7 as “advanced.” As today, one of the biggest distributed
laboratories for ICT security is co-funded by the Erasmus+ Programme of the
European Union. The project is called open Distributed European Virtual CAMPus
(DECAMP) [9] and organized by six European countries (Finland, Germany, Italy,
Romania, Spain, and United Kingdom). The program takes benefits from European
Credit Transfer and accumulation System (ECTS), which allows recognition and
transferring credits and grades earned in the other European universities. Each
ECTS credit point represents 25–30 h of student workload. Each course in the
university is assigned an appropriate number of ECTS points depending on the
required amount of work for the average student. The course provided by DECAMP
offers the possibility of gaining 6 ECTS points per course each one supervised by
a country/university. These six courses are divided into three bachelor and three
master courses. The topics cover a wide-range of aspects relevant to understand and
enforce cyber security, specifically: Secure Network Management and Computer
Networks (Munich University of Applied Sciences), Applied Web Application
Security: Attacks and Defense (Metropolia University of Applied Sciences), Cloud
Computing Security (University of Cantabria), Security of e-Health Systems (Uni-
versity Politehnica Bucharest), Wireless Network Security (University of Padua),
and Applied Computer Forensics and Crime Investigation (University of South
Wales). Moreover, the cross-border/cross-institutional organization of DECAMP
provides European Union (EU) students the possibility to gain the needed security
skills by collaborating in a virtual “green mobility” manner. In this context “green
mobility” means, you can study ICT skills abroad while staying at home.

To sum up, past works dealing with distance learning with an emphasis on
cyber security mainly focused on technical and architectural aspects as well as



306 K. Cabaj et al.

performance scalability and network/mobility. Literature offers numerous examples
for implementing remote learning infrastructures or for allowing students to access
a remote/virtualized physical deployment. The simplest architectural blueprint is
built around the client-server paradigm, where a single entity hosts virtual machines
used during laboratory activities. In most cases the user interface is based on web
technologies. Such a solution simplifies the management and eases the remote
access for students. Moreover, it allows providing online materials like detailed
descriptions of laboratory activities, useful commands, and a rich set of feedbacks
via the user interface. One example is Tele-Lab [10]. For larger student groups,
possibly composed of people working simultaneously, the client-server paradigm
could cause problems especially in terms of scalability and availability. Due to
this, the authors of the Tele-Lab system enhanced their framework to work in
a distributed fashion [11], employing many servers in multiple locations: their
implementation currently works in two sites, one each in Germany and Lithuania.
Another interesting approach for preventing performance and availability issues is to
use the services of commercial cloud providers. As an example, in [12] authors
describe a virtual laboratory system running within the Amazon Web Services
(AWS) infrastructure.

Due to performance problems other solutions that do not use central or cloud
infrastructure have been investigated. For instance, in [13] authors present a virtual
lab where students use their own computers to run virtual machines to perform
experiments both locally and in a distributed way. There is still a central server,
but it is mainly used to coordinate and orchestrate actions implemented within local
virtual machines. In addition [14] showcases a laboratory that employs a central
server running virtual machines that students should protect or attack. The use
of virtualization simplifies setting machines back to stable status, e.g., if students
with administrative privileges corrupt the installation or if an attack is launched
successfully causing a disruption of the guest OS. Another important benefit of
adopting virtualization is the cost-efficiency: according to [15], it is estimated that
the expenditures to implement a virtual solution are one-third of a fully physically
equipped laboratory. Unfortunately, in the presence of a large number of students,
centralized virtual laboratories may still need a vast amount of resources such
as central processing unit (CPU), memory, and disk storage. To address this,
an interesting solution is presented in [16], where authors propose a system in
which students perform trials by executing pre-configured virtual machines. Hence,
resource-consuming tasks are performed locally, whereas actions requiring some
form of cooperation are managed by the centralized component. However, the need
arises to protect such a distributed system from attacks, e.g., when results are
used to automatically grade students [17]. The work in [18] compares different
organizations of virtual labs, yet mostly on a qualitative level, and without a
particular focus on cyber security.

Since the design of a variety of architectural blueprints has been already largely
addressed, in this chapter we want to investigate the main aspects related to
internationalization and how the overall lab experience is perceived by students
with different backgrounds and nationality. To this aim, we developed a proto-
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typical virtual laboratory within the FernUniversität in Hagen in order to offer
learning materials and five laboratory exercises, each one implementing a software
component used to enforce security in real-world scenarios. The setup has been
developed within the framework of the International Virtual Lab on Information
Security (IVLIS) project granted by FernUniversität in Hagen and external project
partners have been invited. Partners are the Warsaw University of Technology and
the Institute for Applied Mathematics and Information Technologies of the National
Research Council of Italy, and since they possess the relevant expertise in the
field of network security and information hiding as well they can contribute to the
development of the international virtual lab.

Concerning the design choice of building the IVLIS platform by exploiting a
virtualized paradigm, in [19] authors addressed whether virtualization will lead
to significant quality losses in teaching. For this they investigated two groups
of students: one group worked on the course material in virtualized form, while
the other group worked physically in the laboratory. The result of the analysis
demonstrated that there was no statistical difference in post course confidence or
performance between the virtualized and the physical group.

To implement the laboratory infrastructure, we used virtual machines. This offers
some advantages, for instance, virtual machines can be easily reset to their original
state in case of misconfiguration and they allow working from home. The latter is a
core requirement for FernUniversität’s distance learning mission and also promotes
and enables (at least in principle) collaboration and use of the lab to a variety of
remote parties. Since cyber criminals work beyond national borders, administrators
and programmers should also be trained to cooperate internationally. Moreover, as
cyber security is a field in constant change, lab exercises, in order to be timely and
attractive for students, must be updated frequently and new lab assignments must
be offered if needed. This can be very labor-intensive, in particular if expertise in
special sub-fields is not at hand.

With the aim of achieving and promoting internationalization, existing lab
exercises have been translated into English language. At the same time, they have
been updated to the latest versions of standards and tools. In fact, the original vision
of developing a virtual lab for security has been presented more than a decade
ago [14] and it has been used as the basis for the aforementioned IVLIS project.
Moreover, since the Internet evolved in terms of complexity and heterogeneity
(e.g., with the advent of the Internet of Things paradigm), new exercises have been
designed and integrated. Finally, if the partners want to offer labs of their own on
this infrastructure, an English manual for teaching personnel has been created.

To evaluate our design, we compare two passes of the lab: the first with German
students only, and the second with students from Germany, Italy, and Poland
(countries in alphabetical order). The first run served as a beta-test to remove errors,
but also allowed to investigate the influence of internationalization.

Therefore, the contributions of this chapter are: (1) the discussion of a novel
platform for the delivery of laboratory trials in the field of cyber security, (2) the
evaluation of the “learning experience” of students from different nations, and (3)
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some hints for the design of courses and the preparation of exercises in a more clear
and effective manner.

The remainder of this chapter is structured as follows. Section 15 sketches
the platform and Sect. 15 presents the student experiments. Section 15 describes
the automated evaluation system for the progress detection, while Sect. 15 describes
the Man-in-the-Middle Attack as a representative task of the platform; it also gives a
deeper insight in a concrete instance of a course task. Section 15 showcases the role
of the mentors in the system and the course and Sect. 15 reports the evaluation of
student performance and acceptance of the lab infrastructure. Section 15 discusses
the lessons learned from experiments conducted within the IVLIS framework, while
Sect. 15 outlines general conclusions and provides an outlook to future work.

Platform

As discussed earlier, the virtual laboratory for teaching cyber security has been
built by using a centralized architecture. Originally implemented with virtual
machines [14], it was made-over using Solaris Zones [21] to reduce the overhead
and drastically increase the number of students able to work concurrently on the
platform. Following the technological evolution, it was later converted to a Linux-
based system using Docker container technology [22]. Docker containers are an
abstraction at the app layer that packages code and dependencies together. They
share the machine’s operating system kernel and do not require an operating system
per application. Furthermore, they do not need a hypervisor and are much lighter
than conventional virtual machines. In Fig. 1a and b a schematic illustration of this
comparison can be seen.

App A App B App C App D App E

Docker

Infrastructure

Host Operating System

Containerized Application

(a) Architecture of Containerized Applications

App A

Hypervisor

Infrastructure

Guest
Operating
System

Virtual Machine

App B

Guest
Operating
System

Virtual Machine

App C

Guest
Operating
System

Virtual Machine

(b) Architecture of Virtual Machines using Hypervisor and guest Operating
System

Fig. 1 Architectural comparison between Docker containers and conventional virtual machines
(based on [20]). (a) Architecture of containerized applications. (b) Architecture of virtual machines
using hypervisor and guest operating system
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Fig. 2 Architecture and homepage of IVLIS. (a) Simplified architecture of IVLIS. (b) Homepage
of IVLIS

Figure 2a presents a simplified view on the architecture used by the IVLIS
platform as well as the basic components of the system. Figure 3 gives a deeper
insight into the technical architecture and start procedures on the server side. The
Secure Socket Shell (SSH) network protocol is used so that the students can connect
to the respective Docker containers and execute commands on their command line.
SSH is a cryptographic network protocol for operating network services securely
over an unsecured network. It uses public-key cryptography to authenticate the
remote computer and allow it to authenticate the user, if necessary. The standard
Transmission Control Protocol (TCP) port for contacting SSH servers is port 22.
When the containers are started, the standard SSH port is mapped to the ports
of the host, which makes them publicly accessible to students via SSH. The
aforementioned Fig. 3 summarizes shortly these important technical details for the
core architecture.

To access the platform, students log in on a web page where they are authenti-
cated using username and password. An example for a page used to interact with
the IVLIS platform is depicted in Fig. 2b. The web interface is logically divided into
four different sections:

• Laboratory modules: they are used to organize the learning experience and each
module contains multiple exercises on a well-defined topic;

• Discussion forums: they are used to allow students to interact each other and to
have a direct communication path with experts;

• Key management: it allows to manage and upload the SSH keys that students use
to log into the virtual machines—those are different from the key to log into the
system;

• Evaluation system: it is used to automatically check the progress of the students.
It gives feedback to the students, if the task has been successfully completed.
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Fig. 3 Core architecture of IVLIS

The network scenarios are implemented using Docker containers that represent
virtual servers. For every module, a student has access to one or several servers
for their personal use that are configured for the purpose of the module’s exercises:
the servers are connected with each other through an internal network according to
the exercises needs and the required software is also pre-installed. The layout of
the internal network and the ports of each virtual system that the system exposes to
the outside can be configured per module.

The student can start and stop these instances, and reset them to their initial state
in case the configuration has gone astray (e.g., the firewall prevents the student from
logging in).

The login is facilitated through SSH, using a server-assigned port per user and
module that is presented on the web interface. The connection is authenticated
using SSH keys that the user can enter on the web interface. These SSH keys are
propagated to all their virtual servers so that they can SSH into all their virtual
systems that have SSH enabled.

Once logged in, the student has everything they need to solve the exercise. Once
solved, the student can request the system (again through the web interface) to
validate the solution. The system will then run an evaluation function that returns
either “success” or “failure.”
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Student Experiments

Figure 2b showcases the navigation bar, which is placed on the left side of the web
page. By interacting with the navigation bar, students can select a module covering
a certain topic. All the international partners participating in the IVLIS project were
involved in developing the modules described in the following.

1. Module 1—Getting Started: This module serves as an introduction to SSH and
SSH-Tunneling. Specifically, students have to log into the system via SSH, so
they can learn how to interact with basic SSH commands and procedures.

2. Module 2—System Integrity: The students experiment with the tool integrit
also by properly editing a config file. The main aim of the module is to do a
snapshot of the host system and then verify if a specific file has been altered.

3. Module 3—Tracing Network Traffic: This module deals with the basics of
Intrusion Detection Systems (IDS). In this case, students use snort to setup
an alert for Internet control message protocol (ICMP) packets.

4. Module 4—Application Level Network Filtering: In this module, students are
requested to set up a proxy server by using squid. The core of the learning
experience is to teach how to deny the access to a specific Uniform Resource
Locator (URL).

5. Module 5—Network Level Filtering: The basics of port scanning are introduced
by experimenting with nmap to perform a port scan of a test machine provided
by the IVLIS framework.

6. Module 6—Network Address Translation: To comprehend the core functioning of
firewalls, the students have to set up stateless and stateful firewalls by configuring
the tool iptables.

7. Module 7—Practical Network Security: In this module, students have access to
a gateway where two hosts from different subnets communicate via telnet.
To showcase how a typical Man-in-the-Middle attack operates they have to
implement a sort of Man-in-the-Middle threat by using tcpdump.

8. Module 8—Remote Code Execution: In this case, students have to create a file on
a server via remote code execution over an input field on a homepage.

Evaluation System

Once the student has started a task and logged into the container via SSH, they can
use the evaluation button to evaluate the task. The evaluation is done, for example,
by searching the log file with a task-specific regular expression for artifacts of the
desired implementation. The best result and latest results are displayed as “success”
or “failure” with a copy of the log file information used for evaluation. In order
to get a more concrete idea of this evaluation scheme of a task, a representative
problem from Module 1 has been solved. In Fig. 4 the evaluation system can be
seen before the task is solved. The aim of this task is a login of the student on a
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Fig. 4 Evaluation state failure (not solved)

Fig. 5 Evaluation state success (solved)

system called “first” by using the SSH. The best result of this task is marked as
failure, which means that no SSH login was detected so far. After the student logs in
to the system called “first” and presses the evaluate button, the state of the evaluation
result changes: the best result detected for this task now is “success.” This means
that the student has logged in and thus created the necessary artifact for the task to
be completed (see Fig. 5).

Evaluation in IVLIS is done by executing an exercise-specific command for data
collection in one of the virtual systems, typically taking the most recent part of a log
file or calling a tool that provides some output. In a second step, that output is then
analyzed outside the virtual machine using UNIX text processing tools, often using
regular expressions to look for certain command/output patterns acting as signals.
This second part must print a “1” on successful completion of the exercise. Two tools
that are used for this second step are grep and awk. The first tool (i.e., grep) is a
command-line utility for searching plain-text data sets for lines that match a regular
expression [23]. The second one (i.e., awk) is a domain-specific language designed
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for text processing and typically used as a data-extraction and reporting tool [24].
This separation of data collection and parsing ensures that there is no trivial way
for students to cheat (e.g., they cannot just replace some “evaluate” program within
the virtual machine with one that always returns success). By moving the parser
outside the virtual machine, no analysis of activity within the virtual machine allows
a student to figure out the keywords the system is looking for. The only “shortcut”
they could take is to replace the executable of the data collection command with one
that returns well-formatted output as expected by the analysis command, but for our
type of exercise this raises the effort and knowledge required to cheat beyond what
is necessary to simply solve the exercise itself.

For the example in Fig. 5, the data collection routine called within the virtual
machine is the utility last, which prints out the most recent successful logins to the
system. Its output is then parsed by using grep -q ’^root\>’ && echo 1,
which verifies that there is at least one line beginning with “root,” indicating that the
student was able to log in.

This method of evaluation is not perfect but it provides a fast and impartial
response at any time without the need for staff to do these evaluations manually.
More advanced schemes of feedback to students have been devised in [25].

Man-in-the-Middle Attack

The user interface of the system is the same for all modules: for this reason, only
the implementation of the Man-in-the-Middle module is reported and it is depicted
in Fig. 6. The web site has been developed to have very uniform layout, while
the student works on a server terminal via SSH. In this scenario, the student has
access to a gateway interconnecting two subnets. Every communication gets routed
through the gateway between the two subnets. The latter interact via a telnet session.
Telnet is a legacy client-server protocol for bidirectional interactive text-oriented
data exchange. By default, telnet does not encrypt any data sent over the connection
(including passwords). So, it is often feasible to eavesdrop on the communication
and use the password later for malicious purposes. In our scenario, an account
name and a password are sent between the client and the server and routed over
the gateway. The student shall intercept these packets and get the necessary packets
to log in to the client.

After starting the module through the IVLIS website, the student can log in one
of their virtual systems named “gateway” via SSH (in this example, we used port
33604). After having obtained the access, the student has to sniff the password
from the telnet session between two hosts within the internal virtual network that
route their traffic through the gateway system. Since the students have root rights on
their Docker container, they have the rights to install various programs that can be
used to record network traffic. The larger part of students within the IVLIS project
uses tcpdump, but also other programs like tshark have been made available
as to guarantee a suitable degree of freedom. When starting this task, the students
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Fig. 6 The Man-in-the-Middle module provided by the IVLIS platform

are in general already familiar with the basic programs as well as basic network
knowledge. From a didactic point of view, we would like to give the students the
freedom and the opportunity to install and use one of their chosen programs. By
knowing the password, the student is then able to log into one of the two hosts and
create a local file to prove control over that host. The evaluation system is looking
for the presence of that file to grade the student on the exercise. If it can be found,
the most recent result will turn success like it can be seen in Fig. 5.

Mentor

The role of the mentor consists of two fundamental tasks. Specifically:

• the mentor has to supervise their student group(s). In the current incarnation
of the IVLIS platform, the group size has been limited to four students. The
mentor can communicate with the student group via a chat forum or individually
via e-mail. Moreover, the forum encourages discussion among the students.

• The mentor has to maintain the system itself. Like in every human-made IT
setting, problems can occur during the use of the IVLIS framework. In our case,
there were sometimes problems with the evaluation system and detection of the
progress, e.g., if the time between creating two artifacts in a task is so long that
one artifact disappears from the log, or if the student has used a non-standard,
but nevertheless correct solution approach, which is not properly detected by
the automatic evaluation system. This means that a mentor also has to intervene
technically in the system if problems arise. In our case, the mentor therefore has
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a didactic and technical role. The user interface for mentors is mostly web-based
and thus resembles the student interface, with the additional possibility to keep
track of student progress. Only the technical intervention needs access via SSH
to the virtualization platform itself, to check logs or student code.

IVLIS Evaluation

As a preparation, we first tested the lab with selected students serving as beta testers.
They gave valuable feedback which has been used to further improve the IVLIS
framework. Then, after polishing the platform and task descriptions based on the
collected comments, we ran the virtual lab twice in a regular course setting. The
first run was in Spring 2018 with only German master students attending the course.
The second run was in Fall 2018 with German, Italian, and Polish master students.
During each run, we collected some performance parameters in the platform, e.g.,
the number of completed experiments until the deadline (which also served as a
threshold for passing the lab course). After the courses, we collected feedback
of participants by using questionnaires. The questionnaires were anonymized, but
the country could still be recognized, to enable interpretation of differences in
performance on possibly different previous knowledge of the different student
groups. While the total number of responses is small, we would like to point out
that a lab course with about 20 participants is already considered large, and response
rates have been much higher than usually in course evaluations, which indicates that
the responses are representative.

Edition: Spring 2018

The number of participants, which were master students enrolled at FernUniversität
in Hagen, was 24. As the lab course is an elective, we can assume that all of
them have interest in IT security, especially as the course module on Internet
security (10 ECTS credits) was a prerequisite. Of these participants, the 37.5% gave
evaluation feedback via a questionnaire. The questionnaire included four closed
questions and two open questions where the students could provide a comment.
The questionnaire itself can be seen in Appendix 1. In the following, we take a
closer look to the results of the four closed questions, as the open comments mainly
referred to possible improvements, which we will consider in Sect. 15.

Question 1 aimed to determine whether the topics of the lab tasks have been
interesting and insightful for the students. The result of this question was that
modules 3 to 7 offered interesting insights for all students (100%) and module 2
offered interesting insights for 88.9%. Module 1 is unlikely to be of interest to every
student, as it is an introductory module where students are shown basics of SSH and
SSH-tunneling. The summary of obtained results is presented in Fig. 7a.
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Fig. 7 Results related to insightfulness, skills, materials, and feedback. (a) Insightfulness of
the offered modules (Note: module 8 was not offered during this edition of IVLIS). (b) Skills,
materials, and feedback

The second question inquired about the skills improvement perceived by the
students. Nearly every student confirmed that their skills have improved during the
course (88.9%).

Question 3 asked if the instructions for the lab tasks were sufficient to complete
the tasks. Almost half of all participants found some task description insufficient
(44.4%). However, none of the students that wished a more detailed description
named a task where improvements were necessary. This might be an indication that
this critique is more a kind of “not completely satisfied.”

Within the fourth question, the usefulness of the traffic light-like evaluation of
the lab tasks functionality was assessed. It seems that the function was not sufficient
for every student, as 44.4% students found it partially sufficient or insufficient. One
reason might be that the automated test of task completion based on scripts is not
perfect (see Sect. 15), so the question might better have been worded if the students
found this function helpful. The visual summary of questions 2, 3, and 4 is illustrated
in Fig. 7b.
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Edition: Fall 2018

In the following semester, the virtual lab was run for the first time with an
international student population: there were 16 students from FernUniversität, nine
students from Warsaw University of Technology, and three students involved in a
learning path within the National Research Council of Italy. Evaluation feedback
reached us from 50% of the students that participated in the lab evaluated the virtual
laboratory, specifically from five students from FernUniversität and nine students
from Warsaw University. In the following, when percentages are given in brackets
they are referring first to the German participants.

Due to the fact that questions remained unanswered in the first evaluation, e.g.,
which modules provided insufficient information to complete the tasks, we decided
to design a module-oriented questionnaire. The questionnaire was divided into
four categories: organizational, content-related, communication-related, and general
questions. Through the finer granularity of the questions it should be clearer which
modules have an insufficient task description. The altered questionnaire of this
semester can be seen in Appendix 2.

In relation to the organizational questions, for the most of the German and Polish
students the time frame of the lab was adequate (80% vs. 88.9%). Furthermore, we
asked if the lab course corresponded to their ideas and wishes. All of the German
students and two-third of the Polish students agreed with that question (100%
vs. 66.7%). The last of the organizational questions were related to the contacts
established with students from other universities. It turned out that just only 11.1%
students made contact with a student from another university. The summary of the
organizational questions of the German students is presented in Fig. 8a, while the
results for the Polish students are illustrated in Fig. 8b.

The second category contains the content-related questions. First, the students
rated the difficulty of each module. The level of difficulty seemed appropriate for
the German students, as most of the tasks were felt to be appropriate (ranging from
easy to hard). No extreme values (very easy/very hard) have been selected, except
for the introductory module 1 and the modules 7 and 8. On the part of the Polish
students, the result looks slightly different. Here, almost every task has a certain
percentage of students who felt the task very easy, especially modules 2 to 4. The
comparison can be seen in Fig. 9a and b. Only module 8 (devoted to learn remote
code execution) was perceived by the majority of students of both institutions as
very simple (75% vs. 62.5%). This might be an indication that the Polish students
had a more advanced previous knowledge about security-related topics.

The task descriptions as well as the provided laboratory materials were under-
standable to a large extent by the students of both institutions. Thus, the improve-
ments applied after the first lab edition seem to be successful.

The next point of the questionnaire inquired for interest and new insights for the
students. It could be seen that for each module in the group of Polish students there
existed a subgroup which found the module just partially interesting. That covers
with the observation that a fraction of the Polish students found the task very easy.
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Fig. 8 Statistical results of the organizational questions. (a) German students organizational
questions. (b) Polish students organizational questions

It is conceivable that the Polish students already had more previous knowledge in
these areas.

The last content-related question asked about the time investment, it could be also
seen that the Polish students invested less time than the German students. Looking
at the mean, the time investment of Polish students of modules 1, 2, 3, and 5 were
12, 6, 11, and 8 min less than the investment of the German students, as depicted in
Figs. 10 and 11.

Due to the fact that IVLIS is an online course, we also asked participants about
the communication habits and how they helped the students to complete the tasks.
The intensity of forum usage by German and Polish students was nearly the same
(40% vs. 55.6%). Despite smaller group size, the e-mail contact was used more by
German than Polish students (40% vs. 11.1%). However, help from the mentors was
equally useful for both groups (80% vs. 85.7%).

In the retrospective, the majority of German and Polish students rated the course
as an enrichment of their skills (100% vs. 88.9%) and would recommend it to fellow
students (80% vs. 77.8%).



Fig. 9 Difficulty levels for module 2 to 4. (a) Difficulty level experienced by German students in
modules 2 to 4. (b) Difficulty level experienced by Polish students in modules 2 to 4

Fig. 10 Time investment of German students in modules 1, 2, 3, and 5
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Fig. 11 Time investment of Polish students in modules 1, 2, 3, and 5

Educational Aspects and Lessons Learned

As shown, the way of teaching cyber security by using a distance learning
framework has a lot of potential and enables additional benefits for the participants
of the course.

First of all, virtual labs have the advantage that the participants can schedule their
work when they find it most convenient: this is beneficial, especially for the students
combining their studies with professional work.

Second, it provides “virtual mobility” for both distance teaching and on-campus
students. It must be also noted that, in the case of typical (not virtual) labs, it
would be harder to add an international component, i.e., to engage students from
several countries to participate in the same tasks. Moreover, such lab organization
potentially encourages communication between the students improving the inter-
cultural and social experience. For example, students can see that different persons
and cultures may show different behavior with respect to deadlines. The cultural
and social experience can be fostered by special encouragement, e.g. having the
students introduce themselves in the forum, and by offering a brief tutorial on
cultural differences.

Obviously, the developed IVLIS lab can be extended and improved further by
including, for example, the following modifications:
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• adding an activity log to find out how much time an average student typically
spends on each performed exercise;

• incorporating a communication log in order to observe how many ques-
tions/comments about each task were exchanged. In the current setup one
explanation for the common lack of communication may be that students
communicated locally, in Poland within the campus and in Germany via e-mail;

• extending the number of tasks where students actively work in groups to facilitate
cooperation between the participants especially from different countries;

• requesting each student to write a short report about the solution of the given task
to be commented by the participant of another nationality.

Finally, the implementation of network scenarios using container technology
offers advantages in terms of performance and scalability. Kathara, Netkit’s suc-
cessor framework, also takes advantage of containers. With regard to the startup
time and the memory consumption the usage of container within Kathara can
decrease these two criteria by the factor 10 and 100 [26]. Older UML-based
systems like Netkit are considered to be much heavier and require a hypervisor as
well. Therefore, the use of container technology for the realization of the network
scenarios seems to us the more advantageous variant.

Conclusions

In this chapter we have discussed the importance of hands-on laboratories, which
are core learning tools for teaching cyber security in an effective manner. Since
deploying a physical laboratory is not always possible due to both technological
and monetary constraints, a possible idea is to rely upon some form of virtualization
or remote learning. To this aim, we presented a virtual laboratory framework
specifically designed to teach cyber security and developed within the IVLIS
Project. Emphasis has been put in providing a simple and scalable environment as
well as an easy to administrate and to restore platform. To satisfy such requirements,
we showcased the use of virtualization and containers.

An important part of our investigation dealt with efforts needed to provide an
international learning environment. In fact, the next generation of cyber security
experts are expected to face “borderless” challenges and cooperate despite their
physical location or cultural background. Results of our experimental campaign
with groups of students belonging to three different nations demonstrate the
effectiveness of our proposed architecture. For instance, the use of a forum allows
students to aggregate and to discuss the various tasks as to develop collaborative
interactions.

Future works aim to include group exercises and develop suitable performance
indicators as to allow a detailed evaluation of progress and to provide personalized
learning paths.
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Appendix 1: Questionnaire Spring 2018

1. Have the topics of the lab tasks been interesting and insightful for you?
2. Do you think that your skills have improved due to the course of the lab?
3. Were the provided labs materials (e.g. instructions, formulation of tasks) suffi-

cient for you?
4. How could the provided lab materials be improved? (free text)
5. Was the feedback that you received on the performed labs tasks sufficient for

you?
6. Would you like to comment on issues related to the lab course that have not been

considered within the provided questions? (free text)

Appendix 2: Questionnaire Fall 2018

1. The time frame of the laboratory was adequate (start and duration).
2. The organization of the lab course corresponded to my ideas and wishes.
3. I made contact with students from other universities during the lab course.
4. Rate the difficulty of each Module.
5. Evaluate the sufficiency of the provided lab materials of each Module. (free text

if no or partially)
6. The targets of the tasks were clearly formulated?
7. Have the topics of the lab tasks been interesting and insightful for you?
8. How many minutes did you invest to solve each module?
9. I used the forum to exchange ideas/approaches for solutions.

10. I had e-mail contact with a mentor to get help on a task.
11. The feedback of the mentors helped me to solve the tasks? (free text if no or

partially)
12. Would you recommend the lab to a fellow student? (free text if no or partially)
13. Do you think that your skills have improved due to the course of the lab?
14. Would you like to comment on issues related to the lab course that have not

been considered within the provided questions? (free text)
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Cybersecurity in Action

Vickie McLain

Introduction

The most successful students seem to have one factor in common. It’s called
experience. Employers all want to hire people who have experience. Student
workers in our department were very successful for multiple reasons. The two most
important reasons were experience and teamwork. It’s important to not just have
experience at doing homework, but working together in an environment where the
decisions that are made will affect the lives of other people. This is commonly
known as experiential learning, where the learner is afforded with the facility to
perform hands-on learning [1]. Though it would be great to hire every student to be
a student worker, that option isn’t feasible. The only other option is to give every
student the same type of experience on a smaller scale.

Experiential learning has been in practice for a long time with positive results.
Experiential learning focuses on learners reflecting on their experience, so they may
gain conceptual insight as well as practical expertise [2]. This project used several
different types of experiential learning that included project-based, case-based, and
problem-based all combined in a realistic business scenario.

Experiential education has value beyond building the social skills, work ethic,
and practical expertise that are important in professionally oriented programs (Eyler,
2009). Experiential learning has taken place in the workplace in the past, but with
security restrictions it can be quite difficult to provide a workplace experience for
each student.

There are very few jobs where you can work independently without requiring
some type of regular communication with coworkers. Communication or lack of
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communication could be the reason a business grows or fails. It was very important
that students worked with groups of their classmates to complete their work.
Students need to be able to make decisions in a group based on the results of data
they determine using their technical skills. The other important concept they need
to master is troubleshooting in a team. Solving problems together can also help in
skill retention.

The National Initiative for Cybersecurity Education (NICE) Cybersecurity Work-
force Framework [3] was used to determine what type of job duties students would
be performing in their organization. Students were given a link to NIST Special
Publication 800-181, and it was included in their class content. It’s important to
provide students with resources they can continue to rely on throughout their career.

Students often contact us after graduation describing their experiences. After
speaking to a lot of student graduates and employers, it seemed that students were
aware of all the concepts and tools of the trade. However, there seemed to be an
adjustment period before the new graduates were aware of the appropriate time or
situation to use their new set of tools.

It seems many skills are taught independently of each other, but students never
get to put them all together in a realistic situation. Students would be much better
prepared for the workforce, if they could use their skills the same way that they
would be using them in the future. When students enter the real world, they don’t
have numbered instructions mapping out what they will do at work. They need to
use their education to make the right choices for the environment they are working
in. That environment often contains policies, some of which are very restrictive.
They need to be aware of various policies they may need to work with and know
how to keep their organization in business while following the policies. Our students
have found out the hard way that having the most secure environment in the world
is useless if it prevents the business from running.

Lake Superior College was fortunate to be a recipient of a cybersecurity
workforce education grant, which provided the funding for us to create a new lab
designed to help students have a better understanding of cybersecurity careers and
procedures.

Methodology

Planning

Lake Superior College designed a suite of six student business pods that are utilized
by student small groups during courses and extracurricular activities. Students
designed and configured a network that they need to protect as if it were a real
business. Their business pod conducts regular business-type activities. They utilize
the tools they have learned in their networking and cybersecurity courses to keep
their business operational. Students will continue working in these “businesses”
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throughout the semester in multiple classes. The business activities they complete
are related to the course content. Businesses are of different types, including
healthcare, finance, government, education, manufacturing, and transportation.

The objectives of these activities include the following:

• Increasing the preparedness of cybersecurity students.
• Accelerating their comprehensive cybersecurity skill level.
• Increasing student confidence in their cybersecurity skills.
• Enhancing student communications through working on real problems as a team.
• Providing training opportunities for community.
• Student understanding of cybersecurity work roles.

Providing a more “real-life” model motivated students to learn cybersecurity
skills, as well as enhanced their team communication skills. High school students
could see demonstrations of a more realistic scenario and are more motivated to
enroll in a cybersecurity career when they can see the types of tasks involved
in cybersecurity work. There was a lot of collaboration between faculty, student
workers, and students before the plans for this project were finalized. Decisions that
were required for this project were:

• How many businesses can the project support? This was partially dependent on
the room and the class size. A wall had to be torn down to make a bigger space
to house six businesses in the project.

• How many students should “work” in each business? It was decided to have four
students per group. Our groups pair campus students with online students, so
there needs to be at least one campus student in each group.

• How many drops are needed in each business? The number of drops was a little
higher than originally anticipated, because it seemed there were always extra
students wanting to help troubleshoot the “business” networks.

• What equipment is crucial to each business? The decision was based on the
basic equipment most students are required to support in their jobs. Each of our
businesses has a switch, wireless access point, servers (some virtual and some
physical), firewall, and three desktop workstations. Students also use their laptops
in their business.

• How much electrical power will this take? It took quite a while to get all
the specifications for equipment calculated to determine electrical requirements
for the room. The entire building needed a new piece of electrical equipment
installed, because it was almost at capacity before the project started. This
installation added about a month to the timeline.

• How will you cool the data center? Air conditioning was installed in the data
center room. Temperature monitors were also installed.

• What services are required from a third party and how much will they cost?

– Carpenters were needed to take down a wall and build an enclosure for our
data center. The college has had many handicapped students and some use
wheelchairs, so the data center needed to have double doors on each side so
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that they could roll their wheelchairs in to reach equipment. Carpenters also
had to construct the individual modules for each business.

– Electricians were needed to wire the room. The room required a lot more
outlets and a 220 line. The company that did the electrical work also installed
the Cat6 and all the drops. It’s always better to have too many outlets than too
little.

The rest of the work in this project was completed by our faculty or
students.

• What options will students have for backups? It was decided to use a storage area
network (SAN) drive and that each business would have a physical drive to use
as a backup as well.

• What equipment will need to be installed in the data center? A faculty team
created the equipment list and installation diagrams. They were assisted by
student workers. In our data center, there is a firewall, several servers, a SAN
drive, a keyboard, video, mouse (KVM) switch, and some large uninterruptible
power system (UPS) units. The specific equipment that was used is listed in
Fig. 1.

• What timeline will be used? The grant had a timeline of 1 year. The only delays
involved electricity. Some outlets had to be moved, and a standard outlet had to
be replaced with a 220 v outlet.

• What are the types/names of the businesses?

– Finance—Exploit Bank.
– Healthcare—Hackistan Regional Hospital.
– Government—Hackistan.
– Manufacturing—Cyber Flash.
– Transportation—Aircrack Airlines.
– Education—Hackster High School and Crypto College.
– Red team—sophomore hackers and penetration testers.

• What software will be used? After years of dealing with the need for constant
costly upgrades, it was decided that to make the project sustainable for the long
term, the majority of software must be open source. The other reason to use open
source software was that students would still be able to use it when they entered
their future jobs or could practice with it on their own. VMWare licenses were
purchased because students in our area have a high probability of needing to
support VMWare in the future.

Students surveyed different types of businesses to find out what types of
programs were most valuable in their businesses. They were given many names
of really expensive programs, so the students looked for open source programs
that would perform the same functions. Our students wouldn’t really be using
these proprietary programs in the future, but they still needed to know what kind
of data would be contained in these types of programs and how to protect it.

• Who will install the network equipment? Since our program name is Network
Administration and Cybersecurity, there were some very talented students avail-
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able who built the entire infrastructure under the direction of faculty. Students
had some great ideas of their own about what was needed in each business. It
gave the students some very good experience and was almost free labor, as many
of them worked on it for their capstone project!

• How will the physical room be configured? Our only requirements were six
separate spaces for each business and a data center that could be locked. There is
faculty at our school who is an architect that volunteered to design the space, so
every inch could be maximized. The room layout is shown in Fig. 2.

• What type of activities will students complete in their business? It was decided to
make the experience as realistic as possible, so students started at the beginning.
They needed to be interviewed (by other people working at their business),
even though they knew their chances of being hired were pretty good! Job roles
for businesses were selected from NIST Special Publication 800-181. The jobs
were limited to the ones that were possible within the limitations of the student
business, so they had a list to pick from. Students needed to prepare resumes
to obtain a job at their newly assigned organization. However, students needed
to look at the job roles, to determine what types of interview questions to ask
the students working in their business, so that they could evaluate the appropriate
skills. After getting hired, they were given a limited number of system credentials
to begin work.

• Which classes will these businesses be integrated into? The cybersecurity work-
force education lab is used for Computer Support, Security, Network Security,
Network Forensics, Incident Response, Ethical Hacking, Windows Server, and
Intrusion Detection and Prevention. The workplace is integrated into these
classes. It is also used to complete skills in most of our other classes, such as
testing websites, server installation and configuration, and OS installation.

• How else could the cybersecurity workforce education lab be used? It is used
for GenCyber [4] high school cybersecurity camps, Computer Support repair
business, and CyberPatriot [5] (high school cybersecurity teams) and as a Cisco
networking lab.

• What services will be available in student businesses? (Fig. 3)

Implementation

This is a summary of implementation steps.

Month One

1. Brainstorm ideas for businesses, including the type of business, software, and
hardware.

2. Set up project management software that can be shared, so everyone is aware
of what tasks are done or in progress.

3. Design a data center to support our six businesses.
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Fig. 1 List of project equipment

Fig. 2 Cybersecurity workforce education lab room layout

4. Design the infrastructure with associated network map.
5. Survey businesses to find typical software they use and what type of data is

most important to them.
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Fig. 3 Student business services

6. Design the location.
7. Order equipment.
8. Create different types of databases for each organization with fictitious names

and data.

Months Two to Four

9. Start writing curriculum.
10. Construct the room, including electrical outlets, furniture, and network

drops.
11. Install network equipment in data center which includes servers, switches, a

SAN, and UPS units.
12. Install equipment in individual businesses.

Months Five to Six

13. Install OS software.
14. Install software proprietary to each type of business.
15. Set up an additional penetration tester business. This used Hak5 tools and

open source software such as Kali Linux.
16. Staff test installations.
17. Students test installations.

Months Eight to Ten

18. Write manuals, network documentation, and directions for equipment.
19. Make policy reference manuals. Though students needed to look up business

policies themselves, there is a resource list in each business in case they have
problems finding them.
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20. Make signs and hang typical business posters for each business.

Months Eleven to Twelve

21. Add Scada/IOT equipment to businesses, which includes mini traffic lights,
power grids, and a conveyor belt. There was a separate Department of
Education grant for this, but it was decided IOT was important for students
to gain experience with.

Curriculum Integration

The curriculum was designed for students to complete business tasks in different
cybersecurity classes, depending on how it relates to the particular class. For exam-
ple, they need to configure firewalls in their business for the Intrusion Detection
and Prevention class. Some semesters students have stayed in the same business
throughout their program, and other semesters they have changed businesses.
Students do change to other businesses to make sure all the businesses have
approximately the same number of students. It’s also a good idea for students to
train in more than one type of business.

Example summaries for some class assignments are shown below:

Computer Support

1. Submit a job description that can be used for a business in our cybersecurity
workforce education lab (finance, healthcare, transportation, government, edu-
cation). Use the description of knowledge, skills, and abilities (KSAs) that can
be found in the NIST 800-181 documentation in the Content section to write a
resume so that it shows all your knowledge and abilities that would make you
qualified for the job.

2. Submit the resume clearly showing information about your own knowledge,
skills, and abilities as they pertain to the job you are applying for.

3. Be prepared to interview your coworkers based on KSAs that they are expected
to have for their job.

Security

Preparation: Students are told they have been hired by a business, and each student
is given their assigned “job” by the instructor. The only information they are
given about their business is some of the passwords. Students aren’t given all the
passwords, because students may need to take control of a network where they don’t
have all or any of the passwords.

Welcome to Your New Workplace.
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You have been assigned your job roles. Now you need to have a look at your
network.

These are the first tasks students are assigned at their new workplace:

1. Make a network map for your organization.
2. Make a list of regulations and policies you will need to follow in your

organization.
3. Log in to your equipment and make a list of your vulnerabilities.
4. Conduct an inventory of your business.
5. Map your network.
6. Develop a risk assessment for your business.
7. Create policies that your business must adhere to.
8. Research all applicable laws/policies that your business must follow and make

sure your business complies with the law.

Assets, Threats, Vulnerabilities, and Risk

1. Asset identification: Identify the assets in your organization using a spreadsheet.
Include appropriate information about assets such as price, serial number, etc.

2. Threat evaluation: Complete a threat evaluation for your organization. Identify
potential threats and their potential impact.

3. Attack tree: Design an attack tree for your organization.
4. Vulnerability appraisal: List the vulnerabilities your organization has currently.

Determine how your business will compensate for these vulnerabilities.
5. Risk assessment: Score your risks using a risk scale you create.
6. Risk mitigation plan: Determine how you will handle your risk and write a report

describing the actions that will be taken by your business.

Ethical Hacking and Systems Defense

This is a sophomore class, so only students who had completed their freshman year
successfully were able to perform the very popular “red team” assignment. This
assignment actually motivated a few students to make sure they made it to their
sophomore year.

Since there are no doors on our businesses, it made it very easy for the red team
to do all types of physical hacking on the unsuspecting freshman businesses. They
used several Hak5 tools [6] such as LAN Turtle, Rubber Duckies, Wi-Fi Pineapples,
and Bash Bunnies. All these students had access to Kali Linux [7] and Metasploit
[8] for software exploits. They were able to implement additional tools of their own.
They need to present a detailed report to the freshman business employees when
they complete their work.

The sophomore red team is expected to perform the following tasks:

• Use hacking tools to hack an assigned freshman business.
• Write a comprehensive report detailing vulnerabilities, risks, and ways to

mitigate the risks.



334 V. McLain

• Present the report to the freshman business and educate them on how they can
make their business more secure.

Network Forensics

The Web Server Investigation aspect entails the following activities:

1. Investigate the web server in your organization:

(a) What is the IP address?
(b) What IP addresses has your web server been communicating with?
(c) What information is available on your website?
(d) Are there any settings on the web server which don’t provide security?
(e) What information do you think should be available on your website?
(f) What else do you need to check and why?

2. Discover website vulnerabilities:

(a) Does your website have any vulnerabilities that can be exploited?
(b) What could a negative actor use to exploit them with?
(c) How can you make your website more secure?
(d) What type of negative actors do you think would target your organization?

3. Investigate and analyze the security of the server:

(a) Can you find any files on your web server that shouldn’t be there?
(b) How did you determine the files that shouldn’t be there?
(c) Did you find anything on the server that could be dangerous to your

organization?

4. Write a report:

Your team must answer all the Web Server Investigation questions. In addition,
the team must write a professional report that will be addressed to your
supervisor that summarizes the findings of the team.

Email Forensics Investigation.
Each group needs to search for five emails in their business and investigate the

five most suspicious looking ones.

• Check the following:

– Analyze headers.
– Server investigation (source of the email).
– Check firewalls for clues.
– Check for software-embedded identifiers.
– Check the received header for applications and versions used to send the

email.

• Write an email investigation report that includes the following for each email:
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Fig. 4 Project peer review form

– Source and destination.
– IP addresses of sender and receiver.
– Any suspicious text.
– Path the message has traversed.

Programming

Secure coding is the practice of developing computer software that is free of security
vulnerabilities [9]. In this project, programming students design “secure” websites
for the various student businesses. Students in each business need to find vulner-
abilities in the website. Student businesses are supposed to communicate with the
programming students who are designing the websites, to make sure it’s appropriate
for their organization. After cybersecurity students determine vulnerabilities, they
need to meet with the programming students who designed the websites so that they
can change them to make them more secure.

Peer Review

All students are required to submit a peer review form for every team project. On
every team, there are usually more motivated and less motivated students. For that
reason, the peer review grade is 25% of their final grade, so that students that don’t
participate won’t automatically get a good grade. An example of a peer review form
is in Fig. 4.
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Results

Students are very motivated by working in a realistic setting. The first day that
students were assigned to the lab at 10 am (the class is over at noon), almost all
of them were still there at 5 pm because they were enjoying it so much! High school
students use this lab, and it helps them put cybersecurity in a new perspective. A high
school student was working in our “Hackistan Regional Hospital,” and he decided
to shut all the ports on the firewall to secure his system, which ultimately shut down
his network. A student worker came up behind him and said: “Now the patients
are all dead.” That might be an extreme example, but it really makes the students
think about the far-reaching consequences of the decisions they make involving their
network.

Businesses volunteered to donate some of their old equipment that was connected
to the network, so students could be prepared to defend it. The intent is to add more
specific industry equipment in the future. It will shorten the training time for their
future employees.

Student teams are much better prepared to work with their online coworkers. Stu-
dents have often expressed the fact that they have no prior professional experience
in working with people online. Though initially the perception was that this would
be one of the easiest skills for them to master, it turned out to be one of the hardest.
It started with simple issues like scheduling meetings when their coworkers weren’t
available (because they didn’t find out when they would be available ahead of time).
They also had technical issues choosing which platform to use for communication.
It took some teams a long time to figure out how they would divide their work.
However, after students finished their first semester working at a “business,” their
collaboration with their team ran much more smoothly.

It would be beneficial if students were able to log in to their business networks
remotely to administer them, but that option is not available at our college. To
circumvent that problem, the campus students share all the information they find
with their team. In many cases, it is the online students who are directing the campus
students in their projects.

Students who went through our program as an employee of one of our “busi-
nesses” reported they thought it made them much better prepared to start work. In
fact, one student who started an internship working for our state said: “The work is
easy here. I just keep doing your homework all the time.” It appears that our goal of
increasing preparedness and accelerating skill levels has been accomplished.

Student confidence has been increased, because students are much more familiar
with the tasks and decisions that will be required in their jobs. Anyone who has spent
years coaching knows it’s easy to see that the teams that are most confident are the
ones that practice the most. The teams that have the most practice usually are more
successful as well. People who are less confident may be less willing to contribute in
a team environment [10]. Problem-solving can be accelerated by working as part of
a team, with members that bring differing skills and perspectives to help determine
a solution.



Cybersecurity in Action 337

Discussion

The principles that were used in developing this project could be used anywhere in
a smaller or larger scale. Colleges could develop virtual business networks to have
students run different types of businesses.

However, the importance of students having experience on a physical machine
can’t be diminished. Though this might not be possible for everyone, students
should have an opportunity to see and troubleshoot a physical network. Transi-
tioning from a system administrator to teaching college, it was easy to see some
gaps in the virtual experience. For example, in reality RJ-45 plugs were often wired
incorrectly or just not plugged in all the way. Connection problems such as this are
integrated into the labs in our project. Though virtual machines are very convenient,
they need to be installed on a physical machine somewhere, and there will always
be a need for employees to be able to manage those machines.

It’s difficult for students to know exactly what tasks they will be undertaking
in their cybersecurity career. There are several reasons for this, but one of them is
the fact that many cybersecurity companies can’t let students into certain areas or
let them perform some tasks for security reasons. However, there is a still a need
for students to understand what they will be doing in the future to determine if it
will be the best path for them. Cybersecurity is such a broad field, that without an
opportunity to explore some of the specific types of career possibilities, students
might not be able to find the career that they can be passionate about.

Students need to think about cybersecurity in a holistic way. Understanding
cybersecurity is not just about learning to use tools such as Wireshark; it’s about
knowing when and why to use that tool. When working with information and
technology, students need to think about who and what will be affected by the
changes they make. When students work as part of a team, they try harder because
they don’t want to let down their teammates. Working with others can dramatically
increase motivation to complete difficult tasks, even when they may do part of the
work alone [11].

Hands-on learning is another important educational tool for students. Many
students with 4-year computer science degrees enroll in 2-year colleges to get hands-
on experience, because it’s more difficult to get hired without experience. Even if
students have not been employed before, they are often asked situational questions
during interviews that they can’t answer without this type of experience. Students
who have the educational experience of working with coworkers in a business to
solve technical problems can use this experience to advance their careers.

One important factor that can’t be overlooked is sustainability of the lab.
Documentation and directions are very important, as well as staff to manage the
lab. Faculty and student workers may leave, so there needs to be a plan in place that
can be easily followed by new staff.

The project at Lake Superior College involves about 100 students per year.
Further research could be done on a bigger scale to measure the success of students
involved in this type of learning.
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Conclusion

The students at Lake Superior College were surveyed during the course of this
project. All the students except one reported the experience as beneficial to their
education and careers. The one student who reported a negative experience was
coincidentally failing the class already.

The students who were part of the design, creation, and installation of this project
were exceptionally successful. Many of those students received full scholarships to
complete their degree at a 4-year institution and are now very successfully employed
in government service.

Those students who worked in the cybersecurity workforce education lab as part
of their coursework also reported that they felt more confident about starting their
career and felt better prepared to contribute to their organization. Past students had
reported it had taken them a little longer to feel confident and skilled enough to
contribute. They said they spent more time in observation than the students who had
been trained in the cybersecurity workforce education lab.

Students who had been trained in the cybersecurity workforce education lab were
more proactive about their careers. Instead of finding out about the specific policies
after something happened, they investigated the policies and rules the company had
to follow much earlier. They also took the initiative to look at the cybersecurity
posture of their organization.

Learning cybersecurity skills by using them in a realistic atmosphere can be
valuable to increase student confidence, motivation, and preparedness for their new
career. Preparing more students to make a quicker contribution to the cybersecurity
workforce is something that could benefit everyone.
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Status of Cybersecurity Awareness Level
in Malaysia

M. R. K. Ariffin and M. Letchumanan

Introduction

The threat of cybercrime is expected to increase exponentially as the number of
Internet users increases day by day. The development of new technologies such as
the Internet of things (IoT), cloud services, big data services and mobile computing
further increases the risk of cybercrime. As technology becomes increasingly
sophisticated, cyber threats follow the trend of becoming more unique and complex.

Basically, cybercrime involves activities such as theft of personal information,
businesses’ intellectual property and obtaining knowledge of sensitive information
for financial or political gains or other malicious purposes [1]. Meanwhile, types
of cyberattacks involve malware, account hijacking, targeted attack, vulnerabil-
ity, malicious script injection, denial-of-service attack (DDoS), defacement and
brute-force or credential stuffing [2]. It is reported that besides individual users,
companies, institutions and governments are also facing threats from cybercrime
every day [3].

In Malaysia, the Royal Malaysian Police reported that cybercrime is the trendiest
crime in the country where it has surpassed drug trafficking as the most rewarding
crime. Statistics from the Royal Malaysian Police indicated that 70% of commercial
crime cases are now being categorised as cybercrime [1]. On the same note, on
February 28, 2018, TREND Micro Incorporated, a cybersecurity solutions provider,
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Table 1 Cybercrime
incidents reported in
Malaysia (Adapted from
MyCERT)

Year Number of cybercrimes

2019 9805
2018 10,699
2017 7962
2016 8334
2015 9915
2014 11,918
2013 10,636
2012 9976
2011 15,218
2010 8090

reported that Malaysia is ranked first in Southeast Asia (SEA) for the number of
malware cases, with 16 million malware threats throughout the year. In addition
to that, Malaysia is also categorised as the most heavily hit target in the region,
where almost 350,000 malicious URLs are hosted locally which affected 10.5
million victims. Meanwhile, Malaysia is also ranked second behind Singapore for
experiencing the most business email compromise (BEC) attacks [4].

According to a senior officer of the Communications and Multimedia Ministry
(KKMM), Malaysians reported 2207 cases of cybercrimes involving RM67.6
million in the first quarter of 2019. The three most popular cybercrime activities
reported were scamming via telephone calls (773 cases with RM26.8 million
in losses), frauds in online purchases (811 cases with RM4.2 million) and the
‘African Scam’ (371 cases with RM14.9 million) [5]. Table 1 shows the statistics
of cybercrime cases reported in Malaysia between the years 2010 and 2019.
They comprise incidents such as vulnerability reports, denial of service, cyber
harassment, intrusion attempt, content related, malicious codes, intrusion, spam and
fraud. The figures show that the number of cybercrime cases reported in Malaysia
ranges from 7900 to 16,000 which indicates that cybercrime threats in Malaysia are
in a serious condition and need effective solutions. The statistics in Table 1 show
that the number of cybercrime cases in Malaysia is not constant every year. For
example, the number of cases for the year 2019 decreased when compared to 2018.
The same pattern is recorded for the year 2015 where the number of cases is higher
when compared with the following consecutive years (2016 and 2017). Although
there is no exponential growth in terms of number of cases every year, the total
cases recorded is considered high for a small nation such as Malaysia. The statistics
were provided by the Malaysian Computer Emergency Response Team (MyCERT),
which is the centre of reference for the Internet community in Malaysia to handle
computer security cases. Muniandy et al. [6] believed that the actual number of
cybercrimes in Malaysia is much higher than what has been reported by MyCERT,
as not all victims would come forward and report such incidents to the relevant
authorities. Meanwhile, Fig. 1 shows the reported incidents based on the General
Incident Classification in the year 2019 in Malaysia.
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Fig. 1 Reported incidents based on General Incident Classification 2019 (Adapted from MyC-
ERT)

The volume of cybercrimes in Malaysia is getting larger every year due to various
reasons. One of the main reasons is lack of users’ awareness of such threats [26].
As highlighted by Ludwig [7], ‘there are numerous controls of IT professionals
who can implement strategies to safeguard electronic information from unauthorised
users. Practically, the authorised end users that possess the IDs and passwords and
have access to data, giving them the ability to print it, share it, alter it or delete it,
are the weak link. If they are careless or choose weak passwords, casually discard
confidential printed reports in the trash, prop open doors to secured areas, fail to
scan new files for viruses, or leave backups of data unsecured, then that information
remains at risk’.

It is revealed that the youth group is one of the main target groups of this cyber
threat because they may be unaware or too immature to recognise these threats
[8]. Besides that, children, adults and senior citizens are also reported to be the
victims of various kinds of cybercrimes due to lack of awareness [9]. Interestingly,
Kim [10] argued that it is very often that heavy users of Internet and other digital
devices that are vulnerable to cybercrimes are the least knowledgeable and unaware
of cybersecurity issues and prevention.

Cybersecurity Awareness Status in Malaysia

The chief executive officer of CyberSecurity Malaysia, Datuk Dr. Amirudin Abdul
Wahab (2019), pointed out that 99% of successful cyberattacks in Malaysia were
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due to human errors [11]. This is further supported by Gratian et al. [12] who
admitted that the human factor is the major weak link in cybersecurity because
of some common mistakes they usually make online. Among others, the mistakes
include opening suspicious email attachments and clicking on phishing links. The
chief executive officer of Cybersecurity Malaysia further stressed that having the
best technology alone cannot combat cyberattacks but educating people on how to
be safe in the cyberspace is the most critical factor.

In Malaysia, empirical evidence showed that people with higher education level
and better computer skills are more aware of cyber threats. Furthermore, females
also recorded higher cybersecurity awareness level. Hence, in order to have a
heightened sense about cybersecurity across society, the government of Malaysia is
working towards increasing cybersecurity awareness level among school children,
senior citizens and people with lower academic background and computer skills.
Ong and Chong [13] concluded that individual personal traits such as conscien-
tiousness, extraversion and agreeableness and an individual’s behavioural intention
towards common information security risk such as email management and malicious
software protection determine an individual’s self-awareness of information security
risks.

Sophos [14] has revealed that in Malaysia executives assumed that their compa-
nies ‘will never get attacked; will get attacked but there is nothing that they can do;
cybersecurity is easy; and cybersecurity professionals over-exaggerate threats and
issues’. These statements are alarming and point towards the fact that cybersecurity
awareness among highly educated professionals in Malaysia is still poor and
needs to be improved to protect their cyberspace. Meanwhile, the executives also
stated that organisations are facing difficulties to recruit skilled cybersecurity
professionals, there is insufficient budget for cybersecurity and it is challenging to
stay up to date with cybersecurity technology. Zainudin and Molok [15] investigated
the awareness level of cybersecurity managers on advanced persistent threat (APT)
in financial institutions in Malaysia. It was reported that factors that influenced APT
awareness among financial institution employees included the emphasis on informal
learning on APT, attackers’ financial motivation, financial institution’s reputational
risks and the availability of financial regulatory requirements to protect the financial
institution from the risk.

The Ministry of Education Malaysia together with CyberSecurity Malaysia and
Digi (a telecommunication provider in Malaysia) [16] conducted a study among
primary and secondary school students in Malaysia to determine their cybersecurity
awareness level. The findings of the study reported that 2/3 of the students have
access to computers with Internet connection and mostly spend 8 h or less in a
week on online activities. Most of the students use Internet facilities at home under
adult surveillance. They use the Internet for Facebook access, followed by other
online activities such as online gaming and downloading music and movies. The
students admitted that they do not feel safe when using the Internet but they realise
the importance of Internet safety. Moreover, they admitted that they do not know
how to protect themselves from becoming cybersecurity victims. It is surprising to
note that more than half of the students (56%) admitted that they never shared their
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passwords with anyone. Those students who shared their passwords normally shared
them with parents, close friends and family members. About 32% of the students
used one password for all the accounts and never had the habit of changing them.
The characteristics of the passwords showed that half of the students used passwords
with eight characters long, but they used one type of character such as alphabets. It is
noted that 20% of the students had been victims of cyberbullying. From the study, it
can be concluded that the cyber awareness level among the selected school students
was still at the average level and action is needed to be taken to increase their
awareness. The report also suggested that parents need to play an important role
in safeguarding their children and exposing their children to cyber safety methods
as they mostly use the Internet at home.

In 2017, Zahri et al. [1] conducted a study among primary and secondary
school students throughout Malaysia to investigate the cybersecurity situational
awareness level in this category. The respondents were divided into three groups
based on age, where Group 1 consists of primary school students aged 7–9 years
old, Group 2 consists of primary school students aged 10–12 years old and Group
3 consists of secondary school students aged 13–17 years old. Different sets of
questionnaires were distributed to each group of students. The aim of this study
is to introduce awareness modules in the school syllabus based on the current
status of cybersecurity situational awareness level. The authors concluded that
there is generally a sense of cybersecurity awareness among the respondents. The
study reported that the issues that should be addressed to the students revolve
around social media, such as how to use social media responsibly and the type of
appropriate posts in social media. Moreover, parents also should be educated in
terms of not allowing their children to have social media accounts at a very young
age, especially between 7 and 9 years old. Moreover, there is a need to educate
teachers and parents on the necessity to teach their children how to use the Internet
in a safe way.

In Malaysia, empirical studies on cybersecurity awareness are mostly conducted
among higher learning institution students or youths between the ages of 18 and
30. For instance, a study was done among higher education students to understand
the cybersecurity behaviour of the youth group [6]. The study reported that the
cybersecurity behaviour of the participants was not satisfactory and their behaviours
in all aspects of cyber threats were vulnerable. This study investigated higher
education students’ awareness level on threats such as password usage, phishing,
social engineering, online scam and malware. It is important to note that some
of the threats faced by the participants could be eliminated if they were aware
of these threats. Meanwhile, a study by Khalid et al. [17] showed that university
students demonstrated more than 80% of awareness level on certain cybersecurity
elements such as cyberbully, personal information and Internet banking. However,
their awareness level on cybersex and self-protection is not at the satisfactory level
(less than 80%). The authors advised that various role players need to work together
to increase the awareness in terms of cybersex and self-protection. Another study
conducted among academic staff in the northern part of peninsular Malaysia noted
that the majority of academicians have reasonable knowledge on cyber threats such
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as phishing, computer viruses and trojans [18]. However, many of the academicians
are still willing to share their passwords under certain circumstances. This again
paves way to increased cyber threat cases.

On another note, research findings also indicate that preuniversity students’
awareness level is at an average level and there is no significant difference between
male and female students’ awareness levels. The findings further pointed out
that students with computer skills showed a better cybersecurity awareness level
(Suwarna [19]). In addition to that, Hasan et al. [20] indicated that gender, age,
knowledge of cyber offences and academic qualification among higher learning
institution students determine their level of cybercrime awareness. The authors
asserted that female students are more aware and have affirmative insights about
cybercrime. Those students who are more than 24 years old showed more awareness
level compared with those under the age of 23. Finally, students with knowledge
of cyber offences and who possess higher academic qualifications are more
aware of cybercrime activities and view the issue seriously. The authors generally
investigated the awareness of respondents towards seven security threats such
as unauthorised access to computer material, unauthorised access with intent to
commit or facilitate commission of further offenses, unauthorised modification of
the contents of any computer, wrongful communication, abetments and attempts,
cyber terrorism and cyber nuisance.

With regard to how individual differences could mediate higher learning insti-
tution students’ cybersecurity behaviour and beliefs, another study was conducted
to understand the mediation effects of age, gender and education level on factors
that influence cybersecurity behaviours and beliefs [21]. The study was guided by
the health belief model and protection motivation theory. The health belief model
has variables such as perceived severity, perceived benefits, perceived susceptibility,
cues to action and perceived barriers. Meanwhile, protection motivation theory
comprised constructs such as perceived severity, perceived susceptibility, response
efficacy and self-efficacy. Results reported that students’ cybersecurity behaviours
were mediated by age for factors such as perceived severity, peer behaviour, famil-
iarity with cyber threats, response efficacy and perceived vulnerability. The study
also found that security, self-efficacy, computer skills and prior experience were
among the cybersecurity scales that were impacted by gender. Finally, educational
level differences existed in cues to action and familiarity with cyber threats.

In addition to this, Ishak et al. [22] investigated security awareness among social
networking site users. Respondents from various age groups, genders and academic
qualifications participated in the study. The majority of the participants fell under
the age group of 18–26. The authors assessed the awareness level of respondents
based on three categories, namely, basic, technical and advocacy. The result showed
that the female group and highly educated respondents were more aware of the cyber
threats. Highly educated respondents also took initiatives to educate their children
on the proper use of social networking sites.

Meanwhile, Saizan and Singh [23] conducted another research among social
networking site users to determine the level of cybersecurity awareness. Further-
more, the study also investigated the factors that contribute to the awareness
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level of cybersecurity. Respondents are from a private higher learning institution
in Malaysia. The authors have validated the influence of knowledge factors that
included items to test respondents’ knowledge on cyber threats, laws regarding
cybersecurity and cybercrime. Besides, the authors also investigated the contribution
of environmental factors such as influence of parents, friends and colleagues to
increase cybersecurity awareness level. Finally, the influence of attitude factors
that comprised measurements such as workshops attended to increase cybersecurity
awareness level, knowledge on cybersecurity laws, reference to external resources
when confronting cyber threats and the measurements taken to overcome cyber
threats was also included. The results showed that the respondents scored medium
for knowledge and attitude factors. Sadly, they scored very low for the environmen-
tal factor. Thus, it can be concluded that the cybersecurity awareness level of social
networking site users is still not at an encouraging state. The authors suggested
that the respondents should be exposed to more workshops and training related to
cybersecurity awareness. Moreover, organisations are suggested to give initiatives
to respondents who had implemented appropriate cybersecurity measurement to
combat cyber threats.

A study by Arifin et al. [24] attempted to investigate parental awareness levels
on cyber threats, specifically whether they are aware of the risks of the Internet to
their children (below 17 years old). The study reported that 80.9% of the parents are
aware of cyber threat cases. Parents also admitted that they have a medium level of
awareness on their children’s online activities, which can lead to Internet addiction
among their children.

In 2016, Zahri et al. [25] conducted a focus group study among different kinds
of stakeholders such as children, youths, adults and parents and organisations
(both public and private sectors). Furthermore, the background of the participants
also varied; either they are from management, policy-making, law enforcement
and prosecution or research and technical fields. The authors summarised that,
in order to achieve successful cybersecurity awareness implementation strategy,
three implementation layers such as strategic, programme execution and content
development layers are necessary. The strategic layer outlines how the cyber security
awareness (CSA) initiatives are planned before implementation. Under this layer,
a national CSA forum will be held among experts, target group coordinators
and collaborators and partners to establish an accurate plan. The objective of the
second layer, the programme execution layer, is to set up a workable process for
input gathering and content dissemination to the correct target groups identified.
Personnel under this layer will work to collect the relevant input and the content
delivery to the targeted audience. This layer will also focus on capacity building to
train the trainers responsible in conducting the training programmes or workshops
related to cybersecurity awareness. Personnel under the content development layer
are responsible to develop the content or programme materials based on the target
group. This is because the same awareness topic delivered to different target
audiences will most likely require different content and media based on their
education background and community status.
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Table 2 summarises findings from past research that were conducted in Malaysia
regarding cybersecurity. The findings showed that research related to cybersecurity
was conducted among primary and secondary school students, higher learning
institution students, parents, general public and top management of organisations. It
can be observed clearly that research among senior citizens is very low. Hence,
it is recommended to conduct further research among senior citizens who can
easily become victims of cyber threats. Furthermore, it is recommended to conduct
research among all higher learning institution students in Malaysia who are active
users of the Internet. This is because the current research only focuses on a few
selected higher learning institutions in Malaysia.

Table 2 also shows that interest within past studies in Malaysia in the field of
cybersecurity revolved around studying the perception on cyber threat, cybersecu-
rity awareness level, cybersecurity behaviour and belief, factors that contribute to
the cybersecurity awareness level (mediating effects of gender, age and education
background level) and the strategies that needed to be implemented in order to
increase cybersecurity awareness status. In the future, it is recommended to conduct
research to evaluate participants’ knowledge on the available laws and regulations in
Malaysia and the legal consequences that resides within. It will help the participants
to realise their rights when they are faced with cyber threats as well as the limitations
within the Malaysian context.

Steps Taken to Combat Cyber Threats in Malaysia

The Malaysian government is very much concerned about the increase in cyber-
crime cases. Accordingly, the government formed an organisation in 1997 known as
Malaysian Computer Emergency Response Team or MyCERT. Eventually, in 2007,
the MyCERT mandate was restructured under a new entity known as CyberSecurity
Malaysia (CSM). CSM was formed to create and sustain a safer environment, to
promote national sustainability, to ensure social well-being and to promote wealth
creation within Malaysia’s cyberspace. Moreover, CSM also provides statistics on
cybercrime cases in Malaysia as well as advice and suggestions to the government
and nongovernment bodies to combat cybercrime cases. From time to time, they
also conduct roadshows to increase the level of cybersecurity awareness among
Malaysians.

Meanwhile, in adopting the cyberspace as a new frontier for the Malaysian public
to utilise, the Malaysian government has among others taken proactive mechanisms
to increase awareness of such facilities, ensure their effectiveness and provide legal
framework to mitigate issues that might arise. These initiatives are aimed to propel
a seamless migration from the traditional ‘brick and mortar’ environment towards
the digital environment that will in the end increase its potential through global
connectivity within a secure environment. Whilst Malaysia has acknowledged the
inevitable transition into the digital world, the Malaysian government has taken a
unique approach of still playing the role of being the ‘guardian’ for Malaysians.
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Although this approach has received alternative views with regard that it might
hamper the democratisation of Malaysian’s cyberspace, in general, it has been well
accepted by the Malaysian population. In line with this, the Malaysian government
has proposed and implemented several agendas, policies and acts to protect the
public against cyberattacks and ensure secure digital privacy. Some of the agendas,
policies and acts are:

National Cryptography Policy (NCP) 2013

Cross-border telecommunication networks allow information to be intercepted and
accessed illegally. The anonymity issue that exists in cyberspace is now an obstacle
that makes it difficult to verify the identity of the user. As such, the widespread
use of cryptography in government-to-government electronic affairs, government-
to-people, government-to-business and business-to-business is seen as capable of
creating a safe and reliable cyber environment. The NCP was formulated to
enhance efficiency and achieve independence in the use of cryptography towards
economic prosperity, citizen’s well-being and national security. It also emphasises
the importance of the country to use trusted cryptographic products (which have
undergone a process of evaluation and certification by designated government
agencies) in all aspects of information security. In fact, this policy is also in line
with NCSP and at the same time complements NCSP.

National R&D Roadmap for Self-Reliance in Cybersecurity
Technologies 2011

Through this initiative, this roadmap lists the areas of research and development
needed by Malaysia for its independence in cybersecurity technology. The plan
was formulated by MIMOS, Malaysia’s national applied research and develop-
ment centre, in collaboration with a consortium of 22 organisations representing
academia, government, industry and researchers aimed at integrating and managing
all cybersecurity research and development (R&D) programmes and projects. This
effort is aimed at avoiding duplication and promoting academic, industry and
government cooperation. Guided by an integrated R&D framework, this direction
will focus on technologies that will protect the Critical National Information
Infrastructure (CNII) with the goal of achieving independence in the technology.
It is hoped that the above goals will be achieved by increasing efforts to promote
cybersecurity research at research institutes to increase the size of the research
community in the field of cybersecurity.
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MIMOS identified seven prominent fields to conduct research. They are:

1. Secure communications.
2. System that can be used without exception.
3. High availability systems.
4. Network surveillance, response and recovery.
5. Trust relationships.
6. Secure access.
7. System integrity controls.
8. Traceback, identification and forensics.

National Cybersecurity Policy (NCSP) 2006

This policy is aimed towards implementing agendas to ensure the protection of
organisations or agencies which are identified as one of Malaysia’s Critical National
Information Infrastructures (CNII). This is in order to realise Malaysia’s vision
towards a cyber environment that is resilient and independent. Malaysia’s Critical
National Information Infrastructure (CNII) is defined as those assets (real and
virtual), systems and functions that are vital to the nation whereby their incapacity
or destruction would have a devastating impact on:

1. National economic strength; confidence that the nation’s key growth area
can successfully compete in the global market whilst maintaining favourable
standards of living.

2. National image; projection of national image towards enhancing stature and
sphere of influence.

3. National defence and security; guarantee sovereignty and independence whilst
maintaining internal security.

4. Government capability to function; maintain order to perform and deliver the
minimum essential public services.

5. Public health and safety; delivering and managing optimal healthcare to the
citizens.

The CNII sectors are:

1. National Defence and Security.
2. Banking and Finance.
3. Information and Communications.
4. Energy.
5. Transportation.
6. Water.
7. Health Services.
8. Government.
9. Emergency Services.

10. Food and Agriculture.
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The policy is divided into eight thrusts where each thrust is spearheaded by a
relevant Malaysian agency or ministry.

Electronic Commerce Act 2006

The Electronic Transaction Act 2006 was introduced to provide a legal recognition
of electronic messages and to fulfil the means and communication of electronic
messages. This act will protect any commercial transactions using electronic means
and other related matters. The act provides legal effect, validity and enforceability of
electronic messages and its contents, creation of content through electronic means,
recognition of requirements for writing, signature, seals, witness, originality and
copies and allows the service and delivery of electronic documents online. This
act is to protect public who are using electronic mode transactions and believed to
increase their awareness on measures that can be taken if they counter cyber threats.

Digital Signature Act (DSA) 1997

The Malaysian DSA which was modelled upon the Utah Digital Signature Act
(1995) is an initiative to ensure Malaysia will be the preferred investment destination
among multinational information technology companies. Specifically, the DSA
outlines methodologies to appoint a Certification Authority (CA), the functions and
responsibilities of a CA and the needs of digital signature users. The DSA also
outlines issues such as the acknowledgement in the eyes of the law on the utilisation
of digital signatures, liabilities that CA may incur and the usage of time stamping
mechanisms. There are two points to take note: The first is that even though the
DSA gives accreditation that a digital signature can be treated in the same manner a
traditional signature must be treated, there is no mention on the need for electronic
records to be treated in the same manner a hardcopy or contract is treated. This
might imply that in the eyes of the law, the need to store records does apply to
digital records. The second point to mention is with regard to the amount of liability
to be incurred by the CA if the digital signature is forged. Within Sect. 8 of the
DSA, it is mentioned that the liability amount is a quantum that the CA will have to
discuss with customers. This clause should be read carefully by potential customers
in order not to be at the receiving end if forgery does occur.

Computer Crime Act 1997

The Computer Crime Act (1997) which became effective as of June 1, 2000, was
created to combat offences related to unauthorised access to computer material,
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unauthorised access with intent to commit or facilitate commission of further
offence, unauthorised modification of the contents of any computer, wrongful
communication, abetments and attempts punishable as offences and presumption.
The act is applicable to any person regardless of his nationality or citizenship and
has an effect outside as well as within Malaysia. If the offense is committed by an
individual in any place outside of Malaysia, he may be dealt with in respect of such
offence as if it was committed at any place within Malaysia. A person found guilty
under this act is liable to fine and imprisonment. In 2019 alone, around 10,772 cases
were reported under this act generally [2].

National Information Technology Agenda (NITA) 1996

NITA focuses on the development of human resource, information structure and
applications that will increase value and provide fair access for Malaysians to ensure
qualitative change towards a society based on knowledge by the year 2020.

NITA identified five critical strategic thrusts that will enable Malaysia’s migra-
tion into the digital world. The thrusts are:

1. E-Community.
2. E-Public services.
3. E-Learning.
4. E-Economy.
5. E-Sovereignty.

These five thrusts will spearhead Malaysia’s ambition to embrace change
systematically. Malaysia believes that by addressing these five thrusts in a precise
and concise manner, the process of entering into the digital world will be less
‘stressful’ and can have a high acceptance rate by Malaysians.

It is clear that thrusts 1 to 4 embody the case scenarios of Malaysia’s digital
space, whilst thrust number 5 reflects Malaysia’s awareness of potential security
issues that might arise. Through the E-Sovereignty thrust, Malaysia prepares its
information technology infrastructure based on current security mechanisms as
well as develops local human capital in order to ensure wide acceptance among
Malaysians.

Conclusion

This chapter highlights the status of cybersecurity awareness level among
Malaysians. Besides, it also discusses the initiatives taken by the Malaysian
government to combat cyber threats in Malaysia. It is obvious that cybercrime
cases in Malaysia are increasing every year and Malaysians have become the
main target of cyberattackers among the Southeast Asian countries. Furthermore,
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it can be noted that not much initiatives have been taken by the government to
understand the level of cybersecurity awareness among the public from a wide range
of ages. To date, most of the empirical research had been conducted among higher
learning institution students, and not much effort has been taken to educate senior
citizens who are mainly ICT illiterate. These senior citizens could easily become
the target of cyberattackers, mainly because of their lower level of cybersecurity
awareness. Hence, it is suggested for further research to be conducted to assess
the cybersecurity awareness level among public from a wide range of age group
and construct proposal actions that need to be taken to continuously educate the
people.
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Cybersecurity Education: The Skills
Gap, Hurdle!

Samuel Ndueso John, Etinosa Noma-Osaghae, Funminiyi Oajide,
and Kennedy Okokpujie

Introduction

Cybersecurity is the name given to the goal of protecting information systems (IS)
from disruption, data breaches, unauthorised access, exploitation and modification
[1]. Cybersecurity is also the amalgamation of concepts, strategies, practices
and tools to protect the cyberspace and information assets of organisations. The
instrument of cybersecurity ensures the confidentiality, integrity and availability
of information. Vulnerabilities in cyber environments are the result of device
mobility proliferation and widespread digitisation. Cybercrime like identity theft
and phishing is becoming rampant. The dependence of many organisations on third-
party enterprise of IT/IS services and outsourcing of either primary or support
activities outside the organisations are prevalent nowadays. Some of these essential
IT/IS services also increase the risk of cyberattacks. The statistics on data breaches
paints a grim situation [2]. Cyberspace’s precarious security situation is the direct
result of more dependence on mobile devices and the proliferation of online
services. The average cost of a data breach is as high as $3.6million [1], and
enterprises worry about the next point of action to either mitigate or control the
negative effect of the cybercrime.
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Cybersecurity is an emerging area of information assurance, and the security of
enterprise services is enormous. There is more information system integration in
business enterprises. The information system provides the platform for the align-
ment of mobile interfaces and specialised security, such as blockchain technology.
Cybersecurity has garnered more attention in recent times due to the new digital
innovation that has brought on the proliferation of iMobile, iRobotics and other
digital technologies across all spheres of life. Cybersecurity, as an emerging field,
continues to attract more research funding from all parties directly and indirectly
affected by its importance.

Also known as information security, it seeks to defeat the waves of cybercrime
and cyber threats facing the world today. Securing information today is a process,
a continuing process. But there is a fundamental linking gap between the true
cybersecurity professional and the needs of the industry. There are also shortages
in qualified educators, training facilities, funding and weak policies that slow
the progress of cybersecurity education. Job role vacancies, knowledge and skills
required, ethics and standards, accreditation and certification are some of the most
significant hurdles that cybersecurity education must surmount [3].

As one of the critical concerns of governments throughout the world, it has been
discovered that human capital (the skills gap) is the weakest link in the cybersecurity
chain. Recent graduates are ill-prepared for the harsh realities of the cybersecurity
workplace. Industry leaders bemoan the enormous amount of time in “man-training”
hours invested in bringing supposed graduates of cybersecurity up to speed with the
capacity to tackle real-world cybersecurity challenges. The supply of cybersecurity
professionals is not only inadequate; the majority of the available ones are so
unprepared to be of any real value to the industry [4].

A multidisciplinary field of study, cybersecurity has the propensity to become
mission-specific to fill identified gaps and solidify institutional social and cultural
nuances that makes it possible for governments and organisations to achieve
cybersecurity goals effectively. CybEd should prioritise depth over breadth, indus-
try/work experience, practical skill-set development and industry-integrated curric-
ula. Emphasis must be placed on practical relevance and real-world applications to
fill the current skills gap in cybersecurity.

Twenty (20) articles bordering on the skills gap in cybersecurity and CybEd were
downloaded and intensively reviewed. The materials were downloaded over one
week in portable document format and imported using EndNote®. The downloaded
documents were scanned for duplicates which were removed. Other documents
that did not strictly deal with the issue of the skills gap in cybersecurity were
also removed. The process is depicted in Fig. 1. The keywords that were used for
getting the reviewed articles were the “cybersecurity skills gap”. Databases that
were consulted to get the items reviewed include Google Scholar, IEEE Xplore,
NIST Standards and ScienceDirect.

The next section of the article presents the identified skills gap in cybersecurity.
The following section gives an exposition on how a robust cybersecurity curriculum
would address the skills gap issue. The next part elucidates on the holistic
cybersecurity education that can help retain cybersecurity talents and encourage
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Articles
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Fig. 1 Research methodology

lifelong learning in developing countries. The study thus provided knowledge to
cyber education and then concluded with a list of relevant references.

Cybersecurity Skills Gap

Cybersecurity spans across a wide range of fields, among which are information
systems, management (industrial and business), technology and communication.
It utilises a host of skills like critical thinking, problem-solving, interpersonal and
analytical information security architecture, risk management and compliance and
intelligence/threat analysis that are some of the top talents needed in cybersecurity.
In the industry, there are lots of cybersecurity roles that are vacant due to the
shortage of professionals to fill those roles. As shown in Fig. 2, the primary skill
goals of cybersecurity education are to develop professionals who are influential
leaders that embrace teamwork as a means of exerting well-developed technical,
critical thinking and problem-solving skills to solve cybersecurity challenges with a
commitment to lifelong learning due to the rapidly evolving nature of cybersecurity.
Many organisations have identified analysts, security assessors, security engineers,
consultants and managers as some of the top cybersecurity skills gaps to be filled
in the industry [2]. This is shown in Fig. 3, where cybersecurity is seen to be
divided into five broad classes of job roles that need to be filled in the industry. The
cybersecurity educator gap is not listed because it is quickly supplied by seasoned
professionals that have undergone thorough training in any of the other listed areas
of cybersecurity.
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Fig. 2 The seven skill goals
of cybersecurity education

Problem
Solving

Critical

Thinking

C
y
b
e
rs

e
c
u
ri

ty
 E

d
u
c
a
ti
o
n

Life-Long

Learning

Technical
Skills

Interpersonal

Skills

Teamwork

Leadership
Skills

The skills gap in cybersecurity seems not to be getting anywhere near close. The
difference keeps expanding, and the shortage of adequately skilled cybersecurity
personnel has become a cause of concern to all stakeholders in the field. There is
a growing demand for cybersecurity professionals to fill entry-, middle- and top-
level positions in organisations all around the world. The top gaps can be found in
education, research and industry. This is the result of a shortage in the supply of
seasoned cybersecurity professional and academic programs to train new crops of
cybersecurity practitioners [1].

A lot of small- and medium-scale enterprises (SMEs) do not have the resources
to guard against cyberattacks. The skills needed to provide SMEs with adequate
information security are expensive. The high cost is due to the gap in skills and
the scarcity of cybersecurity professionals. The awareness of SMEs to the dangers
of non-existent information security inspections is not encouraging [5]. Digital
forensics, which gives the ability to adequately respond to cybersecurity incidents,
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also presents a significant skills gap in cybersecurity as many organisations are not
able to resolve already accomplished cyberattacks [2].

The skills gap that needs to be filled in cybersecurity is more industry inclined.
Some of them are information security risk management and mitigation, security
policy development, web application security, security log management, security
incidents investigation and resolution, server security, antivirus solutions, access
control, enterprise encryption solution and security architecture. The job descrip-
tions are matched to the respective job roles in Fig. 4. The arrows point in the
direction of the needed skill. The right-most job role is the cybersecurity manager
that provides strong leadership for the other job roles. Cybersecurity professionals
work as teams to solve cybersecurity challenges and fill the skills gap [6].

As the number of Internet users continues to grow, there would continue to
be new vulnerabilities and new cybersecurity challenges. The skills gap would
remain wide in the absence of tangible effort or initiative to proactively cover the
gaps. To create keen awareness about the cybersecurity skills gap in the industry
and academia, a cybersecurity policy needs to be implemented and sustained.
At all levels of education, cybersecurity studies should be offered with great
depth to bridge the gap presented by the shortage of cybersecurity educators and
professionals. Accrediting bodies and the industry must be ready to cut down on
bottlenecks that unnecessarily slow down the progress of cybersecurity education.
The workload that comes with developing programs for cybersecurity education
needs to be faced headlong if the skills gap must be closed. Rigorous and time-
consuming as it may seem, the development of new and effective cybersecurity
programs is a very effective way of overcoming the cybersecurity skills gap hurdle
[7].

The training to fill the cybersecurity skills gap should allow for enough flexibility
and customisation to prevent frequent withdrawals from cybersecurity programs
and encourage self-development. Governments should also spearhead security
education, training and awareness programs that raise the alertness of communities
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and citizens to the ever-present danger of cyber threats and cyberattacks, and the
skills gap inadvertently created [8].
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Time-Blended Problem

The growing dependency on the cyberspace for more interconnectivity creates
peculiar challenges of a different kind. The transactions that are done via the
Internet are open to a brand new form of threat that is growing in complexity,
sophistication and ingenuity. The full benefit of a connected world on timely
delivery of services and information makes it impossible to leave the cyberspace
for more archaic means of information transfer that are a lot slower with data
integrity compliance. In cyberspace with limitless possibilities, there is the ever-
burgeoning concern of vulnerabilities that can be exploited by a brand new set
of opportunists, criminals and state-sponsored agencies that specialise in making
organisations and governments dread the use of the tremendous advantage of the
Internet. Just over a century ago, it was almost nonsensical to discuss or suggest
the type of vulnerabilities that the modern world has to grapple with presently and
in the future. And ironically, some of the critical terms used in ancient warfare
and security activities have found their way into the present and ongoing efforts to
combat and plug vulnerabilities in cyberspace. Words like Firewall and Trojan Horse
borrow underlying connotations from the real-world legends that gave it relevance
in the context of the evolution of new information and security paradigms. The
uniqueness of possible emergencies, crises and outages in cyberspace is arguably
an unequaled problem that governments, organisations and other stakeholders are
in a hurry to solve. The amount, in monetary terms, lost to the schemes that exploit
vulnerabilities in the cyberspace has reached explosive proportions. Organisations
have had full online functionality handicap similar to real-world assassinations and
temporary holdups, blackouts and kidnappings. The variety of security issues faced
by the cyberspace are so terrifying that stakeholders count the billions in monetary
terms that is spent to build secure systems as a fundamental necessity [9].

The peculiar challenges bedeviling the cyberspace pave the way for the niche
area of cybersecurity. The integrity of data and its protection from unauthorised
access is one of the main goals of cybersecurity. On the surface, it looks classy
and well classified, but beneath it is a whole mountain of hidden ice that has given
cyberspace stakeholders a considerable concern. The ability to secure data in an
evolutionary manner that keeps pace with the ingenuity of hackers and cybercrim-
inals is pure talent. Cybersecurity talents are equipped with fundamental and high
levels of technical skills to tackle the issue of safety in cyberspace. These talents
ensure that the systems of organisations and governments are secured and free of
vulnerabilities that could be exploited by underhand elements in the cyberspace.
The goal has always been to gather a sufficient pool of highly skilled cybersecurity
professionals with the necessary technical skills to make the cyberspace secure. The
discovery, retention and continuing training of cybersecurity talent are driven by
the combined efforts of industry and academia. But the demand for cybersecurity
talent keeps outpacing the supply of the same. Throughout the world, thousands
of cybersecurity-related vacancies remain unfilled because graduates or individuals
with the skills needed to take on the cybersecurity job roles advertised are rare to
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find. The sincere efforts of cybersecurity educators fall short by a vast margin. With
each passing year, cybersecurity vacancies continue to increase at an exponential
rate, and cybersecurity talents to meet the growing demand for niche cybersecurity
skills keep falling short [10].

The gap has since been identified, and while many areas of cybersecurity have
professionals in encouraging supplies, an enormous gap remains to be filled. The
gaps are thoroughly skills-based and have strong emphasis on practical, hands-
on and deep technical skills. The skills gap has its roots in fundamental computer
design and architecture. It also has a “blanket covering” that has to do with computer
coding and data recovery. The main aim of the cybersecurity push is to blend
security into every aspect of information and communication technology. Strong
emphasis is laid on building secure systems, writing secure codes and recovering
from already suffered cyberattacks. These skills are in very short supply and have
given all cyberspace stakeholder cause for great concern. The gap is so much
so that despite sincere efforts to fill it, it persists. The gaps are made worse by
the “lightning speed” at which changes are occurring in the cyberspace and the
amorphous nature of cyber threats that continue to grow in complexity and volume.
Cybersecurity experts with the skills needed to hunt down vulnerabilities in secure
software systems are so much in short supply that industry players are beginning
to regard graduates of cybersecurity as ill-baked and grossly unprepared for the
“time-blended” challenge of cyber threats. The design and implementation of secure
systems is another skills gap that needs to be filled in cybersecurity. The way
communication systems are designed presently and in the future would give security
an upper hand in priority for the deployment of information infrastructure. The
talents to deliver secure systems also fall short of the demand and have created a
vacuum that needs to be filled in earnest; the skill of defending systems against
cyberattacks and threats is also falling short of the total worldwide demand and has
left many organisations vulnerable to the antics of cybercriminals [11].

The root of the problem is in the type of graduates and professionals churned
out by universities and training bodies. Top talent managers and human capital
experts all over the world lament the unpreparedness of cybersecurity graduates for
the real-world challenges cybersecurity brings. This can be traced to the manner of
training students received and the inadequacy of the education process to meet the
learning outcomes for dependable and prepared cybersecurity professionals. Apart
from the shortfall in core technical skills, there is the shortfall in soft skills required
by employers of cybersecurity graduates. The ability to communicate effectively,
work as part of a team and write excellent and insightful reports has been ranked as
even more important than core technical skills. These soft skills are not possessed
by the majority of cybersecurity graduates, and employers are not able to place these
recent cybersecurity graduates into job roles that require the delivery of outcomes on
the go. Even the metrics to gauge how effectively students may be able to perform
in the real cybersecurity workplace are almost non-existent. These metrics make
it possible to assess the progress of students in the learning process and evaluate
preparedness for the cybersecurity workplace. It remains glaring that filling the
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existing skills gap in cybersecurity is a significant hurdle that must be completed
successfully if the security of information in cyberspace is to be guaranteed [12].

The fundamentals of cybersecurity in individual tracks or career paths also have
insufficient depth to deliver job-ready cyber-security graduates. The fundamentals
of computer organisation and architecture, data management, secure coding, Linux-
and Windows-based systems, low-level programming languages, operating system
internals and the core basics of exploitation techniques are not taught to a large
number of cybersecurity students, hence the large gap in skill-sets of cybersecurity
graduates. These baseline skills have been the complaints of several human capital
managers as seen to be inadequate in supply in recent cybersecurity graduates. The
world of cybersecurity is enabled by a deep understanding of the fundamentals of
networks, hardware and software. Many tasks in cybersecurity are enabled only
by a deep technical background and thorough knowledge of the fundamentals of
computer systems and networks [13].

The CybEd Curriculum Challenges

Cybersecurity forms a part of information assurance and security research. It is
evolving at an exponential rate with a dire need to continually improve, transform
and update its body of knowledge. The capacities for advanced research, strong
leadership and sound judgment in the area of cybersecurity severely lag the pace at
which changes occur in the field. The cybersecurity skills gap can be filled with a
proactive and intentional curriculum that addresses the functional requirements of
cybersecurity [1].

There are lots of industries that need the services of cybersecurity professionals,
and the curriculum for cybersecurity would be more useful if it directly addresses the
skills gap and the knowledge required for the industry. A well-drafted cybersecurity
curriculum would lead to adequate education and favourable training policies
that are appealing to implement. The curriculum must address the institutional,
legal, political and social dimensions of cybersecurity. Emphasis should be laid
on capability-based approaches that cater to community education, industry part-
nerships, information sharing, government agencies, international engagements and
criminal justice [6].

A curriculum that boosts cyber partnership between government, researchers and
industry would go a long way to strengthen leadership and tackle the cybersecurity
skills gap. The curriculum must also encourage homegrown solutions that would
yield prosperous entrepreneurial startups and indigenous expertise in the area of
cybersecurity. Professional bodies like the Institute of Electrical and Electronics
Engineers (IEEE) can provide a helping hand in drafting effective curricular for
cybersecurity education.

The curriculum must have an implementation plan and inputs from the industry,
academia and government, as presented in the cybersecurity education triad shown
in Fig. 5. The industry, for the most part, provides industry certifications; the



370 S. N. John et al.

Industry
Cybersecurity

Education
Governments

Academia
C

u
rric

u
lu

m

D
e
ve

lo
p
m

e
n
t

Industry
certifications

Policy and
Regulation

Fig. 5 The cybersecurity education triad

government offers regulation and policy implementation. While academia focuses
on curriculum development, the government must continue to supply strong “top-
to-bottom” leadership to ensure the standardisation of the cybersecurity education
curriculum and its regulation. Funds must be committed and invested in seeing that
the cybersecurity curriculum policy is converted into visible outcomes.

The curriculum should be designed in such a way that it is tailored to match
students to the appropriate cybersecurity learning track that would engender satis-
faction, self-motivation and happiness [9].

Incorporate into the curriculum the dicey issue of ethics. All ethical issues
surrounding the teaching of ethical hacking, quality assurance and application
design should be addressed by the curriculum. This will give students ethical
reasoning skills and foster the use of cybersecurity skills responsibly. In fact, the
ever-rising threat of cyberattacks makes it imperative to actually teach students the
ethics of cybersecurity [10].

As a multidisciplinary field of study, the cybersecurity education curriculum
covers all areas of technical and social knowledge that enable the free flow of
reliable data on cybersecurity between the government, industry and academia. The
training curriculum for cybersecurity addresses the proactive and reactive as well as
the defensive and offensive areas of concern [11]. The product of such a curriculum
is learning outcomes-based and effective.

The cybersecurity expertise model shown in Fig. 6 gives a pictorial representation
of the level of expertise expected if cybersecurity is proactively integrated into the
learning curriculum at all levels of education. The learning outcomes are accurately
matched to the level of education, and the cybersecurity expertise expected at
the primary level is the “rookie” or one who is just starting. The “enthusiasts”
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at the secondary level have enough knowledge to partake in competitions and
engage actively in simulated cybersecurity scenarios, as seen in virtual classes and
games. The “trainees” are fresh graduates who are taken into the entry levels of
various organisations and schools. The “experts” are holders of advanced degrees,
industry certifications and years of experience tackling cybersecurity challenges.
The “architects” are scientists, researchers and educators who are committed to
lifelong learning and advanced research in cybersecurity.
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As a way of guiding the development of effective cybersecurity education
curriculum, policymakers, industry leaders and the academia must satisfactorily
answer questions bordering on the scope of the curriculum, learning outcomes,
levels at which cybersecurity education can be accessed, acceptable methods of
teaching cybersecurity, assessment of students’ performance and goals for graduate
cybersecurity real-world work preparedness [12].

A curriculum that prioritises prevention, detection and prompt response to
cybersecurity issues usually makes provisions for studying human behaviour as
it relates to cybersecurity issues. Cybersecurity education at all levels fosters the
discovery and retention of talents as well as provides the means to fill the skills gap.

To fill the skills gap, the curriculum must encourage hands-on practices, assess-
ments using real-world situations and industry-rooted problem-solving. Where the
creation of a new curriculum is not possible, Bloom’s taxonomy and Webb’s depth
of knowledge may be used to integrate cybersecurity into the already existing
curriculum in other related subject areas without increasing students’ course credit
load [13].

CybEd-Holistic Education

The core goals of cybersecurity education have been identified as innovation,
critical thinking, creativity and problem-solving. These goals form the basics of
learning outcomes design in cybersecurity education. Cybersecurity education aims
to prepare students for academic and professional positions. Collaborative learning
that emphasises teamwork, team-based projects and synergy should, as a matter of
importance, be incorporated into the goals of cybersecurity education [1].

Higher institutions of learning can provide the platform to cater to emerging
issues and challenges in cybersecurity and provide the channel for grooming talents
in advanced research. Models for higher education and continuing research in
cybersecurity should be designed with the most pressing and future needs of the
industry and academia in mind.

Cybersecurity education must address all topics and areas of knowledge to their
full depths in varying levels of difficulties [14]. This would pave the way for the
classification of CybEd into studies at the primary level to the doctoral research
level. The course learning outcome should adequately and sufficiently meet the
professional and career demands of cybersecurity. The goals of CybEd must be
clearly spelled out and accurately matched to the corresponding learning outcomes.

Provisions should be made for long-distance learning. Online classes on cyber-
security should be encouraged especially for areas where there is a dearth of
qualified cybersecurity educators. The ubiquity of wireless communication and
increased capacity of telecommunications infrastructure should be harnessed to
build a solid online education platform to raise cybersecurity professionals to fill the
widening skills gap in developing nations. Although online education may, to some
extent, hinder teamwork which is a core requirement in cybersecurity professionals,
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it can be ameliorated by assignments and mini-projects that can be worked on
collaboratively by a team of at least three (3) and at most five (5) persons via online
communication channels. Online cybersecurity education must avoid the pitfall of
inadequate assessment and lack of depth to achieve the goal of filling the skills gap
in cybersecurity education [4].

There is also the need to begin specialised education to address niche areas of
cybersecurity such as digital forensics. A lot of challenges are emerging in the
field of cybersecurity that requires an investigation that can only be provided by
specialists [6].

Centres of excellence can be created to tackle the skills gap in cybersecurity.
These centres of excellence can be set up in universities, polytechnics and colleges
with the sole aim of training cybersecurity professionals who are instantly ready to
fill the skills gap in cybersecurity upon graduation.

Cybersecurity education must be taken as a continuous process that actively
seeks students that would be groomed to become job-ready graduates who have
an intense personal interest in their chosen cybersecurity career and internal drive
for lifelong learning. This can be achieved by recruiting recognised cybersecurity
industry experts that can act as instructors, visiting faculty, role models and mentors.
Students should tackle real-world cybersecurity challenges from the industry and
engage in academic research to develop problem-solving skills. Internships should
also be made compulsory to enable the immediate application of theoretical
concepts taught in the classroom. The job-ready cybersecurity graduate is described
in Fig. 7. The inputs from the class, internship placements, personal studies,
projects/academic researches and sample real-world challenges all contribute to
making cybersecurity graduates that can hit the cybersecurity workplace “running”.

The progress of students must be measured to ascertain the level of competence
garnered over the learning period under consideration. Cybersecurity education
should be tailored to raise professionals who are adept at the theoretical concepts
and the practical implications of acquired knowledge to the real cybersecurity
workplace [9].
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The innovative use of games, tournaments/competitions, virtual laboratories and
rewards makes CybEd fun and downplays its perception as a tough and challenging
area of study. Hacking laboratories, both online and offline, can be used to train
professionals to cover the digital forensics skills gap. Virtual tutorials and near-
real-world challenges can also be used to solidify cybersecurity students’ skills and
capabilities [15].

CybEd can be classified as live (synchronous) and on-demand (asynchronous).
Field trips, physical classroom sessions, virtual classrooms, webinars, mentoring
and coaching are contemporary forms of CybEd that can be utilised to train
students to fill the cybersecurity skills gap. On-demand of asynchronous CybEd
enables collaboration and community efforts to tackle cybersecurity challenges.
Portals/websites, blogs, threaded discussions, voice-over Internet protocol, chats
and videos (multimedia) are parts of asynchronous CybEd [5].

CybEd for entrepreneurship endeavours or technology-innovation goals is an
excellent tool for filling the skills gap in cybersecurity. Students are encouraged to
think like entrepreneurs to create solutions to challenging cybersecurity problems.
This type of CybEd would create new career directions, sharpen technology skills,
create startups and foster partnerships between industry leaders, academia and
governments [16].

In developing nations where there are no facilities to groom cybersecurity skills
to meet market demands and fill the skills gap, CybEd should leverage on the
use of virtual services such as high-fidelity live exercises (HiFliX) [17] to mimic
present and future cybersecurity challenges. HiFLiX and others like it depend solely
on communication devices and a good Internet connection to deliver its contents
to users. This is an excellent pipeline for developing and retaining cybersecurity
talents in developing countries. However, industry, government and academia must
unite to bring such powerful tools to cybersecurity students in developing nations
[18]. The students in developing countries must be proactively engaged from the
outset in the real-world application of cybersecurity skills learned in the classroom,
and a project-based approach may be adopted when it becomes challenging to get
internship placements for all students in the industry [19].

Attention has to be paid to developing human capacity, institutional reformation,
robust legal framework, affordability and private-public partnerships to fill the
cybersecurity skills gap in developing nations [20]. For the most part, developing
countries have partners that assist with the provision of educators, facilities and
funding to make CybEd accessible. The success of these partnerships dramatically
depends on the free flow of highly reliable information on the state of cybersecurity
education in developing nations.

Conclusion

In this study, the existing skills gap in cybersecurity was highlighted. At the core of
closing the skills, gap is the role played by cybersecurity education. Suggestions and
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ideas on the creation of effective curricula for CybEd were given along with solid
plans for its implementation in developing countries. CybEd emphasises learning
outcomes-driven curricula that prioritise the exposure of students to real-world
practical cybersecurity problems. This exposure gives students ample opportunities
to apply knowledge gained in the classroom via internships or near-real simulations
through software applications. The critical thinking, problem-solving, leadership
and collaboration skills required by most employers of cybersecurity graduates can
also be honed by learning outcomes-based CybEd that is implemented from the
primary-level to the tertiary-level education and driven by the collaborative and
sustained effort of industry leaders, governments and the academia.
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data processing procedure, 237–238
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Zodiac Killer Ciphers, 99

Cryptography techniques, 197
CSEC2017 Joint Task Force on Cybersecurity

Education, 86, 87
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Bot-infected systems, 188
CERT, 187
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dissection of malware, 35
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security course, 34
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IDS, 186, 187
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Cybersecurity incidents, 109
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Cybersecurity training, 110
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Cyber threats
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Database security
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learning objectives, 157, 158
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virtualized environment, 159
virtual machine, 159, 170, 172
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Data breaches, 112, 113
Data confidentiality, 111
Data integrity, 140
Data providers (DPs), 236
Data requesters (DRs), 236
Data security, 196, 205, 233, 251
Data service provider (DSP), 235
Data verification, 112
DBMSes, 168
Decentralization, 110
Deficient physical security, 131
Denial-of-service attack (DDoS), 135, 343
Denial-of-Service (DoS), 67, 68, 132, 141
Deployed security technologies, 20
Developing nations

basic infrastructure, 185
CIA model, 185
CMM level, 194
digitization, 185
E-Governance, 181, 184, 201
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India, 187
information systems security, 184
physical safety, 185
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security assessment framework, 185
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security infrastructure, 194
technology infrastructure, 184
telecommunications infrastructure, 372

Deviant traffic monitoring
IDS, 80
initial set up, 80
IP addresses, 81
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network level, 80
Python sniffing program, 81
Scapy Python library, 81

Device-based vulnerabilities, 134
Difficulty scaling, 10–11
Digital games, 4
“Digital India,” 190
Digital Signature Act (DSA), 356
Digitization, 185, 190
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DoD personnel, 286
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player experience, 4, 6
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Dynamic power management, 21
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security framework, 183–185
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technological measures, 193

Electroencephalography (EEG)
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biofeedback, 7
brain’s electronic signals, 6
consumer-grade EEG headset, 8
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five-sensor EEG headset, 7
headset, 8
lower-end models, 6
and player behavior, 3
pre-survey and post-survey, 8
stress, 15

Electronic commerce, 356
Electronic Transaction Act 2006, 356
Elemental level, 59
e-letter, 46, 48
Emotiv Insight, 6, 8, 16
Encryption, 132–133
Energy-Aware-Edge-Aware (2EA), 144
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card game, 41
cyber security idiom, 40
GenCyber, 41
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Extreme Programming (XP), 217
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Florida Cyber Range, 289
Food and Drug Administration (FDA), 129
Fully homomorphic encryption (FHE), 232
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Game-based learning, 4
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HAIS-Q excerpted questions, 14
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Hardware security, 197, 198, 202
Homomorphic re-encryption scheme (HRES),
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Human activities, 182
Hypertext Transfer Protocol (HTTP), 304

I
Idaho National Laboratory, 288
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Information management technology
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Information systems security, 158
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authentication, 182
authorization, 182
availability, 181, 182, 190
components, 190
confidentiality, 181, 182, 190
critical assets, 182, 183
cultural assessment, 184
E-Governance service, 192, 193
external threats, 182, 183
human activities, 182
human domain aspect, 184
integrity, 181, 182, 190
internal threats, 182, 183
non-human activities, 182, 183
organizational measures security, 191, 193
PFIRES, 183
policy formation, 183
risk assessment model, 183
scoring levels, 191
security framework, 183
sources, 182
stakeholders, 184
technological security, 190, 191, 193

Information technology project management,
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Information technology-related courses, 123
Information Visualization (InfoVis)
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application, 55–56
cognitive and learning sciences, 57
cognitive load theory, 57
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application, 60
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textual and visual–spatial representations,

56
transient information effect, 57

Institute of Electrical and Electronics
Engineers (IEEE), 369–370

Instructional approach, 57
Instructional design, 58–59
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Internet, 127
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global IoT attack scenarios, 128
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workforce, 149
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practice, 149
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profit-driven business, 128
quality of life, 127
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security approaches, 130–131
security breaches, 128
security contraventions damage, 129
social engineering, 127
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vulnerabilities (see IoT vulnerabilities)
warning system, 128
year-wise IoT attack statistics, 129
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intrusion

Intrusion Detection Systems (IDS), 80, 146,
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IOS application, 41
IoT devices, 73, 110, 116
IoT security challenges, 111
IoT vulnerabilities
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deficient physical security, 131
inadequate access control, 133
inadequate encryption, 132–133
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inefficient patch management, 133
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K-12 Education
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Key-policy attribute-based encryption
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K–12 teachers, 39
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Lane-defense strategy game, 10
Laptop break-in, 46, 48, 49
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Malicious websites, 187
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Mirai-infected smart home devices, 74
Mixed alphabet cipher, 41–42
Modality effect, 57
Monitoring Sensor component, 23–24
Mountain Sports and Game Guides, 164, 170,

173
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National Information Technology Agenda
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Network-based vulnerabilities, 134–135
Network forensics, 334
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Network security, 197, 203–204
NewSQL, 61
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NICE Cybersecurity Workforce Framework,
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Nim game, 91–92
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Nonformal education, SMAD

cybersecurity, 36
discovers and acquires skills, 36
interest communities, 37
online learning platforms, 36
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Non-peer-reviewed sources, 120
Non-SQL, 61
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Office of Personnel Management (OPM), 289,

290
One-way hash algorithms, 117
Online learning platforms, 36
Open-source library, 8, 21, 22, 37
Open-source software, 145
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Open Virtualization Scenario, 286
OpenWrt router, 78, 79
Operating system monitoring, 20
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Oracle database, 158
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Organizational measures security, 191, 193
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configuration, 63–64
functionality, 64
interaction path, 64
and tag cloud, 64
type of security events, 64, 65
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Partially homomorphic encryption (PHE), 232
Pedagogy, 166–168
Peer-to-peer network, 112, 113
Personalized learning, 6
Personal Software Process (PSP), 220
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Phishing, 20
Phone phreak, 46–49
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Physical and environment security, 198, 199,
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Plain text and obscures, 41
Pleasant frustration, 4
Post-mortem attack analysis, 35
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Problem-solving, 336
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cryptography, 98–100
curriculum guidelines, 86–87
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games, 86
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laptop break-in, 46, 48, 49
locked wallet, 45–46
materials, 43
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phone phreak, 46–49
ride the rails, 49
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Kakuro, 93
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Python program, 40, 78
Python sniffing program, 81
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Rail fence cipher, 41, 46, 49
Ransom-ware cyber-attacks, 187
Rapid Application Development (RAD), 217
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configuration and sensor integration, 77–78
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Requirement Analysis phase, 214
Research and development (R&D) programmes
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Rope Length Puzzle, 101–102
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authentication, 159
authorization, 160
database applications, 160
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fundamentals, 159
Griffith/Wade approach, 160
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S
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Scanty audit mechanisms, 133–134
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Scenario-based learning, 288–289
Scoring assessment framework, 183, 199
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Secure multi-party computation (SMC), 233
Secure Socket Shell (SSH), 309, 310
Secure Sockets Layer (SSL), 73
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application, 222
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measurements/use criteria, 219
models, 219
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cybersecurity, 213
development process, 214
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information technology, 214
Internet-connected devices, 213
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models, 214
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primary factors, 213
privacy features, 217
reference model, 218
requirements, 217
security components, 217
security implementations, 224
security-related activities, 217
security training, 224
software security, 213
staffing, 224
waterfall modes, 218

Secure Windows Initiative (SWI), 219
Security assessment, E-Governance

See also Information systems security
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cyber security parameters scores, 199, 200
data security, 196, 197, 205, 206
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hardware security, 197, 198, 202
information security policy, 198, 207
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network security, 197, 203, 204
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owner accountability procedures, 199
physical and environment security, 198,

199, 206
procedures and controls policy, 198, 208
purchase reports, infrastructure, 195
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scoring assessment, 199
server security, 196, 204
software security, 197, 202, 203
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security, 194, 200
workstation security, 197, 203
Zone identification, organization, 199, 200
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Security attacks
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Security breaches, 19
Security framework, 183–185
Security meta-mechanisms, 167
Security qualities, 166
Senior citizens, 346, 350, 358
Serious (nonentertainment) games, 4
Server security, 196, 204
Session Initiation Protocol (SIP), 304
Seven Touchpoints model, 219
Shikaku, 93–94
Skills gap, 362
Skills learning

Caesar cipher, 41
cipher text, 41
encryption, 41
least privilege, 42
mixed alphabet cipher, 41–42
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rail fence cipher, 41
soft skills, 42
steganography, 42
strong passwords, 42

Small-and medium-scale enterprises (SMEs),
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Smart home devices
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IoT, 73
password, 74
primary goals, 76
Raspberry Pi (see Raspberry Pi)
technical proficiency, 74
weaponizing (see Weaponizing smart home

devices)
Wi-Fi networks, 74
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Social engineering, 20
Software-based vulnerabilities, 135–136
Software elements, 197
Software Engineering Institute (SEI), 219
Software evolution, 56
Software Requirements Document (SRD), 214
Software security, 143, 197, 202–203, 213
Software tools, 60
Sophomore class, 333–334
Space Scams, 4, 5, 16
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Split attention effect, 57
Sprints, 216, 217
SQL-On-Hadoop, 61
Stakeholders, 121
Steganography, 42
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applications, 260
chain-based stepping-stone intrusion

detection, 262
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approach, 281
connection chain

clustering-partitioning data mining
approach, 273, 274, 276

destination host, 273
distribution, RTTs, 274–275
interactive connection chain, 274
length, 270
OpenSSH, 271
packet matching module, 272, 276
Poisson distribution, 274
step-function approach, 272–273, 276
TCP packets, 274
timestamp gap, 270, 274
Yung’s approach, 271–272
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261

cross-matching packets, 260
cybersecurity curriculum, 262, 263
detection techniques, 259–260
evade detection techniques, 276–277
host-based detection techniques, 260
host-based stepping-stone detection, 261
launch cyberattacks, 265
long connection chain, 277–278
MMD, 260
network packet matching, 265–268
network traffic behavior, 260, 278
number of captured packets, 279
packets’ RTTs, 269
random-walk detection, 279, 280
random-walk model, 269–270
RTT, 262
sensor, 262
step-function detection, 280–281
thumbprint detection, 268–269
time-based thumbprint approach, 261
time thumbprint detection, 278–279
two connection chains, 280
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