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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

The HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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• HCI 2020: Human-Computer Interaction
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HCI International 2021

The 23rd International Conference on Human-Computer Interaction, HCI International
2021 (HCII 2021), will be held jointly with the affiliated conferences in
Washington DC, USA, at the Washington Hilton Hotel, July 24–29, 2021. It will
cover a broad spectrum of themes related to Human-Computer Interaction (HCI),
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2021.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2021.org

http://2021.hci.international/ 
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Abstract. Analysing complex phenomena, such as the world we live
in, or complex interactions, also requires methods that are suitable for
considering both the individual aspects of these phenomena and the
resulting overall system. As a method well suited for the consideration
of complex phenomena, we consider agent-based models in this study.
Using two programming languages (Netlogo and Julia) we simulate a
simple bounded-rationality opinion formation model with and without
backfire effect. We analyzed, which of the languages is better for the cre-
ation of agent-based models and found, that both languages have some
advantages for the creation of simulations. While Julia is much faster in
simulating a model, Netlogo has a nice Interface and is more intuitive
to use for non-computer scientists. Thus the choice of the programming
language remains always a trade-off and in future more complex models
should be considered using both programming languages.

Keywords: Agent-based modeling · Simulation · Julia · Netlogo ·
Programming languages

1 Introduction

Today, we live in a world, that is more complex than years ago. We are almost
always and everywhere on the mobile Internet, using cloud storage or cloud
computing and AI technologies such as deep learning. Also, when humans inter-
act with each other or with digitized technology we speak of complex systems.
The interaction of humans in such systems, for example in opinion-forming pro-
cesses, leads to consequences that we cannot yet overlook or understand. An
important component of socio-technical complex systems are single individuals
that appear as human-in-the-loop [6]. To look at people, their interactions and
the resulting overall behaviour, we need suitable methods, such as simulations.
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Simulations make it possible to observe the resulting overall system or the result-
ing behaviour by representing individual processes, procedures and behaviour.
In addition, simulations make it possible to identify tipping points that lead to
a different outcome of the overall system.

Agent-based models are a form of simulation. As the name implies, they
always consist of agents. In addition to the agents, the environment in which the
agents are located and with which they interact is also modelled. However, agents
can be designed in different ways, depending on the context to be considered.
For example, agents can be more than just people interacting with each other. If,
for example, traffic jams are to be considered, cars are used as agents, if it is con-
sidered how possible forest fires can be avoided, the agents are trees. The agents
differ not only in their form, but also in several other dimensions. For example,
the agents can be completely or to a lesser extent autonomous. Their interests
and character traits can also be different. For example, they can act selfishly or
in favor of the totality of all agents. They can be outgoing or prefer to remain
separate. Some agents are able to learn from their experiences or observations.
Agents can also be of varying degrees of complexity [8]. Despite the potential
complexity of agents and the possibility to model them in very different ways,
most agent-based models tended to focus on simple, local rules [10]. Further-
more, there is a view that the simulations are mainly randomly implemented to
run on a computer [14].

Various frameworks have been developed for creating agent-based models.
The most established language or program of these is Netlogo [27]. But while
Netlogo was authored by Uri Wilensky in 1999, the spread of the Internet also
resulted in the evolving of different programming languages [6]. Thereby more
languages can be used to create agent-based models. So far, it has not been con-
sidered which language is actually best suited for creating agent-based models.
Therefore, in this study we investigate whether Netlogo or Julia is better suited
for creating agent-based models.

2 Related Work

In this study, using agent-based modelling we consider opinion formation pro-
cesses, thus we look at a complex system. We want to know, whether it is possible
to create an agent-based model with the programming language Netlogo and the
programming language Julia. We further consider, how the two languages differ,
which are the strengths for creating agent-based models of each programming
language and which are the disadvantages. Contentwise, we built a bounded
rationality model to simulate opinion formation.

Therefore, we explain, which aspects lead to complexity, we introduce the
method agent-based modelling and the two programming languages Netlogo and
Julia. Besides, we eplain what is known in theory about opinion formation or
the spread of information.
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2.1 Complexity and How to Model It

When examining opinion-forming processes, we look at a complex system. Such
complex systems can be divided into several ontological levels or interacting
subsystems on a micro- or macro-level [9] We first have to look at how sys-
tems are structurally designed in order to deduce what leads to complexity [6].
Further, complex systems lead to emergent phenomena. These complex systems
and emergent phenomena are difficult to understand, because while it is easy to
observe the individual system components, the resulting overall system cannot
be considered as the sum of its parts. Instead, understanding the system behavior
requires more than understanding the individual parts of the system [6].

Complex vs. Complicated. When we look at complex systems, we do not
necessarily mean complicated systems. A system consisting of components can
initially be both complicated and complex. However, while the term complicated
is always related to human understanding, the term complex is not necessarily
so. If something is complicated, such as a mathematical differential equation,
this means that it is difficult for us humans to understand. To be complex at
the same time, the equation would have to contain many small parts. However,
it is also possible that an equation consists of few parts and is therefore not
complex, but is nevertheless complicated to understand. The two terms therefore
both refer to a system consisting of components, but mean different aspects of
the system and a system which is complicated does not necessarily have to
be complex system and vice versa. A complex system consists of many sub-
components, whose interactions make it difficult to predict the behaviour of the
system. The number of components as well as the complicated interactions of the
parts are considered complex [4,24]. Another characteristic of complex systems,
which is particularly important for our study, is that complex systems are always
dynamic. If a system consists of many parts, but does not show dynamics but
remains static, it is never complex. It is easy to investigate it comprehensively [6].

Emergence. Typically, we look at individual components of a system. From
these subcomponents we then often infer the behavior of the overall system.
However, as Aristotle said, the whole is more than the sum of its parts, and
it is therefore not really correct to observe only the components and conclude
on the overall behavior. However, it is problematic that we can usually observe
and understand individual components or individual behavior, but the overall
behavior is often more difficult to observe. If the interaction of the individual
components results in a system that cannot be described by the sum of the
individual components, we speak of emergence.

With agent-based models we can make emergent behavior visible. We can
model the individual agents and design them according to individual rules that
they follow at the micro level. When the agents interact with each other and
with their environment, unpredictable social patterns, i.e. emergence, occur [3].



6 L. Burbach et al.

2.2 Agent-Based Modelling

To analyse complex systems we need a suitable approach, such as simulations,
which enable to model the individual parts of a system and thus make the overall
behavior visible. For the simulation of complex systems, agent-based models are
very well suited [11].

Agent-based models always consist of the agents or individuals and the envi-
ronment in which the agents reside [2]. They are neither a representation of
reality, nor fully realistic or even complete. Instead, they show a simplified real-
ity. Nevertheless, agent-based models show behaviour on an individual level close
to reality. By mapping the individual behavior, the behavior of the overall sys-
tem can then be qualitatively observed [20]. Agent-based models are well suited
to replicate data and present the results to non-experts [17]. The use of a method
always requires an evaluation of the method. Evaluating agent-based models is
not easy. In order to evaluate them, independent replicating and comparing with
other model as well as a validation are necessary [20].

The basis of agent-based modeling is the single agent or the individual. This
agent is modelled programmatically as a template. In simulation, due agents
make their own decisions based on how they perceive the environment in which
they are situated. The perceptions of an agent usually determine the behav-
ioral intent of the agent. If the agents are in a social network, as in our model,
they influence their neighbours in the next iteration by their behavioural inten-
tion or the behaviour they show. To determine the probability of organizational
acceptance, we analyze the results of several agent-based simulations.

A simple way to create agent-based models is to use software toolkits devel-
oped for the creation of simulations. These include the Netlogo toolkit considered
in this study. With the use of such toolkits, it is easy to formulate the behavior
of the individual agents. They also usually contain some useful interfaces. The
interfaces allow to visualize the simulation states, interact with the simulation
parameters and export the simulation results. In addition, they usually contain
a batch mode. This is used to run a large number of simulations. Optimization
strategies, such as genetic algorithms, help to find the most suitable parame-
ters [7].

To create agent-based models, Netlogo [27] is the language most commonly
used. Nevertheless, there are some other programming languages that are also
suitable for creating agent-based models and that seem to be partly more intu-
itive, at least for people with programming experience. Therefore, in this study
we compare two programming languages with respect to their suitability for
creating agent-based models.

2.3 Opinion Formation and Bounded Rationality

In describing social phenomena, social scientists traditionally have tended to
employ causal modeling techniques. That is, phenomena are explained by
causally linking different variables. However, when describing phenomena like
opinion formation in groups, repeated interactions between people appear to be
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more influential than static variables [21,22]. Analytical models for the process
of opinion formation therefore focus on group dynamics. They employ agents
whose opinion develops over time as they interact with other agents whose opin-
ion may be similar or different from their own. Computer simulations can be
used to explore how varying different parameters, like the number of agents or
the way agents interact with each other, will affect the distribution of opinions.
Hegselmann and Krause [15] give an overview over how different models mathe-
matically describe the process in varying complexities. One distinction between
models is how opinion is represented. For continuous opinion dynamics, the
assumption is that opinions are one-dimensional in that they can be described
as a number. The smaller the difference between two numbers is, the closer are
the opinions they represent. Another main distinction between the models is
the way in which other agents’ opinions influence one agent’s own opinion, i. e.,
the weight which one agent puts on others’ opinions. In the easiest case, this
weight is modelled as constant, but it might also be modelled as differing, e.g.,
dependent on the susceptibility of each agent or as dependent on the dispar-
ity between two agents’ opinions. This last case can be described by so-called
bounded confidence models which have been proposed by both Hegselmann and
Krause [15] and Nadal [18]. With a bounded confidence model, the agent will
only interact with agents whose opinion is relatively close to their own. To put
it another way, they will only put weight on similar opinions. The threshold for
similarity is defined as the bounds of confidence epsilon which, assuming conti-
nous opinion dynamics, represents the maximum difference between the numbers
ascribed to the opinions where the other’s opinion will still be considered. An
extension to this model of bounded confidence is something we call the backfire
effect. As described by Jager [16], if an agent interacts with another agent whose
opinion is very dissimilar, they will not just ignore that opinion. Instead, they
will shift their opinion to be even further away from the other agents’ dissimilar
opinion. To summarize, for a bounded confidence model with backfire effect, an
interaction between two agents has three possible outcomes: 1. If the difference
between their opinions is smaller than or equal to a certain confidence interval
epsilon, their opinions will converge. 2. If the difference between their opinions
is bigger than or equal to a certain backfire threshold (which might be equal to
epsilon), their opinions will diverge. 3. If epsilon and the backfire threshold are
not equal and the difference between their opinions is between epsilon and the
backfire threshold, their opinions will remain unchanged.

3 Method

Using two different programming languages (Netlogo and Julia language), we
created two identical agent-based models that simulate opinion formation. Since
our primary aim was to find out whether agent-based models could be imple-
mented equally well in the two programming languages, we chose the most basic
model of opinion-forming: bounded rationality.

We built the agent based models using the Atom editor of the Julia pro-
gramming language and version 6.0.4 of the multi-agent programming language
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Netlogo, which was developed by Wilensky [27]. For the following analysis of the
results we used R Markdown.

3.1 First Steps in Agent-Based Models

While we have previously (see Sect. 2) explained what agent-based models are
and what they are used for, we following describe how they are structured pro-
grammatically. We start with the most basic components.

An agent-based model usually contains a “setup” and a “go” procedure.
The “setup” procedure defines a kind of basic state at the beginning of the
simulation. The “go” procedure then specifies what happens in a single step of
the simulation.

In Netlogo the “setup” procedure usually looks like in Fig. 1. In Netlogo,
procedures always start with “to” and end with “end”. Clear-all makes the world
go back to its initial, empty state. For example, if colors were assigned to the
spots where the agents are located, they will now turn black again. Create-turtles
creates the specified number of turtles, here 100. The turtles usually start at the
origin, i.e. in the middle of patch 0.0. The code in the square brackets after create-
turtles here indicates that the turtles start at a random x and y coordinate. The
square brackets could also be used to create other commands for the agents.
Reset-ticks makes sure that the tick counter starts. Once this code is created,
the simulation starts in the interface by clicking the “Setup” button. In Julia
the setup includes an additional configuration.

Additionally, the agents and their environment are designed before the simu-
lation starts. For example, properties are assigned to the agents and the agents’
environment is designed to resemble the reality of what is being observed. In our
case, the agents do not have specific properties and the environment is also in
its default state.

Fig. 1. Setup procedure in Netlogo

3.2 Bounded Rationality Model

Since our primary goal was to compare the two programming languages with
each other, we designed the parameters of the Netlogo model and the Julia
model the identical way. Thus, we increased the comparability of the results of
both models and reduced the complexity as much as possible. In the beginning



Evaluating Different Options for Opinion Dynamics 9

of our bounded rationality model, we defined the maximum number of agents,
the maximum steps of the simulation, the seed, an epsilon as well as whether a
backfire effect takes place or not. The epsilon indicates how different the opinions
of two people can be, so that they still include the other person’s opinion in their
opinion formation. We further defined from the beginning, that each agent has
an (floating) opinion between 0 and 1. In each simulation step, every agent
compares his opinion with the opinion of an other agent. For example, if Anna
compares her opinion with Ralf and the distance between the opinion of Anna
and Ralf is smaller than the defined epsilon, then the two converge in their
opinions. Additionally we defined in the beginning, whether an backfire effect
takes place or not. When the simulation includes the backfire-effect and Ralf’s
opinion deviates more than the epsilon indicates from Anna’s opinion, then the
opinion of Anna distances from the opinion of Ralf.

While in Netlogo the parameters for the simulation runs are determined in
the Behavior Space (see Fig. 4), in Julia the initial settings are determined in
the “main” procedure, what can be seen in Fig. 6.

As can be seen in Fig. 6 and 4, we set the number of agents 100 to 500
in increments of hundreds (100:100:500). We varied the epsilon between 0.1
and 1 in increments of 0.1 and varied between with backfire-effect and without
(true/false). We set the maximum number of steps to 100.

Go Procedure. Here we compare the “go” procedures, so what happens in
each step of the simulation, of Netlogo and Julia (see Fig. 2 and Fig. 3). Both
codes look similar. In Netlogo (see Fig. 3), the procedure starts by addressing the
agents (ask turtles). The next line of code says, that the addressed agent gets
the opinion of one random other agent. The subsequent lines of code determine
what happens to the (new) opinion of the agent. If the other agent’s opinion
differs less from his own opinion than the epsilon (see above), the agent assumes
the average opinion of the two opinions. This means that the opinions of the two
agents are added together and divided by two. However, if the opinion of the
other agent is further away than the respective (may vary) epsilon indicates, it
checks whether the backfire effect exists. If the simulation is set to show that the
effect exists, the opinion of the agent is half the distance away from the opinion
of the other agent. At the end, the code indicates that the color of the agents
depends on the opinion. However, this is only for illustration in the interface.
Before the procedure ends, one more “tick” is counted as one time unit.

The “go” procedure in Julia is very similar. One difference is that the proce-
dure is passed a configuration (config) at the beginning. Furthermore, an agent
list with the agents in random order is passed.

3.3 What Do We Compare

To find out whether both programming languages are equally suitable to sim-
ulate our bounded rationality model, we look at several measurable criteria.
These criteria include the outcomes and performance of both models. They fur-
ther include how many lines of code are necessary to program the simulation.
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Fig. 2. Go procedure in Julia

Fig. 3. Go procedure in Netlogo
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Another aspect, that we take into consideration, is, if learning Julia and Netlogo
is equally difficult. For this aspect we consider both computer scientists who are
familiar with other programming languages and a person who has no previous
experience with programming languages. We further compare the explorability
and scalability of both languages.

4 Results

Before we present the results of our bounded rationality model, we reflect on the
extent to which the two languages Julia and Netlogo are suitable for developing
agent-based models and how easy it is to get started with the two languages.

4.1 Getting Started with both Languages

Both Julia and Netlogo are languages that address both researchers and begin-
ners. Netlogo is derived from Logo a language that is aimed at children to lern
programming. The core aim of Netlogo is agent-based modeling and it has several
primites for this purpose. Julia is aimed at scientists that require both perfor-
mance and understandable code. The core aim of Julia is to make code fast,
reusable and easy to understand. This quick introduction by no means covers
the breadth of both of these languages, it aims to provide a high-level overview.

Netlogo. Netlogo as a modelling language for agent-based modeling is very well
suited for beginners wanting to use agent-based modeling. It comes with a rich
variety of example models that users can explore and provides a graphical user
interface and a graphical user interface toolkit to create models that even non-
experts can use. Thus, Netlogo is visually appealing and the interface enables
users to create and test agent-based models and also simplifies the initial creation
of a model. Figure 5 shows the Interface of our simulation. Netlogo also provides
methods for inspecting the model (reporters and visualizations) and for exploring
the impact of model parameters on system behavior (i.e. the behavior space
feature, which allows the user to run any number (usually several hundred) of
simulations). The latter allows turning of the GUI for faster simulations (see
Fig. 4).

Fig. 4. Behavior space in Netlogo
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Netlogo provides immediate visual feedback for the user of an agent-based
model and has easy to understand primitives that allow modelling of agent
behavior, agent interactions, and agent-environment interactions. It provides an
API for extensions, to allow other researchers to complement the functionality
of Netlogo.

Fig. 5. Interface of our bounded rationality model in Netlogo

Overall, it is very easy to start using Netlogo. However, creating complex
models requires understanding of usage contexts in the language. People coming
to Netlogo with a computer science background may find some of the language
concepts unintuitive and clunky. Several of the authors of this paper have found
Netlogo syntax to be confusing and unnecessary simplistic.

Julia. Julia was initially introduced by a group of computer scientists and math-
ematicians at MIT under the direction of Alan Edelman. Compared to other pro-
gramming languages Julia is considered fast, easy to learn and use and it is open
source. Further advantages of Julia compared to other programming languages
are that it supports parallelization or practical functional programming and can
be easily combined with other programming languages and libraries. Finally,
there is already a group of active users who develop packages (and thereby add
functions to the base language; as of April 6, 2019, there are 1774 registered
packages).

Julia is not a language specifically written for agent-based modeling. Julia
is a general purpose programming language that uses a just-in-time compiler to
generate low level machine code (using LLVM). This means there is no native
support for typical agent-based modeling tasks. There is a library for agent-
based modeling called agents. However, our intention here was to compare the
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programming language itself without the use of a library. It is unclear whether
the library is going to be maintained in the future, whereas Julia’s support is
not likely to expire soon.

This means the user has to design all tools for agent-based modeling them-
selves. However, this is not necessarily very hard. It depends on the complexity
of the model. When this barrier has been overcome, writing a model becomes
easier. The language is very similar to python.

Fig. 6. Main procedure in Julia

4.2 Comparison of Agent-Based Modeling Results of Julia and
Netlogo

Following, we present some exemplarily results of our bounded rationality model.
We also show, if the model created with Netlogo showed the same or different
results as the model created with Julia. Based on these results, we compare the
two considered programming languages and show their advantages and disad-
vantages.

Opinion Change of Agents. Following we consider, how the opinion of the
agents changed during the simulation steps of the bounded rationality model
with and without backfire effect. At this point we do not distinguish between
the two programming languages used.

We use four examples (see Fig. 7) to illustrate how the agents change their
opinion during the simulation and how different the opinions look at the end of
the simulation. As can be seen at the top left of Fig. 7, one possible outcome is
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Table 1. Comparison of the ten most different settings for both languages

Epsilon Backfire agent count t-value p-value Degrees of freedom

0.3 FALSE 200 −2.245263 0.0269995 97.95147

0.1 TRUE 200 2.103480 0.0386304 78.40132

0.4 FALSE 200 1.989794 0.0494162 97.43888

0.3 FALSE 400 −1.606152 0.1115634 94.89243

0.1 FALSE 200 1.601283 0.1126316 95.08476

0.1 TRUE 100 −1.564258 0.1221526 71.82311

0.2 FALSE 200 1.412877 0.1609382 95.62983

0.5 FALSE 300 1.416342 0.1630015 49.00000

0.4 FALSE 100 1.392850 0.1669769 93.25748

0.1 TRUE 300 −1.301375 0.1965824 86.58427

that the opinions of the agents diverge completely and only two extreme opinions
are formed. After less than 15 simulation steps, every agent has either opinion
0.00 or opinion 1.00. In this example, the epsilon is low and the backfire effect
takes place.

In comparison to this example, in the third example (bottom left) no back-
fire effect takes place. In both examples, the epsilon is 0.1. Comparing the two
examples, it becomes clear that the backfire effect increases the divergence of
opinions. While in the first example two clear opinions quickly establish, in the
third example there are more different opinions for a longer time. After 20 simu-
lation steps, two groups of agents form whose opinions are similar to each other.
Nevertheless, even after 30 simulation steps, these agents still have similar opin-
ions, but not one uniform opinion.

In example 4 (bottom right), also no backfire takes place. Here, the different
opinions converge to a consensus of opinion. After around 20 simulation steps
each agent has the opinion 0.5.

In contrast, in example 2 (top right) no majority opinion develops, but several
groups with the same opinions form. In this example, the epsilon is higher than
in the other examples, which leads the agents to accept opinions that differ more
from their own than in the other examples.

Influence of Programming Language, Epsilon and Backfire on Opinion
Count. After we looked at the opinion formation of the agents itself, we now
consider, whether the epsilon, if the backfire effect takes place or not and the
programming language has an influence on the existence of different opinions. To
look at the influence of the enumerated factors, we consider (see Fig. 8) how many
different opinions exist (y-axis). We further consider the standard deviations of
the opinions (color) to analyse how different the opinions are.

As Fig. 8 shows, if the epsilon is higher than 0.55, practically all agents have
only one opinion (sd = 0.0), regardless of whether the backfire effect takes place
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or not and which programming language is used. When the epsilon is lower than
0.55 and the backfire effect takes place, there are two opinions among the agents
that diverge to the two extremes of opinion (sd = 0.5). In comparison, when the
epsilon is lower than 0.55 and no backfire effect takes place, the agents have more
different opinions, but the standard deviations of the opinions are lower (less
bright) than in the simulations with backfire effect. The lower the epsilon is, the
higher is the amount of opinions. Comparing the two programming languages,
the amount of different opinions is a bit higher when NetLogo is used, but
the difference is small. Overall, the two programming languages showed almost
the same qualitative results. As Table 1 shows, the quantitative comparison of
both languages showed, that except of three simulation runs, the t.test wasn’t
significant. Thus the languages showed the same results.

4.3 Comparison of Julia and Netlogo After Our Bounded
Rationality Simulation

When comparing both programming languages to create an agent-based model
that simulates the bounded rationality model, Julia proved to be a faster lan-
guage. The whole simulation took only 82.23 s, whereas the Netlogo simulation
took 36 min. While the model calculation in Julia is much faster, Netlogo required
less than half the lines of code. To write the bounded rationality model in Julia
97 lines of code were necessary, in Netlogo only 44 lines of code were necessary.

When we consider how difficult it is to learn the two programming languages,
we also have to take into account the previous knowledge of the users. Thus
Netlogo proved to be a language that is easier to learn for people without pro-
gramming skills. In contrast, people with previous programming skills reported,
that it is easier to learn Julia, because it is more similar to other already used
programming languages (for example Python).

An advantageous feature of Netlogo, is that the platform contains an easy
to use, clear and attractive interface. These interface makes it easier to get
started with and learn the language for people without previous programming
experience. The interface offers the user direct feedback, as the simulation runs
visibly if he has written the code correctly and also immediately reports back
error messages if the code is wrong. In addition, the interface allows the user to
try out and change various things in the process.

Also, the fact that there is already a large library of existing agent-based
models in Netlogo, since the language is used exclusively for this method, makes
it easier to use, since existing models can be built upon or users can orient
themselves on them.

In addition to the interface, the Logo programming language, which Netlogo
uses, is also easy to use because there is only a manageable number of structurally
different commands and users can quickly get a feel for which procedures and
functions always need to be set when creating agent-based models.
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5 Discussion

In our study, no language turned out to be the perfect programming language
for creating agent-based models, but the choice of language seems to be a trade-
off between various advantages and disadvantages and also between different
potential users and use cases.

For people who have never used a programming language before and are
not supported by people with previous programming experience, the entrance
to the Netlogo language is certainly easier than to the Julia language. Likewise,
starting with Julia is easier for people with programming experience, because
they already know, how the language is probably organized. It can be assumed
that modelers who are already very familiar with the language they use also
develop more complex simulations than simulation based on simple rules [10].
So less effort in learning a language can certainly increase the complexity of the
models.

One other aspect, that could be taken into account, is the time, that is needed
to run the simulation. Here Julia turned out to be much faster. But, in many
research areas or for many research questions it does not really matter, whether
the language is really fast. One aspect, that is probably more important is,
that very big simulations in Netlogo require high computing power and that the
computers sometimes crash, making it impossible to calculate the model In this
case Julia makes it possible to calculate the simulation without any problems.

Of course, we have only focused on one very simple bounded rationality
model, so that we would have to create further simulations with both languages
to be able to make statements about the generality.

Historically, the basis for analytical opinion dynamics models is given by
psychological research and philosophical theories about social influence (e.g.,
[13,23]). And simulations based on those models have frequently proven to reli-
ably enough reproduce real-life phenomena [22]. However, as Flache et al. [12]
argue, there is a lack of recent empirical studies reassessing and replicating the
assumptions underlying those models, let alone studies examining the size of
epsilon in real-life interactions. In future research, finding a way to link analyti-
cal opinion dynamics models with contemporary empirical psychological findings
would be desirable.

6 Conclusion and Outlook

The results of our research have shown that, although Netlogo has been estab-
lished for a longer time, both programming languages are well-suited to create
agent-based models. Comparing the two languages, we could not find one per-
fect language, but each language is the better choice for creating an agent-based
model in some aspects. The decision for a programming language depends on
different trade-offs (previous experience vs. support; time to create the model
vs. time used for simulation run; nice interface vs. higher functionality). In the
end, however, it does not make sense to decide in favor of one language against
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the other, but to take advantage of both languages and thus use Netlogo for
prototyping and Julia for larger simulations based on these prototypes.

With this study we compared Julia and Netlogo to create a very simple
bounded rationality model. In the future, we would like to extend this compari-
son by using both languages for more complex simulations. We further plan to
pursue with studies, that combine both languages.
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Abstract. In recent years social media platforms have experienced
increasing attention of researchers due to their capabilities of provid-
ing information and spreading opinions of individuals, thus establishing
a new environment for opinion formation on a societal level. To gain a
better understanding of the occurring opinion dynamics, the interactions
between the users and the content that has been shared in those envi-
ronments has to be investigated. With our work, we want to shed light
on the part played by the underlying network structure as information
spread relies directly on it and every user of social media is affected by it.
Therefore, we analyzed the role of network properties and dealing with
friendships in such networks using an agent-based model. Our results
reveal the capability of such models for investigating the influence of
these factors on opinion dynamics and encourage further investigation in
this field of research.

Keywords: Opinion dynamics · Social networks analysis ·
Agent-based modelling · Network evolution

1 Introduction

In the past decade, the evolution of the internet and social media platforms
raised new forms of social networks that changed our interpersonal communi-
cation and the methods of information procurement considerably [14]. It has
become very easy to connect to existing friends online, making new friends and
exchange information with them, for example, using platforms like Facebook or
Twitter. Looking at the formation of political opinions in our digital society it
becomes evident that such social media platforms do also play an important
role in that process as those social networks facilitate information and opinion
sharing tremendously. Through Facebook, for example, it is now very easy to
voice the own opinion, even with just liking or sharing posts of others [25].
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One problem that arises through social media platforms is that certain behav-
iors and heuristics of humans like selective exposure and spirals of silence can
interfere with an independent opinion formation process as individuals tend to
surround themselves with like-minded others [37] and opinion minorities are
harder to perceive in such environments. As a consequence, echo chambers in
social networks may lead to reducing the tolerance of other opinions and reinforc-
ing the own political stance, thus hampering important democratical processes
like consensus formation and acceptance of other opinions [19].

On the other side, social media can also provide an opportunity to enhance
political information and participation among citizens as those platforms can
encourage discussions and opinion exchange among individuals who would not
meet in the real world. Besides providing a public discourse and revealing more
diverse political opinions that would not have been voiced offline, social networks
like Facebook or Twitter can also help with promoting offline political events and
actual political participation. However, current research shows that the potential
for this has not been exhausted yet [5].

Through analyzing online social networks and their users’ interactions it is
possible to understand how certain political campaigns may influence the public
discourse and the opinion formation of social media users [21]. But besides pas-
sively analyzing the influence of social networks, it is also important to actively
develop approaches for facilitating an independent political opinion exchange
online which can be done through adjusting the mechanisms of information
spread, friendship maintenance and providing further clues for credibility evalu-
ation of particular posts.

For gathering better knowledge about the effects that occur in such social
networks, it is necessary to develop simulation models that allow for replicating
the reality and also testing imaginable assumptions about the effect of individual
behaviors on the overall system.

Online social networks consist of human beings who are very different from
each other in terms of behavior, information reception, networking and lots of
other factors due to their particular personality. Thus, it seems rather impossible
to create an equation-based model that would aggregate all individuals’ behavior
into one singular kind of acting. Agent-based modeling (ABM), in contrast,
provides a toolbox for modeling the desired behavior bottom-up, starting at an
individual’s or rather agent’s called behavior space. A particular agent can hold
its own beliefs and will act in the simulation according to them, while she is still
interdependent with other agents. Through their adaptivity and the dependency
on the past, agents’ behaviors in sum lead to so-called emergent behavior. This
means that the overall system behavior evoked by bottom-up modeling is harder
to describe by a formula that summarizes all individual behavior [20].

Therefore, we decided to implement an agent-based model that consists of an
environment and behavior space comparable to realistic social media platforms.
Our study contributes to the existing research on opinion dynamics in social
networks by combining existing theories about opinion dynamics in agent-based
systems with topologies and mechanisms of real-world social media platforms. It



22 P. Halbach et al.

serves as a first insight into modeling such systems and reveals the interplay of
particular mechanisms and behaviors of the network members with the actual
network structure.

2 Related Work

Our work implements the state of the art knowledge about how opinion for-
mation happens and how friendship networks evolve in online environments.
This section supplies the prerequisites for creating such a simulation model by
looking into the dynamics that occur, indicating how they can be modeled and
investigating how the surrounding network can be replicated appropriately.

2.1 Opinion Dynamics in Social Media

In their initial purpose, social media services as Facebook and Twitter were
created to open up an online space for interacting with current friends and finding
new ones. Nowadays, those services provide far more features as news media
entered these environments and people started to not only share their everyday
activities and cat photos, but also are voicing their opinions and perceiving the
reactions of others.

It has been shown that social media platforms expose their users to a larger
range of diverging opinions and information that may or may not fit their initial
beliefs than other media could do [1]. While this increased exposure could be
suspected as a positive influence on the opinion formation, this type of media also
shows more vulnerability for misleading the public discourse on certain topics
like it got evident for events as the Brexit [12] or most recently the spread of
wrong information about the coronavirus [23].

Furthermore, it is crucial to consider the imbalance of activity of social media
users. As Romero et al. found, the majority of users passively consume content
on social media platforms and rarely take part in interactions, while only a
little part of the users utilize those platforms to actively contribute new content
and spread their opinions which transforms them into secondary gatekeepers
of information spread [29,32]. Those individuals are also referred to as opinion
leaders [6]. Besides a higher intention to share news and other information via
social media [31], opinion leaders also get apparent through their prominent
position in social networks as they show more ties to other users and a higher
influence on information spread [15].

This serves as motivation to take a closer look at the underlying network
structure of social media platforms as the structure impacts both active and
passive users equally. Looking at the influence of network dynamics, Szymanski
et al. revealed an effect on the formation of political opinions among multicultural
societies. They found that both sociocultural factors and network dynamics steer
the opinion formation of an individual as the initial ties a certain individual holds
keep influencing her opinion formation permanently. These initial ties evolve due
to cultural factors, ethnicity, and gender [33].



Social Network Evolution and Opinion Dynamics 23

Azzimonti et al. showed that the vulnerability of a social network to the
propagation of misinformation and polarization depends on its structure and
the features that are provided to the users. They investigated multiple fac-
tors that could lead to opinion polarization and spread of misinformation in
an agent-based network and showed that particular network characteristics and
the behavior of the central agent can foster those two effects. Higher clustering,
for example, increases polarization while it does not affect the spread of misin-
formation. Regarding centrality it is the other way round: if potential spreaders
of misinformation occupy positions in the network with high follower count, the
dissemination of misinformation is facilitated whereas the polarization is not
significantly promoted [2].

In addition to the deception that is initiated through particular users, the
algorithms that are used by social media platforms for presenting relevant con-
tent can also lead to misguided perceptions of the opinion climate [26]. To reveal
the true effect of such algorithms it is inevitable to precisely analyze their inter-
action with the users [8].

2.2 Modelling Opinion Dynamics

After shedding light on the role of social media platforms on providing social
ties and their importance for information and opinion spread it is also central
for our research approach to understand, how opinion dynamics can be modeled.
Therefore, we take a closer look at research that deals with the operationalization
of opinion on the one hand, and the modeling of social networks in simulation
environments on the other hand.

It is necessary to transform the opinion of a social network member into a
value that allows for comparing it to others based on mathematical operations.
Only in this way we can implement mechanisms for the interaction and mutual
influence of opinions inside the simulated network community.

The initial idea for turning opinion into a concrete value derives from the
objective to measure promoting factors in the process of consensus finding. For
this Degroot [11] replicated the beliefs into subjective probability distributions
which allowed to perform the required calculations that are modeling the opinion
formation.

Another approach for modeling opinion dynamics is to build an agent-based
model that directly allows for manipulating various factors in the process of
opinion formation.

Deffuant et al. developed such a model and implemented a bounded confi-
dence approach. Their work shows how a fixed threshold in which opinion change
occurs alters the overall opinion distribution in a simulation. They chose to opin-
ion is modeled on a one-dimensional, continuous scale from 0 to 1. Besides the
condition that the agents talk to each other randomly and each conversation
is considered for a possible opinion change, they also applied a network model
for regulating communication partners within the agents. Using square lattices
as underlying topology, the agents were restricted to only talking to four oth-
ers directly adjacent to them. In comparison with a model that uses complete
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mixing of agents, the network version shows that consensus is no longer found
for a major group of agents but rather depends on the connectedness of agent
clusters, especially for low opinion thresholds [10].

The research of Weisbuch et al. continues the evaluation of network influence
on a bounded confidence model by comparing the original fully mixed mode of
Deffuant et al. with a model that incorporates scale-free networks as limiting
environments for the agent communication. They also found that a scale-free
network structure does not have a radical influence on opinion dynamics. Most
prominent, the use of scale-free networks leads to far more isolated agents and
the role of the most-connected node provides useful information. It could be
shown that such supernodes were most influential compared to all other nodes
and processed themselves also a significant opinion change during the clustering
process. With decreasing density, differences to the standard mixed variant get
more visible. Further motivation for investigating the effect of Barabási-Albert
networks is given by the research of Stauffer et al. who also differentiated between
directed and undirected networks. They discovered that especially for small ε <
0.4 for the bounded confidence intervals the opinions of the simulated agents
show stronger deviations from each other. For ε > 0.4 their agents always end
up finding a consensus. Studies of Fortunato et al. show equal indications that
for ε < 0.5, an opinion dynamics model based on the approach of Deffuant et
al. always leads to the formation of a consensus, independent of the underlying
network structure [34].

Later on, Hegselmann and Krause extended the complexity of the bounded
confidence approach by implementing dependencies on symmetry and individ-
ual agent properties for the confidence value. Looking at the continuous scale
of opinions, the threshold for bounded confidence therewith can adapt to the
actual position of an agent on this scale and the direction of potential consensus
finding. Besides, agents can also hold now individual confidence which allows for
implementing different types of agent personalities [17].

2.3 Modelling Structures of Online Social Networks

Several approaches were made to incorporate network structures that are close to
real social networks. The previously mentioned study of Deffuant et al. showed a
comparison of fully connected agents and a square-lattice topology [10]. Further
research shows the importance of an accurate model of the network topology as
all examined interactions in such simulations are influenced by the underlying
structure [28]. The review of Mastroeni shows three prominent approaches for
dealing with the interaction of individuals in an agent-based simulation model:
Pairwise interaction (Every agent only talks to one other agent in a certain time
step), any-to-any interaction (Every agent talks to every other agent within a
time step), and closest neighbors approach (An agent talks only to other agents
that are in her neighborhood) [22]. We decided on the last approach as it allows
for implementing a network and certain dynamics that are similar to those in
existing social media platforms.
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In the following, we will describe how we implemented the desired opinion
and network dynamics and show how we analyzed the results of our simulation
models.

3 Method

We chose the programming language Julia to conduct our research. With the
LightGraphs package, this language provides performant network simulation and
the required network generators for our agent-based model. We also implemented
random seeds so that the performed batch runs can be repeated with reaching
the same results as in our analysis.

In our research, we focused on the variation of limited parameters for answer-
ing our research questions:

– Size of the network: How do network and opinion dynamics interplay with
the size of a social network?

– Adding friends: What is the difference between randomly making friends in
the network and choosing only from the friends of existing friends?

– Removing friends: How does the threshold for accepting opinion differences
interfere with the overall opinion and network dynamics? The distribution
of opinions throughout the agents was not varied but uniformly distributed,
because their variation would have blurred the effect of the examined param-
eters on the network evolution.

To analyze the effect of our parameters, we chose different approaches of
social network analysis and evaluated the resulting networks and their nodes
regarding their degree distribution, centrality, community structure, and the
opinion dynamics.

3.1 The Network Model

We designed a network in which agents interact with each other through pub-
lishing posts to their followers and receiving content through their followees.
Currently, most of the popular social networks allow for unidirectional relation-
ships therefore we chose a directed network for our simulation. The different
edges represent the direction of information spread: outgoing edges from agent
x show to which agents the posts of agent x will be sent while incoming edges
show from which agents the agent x receives posts.

The initial network is created by using the Barabási Albert Network gener-
ator of the LightGraphs package in Julia. We decided on the Barabási Albert
topology as it provides an artificial network structure that is similar to real-world
social networks [38]. This generator allows defining the size of the network and
an initial average edge count per agent that follows a power-law distribution.
Through following a preferential attachment algorithm, the degree distribution
of the nodes sticks to the power law, including very few nodes with high degrees
and a long tail of nodes with rather low degrees [3].



26 P. Halbach et al.

After creating the network, the agents are generated with the following
attributes:

– Opinion [−1, 1]: The Main attribute to change their network of incoming edges
(followees). Initially, the opinion is uniformly distributed over all agents.

– Perceived Public Opinion [−1, 1]: The mean opinion a particular agent per-
ceives in its neighborhood through seeing the posts of in-neighbors. If the
absolute distance between the public and its own opinion is within a defined
threshold, the agent’s opinion converges towards the public opinion. If not,
the agent’s position will move into the opposite direction of the perceived
opinion (therewith increasing the distance). If an agent ends up having no
neighbors, the perceived public opinion mirrors its own opinion.

– The inclination to Interact [0, Inf]: The willingness of agents to share posts.
A distribution function sets 80% of the agents to passive receivers who rarely
share a post. Very few agents have a higher inclination to interact than 1
and share multiple posts per simulation step. After its initial generation, this
attribute is fixed.

– Feed (Array of max. 15 posts): Storage of received posts. The feed of agent x
contains all shared posts from agents who are in-neighbors of agent x.

The perceived public opinion is the only factor that has an influence on an
agent’s opinion and is driven by the posts that are visible to this agent. The
most important attributes of a post are:

– Opinion [−1, 1]: A post’s opinion is generated from the opinion of the agent
who publishes it. Its opinion is randomly varied by applying a random addi-
tion between [−0.1, 0.1].

– Weight: The weight of a post represents the influence of an agent as it is equal
to the count of outgoing edges of the posting agent. Posts with high weights
are perceived as more important and influential through the receiving agents
compared to posts that have been published from agents with low outdegree.

3.2 The Simulation Architecture

A simulation consists of an initiating phase that creates the required initial
network and agents with their properties, the main simulation phase where the
agents interact and time steps are performed and a data saving phase. Every
simulation timestep follows the same order of actions. First, the agent list is
shuffled to ensure that the order in which the agents perform their interactions
don’t have an impact on the simulation outcomes. Following, the actions of a
certain agent in a simulation step are described:

1. Update the feed: The posts that were received in the previous step get sorted
by their weight and the weight of all posts in the feed is reduced by the
factor 0.5 to provide higher visibility to newer posts. The feed is limited to
the 15 highest-weighted posts, all other posts are dropped and not further
considered for calculation of the perceived public opinion.
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2. Update perceived public opinion: The updated feed is used to calculate the
perceived public opinion. The opinion of posts with higher weights have a
higher influence on the calculation. If the feed of the agent is empty, the
perceived public opinion mirrors the opinion of the agent.

3. Update the opinion: With the perceived public opinion an agent now updates
its own opinion. If the absolute distance between public opinion and own
opinion is inside a defined threshold, the agent approaches the public opinion
by a factor of 0.05. If the absolute distance lies outside the range, the agent
moves into the opposing direction and therewith increases the distance what
we call the “backfire effect”.

4. Drop ingoing edges: Regarding its updated opinion, an agent checks if the
current posts in his feed are in an accepted absolute distance to the own
opinion. If not, the agent also checks the real opinion of the source agent
and if this opinion is also outside the accepted range, the agent drops the
incoming edge so that it won’t receive further posts of the former followee.
In one step, an agent can only drop a tenth of his current number (rounded
up) of ingoing edges so that a realistic behavior is maintained.

5. Add ingoing edges: After disconnecting from agents that are outside of the
accepted opinion range, an agent adds new ingoing edges if his in-neighbors
count is below the desired value. All agents try to maintain an indegree that
equals a tenth of the network size. Adding edges is based on the configuration
either done by selecting candidates from the neighbors of the agent’s in-
neighbors without regarding the opinion or selecting candidates randomly
from the whole network that lie inside a defined absolute distance from the
own opinion. In the third configuration, both approaches are combined. From
the selected candidates, an agent always chooses the one with the highest
outdegree first and creates a new directed edge towards itself. This process
is continued until the number of new in-neighbors is reached or the list of
candidates is empty.

6. Publish posts: When the network maintenance is finished, an agent starts
to publish posts concerning its inclination to interact. A post is gener-
ated through multiplying the own opinion with a randomly chosen factor in
[−0.1, 0.1] and setting the post-weight equals to the own current outdegree.
After generating the post it is shared with all feeds of the current agent’s
out-neighbors.

The actions described above are performed by every agent during a simulation
step. After all agents are finished, their current states and network measures
are logged for analysis. After all steps are done, the simulation object is saved
containing the initial and final state, intermediate states at each 10% of the
simulation, agent and post logs and the configuration of the certain run.

3.3 Implementation of Opinion Dynamics

As shown in the previous section there are several ways to model the dynamics
in opinion formation. We decided to implement a variant of the bounded confi-
dence model proposed by Hegsemlann et al. that relies on an initially randomly
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generated social network. When in a certain threshold, agents approach towards
the perceived public opinion regarding the outdegree of the other agents who
influence them. Outside this threshold, a backfire effect is triggered that leads
the agent to reinforce her own opinion by increasing the distance between her
own and the perceived public opinion. As a result, the agent will tend to discon-
nect from others who are too far apart in their opinion and thus again reducing
the distance between the public and their own opinion.

3.4 Network Analysis

For an appropriate analysis of the resulting social networks, we investigated
various measures to evaluate effects on the distribution of degrees, centrality
and community structure. Our chosen measures comprise the following:

– The density of the networks, the standard deviation of degrees for ingoing and
outgoing edges, the ratio of outdegree to indegree for the analysis of degree
distribution

– Closeness betweenness, and eigenvector centrality for the understanding of
centrality features

– Clustering coefficient and community detection through label propagation for
gaining insights on the community structure

We looked on multiple measures to detect the effect of network structure and
the investigated factors on opinion dynamics in the network:

– Standard deviations of opinions
– Opinion Change Delta Mean (Opinion Change from initial to the final opinion

of an agent)
– Difference between an individual’s opinion and its perceived public opinion

Besides calculating the means of all aforementioned measures we also inves-
tigated them for the most important node in the networks in particular.

The measures were all calculated from the final state of the simulation runs
and averaged over all repetitions of the same run so that we can calculate con-
fidence intervals for the outcomes of the simulation runs.

4 Results

We performed a total of 13 different simulation runs that cover the following
variations of factor configuration:

– Network Size in 100, 200, 300, 400, 500 Agents
– Add friends Method as Neighbors, hybrid and random
– Unfriend Threshold of 0.4, 0.6, 0.8, 1.0, 1.2
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This allows us to examine subsequently the influence of the factor levels
separately. Each distinct simulation configuration was repeated 100 times to
eliminate effects that are due to the usage of random number generators in the
simulations. The results that are reported in the following are always averaged
over the repetitions of a particular configuration run.

The influence of the factors was evaluated with various measures that can be
classified into the following facets:

1) Degree Distribution
2) Centrality Measures
3) Community Measures
4) Opinion Dynamics
5) Supernode properties

Fig. 1. Overview of the factor influences on exemplary measures of the analyzed facets.

Figure 1 shows the influence of each factor on one representative measure of
those facets. As can be seen, the network size did not affect the community struc-
ture and opinion dynamics significantly. In comparison, the add friends method



30 P. Halbach et al.

had additional on the opinion dynamics and only the unfriend threshold showed
an influence on all facets. Subsequently, the particular effects are examined more
detailed and separately per factor.

4.1 Impact of Network Size

In our simulation, the size of a social network is especially influential for the
deviation of network parameters and opinions throughout the members of a net-
work (see Table 1). While the density of a network decreases significantly from
10.3% in a network of 100 agents to 8.6% for n = 200 and further on to 8.2% for
n = 500, the standard deviations of outdegree and indegree increase (outdegree
from 5.48 for n = 100 up to 28.09 for n = 500, indegree from 5.18 for n = 100 up to
23.13 for n = 500) which shows that the preferential attachment algorithm over-
runs the pursuit of each agent to connect to one-tenth of the network members.
In terms of network centrality, only the closeness centrality increases through
more agents while betweenness and eigenvector centrality decrease. This shows
that while the agents’ connectivity to each other agent in the network rises, the
agents have on average less influence on their neighbors.

The influence and the outreach of the supernode in a network depend on
the overall network size. While in a network of 100 agents every third follows
the supernode directly, this value increases continuously for networks with more
agents. In a network with 500 agents already every second agent is a follower of
the supernode. Regarding the other centrality measures, the supernode shows
higher closeness centrality for larger networks (from 0.55 for n = 100 to 0.63 for
n = 500), but lower betweenness (from 0.12 for n = 100 to 0.04 for n = 500) and
eigenvector centrality (from 0.28 for n = 100 to 0.16 for n = 500) with higher
network size. This shows that while the supernode is more central in terms
of connectedness to all other nodes, its importance as a connector between all
other agents is decreasing. The network size did not affect the opinion difference
between the two agents with the highest outdegrees as their opinions were always
rather conforming with each other.

The network size did not influence the cluster and community structure
within a network consistently. The opinion dynamics did not differ significantly
regarding network size either. The opinion diversity in the network had a slight
upgoing trend for larger networks. The mean difference between an agent’s own
opinion and its perceived public opinion in the final state increased slightly with
network size as well.

4.2 Impact of the Add Friends Mechanism

The mechanism for adding new friends shows an influence on the network and
the opinion distribution in it (see Table 2). When picking new friends only from
friends of current friends, the density of a network stays with 7.7% lower than
for picking randomly from all agents in the network concerning the opinion
difference (8.2%) and for a hybrid approach of both methods (8.2%). While
the standard deviations of outdegree and indegree for each agent to not differ
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Table 1. Influence of the network size.

Network size 100 200 300 400 500

Densities 0.103 0.086 0.085 0.084 0.082

OutdegreeSD 5.483701 11.163 16.946 22.654 28.092

IndegreeSD 5.182528 9.722809 14.309 18.885 23.130

OutdegreeIndegreeRatioMean 0.503 0.495 0.493 0.491 0.491

ClosenessCentralityMean 0.396 0.430 0.448 0.455 0.461

BetweennessCentralityMean 0.016 0.007 0.004 0.003 0.002

EigenCentralityMean 0.082 0.055 0.045 0.038 0.034

ClustCoeff 0.069 0.056 0.056 0.056 0.055

CommunityCount 3.010 3.020 3.090 3.420 2.960

OpinionSD 0.062 0.065 0.063 0.082 0.105

OpChangeDeltaMean 0.484 0.498 0.498 0.493 0.487

PublOwnOpinionDiff 0.020 0.021 0.021 0.023 0.026

SupernodeOutdegree 32.83 75.74 121.670 161.250 210.860

SupernodeCloseness 0.551 0.609 0.625 0.625 0.633

SupernodeBetweenness 0.126 0.082 0.060 0.047 0.043

SupernodeEigen 0.283 0.238 0.205 0.178 0.164

Supernode1st2ndOpdiff 0.023 0.007 0.009 0.009 0.032

significantly between the different approaches, the mean ratio between outdegree
and indegree per agent is less balanced when agents only choose from neighbors
of neighbors (0.48) compared to random and hybrid approaches (both 0.49).

The least influence of the add friends mechanism can be perceived in terms of
network centrality of each agent. Only the closeness centrality is slightly higher
for the random and hybrid approach (0.45 for neighborhood and 0.46 for random
and hybrid approach), while betweenness and eigenvector centrality do not show
significant changes. Concerning clustering and community structure, the cluster-
ing coefficient increases slightly by using the random approach (0.055 compared
to 0.052 for the neighborhood approach) while the number of communities is
higher for networks where agents only pick neighbors of neighbors (6.41 com-
pared to 3.47 for the random approach).

The node with the highest influence and outreach in the network is not
affected by the add friends mechanism. The opinion difference between the two
nodes with the highest outdegree shows more extreme outliers for the random
add friends method but no significant difference to the other approaches. The
opinion distribution, on the opposite, is significantly higher if the agents only
connect to others that are already in their indirect neighborhood. The sum of
opinion changes per agent is slightly higher when agents pick their new friends
randomly and according to the opinion difference (0.49 for random and 0.44 for
neighborhood approaches). Looking at the distance between perceived public
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and own opinion in the final state, those two values are significantly closer to
each other when the random or hybrid approach for choosing new friends is used
(0.03 for random and hybrid approach and 0.04 for neighborhood approach).

Table 2. Influence of the addfriends method.

Addfriends method Neighbors Hybrid Random

Densities 0.077 0.082 0.082

OutdegreeSD 29.148 28.074 28.230

IndegreeSD 24.148 23.102 23.263

OutdegreeIndegreeRatioMean 0.483 0.491 0.491

ClosenessCentralityMean 0.451 0.461 0.460

BetweennessCentralityMean 0.002 0.002 0.002

EigenCentralityMean 0.034 0.034 0.034

ClustCoeff 0.052 0.055 0.055

CommunityCount 6.410 3.820 3.470

OpinionSD 0.226 0.106 0.110

OpChangeDeltaMean 0.442 0.488 0.489

PublOwnOpinionDiff 0.041 0.026 0.026

SupernodeOutdegree 206.700 209.100 207.850

SupernodeCloseness 0.626 0.631 0.630

SupernodeBetweenness 0.043 0.042 0.041

SupernodeEigen 0.165 0.165 0.163

SupernodeOpinion −0.019 −0.007 0.000

Supernode1st2ndOpdiff 0.090 0.028 0.047

4.3 Impact of Unfriend Threshold

The threshold of an agent to accept diverging opinions (in the following abbre-
viated as ut) was influential for both the network structure and the opinion
distribution in a network. If the agents in a network are more tolerant in keep-
ing friendships, the density of the network increases significantly from 6.3% for
ut = 0.4 to 11.5% for ut = 1.2 and with it also the variety of outdegrees and inde-
grees within the network members. The ratio between outdegree and indegree
gets more balanced for networks of agents with higher opinion tolerance (0.48
for ut = 0.4, 0.50 for ut = 1.2).

The centrality of each agent in the network changes with the unfriend thresh-
old as closeness and eigenvector centrality increase with higher tolerance of
friends with diverging opinions. The betweenness, in contrast, decreases with
a rising threshold. The clustering and community measures show that while
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clustering increases through higher unfriend thresholds, the number of separate
communities detected through label propagation decreases.

The role of the agent with the highest follower count also depends on the
unfriend threshold (see Table 3). While outdegree and closeness centrality stay
rather equal for a threshold from 0.4 to 1.0, in a network with an unfriend
threshold of 1.2, both values increase significantly. So the supernode profits only
in terms of post reach when every agent is very tolerant with keeping fellowships
that bear a high opinion difference. The betweenness and eigenvector centrality
decrease continuously with rising unfriend threshold, but this trend seems to
turn around at least for the eigenvector centrality with an unfriend threshold of
1.2. Comparing the opinion of the most important and second most important
agent we observe a significantly higher difference for unfriend thresholds of 0.8
and 1.2 whereas for the lower and higher thresholds the opinions of them are
close to each other.

With changing the unfriend threshold it is possible to subsequently influence
the opinion distribution within the network. While in networks with low thresh-
olds the standard deviation of opinions is below 0.1 on average, this measure
rises notably up to 0.5 for a network with an unfriend threshold of 0.6 and even
continues with higher thresholds to 0.6 for a threshold of 1.2. Meanwhile, the
mean delta between the initial and the final opinion of all agents in the networks
shows the opposite trend. While the opinion change is with 0.5 rather large for
thresholds below or equal to 0.6, it falls below 0.3 for networks with a larger
threshold. The least opinion change occurs for a threshold of 1.0 while with 1.2
the opinion change starts to increase again. With rising unfriend threshold also
the distance between perceived public and own opinion increases significantly.

5 Discussion

Our work revealed several results that call for further investigation. Subse-
quently, we will discuss the results concerning other research and look into the
lessons learned from our initial approach and possible further steps.

As we could show, the overall model configuration was capable of simulating
the opinion dynamics in a social network and suitable to perform experiments
regarding specific factors of the network size and behavior. The programming
language Julia proved robust as a simulation environment and provided all nec-
essary flexibility to implement our approach as well as enough performance to
run several configurations and repetitions in a reasonable time.

With changing the overall agent count in the network, we wanted to observe
how a higher availability of possible friends in a network and the strengthen-
ing of supernodes through the preferential attachment mechanism will change
the structure and dynamics in the network. The obtained results indicate that
through increasing the network size, the agents grow closer together although
the overall network density decreases significantly. This counterintuitive result
can be explained with the significant influence growth of the supernode in the
network. We interpret the absent influence of network size on all measures of
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Table 3. Influence of the unfriend threshold.

Unfriend threshold 0.4 0.6 0.8 1.0 1.2

Densities 0.063 0.082 0.094 0.108 0.115

OutdegreeSD 26.693 27.921 29.209 31.545 36.109

IndegreeSD 19.050 23.133 26.923 30.335 35.134

OutdegreeIndegreeRatioMean 0.479 0.491 0.496 0.498 0.498

ClosenessCentralityMean 0.426 0.460 0.482 0.499 0.521

BetweennessCentralityMean 0.003 0.002 0.002 0.002 0.002

EigenCentralityMean 0.031 0.034 0.036 0.038 0.038

ClustCoeff 0.051 0.055 0.055 0.058 0.060

CommunityCount 6.700 3.200 1.170 1.350 1.290

OpinionSD 0.070 0.096 0.470 0.582 0.589

OpChangeDeltaMean 0.496 0.487 0.256 0.215 0.274

PublOwnOpinionDiff 0.021 0.025 0.120 0.170 0.184

SupernodeOutdegree 208.030 205.920 201.590 206.360 244.780

SupernodeCloseness 0.629 0.628 0.624 0.631 0.663

SupernodeBetweenness 0.054 0.041 0.033 0.029 0.037

SupernodeEigen 0.183 0.164 0.152 0.139 0.148

Supernode1st2ndOpdiff 0.005 0.027 0.252 0.362 0.085

opinion dynamics except for the higher deviation of opinions in larger networks
as confirmation for the robustness of our implementation.

Looking at the other two factors we were able to establish significant influ-
ences on both network and opinion dynamics. While the unfriend threshold
depicts the effects of direct individual behavior of the agents, the add friends
mechanism can be seen as indirect individual behavior as a certain platform
could provide recommendations for new friends in various ways and therewith
lead the user to establish new connections more locally (through looking into
neighbors of neighbors) or more globally (through looking randomly in the whole
network). Being limited to the local environment naturally leads to lower net-
work densities as the number of agents who hold similar opinions decreases. As a
consequence, the opinion deviation increases and so does the difference between
the own opinion and the perceived public opinion. The higher delta of opinion
change in networks with random or hybrid add friends mechanisms compared to
the other mechanism can be reasoned with the effect of bounded confidence: if
agents act in an environment that is closer to their own opinion, they will more
likely approach to the opinions of the others and the higher density of networks
with randomly chosen friends allows for more opinion fluctuation. The restriction
to local neighbors, on the other hand, leads more often to local environments
where the public perceived opinion is too distant from their own opinion and
alternatively the backfire effect is triggered.
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The unfriend threshold showed the most diverse influence on the measured
network and opinion dynamics. Inherently, the density of a network increases
when its members are less rigorous with cutting unsuitable friendship ties. Also,
the effects on centrality and clustering of the network seem rather obvious and
the decrease of opinion change delta orthogonal to the rise of the distance
between public and own opinion shows again the incidence of the bounded con-
fidence dynamics. More interesting, however, is the sharp change of measures
for unfriend thresholds of 0.6 and 0.8. Previous research suggests that members
of online social networks tend to unfriend other individuals due to offensive or
counter-attitudinal posts but it shows simultaneously that a large share of users
is rather lazy in cutting their weak ties [18]. John et al. also found that cutting
ties because of political posts happens more often around individuals who hold
stronger political inclinations and with the reason to increase homogeneity in
their Facebook Newsfeeds. For less politically interested individuals the primary
motivation in cutting those ties lay in reducing the number of political posts in
their feed.

With our initial approach, we were able to target proof of concept for an
agent-based model that provides more closeness to reality through implementing
certain dynamics of real-world social media platforms like Facebook and Twit-
ter. Concurrently, our results motivate for further investigation of the examined
factors and inclusion of further dynamics into the network model. Like other
research showed it is difficult to set a limit on fitting the model to real-world
dynamics as almost every effect that occurs can be implemented with more or
less complexity into a certain simulation environment. Han et al. for example
considered more precisely the personality of agents and focused specifically on
the effect of adding “stubborn” agents to a simulation. For simulations with a
higher share of agents who stick stubbornly to their opinion, they found that
the number of opinion clusters decreased [16].

As Dunbar et al. found, people tend to interact on social media platforms
within certain communicational layers [13]. That means that our connections
to other individuals hold similar connotations to those in the offline world and
that we would differentiate between our interactions with friends, colleagues
and more distant acquaintances. For introducing such dynamics into simulation
models Salehi et al. showed an approach through varying additional trust levels
for the friendship connections of the agents [30]. Along with the implementation
of more complex friendships connections, we will also strive to incorporate more
features of social networks like the function to share a post from the individual’s
news feed into her friendship network.

Another important question while simulating opinion dynamics is how one
assumes a simulation state to be final or converged. While in cases with con-
sensus formation the answer seems trivial, other cases with unstable opinion
distributions in the network might hardly get into a stable final state. Meng
et al. found that the convergence time of models operating under the bounded
confidence approach of Deffuant et al. strongly depends on the underlying net-
work structure. Also, they stated that there is a critical border for the bounded



36 P. Halbach et al.

confidence of ε = 0.5 for certain network topologies. When this border is crossed,
the convergence time of simulation runs increases significantly [24]. Hence, for
advancing our approach in the future it will be also inevitable to investigate the
convergence behavior of our simulation.

The last consideration has to be given to the modeling of the network struc-
ture. As we aim to simulate the opinion dynamics in real social networks it is also
crucial to run our models on suitable network structures that are capable of repli-
cating the real-world conditions. An extensive analysis of the friendship relations
in Facebook of Wilson et al. shows that the actual structure of the social graph
shows similarities and a power-law distribution of degrees like in Barabási-Albert
networks. Nevertheless, fitting of the model parameters is required to facilitate
the generation of a realistic artificial network and additional factors as network
growth have to be taken into account [38].

In conclusion, there is still a lot do be done for simulating the opinion dynam-
ics on social media platforms as realistic as possible. Nevertheless, this process is
worth tackling all the obstacles as it will facilitate the understanding of opinion
formation in online social networks and help with designing social media plat-
forms in a way so that they actually will support an independent and democratic
opinion formation in online environments. As shown by De et al., the prediction
of opinion dynamics in social media platforms is a solvable problem and will be
of high value for reaching this goal ultimately [9].
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Abstract. Communication between the speaking and the non-speaking commu-
nity has always been a difficult task. Millions of people in India suffer from the
hearing or speaking impairment. This project provides a solution for these peo-
ple to communicate with everybody else without any problem. It is an IoT based
project, which converts hand gestures into synthesized textual format. The device
consists of a glove with flex sensors all over the fingers to understand the orien-
tation of the hand. When hands and fingers moved, words and numbers detected
according to the movement. A bluetooth speaker attached to a Raspberry Pi that
converts this text to speech. The device needs to be tested on a number of subjects
for standardization of gestures. In current work only one hand is used for a gesture
to speech conversion.

Keywords: Bio robotics · Sign language · Speech recognition · Sign language
translation · Cognitive robotics

1 Introduction

Humans communicate with each other by expressing their thoughts and ideas and the
best way to do so is through “speech” but some people deprived of this necessity. The
only way by which the deaf and dumb people communicate is through sign language
[1]. Sign languages (also known as signed languages) are languages that use the visual-
manual modality to convey meaning. Sign languages are full-fledged natural languages
with their own grammar and lexicon [2]. Wherever communities of deaf people exist,
sign languages have developed as handymeans of communication and they form the core
of local deaf cultures. Although sign language is used primarily by the deaf and hard of
hearing, it is also used by hearing individuals, such as those unable to physically speak.
The sign language used in India is the Indian Sign Language. As per Census 2011,
in India, out of the 121 Cr population, about 2.68 Cr persons are ‘disabled’ which is
2.21% of the total population. Out of this 2.68 Cr population, 19% of them are impaired
from hearing. In an era where ‘inclusive development’ is being emphasised as the right
path towards sustainable development, focussed initiatives for the welfare of disabled
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persons are essential. This emphasises the need for strengthening disability statistics
in the Country [3]. Lot of work has been done over the past couple of years to uplift
the hearing-impaired people. Post-independence, State Government and Municipalities
have started special schools for the deaf in many states. But, the number of schools
has remained inadequate compared to the number of children between the age group
of 0–14 years [4]. Even though measures have been taken by the Government and the
NGO’s to uplift the deaf and dumb community, there is not much work done to bridge
the communication gap that exists between the non-speaking people and the speaking
people.

Google has introduced a wearable wristband which will detect the gestures and is
connected to their mobile device for communication, but it is approved only as theoret-
ically not implemented as such. TOSHIBA is also trying to develop a robot-like sign
language interpreter which is used for communication. There are various android appli-
cations that are released to provide the communication facility to the mute people [5].
Real time conversion of sign languages using desk and wearable computer-based video
has also been done for the communication of mute people [6]. There are also works
related to the real time recognition of sign languages in videos as well [7]. Our model
proposes a glove-based system that will help translate the gestures into speech. This data
glove consists of flex sensors over the fingers that detect the hand orientation. The data
which is obtained from the data glove is then communicated to the Raspberry pi using a
Wi-Fi module and then decoded to translate the gesture into speech. ABluetooth speaker
is used to say the gesture out loud. Our device has been interfaced with the Indian Sign
Language. ISL is predominantly used in India, Pakistan and Bangladesh. It uses both
hands to communicate. We have come up with this device in the hope that the deaf and
dumb community can be benefitted from it (Fig. 1).

Fig. 1. Alphabets in Indian Sign Language [8]
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2 Objective

The project is aimed to overcome the communication barrier between the non-speaking
and speaking community through the data glove that converts sign language to speech.
Data gloves consist of sensors to recognize any gesture and then converted to speech.
In this paper the aim is to convert gestures from one hand to speech. The scope of this
project as of now is to depict numbers in the Indian Sign Language from 1–9 in the form
of audio output.

3 Methodology

Our system has five flex sensors, a Wi-Fi module and an accelerometer attached at the
backside of the glove. Flex sensors work on the principle of variable resistance whose
terminal resistance increases when the resistor is bent. It is used to sense changes in
linearity [9]. The resistance of the strip is foldable and a range of resistances are produced
depending on the bent angle. these analog values are converted into digital values using
analog to digital converters. The device used to convert these analog values into digital
values is an Arduino Pro mini. These values are then classified as high, medium or
low depending on the orientation of the hand. It is depicted high when the finger is
completely stretched out and low when the finger is completely bent. These values
along with the accelerometer values are combined and sent to the raspberry pi over Wi-
Fi. The accelerometer used in this device is a 3-axis Gyroscope, 3-axis Accelerometer
and Digital Motion Processor, all in small package. The 3-axis gyroscope detect the
rotational velocity along the x, y and z-axis. When the hand is rotated about any of
these axes, Coriolis Effect causes a vibration that is detected in the device. The 3-axis
accelerometer detects the inclination of the angle along the x, y and z-axis [10]. Since the
accelerometer used is very sensitive, a range of values is given for a particular gesture
to be recognised. All these values are then combined to send it to the Raspberry Pi over
Wi-Fi using aWi-Fi module. The Pi is set up as a server and data is sent to it. This data is
processed in theRaspbian. If the data generatedwhenagesture is performedmatcheswith
the pre-existing gesture data in the memory the pi using a Bluetooth speaker announces
the gesture. We start gesturing with our fist clenched. This is the starting point. All the
fingers clenched means that all the fingers are depicted as low. (according to the logic
we are using). So, for all the five fingers, the starting point will be [l/l/l/l/l] (leftmost
- thumb and rightmost - little finger and l depicting low). See Fig. 2. Here l, m, and
n represent low, medium and high respectively. When the finger is completely bent, it
represents low and when fingers are stretched then it depicts high. Figure 2: The fingers
is clenched tightly. This is the position where all the fingers are depicted as low and we
are assuming this to be the starting position for all the signs (Fig. 3).

Now when we consider the number 7 in the Indian sign language. It is depicted a
posture as shown in the Fig. 4. Here all the fingers are clenched except for the index
finger which is bent a little but not completely stretched. From the figure we can see
that all the fingers are clenched except for the index finger which is neither completely
clenched or completely stretched out. Therefore, according to the logic, we are using,
the thumb, middle, ring and the little fingers should all be depicted low and the index
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Fig. 2. The fingers is clenched tightly.

Fig. 3. This shows how each finger is depicted as low when the first is clenched.
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finger should be depicted as medium. This means that the pattern which we are looking
at is ideally [l/m/l/l/l/l]. but because of the sensitivity of the flex sensors, the flex sensor
reading of the thumb finger sometimes shows m and sometimes shows low. So, in our
database we have put [l/m/l/l/l] and [m/m/l/l/l] as number 7. The same has been done for
other numbers as well so that they can be identified accurately. When we are depicting
the number 7, the fingers are clenched in the beginning and the index finger is raised a
little.

The reading for the index finger changes from low to medium and the remaining
fingers remain at low. This pattern [l/m/l/l/l] matches with our database of numbers
which are predefined and the number 7 is depicted. All the numbers from 1–9 are
depicted this way. The data from the flex sensors and the accelerometer is sent to the
raspberry pi for processing using socket programming.

Fig. 4. Number 7 in the Indian Sign language.

The same has been done for other numbers as well so that they can be identified
accurately.Whenwe are depicting the number 7, the fingers are clenched in the beginning
and the index finger is raised a little. The reading for the index finger changes from low
to medium and the remaining fingers remain at low. This pattern [l/m/l/l/l] matches
with our database of numbers which are predefined and the number 7 is depicted. All
the numbers from 1–9 are depicted this way. The data from the flex sensors and the
accelerometer is sent to the raspberry pi for processing using socket programming. A
server client scenario is established and the data is sent. The data of the signs is stored
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in the form of arrays. Each array contains five sub arrays for the five fingers. In each of
the sub array, there are three values (Fig. 5).

Fig. 5. This shows how the index finger is depicted as m to communicate the number 7

There are three values in the sub array for the three levels-low, medium and high.
Again, to depict the number 7, the way in which it is stored is [[1, 0, 0], [1, 1, 0], [1, 0,
0], [1, 0, 0], [1, 0, 0]]. The zeroth indexed element in the sub array is for low and the first
and the second indexed element are medium and high respectively. The zeroth element
of the zeroth sub array depicts that the thumb finger is at low. The first element of the
first sub array depicts that the index finger is at medium and similarly from looking at
the rest of the sub arrays we understand that the middle, ring and the little finger are at
low. Due to the sensitivity of the flex sensors we have assumed [[1, 0, 0], [1, 1, 0], [1,
0, 0], [1, 0, 0], [1, 0, 0]] and [[1, 1, 0], [1, 1, 0], [1, 0, 0], [1, 0, 0], [1, 0, 0]] as 7 for
accuracy. The starting point for any gesture again is [[1, 0, 0], [1, 0, 0], [1, 0, 0], [1, 0,
0], [1, 0, 0]] - when all the fingers are at low. To depict number 7, the value of the index
finger becomes medium which means that the first element of the first sub array changes
from 0 to 1. It is programmed in such a way that when the resistance value of a particular
finger generated corresponds to medium, the value changes from 0 to 1.

4 Hardware Components

The hardware components used in this project are the flex sensors, a Wi-Fi module and
an accelerometer.
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Flex Sensors. Flex sensor has multiple applications like most sensors. Even though it
is widely used as a goniometer in rehabilitation research, its applications can be seen
in different fields like, human machine interfaces, geology and musical instruments. In
each application, the sensor identifies the flexure in terms of varying resistance that can
be recorded digitally and the data is then used differently depending on application [11].
There are three types of flex sensors, namely, optical flex sensors, conductive ink-based
flex sensors and capacitive flex sensors. In this project we have used the capacitive
flex sensors. A capacitive bend sensor includes a first element having a comb-patterned
portion of conducting material, and a second element having a comb-patterned portion
of conducting material. A dielectric material is disposed between the comb-patterned
portion of the first element and the comb-patterned portion of the second element. The
first element is bonded to the second element such that the comb-patterned portion of the
first element slides relative to the comb-patterned portion of the second element when the
first and second elements are bent. Bend angle is measured according to the alignment
of the comb-patterned portion of the first element and the comb-patterned portion of the
second element [12]. These sensors work on the principle of variable resistance. The
resistance of this changes when the finger is bent. Ideally, the more the finger is bent,
the resistance of this increases. Using this principle, we place the flex sensors along
the fingers to measure the degree of bending of the fingers. We use the capacitive flex
sensors for this project because it is more economical and easier to interface with the
other devices used in this project (Figs. 6 and 7).

Fig. 6. Capacitive flex sensor which is used in the device [11]

Accelerometer. The Accelerometer used in this project is an integrated 6-axis Motion
Tracking device that combines a 3-axis gyroscope, 3-axis accelerometer, and a Digital
Motion Processor™ (DMP) all in a small 4 × 4 × 0.9 mm package. The accelerometer
features three 16-bit analog-to-digital converters (ADCs) for digitizing the gyroscope
outputs and three 16-bit ADCs for digitizing the accelerometer outputs. For precision
tracking of both fast and slowmotions, the parts feature a user-programmable gyroscope
full-scale range of ±250, ±500, ±1000, and ±2000°/s (dps) and a user-programmable
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Fig. 7. Interfacing Arduino with a flex sensor

accelerometer full-scale range of ±2 g, ±4 g, ±8 g, and ±16 g. [13] the Accelerometer
in this project is used to measure the movement of the hand and its alignment. The data
from this is collected and depending on the data, a symbol or movement is depicted
(Fig. 8).

Fig. 8. 3-axes accelerometer and a 3-axes gyroscope

Raspberry-Pi. Themodel of Raspberry Pi used in this project is a Raspberry Pi model 4
model B. it is aQuad core 64-bit ARM-CortexA72 running at 1.5GHzwith a 2GBRAM
and it supports dualHDMIdisplay output up to 4Kp60.Wecan interface thisRaspberryPi
with Bluetooth andWi-Fi. This microcontroller also consists of 2x USB2 ports 2x USB3
ports 1x Gigabit Ethernet port (supports PoE with add-on PoE HAT) 1x Raspberry Pi
camera port (2-laneMIPICSI) 1xRaspberry Pi display port (2-laneMIPIDSI). There are
about 28 user General Purpose Input Output Pins supporting various interface options
which are UART, SPI, I2C and so on. The software for this microcontroller includes
ARMv8 Instruction Set [14]. The Raspberry Pi is used to gather information which we
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get from the flex sensors and the accelerometer. It is communicated to the Pi using a
Wi-Fi module. Depending on the hand movements, the gesture performed is depicted
(Figs. 9 and 10).

Fig. 9. Raspberry Pi 4

Fig. 10. Arduino Pro Mini

Arduino. The device used to convert the analog values coming from the flex sensors to
digital values is the Arduino pro mini. This device has been used as opposed to Arduino
uno since it is compact and can fit into the hand easily. The Arduino pro mini operates at
3.3 V as opposed to Arduino Uno which operates at 3.3 V as well as 5 V. The Pro Mini
3.3 V runs at 8 MHz. the resonator on the Pro mini is slower to ensure safe operation of
the ATmega. Pro mini’s pins surround three of the four sides. The pins on the short side
are used for programming. The pins on the other two sides are an assortment of GPIO
and power pins [15].

5 Results and Discussion

This project mainly aimed at easing the problems faced by the deaf and dumb society.
Developing technology like this enables people with disabilities to participate fully
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in all activities without any problem. In the case of the deaf and dumb people, the
problem arises when their thoughts or ideas cannot be conveyed to other people due to
limitation of sign language understanding to public. This project aims at overcoming this
communication barrier. Theflex sensors used in this project are the 4.5′′ in. capacitive flex
sensors. The 4.5′′ flex sensors are used for the index,middle and the ring fingers. The 2.2′′
flex sensors are used for the little finger and the thumb fingers since they are shorter. But
since the 2.2′′ flex sensors are not producing accurately; it is better to use the longer flex
sensors on the thumb and the little finger as well. The longer ones were used so that the
sensor can cover the Metacarpophalangeal (MCP) joints and Proximal Interphalangeal
(PIP) joints [16]. Since the accelerometer is not enough to perfect the hand orientation, a
3-axis accelerometer gyroscope is used. The data received communicated using a Wi-Fi
module since it has a longer communication range when compared to bluetooth. As of
now we are not using any Machine Learning or Deep Learning processes to predict the
signs. We are performing the gestures which are already pre-existing in the database. We
have used a Raspberry-Pi in this project because we were initially wanting to perform
only few of the signs and to decode those few gestures a Raspberry pi was sufficient.
The next step of this project is to couple both the hands and perform a greater number
of gestures.

6 Conclusion and Perspective

We have done this project in the hope that many people can benefit from our work. The
gesture glove device work well to generate instructions in the form of number and some
texts. In future, we would like to interface our project with deep learning and machine
learning concepts to make it more efficient. A set of machine learning algorithms are
deployed on raspberry Pi which analyse the output from sensors, reduce the noise in
the data using templates of hand movements. The machine generates the text to the
corresponding hand movement using LSTM algorithm. The text is converted to speech
using a TTS (Text to Speech) module. The workload on raspberry is divided using
threading concept. The device to raspberry communication is asynchronous. We would
also like to use touch sensors of some sort because there are a lot of gestures in the Indian
Sign Language that have the same hand orientation but different positioning of the hand.
For example, the letter ‘I’ and a ‘woman’ do not have much difference in the gesture.
Both are depicted by stretching the index finger completely while the remaining fingers
are kept clenched. So, to depict such gestures with such subtle differences, touch sensors
or a greater number of accelerometers should be used to get the positioning right.

In Fig. 11 and Fig. 12, we can see how a “woman” and the letter “I” respectively.
From the figures we can see the subtle differences in the gestures. With the model
we have right now, it is difficult to differentiate between them. Our future goal is to
come up with a method that can differentiate between them and identify the gestures
accurately. One method through which such subtle gestures can be identified accurately
is by incorporating touch sensors that triggers different values when different parts of
the body are touched. Another way is to use more number of accelerometers to get the
positioning accurately. This problem may also be solved by using Machine Learning
or Deep Learning techniques to predict the gesture depending on the context of the
situation.
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Fig. 11. In Indian sign language, a “women”. Sign is depicted by touching the index finger to the
index nose [17].

Fig. 12. The letter “I” in the Indian language is shown by stretching out finger and touching it to
cheek [18]
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from Real Public Conversation
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Abstract. We are developing a conversation support system that can estimate
the smooth progress of human-to-human conversation. When the system senses
there has been little progress in the conversation, it attempts to provide a topic to
lead a smoother discussion and good atmosphere. The conversation atmosphere
is estimated using the fundamental frequency (F0) and sound power (SP). In its
practical use, the following problems occur:

1. Ambient noises, especially nonstationary speech signals of a person behind
the target speaker, decrease the conversation-atmosphere estimation rate. It is
difficult to cancel this speech noise, even when using current noise cancelling
methods.

2. Laughter utterances in which acoustic characteristics are quite different from
usual speech utterances are often seen in daily conversation, which causes a
decrease in the conversation-atmosphere estimation performance.

In this paper, we propose an identification method for target speech utterances
from ambient speech noises or laughter utterances using the standard deviation
value of SP and Mel-Frequency Cepstral Coefficients (MFCC).

Keywords: Conversation support system · Ambient speech cancelling ·
Laughter utterance identification

1 Introduction

Recently, with the spread of network devices, such as personal computers and smart-
phones, various pieces of information can be easily obtained, and the opportunity to
obtain information by talking with people has decreased. The number of people who
are living alone and are reclusive is increasing, and the lack of communication between
humans has become a big problem.

The creation of some communities has been promoted to support the communica-
tion between the elderly, especially disaster-stricken elderly people. However, it is not
easy to provide communication support to people who once missed the opportunity for
interaction with others. When they are not confident in communicating with others or
they have a negative impression of the community themselves, it is difficult to get people
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to immediately participate in communication support activities. Therefore, a different
approach to solving this problem is necessary.

Many robots that communicate with humans have been developed for elderly per-
sons [1–3]. They are effective at being interested in conversation; however, they have
a problem in that the user becomes tired of their conversation for reasons such as lack
of conversational flexibility and adaptability. It would be difficult to change their top-
ics, expressions, utterance timings, or talking speeds according to the situation of the
user and the conversation atmosphere. We have already proposed a conversation sup-
port system for the public community [4]. The system can understand whether or not
the human-to-human communication proceeds smoothly. When sensing there has been
little progress during the conversation, the system attempts to provide a topic to lead a
smoother discussion and good atmosphere. We have already confirmed that the funda-
mental frequency (F0) and sound power (SP) values for each utterance are effective in
estimating the conversation atmosphere using a free conversation database recorded in a
recording studio. Figure 1 shows the structure of the conversation smoothness estimation
process. The system extracts F0 values from input utterances and calculated the standard
deviation of the F0 values (SD-F0). When the SD-F0 values of some utterances in the
conversation are detected to be under the threshold value, the system decides that the
conversation is not progressing smoothly and provides a new topic to liven up the con-
versation. However, the system was evaluated using conversations recorded in a studio,
and we have not solved the problems of conversation support in real-world use.

Fig. 1 Conventional process of a conversion support system

We think that if we use our system in a real restaurant or lounge, the following fatal
problems will occur and decrease the estimation performance:

1. Ambient noise decreases the estimation performance. In particular, it would be diffi-
cult to exclude nonstationary noise, such as a person’s speech from behind the target
speaker, even when we use current noise cancelling methods.

2. Non-language utterances (e.g., laughter, cough, and clicking tongue) are often
included in daily conversation more than in the conversations recorded in studios.
The error rate of conversation atmosphere estimation increases when using real daily
conversation because theF0 characteristics are different from those of normal speech.
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In this paper,wedescribe an identificationmethod for target normal speechutterances
from ambient speech utterances and laughter utterances, which are frequently included
in daily conversation.

2 Our Conversation Support System

The left side of Fig. 2 shows a scene of use of our conversation support system listening
to a conversation between two speakers and estimating whether the conversation is
progressing smoothly. Theplush-doll on the table is our conversation support system.The
two right pictures in Fig. 3 show the microphone for recording speech. The microphone
is a small directional condenser microphone. Several microphones are placed just in
front of the chairs on the sides of the table. Furthermore, it is desirable that the position
of the microphone is adjustable according to the sitting positions of the speakers. In such
locations, even if the microphone is installed near the user, background conversations
of other people are frequently inputted.

Fig. 2 Usage scene of conversation support
system (left)

Fig. 3 Location of the microphone for
recording conversation utterances (right)

3 Identification Method for Differentiating Between Ambient
and Target Speech

We used our conversation support system in a restaurant during lunchtime to evaluate it
for practical use. The system regarded signals as target utteranceswhen the power level of
signals exceeded the threshold. Over a three-minute period, over seventy utterances were
extracted as target voices. However, the rate of target speech extraction was only 65%.
The extracted utterances included several inputs from people sitting at the neighboring
table and employees of the restaurant. It is necessary to distinguish between the speech
of ambient speakers and the target speaker.

To exclude background speech, several sound source separation methods have been
proposed using microphone-arrays [5, 6]. There are also several identification methods
for the separation of sound sources based on the use of a single microphone, such as
binary masking using a Bayesian network and non-negative matrix factorization [7,
8]. These methods are effective for separating target sounds from background noise.
However, the associated system tends to be complex, and the separation of target sound
sources from nonstationary noise, such as ambient speech, is typically insufficient.

We use the standard deviation values of SP (SD-SP) for each utterance to identify
the target speaker located near a microphone. In previous our paper [9], we found that
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the SD-SP of each utterance when speakers talk near the microphone tends to be larger
than that when speakers talk far from the microphone. However, we confirmed this using
only male speakers. In this paper, we report the experience results using both males and
females.

3.1 Free Conversation Recording in a Restaurant Environment

To analyze the difference between the acoustic characteristics of speech originating
near a microphone and that originating far from a microphone, we recorded several
conversations in an experimental room.

To reproduce the acoustic environment of a restaurant, two loudspeakers were placed
behind the speaker and noises from actual restaurants were played. We asked a speaker
and a partner to talk to each other freely amidst this noise. The partner stood behind the
microphone, and its position was fixed. One speaker (Speaker1) stood at two different
positions: one was 30 cm from the microphone and the other (Speaker2) was 120 cm
from it. We recorded the speaker’s utterances for each spot. When the speaker’s distance
is 30 cm from the microphone, the system regards the speaker as the target, whereas
when the distance is 120 cm, the system does not regard the speaker as the target due
to environmental noise. The former is the conversation that should be accepted by the
system, and the latter is the conversation that should be excluded.

Table 1 lists the recording conditions. Figure 4 shows the experimental layout used
to record the conversations.

Fig. 4 Schematic diagram of experimental layout

3.2 Acoustic Analysis and Extraction of Each Utterance

We extracted the speaker’s utterances from the recorded conversation. The threshold
level was decided using Eq. (1), and only parts above the threshold level are extracted
as utterance parts.

Threshold level = (Average of ambient sound power)+ 5 dB (1)

We calculated the F0 values and SP values of each utterance as acoustic parameters.
The analysis conditions and specifications are listed in Table 2.
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Table 1. Conversation recording conditions

Speakers 4 males and 2 females

Conversation period 2–4 min/conversation

Conversation condition Free dyadic conversation

Distance between microphone and speaker 30 cm/120 cm

Ambient sound Sound recorded in a restaurant

SP value of the ambient sounds at location
of each speaker

120 cm: 59.3 dB
30 cm: 56.7 dB

S/N values at the location of microphone
Signal: each speaker’s sound
Noise: ambient sound

120 cm: 4.2 dB
30 cm: 13.3 dB

Table 2. Parameter extraction details

Sampling frequency [Hz] 16000

Frame length [ms] 128

Frame shift width [ms] 10

3.3 Standard Deviation of F0 or SP Value of Each Utterance

We calculated standard deviation values of SP (SD-SP) as well as the SD-F0 of each
utterance. Their relationship is shown in Fig. 5. A comparison was made between the
values obtained for utterances originating near the microphone (distance of 30 cm) and
those for utterances originating far from the microphone (distance of 120 cm). The line
in Fig. 5 represents the boundary calculated using the LDA method. Figure 5 indicates
the following:

• The SD-SP values at 30 cm are higher than those at 120 cm. The difference between
the two sets of values is significant, based on the F-value analysis (confidence level
of 95%). The tendency of the relationship is independent of male and female.

• The difference in the SD-F0 values between the 30 cm and 120 cm cases is small, and
the difference is not significant based on the F-value analysis.

We confirmed that the SD-SP values at 30 cm were higher than those at 120 cm as
follows:

(1) The SD-SP values for each utterance decrease as the distance between the
microphone and the loudspeaker is increased.

(2) The SD-SP values of loud utterances tend to be smaller than those of normal
utterances.
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Fig. 5 Relationship of the standard deviation between F0 and SP

To clarify the reason why the SD-SP values of loud utterances are smaller than that
of normal utterances, we compared the changes in the time axis of SP values between
loud utterances and normal utterances. We recorded two kinds of utterances. One was
the normal utterance recorded in the room without noise, and the other was the loud
utterance spoken while listening to the restaurant’s noises with headphones

Figure 6 shows examples of the two kinds of utterances. The left figure shows an
example of a loud utterance’s SP, and the right figure shows an example of a normal
utterance’s SP. The dotted lines in these figures represent the threshold levels when each
utterance is spoken in a noisy restaurant. When comparing the shapes of the changes on
the time axis of SP values, the flat part indicated dotted circle is found only in the upper
threshold of the loud utterance for the Lombard effect. In a normal utterance, the shape
of the SP has a tendency to change constantly. This is the reason the SD-SP of the loud
utterance is smaller than that of the normal utterance.

Fig. 6 Examples of waveform and sound power for loud utterance and normal utterance
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3.4 Evaluation of Identification of Target Speech Using SD-SP and SD-F0

We estimated the distance between the speaker and the microphone for each speaker
using the support vector machine (SVM) function for the other three speakers, and we
evaluated an estimation performance by calculating the recall rates, precision rates, and
F-measure rates (harmonic average value). Table 3 lists the values of each rate. The
talker A–D are males and the talker E and F are females. Although the recall rate and
precision rate varied depending on the speaker, the average rate across all four speakers
was 80.5%. This result suggests that the realization of a conversation support system
that can extract only the utterances of a target speaker near a microphone is feasible,
even in an environment with ambient noise.

Table 3. Estkmation performance of each speaker

Person A B C D E F Average

Recall [%] 90.0 80.0 70.0 90.0 60.0 70.0 76.7

Precision [%] 81.8 88.9 87.5 100.0 75.0 77.8 85.2

F-measure [%] 85.7 84.2 77.8 94.7 66.7 73.7 80.5

4 Differentiation Between Laughter Utterances and Normal
Speech Utterances

Daily conversation includes several non-language utterances, such as laughter, cough-
ing, and tongue clicking. The rates of non-language utterances in the free conversation
database are 19%. The utterances of the elderly include many types of non-language
utterances, but 83% of utterances are “laughter”. We have already proposed an iden-
tification method between laughter utterances and normal speech utterances using the
standard deviations of F0 values for each utterance [8]. However, the identification per-
formance was not high. The F0 values and SP values characteristic of laughter utterances
depend on the speaker, and it was not easy to detect the boundary between normal speech
and laughter utterances independent of speakers. In this paper, we report the identifica-
tion experiment results for laughter speech using the MFCC in addition to F0 and SP
parameters.

4.1 Free Conversation Recording

We recorded six sets of daily conversations by six males as participating speakers. They
met for the first time with each other. Figure 7 shows the location of the conversation
recording. We used two microphones and a video camera for this purpose. Figure 8
shows an example photo extracted from the video data. The conditions of the recordings
are listed in Table 4.
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Fig. 7 Location of recording conversation

Fig. 8 Example photo extracted from the video data

Table 4. Conditions of conversation: estimation performance of each speaker

Speakers 6 males

Ages 62–82 yours old

Number of conversations 6 conversations

Conversation periods Three minutes/conversation

Conversation condition Free dyadic conversation

4.2 Laughter Utterance Extraction

We extracted both normal speech utterances and laugher utterances from the recording
data. The laughter utterances were classified into three types according to social function
in Tanaka’s paper [10]. Table 5 indicates the number of utterances for each type of
extracted utterance.
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Table 5. Number of extracted utterances of laughter and normal speech

Number of speech utterances 81

Number of laughter utterances Mirthful 45 (63.38%)

Polite 20 (28.17%)

Derisive 6 (8.45%)

4.3 Acoustic Analysis Conditions

We calculated the F0, SP, and MFCC values of both normal speech and laughter utter-
ances shown in Table 5 as acoustic parameters, and the standard deviations of these
parameters were calculated. In a practical noisy environment, the threshold should be
set above the SP of noise, and only the part of the input signal over the threshold is
regarded as utterances. In the experiment, we calculated the average SP value of each
utterance and regarded it as a threshold. We calculated the acoustic parameters of only
the utterance parts above the threshold. The analysis conditions and specifications are
listed in Table 6.

Table 6. Parameter extraction details

Sampling frequency [Hz] 16000

Frame length [ms] 128

Frame shift width [ms] 10

MFCC dimension [dimension] 8

4.4 Normal Speech Identification from Laughter Utterances by SVM

We confirmed the identification performance between the normal speech and laughter
utterances using F0, SP, and MFCC.We used an SVM for identification. In particular, to
confirm the effectiveness ofMFCC, we compared the performance using only F0 and SP
with that using F0, SP, and MFCC. Tables 7 and 8 show the identification performances
in terms of recall, precision, F-measure, and accuracy of normal speech extraction from
the database shown in Table 4.

To improve the conversation-atmosphere estimation performance, it is important that
all extracted utterances are normal speech utterances. When the “True Positive (TP)”,
“True Negative (TN)”, “False Positive (FP)”, and “False Negative (FN)” are counted on
the side of normal speech utterances, the accuracy rate is defined by Eq. (2).

Accuracy = (TP + FN ) / (TP + FP + FN + TN ) (2)

Tables 7 and 8 show the following:
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Table 7. Identification rates of each speaker using F0, SP, and MFCC

Person A B C D E F Average

Recall [%] 77.78 63.64 50.00 88.24 52.94 80.00 68.77

Precision [%] 70.00 77.78 66.67 78.95 75.00 70.59 73.16

F-measure [%] 73.68 70.00 57.14 83.33 62.07 75.00 70.20

Accuracy [%] 68.75 73.91 55.00 81.25 60.71 75.76 69.23

Table 8. Identification rates of each speaker using F0 and SP

Person A B C D E F Average

Recall [%] 77.78 63.64 75.00 88.24 58.82 80.00 73.91

Precision [%] 77.78 53.85 64.29 60.00 71.43 50.00 62.89

F-measure [%] 77.78 58.33 69.23 71.43 64.52 61.54 67.14

Accuracy [%] 75.00 86.52 60.00 62.50 60.71 54.55 61.55

• The accuracy rate was approximately 69.23%. When using MFCC parameters in
addition to F0 and PS, the accuracy rate increases compared to using only F0 and PS
(from 61.55% to 69.23%).

• For our conversation atmosphere estimation, a high precision rate is desirable. The
precision rate was improved by approximately 10% by using MFCC (from 62.89%
to 73.16%).

• Theperformancedependson the speaker. In particular, the accuracy rates are decreased
for speakers B and C. However, the differences in the accuracy tend to decrease when
using MFCC.

4.5 Discussion

For the conversation atmosphere estimation, all extracted utterances should be normal
speech utterances without laughter utterances, and the precision rates are important. As
a result, the precision rates were 73.16%. This is insufficient for identification perfor-
mance. However, if we extract all the utterances as normal speech, the precision rate is
53.29% (number of normal speech utterances/number of all utterances shown in Table 5).
The results suggest that the precision rate would be improved drastically. In addition,
the MFCC parameters are quite effective in improving the precision rates.

To clarify the reason for the effectiveness of MFCC, we compared the standard devi-
ation of MFCC (SD-MFCC) values between the normal speech utterances and laughter
utterances.

Figure 9 shows the comparison results between normal and laughter utterances using
SD-MFCC values of the 2nd dimension values and the 4th dimension values. The SVM
method was used for identification. The curved line in Fig. 9 indicates the boundary
between normal speech and laughter by SVM.
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This figure indicates that the area plotted by the MFCC values of laughter utterances
is small. Almost all values of both the 2nd dimension and 4th dimension are plotted
within the SVM boundary. However, the area in the case of normal speech is wide. The
results indicate that it is difficult to separate both areas, but it is possible to decide the
area plotting only normal speech utterances. The results suggest that MFCC values are
only useful for extracting normal speech utterances.

The identification performance shown in Fig. 9 depends on the speaker. In the future,
it is necessary to develop a speaker adaptation method to improve its performance.

Fig. 9 Comparison between normal and laughter utterances using SD-MFCC values (the 2nd
dimension and the 4th dimension).

5 Conclusion

We studied an identification method of target speech utterance to use a conversation
support system in a lounge environment. We found that the standard deviation of the
SP values is effective for identifying the target speech utterance from ambient speech.
As a result of an identification experiment using the SVM method, although the recall
rate and precision rate varied depending on the speaker, the average rate across all six
speakers was 80.5%. We also confirmed the identification performance between normal
speech and laughter utterances using F0, SP, andMFCC.The identification rate of normal
speech utterances was 73.1% as the precision rate.

These results indicate that these acoustic characteristics would be effective in con-
versation atmosphere estimation and suggest that our conversation support system could
be useful in practical scenarios.
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Abstract. This research paper focuses on the effectiveness of the Line Num-
bered Concordant Basic Text (LNCBT) of Narcotics Anonymous as an interactive
neurocommunicative and gamificated technique to generate empathic emotions
through its process and application. The LNCBT is studied as an effective educa-
tional, neurocommunicational and behavioral change technique for recovery from
addictions. Firstly, it was analyzed through Facial Action Coding System (FACS)
using the iMotions Software. Secondly, the FACS results were also contrastedwith
text-based content analysis to confirm the relationship between empathic emotions
and the prose contained in the LNCBT, which the subjects selected through an
interactive communicative and game-based learning process: writing the num-
bers of their favorite sentences that they related with and sharing about them.
The analyzed data suggest that LNCBT technique activates emotional empathy,
including the ability of identifying through written text and verbal and nonverbal
expressions. Results confirmed multiple complex emotional flow from recogniz-
ing negative emotions, at the beginning, to more positive emotions, at the end of
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the technique. Frommiddle time of the technique to the last moments the research
observed more balanced emotional states, once the negative experiences were rec-
ognized and shared at the beginning. At the end of the experience joy predominates
(75%–85% of time) while emotions like anger or disgust tend to diminish. Finally,
the text-based content analysis method found data that also suggests that the sub-
jects, during the completion of the LNCBT technique, felt a positive emotional
flow towards empathy, a collective, nonjudgmental and shared balance emotional
state. The results suggest that the interactive neurocommunicative technique of
LNCBT therapeutically supports recovery from the addictive process, from the
isolated self-centered obsessive and compulsive emotional state towards a more
empathic collective state.

Keywords: Neurocommunications · Social brain · Connective intelligence ·
Empathic imagination · Narcotics anonymous · Recovery from addictions ·
Interactive communications · LNCBT · FACS · iMotions · Empathy and
emotion · Gamification · Automatic facial emotion recognition · Emotional
Text-based content · Behavior change techniques

1 Introduction

The Line Numbered Concordant Basic Text (LNCBT) of Narcotics Anonymous is stud-
ied as an effective educational, interactive neurocommunicational and behavioral change
technique for recovery from addictions. In the present research empathy is analyzed,
based on the emotions found automatically through software in the faces of individuals
that are part of addiction recovery groups based on the 12 Step technique. Specifically, for
this study, audiovisual recordings have been made during the use of the tool of LNCBT
technique, to be analyzed by the IMotions software.

It is intended to find what emotions appear in the most important moments at the
presence of empathy, and the tendency of these emotions to appear at a global level
through the process of the tool.

It started by using the observation of facial expressions because it is a less intrusive
method than electroencephalography (EEG) or Functional Magnetic Resonance Images
(FMRI). Also, it is considered an important tool of behavior measuring for the study
of emotions, cognitive processes and social interactions [1]. Also, it is used in different
areas like job interviews and personalized marketing of products [2].

Addictions have a neurobiological basis and the mesocortical-limbic system
anatomic substrate is the most important in relation to the addiction behavior [3].

Currently, addiction studies include, apart from associated chemical substances,
some of them of behavioral character, known as non-chemical addictions or toxic [4].
Most of them are included on the list of the denominated behavioral addictions by the
DSM V [5].

The pharmacological treatment for addictions by itself is not enough, because it is
centered on reducing symptoms of depression, anxiety, concern, and sleep difficulties;
in previous studies it has been proved that non-pharmacological techniques as group
therapies, cognitive-behavioral and motivations help to reinforce social behaviors that
modulate the addict brain [3, 6–10], allowing the person to maintain a lifestyle without
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drug consume and engendering abstinence [9] that is why it is interesting to study how
the 12 steps technique, LNCBT is able to generate empathy which can be recognized
and analyzed with software.

2 Materials and Methods

2.1 Emotions

They are actions that respond to external stimulus, perceived or remembered [11].
According to P. Ekman it is possible to find 7 terms that represent families of related
emotions: joy, sadness, anger, disgust, fear, mean, and surprise [12]. Each basic emo-
tion has a distinctive facial expression and for most of them have evidence of different
physiological responses, changes in the voice and cognitive phenomena evidence as
concentrating attention in the emotion stimulus [12–14]. Based on the knowledge about
basic emotions it is possible to build up first signs of more complex and interesting emo-
tions, mainly for philosophers. Other authors for generating a more general theory about
the fundamentals of the basic emotions a distinction between “primary” and “secondary”
emotions [15–18].

The “primary” ones are part of the evolutionary heritage that are shared by all healthy
humans and related to specific types of stimulus. The “secondary” ones are acquired
during the development of each individual and respond to more complex and abstract
characteristics and stimulus.

This approximation identifies each emotion with a type of somatic evaluation and is
centered on the functions of emotions on the internal cognitive economy of the organism
[12, 17].

Also, according to Damasio & Carvalho, the neurophysiological comprehension
of feelings can be conducive to the development of more efficient treatments against
depression, addiction to substances and untreatable pain [11].

2.2 Facial Expressions Recognition

There are four types of facial signs systems: static, slow, artificial, and fast. The static
signals include the size, the shape and the relative localization of the characteristics and
the contour of the bone structure that are related to identity and beauty. The slow signals
can be wrinkles or dark circles that carry information about age. The artificial signs such
as make up, plastic surgery or extra elements as wigs or glasses try to decrease the slow
signs of age. The fast signs include the actions produced by muscles, typically called
expressions, and the blood flow on the skin temperature and color [19]. It is about this
last type of signs in which the following systems described are focused on.

There are severalmethods tomeasure recognizable facial actions visually by humans,
around 14 techniques according to P. Ekman in a period of 55 years since 1924 [19]. For
automatic categorization, three recognition steps are necessary: detection of the face,
extraction of the facial expressions, and classification of the expressions. Most of the
studies about facial expressions analysis are based on the emotional classification vision
of Ekman of facial expressions, even though it does not mean that all the possible facial
expressions can be categorized within the 7 basic emotions [20]. There are two important
groups of parameters used to represent facial expressions:
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• The one developed by Ekman and Friesen in 1977 [21, 26], denominated FACS,
(Facial action coding system).

• And another group of parameters of muscular actions called FAPs (Facial animation
parameters), part of the MPEG-4 standard, developed in 1998.

The problem of the automatic classification is difficult at first, because the descrip-
tion of the emotions by Ekman is linguistic, not based totally on the action units; second,
because the classification of multiple basic emotions must be possible (complex emo-
tions); third, because it must be independent of the physiognomic variability of the indi-
viduals; fourth, because of the difficulty of recognizing the context; and fifth, because
there is an increase on the psychological research that time measurement is an important
factor for the interpretation of facial expressions [20].

According to Bassili [22], a trained human observer can classify correctly faces
within the six emotions, apart from content, on average of 87%. The software iMotions
presents a proven performance in a subgroup of data CK+ of the Carnegie Mellon
University [23] presented on Fig. 1 [24]. Moreover, an interesting conceptual framework
for analyzing emotions through face to face communication is developed by Hellmann
[25] and the web of the software IMotions [26] includes a large amount of related
researches from the last years that used it.

Fig. 1. Performance of iMotions with CK+ .

For a long time, psychologists and neuropsychologists have discussed if the recog-
nition of faces is by underlying components or by an integral process. While Biederman
proposes the theory of recognition by components, under the premise that as well as
the oral language is composed by simple phonemes, the vision can be understood as
the composition of diverse figures [27]. In that regard, Ekman [28] was a pioneer in
studying and classifying the spontaneous expression in the faces generating its FACS
system, Facial Action Coding System, which is one of the few agreed system that it is
still used in modern research tools such as FACET 2.0 [24] of IMotions . Farah et al.
[29] suggest that the face recognition is an integral process that results with more pre-
cision to recognize the complete face with each one of the characteristics, therefore the
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researchers use a holistic focus as a PCA technique (Principal Components Analysis).
Until now, there has not been an agreement about this [30], but recent deep learning
approaches using convolutional neural networks and recurrent neural networks leads to
an integral process [31]. D. Li et al. [32] reported that the fusion of video with electroen-
cephalography outperform the use of each modality separately. Thus, future work with
the integration of electroencephalography could improve the emotions recognition.

2.3 Line Numbered Page Concordant

The tool and technique LNCBT, based on the program of 12 Steps for addiction recovery
is predicated on the recollection of collective experiences of people around the world
in different phases of addiction and recovery. The text is structured through numbered
phrases for each chapter. During the application of the technique, an individual reads a
phrase and says the number of the next phrase; the process is repeated until the chapter
is finished. During the reading the individuals write down the number of the phrases
that they identify with by any motive related to their own experiences. Then, everyone
has a three-minute period to share about the selected phrases. The main variable that
is studied is Empathy and how it is expressed through basic emotions (joy, sadness,
fear, anger, disgust, surprise, and mean) [12] that activate by realizing the 3 independent
activities of reading, sharing and listening experiences of addiction recovery that the
LNCBT technique presents. There is also a sub-variable that refers to the frequency
of the numbered phrase selection, the ones that have sentimental content that can be
classified as positive or negative and related to basic emotions [33].

Sample. An audiovisual recording about the application of the LNCBT was made to
the following individuals for their posterior analysis:

• 9 New Individuals in the recovery group
• 6 Veteran Individuals that attend the group

Within the 15 recordings, apart from the complete analysis of the video, signs of
empathy and emotions were studied in 5 main moments of the LNCBT technique: at
the beginning with the reading of collective experiences, at the end of the reading, at
the beginning of the phrase sharing that made them feel identified, at the middle of the
sharing times, and at the end of the sharing times.

The dependent variable, empathy, and the sub-variables, basic emotions, and inter-
actions with the independent variables, reading, sharing and listening there have been
identified by being different and significant moments of the technique:

• There is a period around 5 to 12 min for the Reading. In this time, it is observed
empathy if there is any annotation of any phrase or expression of facial gestures
related with a basic emotion concordant or in relation to the meaning of the text read.

• After that, the participants share experiences in first person statements, using “I” or
“we”, in turns of 3 min each. It is evident the empathy through the observation of basic
expressions during the identification and citation of phrases of the text that called the
attention of each participant. Empathy is also evident when the sharing is related with
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the words shared by another person, for that expressions like “I feel identified”, “me
too”, “as he said” are considered.

• During the previous periods of time the phases of listening are alternated, so this
empathy is observed in basic emotions expressed facially when another person is
sharing or reading.

2.4 Keywords Trend

In the five years charted, there are flat and regular search trends shown in Fig. 2 of the
technological terms: iMotions and Automatic Facial Emotion Recognition. In other way,
the keywordsmost related toRecovery fromAddictions show thatNarcoticsAnonymous
keeps a high trend along the time and a peak in the searches of recovery from addictions
at 2017. Interestingly, Neurocommunications and Social Brain, neuroscience related
keywords, show peaks at only certain times and it is not clear if there is a periodicity in
the Social Brain searches.

Fig. 2. Search trends. Top left: technical keywords. Top right: recovery keywords. Bottom left:
neuroscience keywords. Bottom right: psychology keywords.

Empathy and Emotion and Behavior Change Techniques shows some peaks, but the
trends are almost constant along the last five years.

2.5 Data Collection

From the recordings, the time dedicated to reading and sharing are separated. Addition-
ally, time is divided to each activity in three parts: beginning, middle, and end. In this
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way it is possible to observe the emotional and empathic process of the individuals in
different moments of the LNCBT technique. Also, the main moments are extracted on
intervals of 10 s, obtaining a sub-recording of 50 s by individual.

Further, for confirming the correlation among the text phrases and the emotions
experimented on different moments of the technique applications, the number of the
most written phrases at that moment of reading and sharing were collected. A feeling
analysis of the selected phrases with higher frequency was made. The feeling analysis
of the texts can be grouped in four categories: to highlight keywords, lexical affinity,
statistical methods, and approximation in a concept level [33]. For the searching of
feelings in the text of the LNCBT technique, the lexical affinity has been used because it
is more sophisticated than highlighting keywords, because it assigns words with affinity
for each emotion.

2.6 Analysis of Empathy and Basic Emotions

The present study uses the module Emotient FACET of the iMotions software, comple-
mentary home-use and demonstration license to analyze the complete recordings and the
5 main moments of the LNCBT technique application. This software is based on FACS,
including 19 units of action [24]. The results in values related to the evidence of emotion
presence, 8 in total, are collected in tables where averages were made in the periods of
time described previously. The averages are transformed in a probability value using the
Eq. 1 given by the software developer:

PP = 1/(1 + 10∧(−LRR)) (1)

Where LRR is the value of evidence in the average of one period of time and PP
is related with the probability of a human expert in facial expression recognition using
FACS recognizes the emotion of that moment [24]. The values of evidence depend of a
base line for each individual. This base line adjusts by taking a part of the recording in
which the individual maintains his or her face with a neutral expression.

The Emotient FACET software has been used in different studies [24–26]; not only in
its current commercial version, but also in its former academic version CERT [34] where
it is mention in the use of Gabor filters for the extraction of the image characteristics. So,
in a work for analyzing video recorded interviews to obtain the base line, the individuals
were asked to be relaxed for 5 s [2]. On the other hand, studies made about: discussing
answers and washing hands in different meals of different cultures [35], and about
evaluating the performance at the moment of talking in front of an audience [36]; use
similarly the average of the evidence obtained as a significant data for the results.

Figure 3 shows facial expressions of joy and the corresponding results of iMotions
software.

3 Results

In Fig. 4, is plotted the probability of the average obtained at themost significantmoments
of the technique application. The tendency of the time on different emotions is observed.
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Fig. 3. Top. Expressions recognized as Joy in iMotions software from two different subjects.
Bottom. Time series of emotion recognition. Joy is in the first row. The vertical bar indicates the
current frame.

Joy predominates over the rest of the emotions, followed by disgust. Anger, confu-
sion, and frustration follow a similar temporal tendency, with a maximum value at that
moment of the final reading, and a minimal value at the moment of the middle sharing.

Figure 5 plots the probability of the evidence average of the different emotions for a
visualization of the tendency in the time. Joy predominates over the rest of the emotions.
Surprise and fear share a similar tendency with a maximum in the middle of the reading
and a minimum and the beginning of the sharing.
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Fig. 4. Top. Temporal tendency of the different emotions’ observation. Bottom. Tabulated data
of the plot and identification of the LNCBT technique in five moments.

The most selected phrases in the different activities, with their respective frequency
are presented on Table 1. For the reading activity the total time of the activity is consid-
ered. For the sharing it is considered the divisionmade by the three parts of the beginning,
middle, and end.

4 Discussion

During the following discussion the analyzed emotions and sentences are considered
individually and in conjunction during the different moments of the techniques. This
is because this research considers empathy as a complex emotion, neither positive nor
negative in terms of emotions we like and dislike to feel, but as the result of the con-
junction of different emotions interacting with each other in a way that they tend to
balance. As a result, this emotional balance generates a general balance increment in
the positive emotions over the regulation of the strong negative ones. See for instance
on Fig. 5 81,74% of Joy in contrast with the following negative emotions of 62,42%
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Fig. 5. Top. Temporal tendency of the different emotions’ observation. Bottom. Tabulated data
of the plot and identification of the LNCBT technique in six moments.

of Disgust, 51% of Anger and Contempt. Joy emotion is reduced at the end in contrast
with the beginning of the LNCBT technique from 85,41% to 81,74%, Fig. 5, but it is
much higher and suffers less reduction than the second more probable such as Disgust
that goes from 66,22% to 62,42%, anger 69.51% to 51.81% or contempt from 65,645 to
51,86%.

The observations of Fig. 4 and Fig. 5 show that joy is the predominant emotion over
the others during all the moments of the technique. Joy is the ideal emotion to generate
empathy, in terms of the basic save emotion that can motivate the trust to share and
release safely other negative emotions with another individual or group.
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Table 1. Frequency of phrase selection of LNCBT

READING SHARING
PHRASE FR

EQ.
PHRAS

E
FREQ. 
START PHRASE FREQ. 

MIDDLE
PHRAS

E
FREQ. 
END

2, 6, 37, 
56, 76 4 2 8 13, 34, 41, 

69 3 85 8 

5, 7, 15, 
18, 33, 

46
3 10 5 

2, 4, 21, 

23,2 5, 28, 

31, 32, 44, 

57, 59, 74, 

83

2 50,63 6 

3, 4, 9, 
12, 21, 
26, 27, 
29, 30, 
31, 35, 
42, 51, 
58, 59, 
62, 63, 
64, 65, 
68, 79, 

83

2 27 3 84 5 

19, 41, 
45, 46, 
51, 60, 
61, 62, 
67, 71, 
72, 75, 

83

3 

At the beginning of the reading, during the 10 most significant seconds there is a
probability of 75.42%while in the averageof themoment there is a probability of 85.41%.
In the middle of the reading, the average probability that the expressions represent
happiness increases and it goes up, Fig. 5, even higher than at the beginning, and at
the end of the activity. During the reading the individuals maintain a higher level of
probability of being happy than at that moment of sharing. It is curious that sadness,
fear, and surprise have similar behaviors of being higher during the reading than during
the sharing. The collective concentration that happens in the middle of the collective
reading seems to increase emotions generating another empathic moment.

The involution of anger of being the second emotion at the beginning, and being
far below in probability than happiness and disgust, in Fig. 4, can be an indication
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that the individual experiences more confidence and participate with less anger while
the shared experience of the technique starts, and in conjunction with others with the
same problem, allowing more rational thinking and consciousness in relationship with
recognizing him/herself/themselves as a sick person, an addict, in need for help and who
is alone facing a collective disease. This is also verified in some another way, with the
help of thewords found in the LNCBT because themost frequent phrases selected during
the beginning of the reading are, according to Table 1, by 4 individuals the sentences
numbered: 2, 6, 37; by 3 individuals: 5, 7, 15, 18, 33, 46; and by 2 individuals: 3, 4, 9, 12,
21, 26, 27, 29, 30, 35, 42. Those are phrases that includewords such as: admit, powerless,
can´t, no power, addiction, convince, inability, disappointed, frustrated, open, recovery,
psychiatrist, hospital, physical- mental and spiritual pain. The meaning and context of
these words can be easily associated with feelings of impotence and reject, or disgust, to
addiction that the individuals experiment at that moment of being aware of the disgusting
consequences of the active addiction.

At the end of the reading the sentences most frequently selected are 4 times the
phrases numbered: 56, 76; by 3 individuals: 46 and by 2 individuals: 51, 58, 59, 62, 63, 64,
65, 68, 79, and 83. These phrases include words as: family, power, admit, fixed, recovery,
triumph, change, clean, learn; related to the emotion of happiness, and words such
as: impotent, drugs, addiction, rendition, what we don´t like, disappointed, frustrated,
rejected, abandoned, rescued from insanity, depravation, and death that have the ability
of generating rejection or contempt, an emotion that increases in % of probability at the
middle moment of sharing on both Fig. 4 and 5. If the final moment of the reading is
considered, Fig. 5, including how the increment of contempt can be a way to balance the
reduction of the disgust emotion, this could also mean that there is more acceptance for
the text content at the end, less rejection but still feeling contempt when they recognize
they are addicts. Then, we could observe how the shared reading can also help to break
denial in certain degree, decreasing the disgust of something exterior, the experiences
read on the text, and taking it more as contempt, like a more personal problem, with
feelings of shame or worthlessness but more personal, a despicable problem that is
happening to them.With all, it can be observed that the empathic communication happens
also within the expressions of negative feelings. Although it is a complex process, it is
still useful to have a communication technique that transforms the individuals from an
emotional attitude of disassociation of the addiction problem towards a more embodied
problem attitude that the self-contempt emotion generates, since it is a more inward
personal emotional experience that disgust.

Taking those observations of the emotions during the reading period and contrasting
with other emotional fluctuations, for instance how the joy and surprise increase in the
middle of the reading in contrast of the sadness and anger decreament, Fig. 5, it could
be affirmed that reading of the LNCBT, and the identification with the experiences
contained on it, generate a higher relief and acceptance of the sickness. This happens
also through the modulation of the emotions for instance by reducing at the end of the
reading the surprise and fear, Fig. 5. On the other hand, an increment of acceptance and
conscience about addiction could be indicated through the increament of contempt and
the reduction of disgust and anger, Fig. 5. Anger and disgust together can denote also a
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type of emotional rejection to the technique, but if that would be the case then there will
be no an increment and prevalence of the feelings of happiness during the technique.

The beginning of the sharing is where the less probabilities of finding happiness are
observed. From these data it can be inferred that at the moment of the sharing start there
is logically a fear of being exposed, as it is seen in Fig. 4; nevertheless, in a global way,
fear is lower than the % found during the reading. The joy is logically at its least level
since it is a moment of breaking the ice to start sharing more intimate moments. It can
be inferred that the reading section of the technique prepares the individual reducing its
fear toward the sharing section of the technique, at that moment they have been sharing
the reading dynamic of reading a line at a time in turns like if it would be a shared
game where everybody participate equally. Moreover, the most selected phrases at this
beginning of the sharing are number 2 by 8 individuals: 10 by 5 individuals; 27 by 3
individuals; 5, 6, 28, 61, and 71 by 2 individuals. In these phrases there are words such as:
powerless, unmanageable life, inability, control is impossible, that are related with fear.
There are also included words as denial, substitution, pretenses, justifications, distrust
of others, guilt, embarrassment, dereliction, degradation, isolation, and loss of control
that evoke memories in which they may recognize themselves in the experiences of the
text and others sharing, generating a little bit of confusion before continuing the more
deeply empathic process.

During the middle of sharing, it is observed the biggest rise of joy emotion, from
65,41% to 77,36% on Fig. 4 and from 67,66% to 76,04% on Fig. 5. This can easily
have been accomplished because is the part of the technique where people come from
being introduced and encouraged to the new idea of sharing in first person I or We
statements and share the lines they feel related with, to the moment where they observe
that they selected similar lines and have similar experiences in the recovery process
from addiction. In the moments observed in the middle of the sharing the most selected
phrases by the individuals were 13, 34, 41, and 69 by 3 individuals; 2, 4, 21, 23, 25, 28,
31, 32, 44, 57, 59, 74, and 83 by 2 individuals. Phrases that include words as: against our
will, change completely our way of thinking, destroying our life, surrender, and talent
for manipulating the truth, words that can generate anger or disgust, that increase also
in contrast with the beginning of the sharing moment of the technique, from 55,33%
to 59,99%, and from 57,24% to 61,64% respectively as seen in Fig. 5. There are also
included words such as: benefits, work, family, being accepted by society, program; the
ones that have a link with the social relationships that can help the physical, mental and
emotional isolation of addiction, provoking happiness in the individuals.

Finally, at the end of the sharing it can be observed how joy is the emotion with the
highest percentage, 67,49% in Fig. 4 and 81,74% in Fig. 5, although it is lower than at
the beginning, probably higher because the tendency of humans to please when we first
meet, it could be said that is a more authentic and empathic joy, since it is the result of
having shared intimate negative experiences of the consequences of addiction. The most
selected phrases are 85 by 8 individuals; 50 and 63 by 6 individuals; 85 by 5 individuals;
64, 77, and 81 by 4 individuals; 27, 28, 53, 57, 59, 73, and 76 by 3 individuals. These
phrases contain the words: hope, freedom, and expressions as “where we go,” “break
our chains,” and “we accept life as it is” that evokes happiness on the individuals. In
contrast there are words such as: consuming and redemption, and expressions like: admit
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our full defeat, ask for help and the power of become someone that we didn’t want to
be, that are related to disgust, contempt and anger of the individuals at the moment of
recognizing their impotence of healing themselves from addiction. However and over all,
the interactive communication technique of the LNCBT serves its purpose of breaking
the denial that the disease of addiction generates and open the emotional and intellectual
perspectives for addressing it through generating an empathic environment to motivate
the end isolation, main characteristic of this disease, and to motivate a behavior change
through collectively sharing experiences of what works and does not for recovering from
addiction.

This practice of reading, annotating and sharing true experiences about the conse-
quences of drug usage and recovery from addiction activates what we call the Empathic
Imagination (EI). ThisEI is basedon envisioning theother recovering addict’s experience
as one’s own experience.Empathic Imagination acts as amental bridge of compassionate
communication that breaks the self-centered isolation of addiction. It allows the brain
to imagine the other person’s experience similar to oneself, through the mechanism of
comparing, imagining, and changing the names of specific narrative elements, such as:
places, times, characters or actions, involved in that experience. Paradoxically, Empathic
Imagination is based in the trust that builds up from sharing truthful and personal histo-
ries.EI transforms theme intowe in away that the isolation of the self-centered addiction
is broken. This type of imagination focuses and serves to connect people mentally and
emotionally within visualized and felt common experiences, which may share different
narratives elements but that contain similar feelings, resolutions and life lessons.

All these observations make us face a foundational concept, sustained by the theory
of the connective intelligence, suggested by De Kerchove and Rowland [37] and later
refined by Soberón [38] in their publications, where they make reference to the “new
media” (the great net or web), suggesting the existence of a connective intelligence
as a tool that can be established a the basis for the collective evolution, or the social
homeostasis as described more recently by Damasio [11, 16, 39]. The complexity of
the disease of addiction [40] requires also complex but effective solutions and tools
to motivate its recovery. From the actual research an observation emerges and calls
attention the final findings, in which the sharing in different moments, focused on a
common problem and solution from addiction, can allow through that empathic shared
and collective process the improvement of the individuals. Retroactively, they also share
their experience for the common good of the group so they can keep remembering to
practice what they learned that really works and to avoid what does not.

5 Conclusions

After having contrasted and compared the data, during the discussion section, to observe
the tendencies of each emotion and between emotions, in the different moments of
LNCBT, it can be inferred that the LNCBT technique serves to develop empathic com-
munications related with the recovery from addictions. All emotions tend to decrease
from the beginning of the experience towards the end in Fig. 5. The joy prevails as the
higher % emotional response during the LNCBT technique. The negative emotions tend
to balance and decrease from the beginning much more than joy. Joy has a decrease on



78 J. Mora-Fernandez et al.

percentage of 85,41% (beginning)−81,74% (end)= 3,67%, in Fig. 5. In contrast Anger
has decrease from 69,51% (beginning) – 51,81% (end) = 17.7% in Fig. 5. At the end of
the application of the technique, Fig. 5 shows how Joy manifest 81,74% probability in
contrast with the negative emotions such as Anger 51,81%, Disgust 62,42%, Contempt
51,86%.

With all, the data collected and the observation discussed it can be concluded that
the interactive communication technique LNCBT generates empathy, understood as
described at the beginning of the Sect. 4, a complex emotional state of mind generated
by the conjunction of basic emotions that tend to balance the emotional states decreasing
in general the negative arc of the emotions (anger, disgust, contempt, frustration…) and
letting the positive arc of the emotion (joy) to rise over all the emotional complex
experience.

As seen during the discussion the contrast between Figs. 4 and 5 results contains
coincidences between them, but also indicate that the most significant moments, where
empathy is presumed by the interaction of the participants, are not necessarily an ade-
quate sample of the global emotional evolution during the technique development. In
other words, emotions at the moments of higher empathy of the LNCBT technique do
not exactly correspond in its totals to emotions found during its development.

Finally, it is necessary to underline that more research projects need to be developed
around the different interactive communication techniques used in 12 Step programs
for recovery from different addictions, and specifically of the LNCBT technique from
Narcotics Anonymous, in order to firmly confirm these results and conclusions. The next
researches could include bigger groups and control groups and could use complementary
research methodologies, from the most social classic such as: one’s questionnaires,
personal interviews and group discussion; to the most interdisciplinary and personalized
such as: fMRI, EEG… It will be also important to have personalized follows up to
observe the maintenance of “clean time” and the quality of live and recovery that the
people persistently using the recovery techniques have through time.
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Abstract. To counter information overflow, social media companies
employ recommender algorithms that potentially lead to filter bubbles.
This leaves users’ newsfeed vulnerable to misinformation and might not
provide them with a view of the full spectrum of news. There is research
on the reaction of users confronted with filter bubbles and tools to avoid
them, but it is not much known about the users’ awareness of the phe-
nomenon. We conducted a survey about the usage of Facebook’s newsfeed
with 140 participants from Germany and identified two user groups with
k-means clustering. One group consisting of passive Facebook users was
not very aware of the issue, while users of the other group, mainly heavy
professional Facebook users were more aware and more inclined to apply
avoidance strategies. Especially users who were aware of filter bubbles
wished for a tool to counter them. We recommend targeting users of the
first group to increase awareness and find out more about the way pro-
fessionals use Facebook to assist them countering the filter bubble and
promoting tools that help them do so.

Keywords: Social media · Filter bubbles · User factors · Professional
communication

1 Introduction

Social media has become a dominant factor in everyday communication. Face-
book alone had a user base of over 2.2 billion users in 2018. This means that
besides private and social communication, also professional communication is
to a large extent present in social media channels. Social media, in contrast to
traditional media channels, is comprised of user-generated content. Anyone can
become a broadcaster in social media. The participation of world wide users has
led to an amount of information that no individual user can process, thus making
the use of algorithms to filter and recommend content to the users inevitable.
One class of algorithms, so-called recommender systems, pick items in accor-
dance with previous user choices and those of similar users. While this approach
leads to very accurate recommendations from a users perspective, on a societal
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level recommendations can have critical effects on the flow of information. By
recommending items that users are likely to interact with, users are also less
likely to receive information that is outside their political alignment, their scope
of interest, and in contrast to their held beliefs. This causes problems in profes-
sional communication when e.g., decision makers need to get information from
a full spectrum of sources. However, little is known about the users awareness of
filter bubbles and possible avoidance strategies to combat the negative influence
of filter bubbles. To identify whether there are different user groups with different
degrees of awareness of the phenomenon, we conducted a study that examines
demographics, the big 5 personality traits and the reasons to use Facebook influ-
ences as well as the awareness of filter bubbles and the use of possible avoidance
strategies. With this information, we clustered the users into two groups showing
both different motives to use Facebook and awareness of filter bubbles.

2 Related Work

This chapter will briefly describe the terms filter bubbles, echo chambers and
the algorithms that are causing them. Furthermore, strategies to avoid them and
to increase users’ awareness are discussed.

2.1 Filter Bubbles and Echo chambers

The rise of digital and social media lead to an unprecedented amount of infor-
mation available to individual users. Virtually anyone can spread news via social
media, offering users a broad choice [23]. As there is too much information to
consume, users need to choose which sources or channels they use to receive their
news.

According to the confirmation bias [18], individuals seek or interpret evidence
in ways that are partial to existing beliefs, expectations, or a hypothesis at hand.
The cognitive dissonance theory describes the psychological stress an individual
experiences when it holds two or more beliefs, ideas or values that contradict
each other [11]. To avoid this discomfort, people will always try to keep their
views consistent. So when they have the choice, users usually select content that
is in accordance with their personal beliefs and opinions while trying to avoid
content that contradicts them [3,8].

As there is too much content available in social media, it is close to impossible
for a single individual to overview all information and select the relevant ones. To
help users with this challenge, social media and news websites use reccomender
systems to present a personalized selection of all available information to each
user, based on their personal history and interests as well as the content similar
users were interested in [21].

The term “filter bubble” was introduced by Pariser [19] to describe the per-
sonalization in social media and online searches to an extent where users only see
content similar to their history, reducing the diversity to a high degree. While in
the real world, people are usually confronted with opinions and facts not strictly
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in concordance with their views, filter algorithms in online media and social
networks are much more likely to produce filter bubbles as they try to show
users content similar to what they were previously interested in. The algorithms
also favor another distinct phenomenon called echo chambers. Filter bubbles are
the result of people not being exposed to all relevant information, possibly by
accident. An echo chamber is a structure from which other voices have been
actively excluded or discredited [17]. While echo chambers might also benefit
from recommender algorithms, this paper focuses on filter bubbles, that might
occur without the users noticing. However, sometimes there is no clear distinc-
tion between echo chambers and filter bubbles in literature, therefore research
concerned with echo chambers might be relevant to understand the effect of filter
bubbles.

Dubois and Blank [10] examined the effect of political interest and media
diversity on true echo chambers and concluded that only a small part of the
population might be impacted by them. Similarly, a study on the political polar-
ization on Twitter came to the conclusion that the effect of echo chambers in
social media may be overestimated [1]. However, previous research has demon-
strated that filter bubbles are present in search engines and social media content
[9]. While the effect of recommender systems on personalization was rather mod-
erate in Google News [12], another study found empirical evidence for stronger
personalization in Facebook’s newsfeed [20]. The existence of filter bubble leaves
users’ newsfeeds vulnerable to systematic misinformation or competitor attacks
on information flow.

2.2 Filter Bubble Awareness and Avoidance strategies

So far, only few research has been conducted on the users’ awareness of filter
bubbles. This information might be relevant as users who are not aware of the
filtering mechanisms might not notice that their results possibly do not have
the desired diversity [5]. There is a study on how users react when they are
confronted with the issue by Nagulendra and Vassileva [16]; they designed a
tool to show how filter bubbles work in online peer-to-peer social networks. The
visualization increased users awareness and the understanding of the underlying
filter algorithms. However, it is still unclear which users actually are aware of the
phenomenon. Identifying user groups might help reaching people in their filter
bubble for professional communication.

It is possible to burst through the filter bubble, when users understand the
mechanisms of the underlying algorithms [21]. According to Bozdag and Hoven
[4], there are several digital tools to combat the filter bubble, some by increas-
ing awareness and others by presenting unbiased results. For example, Munson,
Lee, and Resnick [15] developed a tool that tracks users’ reading behavior to
visualize their biases. According to the authors, this increases awareness of the
filter bubble because even users who are familiar with the concept actually do
not realize that it might apply to themselves to quite a high degree.
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The browser add-on Scoopinion1 follows a similar approach but visualizes the
“media footprint” instead of just biases, so users can actually see how frequently
they visit different providers of news. Bobble [28], another browser add-on, com-
pares the personalized Google results of a user to those of users world wide.
This way, not only awareness is increased, but users are also shown a broader
spectrum of results, giving them the opportunity to actually escape the filter
bubble. Confronted with a visual comparison of the content a user consumes
vs. the content all users in a system consume, users are more inclined to discover
new content outside their bubble [13].

There are several ways for users to decrease personalization. Many websites
and services use cookies to identify users, deleting them regularly or using the
browser’s incognito mode makes it harder to track and identify users [14,21].
However, this is not possible for services that require users to log-in, e.g. Face-
book. Here, users would need to actively try to like content from various sources
to enforce diversity in their newsfeed as recommender algorithms try to match
content the user has liked in the past [24].

While there is already some research on the effects of users’ awareness and
tools to increase it or even escape the filter bubble to some extent, it is unclear
how many users are actually aware of the phenomenon. There is even less
research to what degree users are using tools and strategies to combat filter
bubbles. Research into user characteristics could help develop counter strategies
against filter bubble phenomena adapted to the users individual needs.

3 Method

We conducted a survey study with 149 participants in order to measure both user
attributes and awareness of filter bubbles. All items were measured on 6-point
Likert scales. We used convenience sampling to establish a sample in an online
survey. Nine participants who did not complete the survey were removed from
the dataset. Apart from demographics we also extensively measured the users’
Facebook usage. As an additional characteristic we measured big five personality
traits to investigate whether they have an impact on filter bubble awareness and
avoidance.

To measure awareness of filter bubbles we used the items “I have already
heard of the filter bubble theory.”, “I believe the filter bubble exist.”, “The filter
bubble affects me personally.”, “I take deliberate action against the filter bubble.”.
All these items were summarized to the scale filter bubble awareness (r= .65 ).

We further measured whether users employed any methods to counter fil-
ter bubble effects. To do this, we suggested some methods that require some
understanding of how recommender systems work, for example that internet
companies could identify users and their interest by cookies and that this can be
prevented by using the incognito mode of a browser. In particular, we used the
items “I delete my browser history and cookies.”, “I use the incognito function

1 www.scoopinion.com.

http://www.scoopinion.com
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of my browser.”, “I click and like different posts to enforce diversity”, “I use
the ‘explore’ button in Facebook to get different news.”, “I unfollow some of my
friends/pages”. All of these items were used for the scale filter bubble avoidance
strategies (r= .60 ).

3.1 Statistical Methods

Using the data from the survey we conducted a cluster analysis on the social
media usage attributes in order to identify patterns in user behavior. We used
the elbow-plot to identify the right amount of different clusters and clustered
the users based on their reasons to use Facebook with k-means. Using the result-
ing clusters we tested the members of clusters for differences in characteristics
and filter bubble awareness using analysis of variance (ANOVA). The data was
normally distributed for all cases where we tested for correlations, thus we used
Pearson correlation. To test for differences between the clusters in ordinal data,
Wilcoxon signed-rank test was used. We selected α = .05 as the significance
level. We report means, standard deviations as well as confidence intervals to
characterize the resulting user clusters.

4 Results

4.1 Sample Description

The sample was taken from a previous study published by Burbach et al. [6].
The participants in this sample were on average 25.9 years old (SD=7 ) and all
of them were Facebook users. Exactly 80 participants were female and 61 were
male. Education was rather high (83 university degree, 47 Abitur, 11 other) and
users were rather open (M=4.5, SD=1.07 ), conscientious (M=4.1, SD=0.88 ),
extraverted (M=4.14, SD=1.1 ), and agreeable (M=3.81, SD=0.77 ). Users
on average did not score high on neuroticism (M=3.23, SD=1.01 ). 55% of
the participants reported that they used Facebook at least once per day. How-
ever, 65% felt that they use it less often, 33% that the frequency of their usage
remains unchanged and only 2% were using it more. Most users prefer to use their
smartphone for Facebook (M=4.35, SD=1.58 ), followed by laptop (M=3.08,
SD=1.43 ). Tablets (M=1.60, SD=1.21 ) and desktop computers (M=1.63,
SD=1.27 ) were only rarely used.

4.2 Cluster Generation

Cluster analysis was conducted using dendrograms and elbow-plots. These meth-
ods help identify how many different clusters yield sufficiently different clusters
in the data. As clustering variables we used variables of behavior in individual
Facebook use (“professional use”, “meeting people”, “keeping in touch”, “post-
ing”, “sharing”, “inform others”, “express opinion”, “passive use”).

Both methods indicated that between 2 and 4 clusters yield sufficiently dif-
ferent user groups for a clustering approach. After inspecting usage behaviors for
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these three cases we decided to rely on two different clusters that are sufficiently
different and allow for a meaningful description from the clustering variables.

4.3 Cluster Description

From the two clusters we derived the two cluster definitions using the clustering
variables (see Fig. 1). Users in cluster one were generally less active than users in
cluster two. This refers to both passive use (reading only (M=2.07, SD=1.27
vs M=3.9, SD=1.16 )), active use (sharing (M=1.45, SD=0.73 vs M=2.59,
SD=1.08 ), inform others (M=1.26, SD=0.59 vs M=2.51, SD=1.16 ), express
opinion (M=1.09, SD=0.32 vs M=2.1, SD=1.05 ) and posting (M=1.54,
SD=0.88 vs M=2.45, SD=1.02 )), as well as professional use (M=1.85,
SD=1.28 vs M=3.29, SD=1.5 ). In both clusters keeping in touch with friends
was the highest characterizations of usage behavior, users in both clusters use
the social network for that purpose to a similar degree (M=4.2, SD=1.4 vs
M=4.35, SD=1.22 ). Only passive use showed similar agreement in cluster 2.
Cluster 2 also claimed to have a stronger use of Facebook for meeting new people
(M=1.51, SD=0.83 vs M=2.1, SD=1.18 ).

Cluster 1 had 92 members and cluster 2 had 49. While the number of friends
(p=0.21 ) and groups (p=0.97 ) did not vary significantly between the two clus-
ters, the Wilcoxon-Mann-Whitney test showed that users in cluster 2 liked more
Facebook pages than those in cluster 1 (p < .001 ).

The genders were balanced in the first cluster, in the second one there were
only 14 male participants (29%). As the vast majority of the complete sam-
ple was highly educated, there were no differences between the clusters in that
regard. There were no significant differences between the clusters for any of the
Big Five personality traits (openness: p=0.108, extraversion: p=0.684, consci-
entiousness: p=0.194, agreeableness: p=0.552, neuroticism: p=0.616 ).

Fig. 1. Differences in users between clusters.
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4.4 Awareness of Filter Bubbles

Next, we were interested in determining whether differences exist between both
clusters regarding filter bubble awareness and possible avoidance strategies.

Fig. 2. Differences in users between clus-
ters regarding filter bubble awareness.

Fig. 3. Differences in users between
clusters regarding avoidance strategies.

When we look at filter bubble awareness, we see that cluster 1—the pas-
sive users—show lower awareness of the phenomenon (M=3.9, SD=0.89 vs
M=4.31, SD=0.61 ). This difference is significant in a one-way ANOVA
(F(1,139)= 8.36, p= .004, see also Fig. 2).

A similar result can be seen for the presence of avoidance strategies regard-
ing filter bubbles. Here, a difference is significant in a one-way ANOVA
(F(1,139)= 8.0, p= .005, see also Fig. 3), showing also more strategies of avoid-
ance in cluster 2 (M=2.84, SD=0.87 vs M=3.27, SD=0.85 ). There were no
significant gender differences for both filter bubble awareness and filter bubble
avoidance strategies. Also, the awareness of filter bubbles does not seem to have
an influence on whether or not users apply avoidance strategies (r(139)= .01,
p= .227 ).

4.5 Applied Avoidance strategies

Overall, the participants did not make particularly intensive use of any of the
strategies to burst the filter bubble. Users in cluster 2 were generally more
inclined to apply avoidance strategies, but there were differences which strategies
were used in particular (see also Fig. 4).

The most common strategy was to delete cookies and browser history which
was applied by both cluster 1 $M=3.98, SD=1.46 ) and cluster 2 (M=4.24,
SD=1.33 ) rather frequently. Other strategies that were applied by users of both
clusters are to unfollow certain friends or pages in order to increase diversity
in the Facebook newsfeed (Cluster 1: M=3.24, SD=1.61, Cluster 2: M=3.63,
SD=1.48 ) as well as the use of the browser’s incognito mode that does not store
any data like cookies and history beyond the current session (Cluster 1: M=3.11,
SD=1.61, Cluster 2: M=3.24, SD=1.41 ). Neither cluster made much use of the
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explore button in Facebook (Cluster 1: M=1.92, SD=1.22, Cluster 2: M=2.35,
SD=1.2 ). Users in cluster 1 (M=1.96, SD=1 ) did not deliberately like and
click various posts to enforce diversity in their news feed while the second group
was more inclined to apply this strategy (M=2.9, SD=1.49 )).

Most users wish for a tool to that shows them different topics, opinions
and ideas (M=4.00, SD=1.28 ). The desire for such a tool is associated with
the awareness of filter bubbles (r(139)= 0.19, p= .021 ). As users in cluster 2
are generally more aware of filter bubbles they were more interested in a tool
(M=4.44, SD=1.10 ) than users in cluster 1 (M=3.76, SD=1.30 ). The differ-
ence between the groups is significant in a one-way ANOVA (F(1,139)= 9.89,
p= .002 ).

Fig. 4. Differences between clusters in applied avoidance strategies.

5 Discussion

The results presented in the previous section suggest that the awareness of filter
bubbles in general is rather high. However, there are severe differences between
users, therefore it is worth taking a closer look on how different user types differ
in terms of awareness and avoidance strategies in order to burst the filter bubble.

Awareness of filter bubbles is associated with both professional and heavy
Facebook use. However, these variables do not correlate with avoidance strate-
gies, therefore it is important to look at all the user factors to understand why
people try to avoid the bubble. In order to do so, we identified two types of users
that show differences in user behavior on Facebook. These differences relate to
both private and professional use of social media. The first type uses Facebook
passively to keep in touch for private purposes for the most part. In contrast,
the second type does not only use Facebook much more, but also posts, shares
and informs others to a much higher degree. Facebook is used professionally by
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many of these users. The heavy users of the second type seem to be more aware
of filter bubble problems in social media and are also more inclined to apply
strategies to counter them. Higher awareness alone does not lead to the applica-
tion of strategies to avoid the bubbles, therefore other user factors in the cluster
might play a role. One of them could be the professional use of Facebook, which
is much more common in the second group. The professional necessity to get a
broader view of the spectrum of opinions on one hand, and the need to reach
people from outside their filter bubbles on the other might force users to think
about the bubbles and how to overcome problems related to them. Our survey
did not cover the nature of the professional Facebook use, but it might be worth
looking into for further research for a better understanding why professionals
are more aware of the phenomenon.

Some users seem to be familiar with strategies to avoid filter bubbles like the
deletion of cookies and browser history. In general though, avoidance strategies
are not very common and users seem to be unaware of how to escape the filter
bubble phenomenon. Many of them express the wish for a tool helping them do
so, especially when they are more aware of the phenomenon. This indicates that
even those people who are aware of the problems and like to overcome them in
many cases do not have the required knowledge or motivation to do so. Here,
communication strategies can be developed that help users understand how the
underlying algorithms work in a first step. Making people aware of the issue and
its causes might increase the wish for tools to overcome the problem. In fact,
research presented in Sect. 2 suggests that users who are confronted with the
problem are much more likely to burst their bubble.

In a second step solutions on how to overcome the pitfalls of personalization
in social media and web-applications could be promoted. As some of the current
mechanisms to counter the filter bubble require some technical knowledge it
might be necessary to bundle them in tools that are easy to use for users without
technical background. For example, it requires several clicks through some sub-
menus to delete cookies and browser history. As this option is not very easy to
find and it can be annoying to repeat the process frequently, it could help to
promote a browser extension that does it with one click or even automatically.
Of course some of the tools that were introduced earlier could provide the user
with a broader view of the spectrum of news without requiring any background
knowledge. Unfortunately, they usually only work for one specific service like
Google or Facebook, so users would need to utilize multiple tools and techniques
to effectively combat filter bubbles.

Another improvement that might help users to understand the cause end
effects of filter bubbles is transparency of services. For example, Facebook’s
explore button uses a recommender system that might not increase diversity in
content. On the contrary, it recommends content based on the users interest,
hence it is very likely that the users only see similar content that affirms their
opinions. Software companies might not be willing to disclose information about
their algorithms as they are a crucial part of their business model, but there
are some third party solutions that demonstrate the way the algorithms work
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to some extent. Some of them were also mentioned in Sect. 2. As many users
of social media and other online services might not be familiar with them, it
is important to promote these, especially to professional communicators and
decision makers who rely on social media for information gathering.

6 Conclusion

In our exploratory study, we found that many users already know about the
filter bubble. The application of the k-means clustering algorithm helped us to
identify two different user types. The first type uses Facebook mainly passively
and to stay in touch with private contacts, while the second type makes heavier
use of Facebook and shares, posts and likes content to a higher degree. The
users of the second group also use Facebook for professional reasons. Both the
awareness of filter bubbles and the application of avoidance strategies is higher
among the heavy, professional users. Higher awareness alone does not encourage
users to apply strategies to avoid filter bubbles, so the question opposes why
users of the second group are not only more aware, but are also more likely
to try to counter the filter bubble. A possible explanation is their professional
use of social networks, which requires them to reach people in their bubbles.
For further research, it might be interesting to look how they use Facebook in
particular to further understand why users try to escape the filter bubble. For the
first group, the question remains on how to reach them and increase awareness
of the phenomenon.

While not all users might want to burst their filter bubble, especially among
those who are aware of it, there are many who would like to have a tool to
avoid it. This shows that the current technical solutions to do so are either not
sufficient or not known to many users.

We recommend to develop communication strategies to inform those users
in the first group about the underlying algorithms of recommendations in social
networks and their consequences to increase awareness of filter bubbles among
all users, especially the ones who do not use Facebook that much.

In a second step, existing and tools techniques to avoid filter bubbles should
be promoted to users. Additionally, it might be necessary to design new user
interfaces to simplify the process. More transparent communication on behalf of
social networks how their recommender algorithms work could further increase
the users’ understanding of the problem, but might not be desired by the social
networks.

For the private passive users, the question remains whether they really want
to burst their filter bubbles. The expression of desire for a tool to do so does
not mean that the users would prefer the unbiased presentation of content that
includes opposing opinions. For the heavy professional users who actually need
a view of the full spectrum of information in order to make decisions, we sug-
gest further research on how they use Facebook in particular. This knowledge
might help to develop strategies to communicate effective methods assisting the
professional users to get a broader view of social media content.
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Abstract. Many countries are facing aging societies where loneliness
and decreased number of communication seriously limit older adults from
maintaining a decent quality of life. To tackle this problem, we have
designed a chat-bot system to provide more communication chances for
older adults, especially those who have fewer opportunities to converse
with actual people (e.g., those living alone). With our system, the user
converses about a story or topic presented in a photo in a manner and
style that are familiar to the user. This approach is based on the orig-
inal “coimagination method” protocol, which is a group conversation
method designed to maintain a balance between listening and speak-
ing with strict rules. Previously, we conducted a preliminary user study
with several participants and the prototype system to confirm its work-
ing processes, and the initial results indicated that the protocol seemed
to work well. However, we did not integrate nor evaluate our system
using performance indicators when we conducted the experiment (e.g.,
how many users can connect to the system at once, etc.). Therefore,
in this paper, we explore a dialog system called TACOS (Text-oriented
Artificial Chat Operation System), which is an intermediate program
that communicates with many applications and a variety of dialog sys-
tems. We measure the performance of the system by simulating three
essential aspects: the number of virtual users, the frequency of the ques-
tion data, and the total experiment time. The simulated results show
that currently, the system can process the requests of 40 users, where
each user asks a question to the system every 5 s during a 5 min period.
Our results indicate that the proposed system can effectively process the
amount of requests that will be tested in future experiments. In terms
of data storage, the proposed system can handle datum quantities from
ten thousand to one hundred thousand, and there seems to be no critical
performance delay when the emulated client interacts with TACOS.
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1 Introduction

In recent years, many societies have started to face rapidly aging populations,
and as such, maintaining the quality of life (QoL) of elderly people has become
an important concern. Social isolation and loneliness are major problems within
older adult populations; to stay mentally and emotionally fit, older adults need to
have positive social interactions and communication. Since many social activities
require activating cognitive functions, they have the potential to prevent cogni-
tive decline [1]. One research has found that communication with others balances
sympathetic nerve activity, leading to more emotional support [7]. Moreover,
another research has suggested that older adults sometimes encounter difficul-
ties in communication because of physical and cognitive issues [2]. Such findings
reveal the potential value of further research regarding the role of the social
environment in protecting against cognitive decline at older age.

To ensure that the QoL of older adults is being maintained, knowing the sta-
tus of various cognitive functions and the rate of cognitive decline over time are of
key importance. Currently, there are several testing methods, such as the Wech-
sler Memory Scale-Revised and Montreal Cognitive Assessment for Japanese
(MoCA-J) methods, which have been applied to healthy older adults. Using
the MoCA-J, Suzuki et al. [9] detected the presence of delayed verbal memory
through a randomized controlled trial. However, such testing requires a long
time to collect sufficient data, and it is also expensive, which can be a burden
for older adults and their caregivers. Moreover, long-term testing methods such
as these were designed for experimental settings, and they can be difficult to use
on a daily basis. Finally, testing is aimed at checking the current status of the
participant, so if we would like to carry out cognitive training proactively and
sustainably, we need a method that does not burden the older adults and their
caregivers.

A wide variety of technologies are being explored that have the potential to
provide safe and early detection of cognitive decline for older adults. Tanaka et al.
[10] developed a screen-based software agent that could judge with high accuracy
whether or not the participant had dementia. Yu et al. [14] proposed assessing
cognitive impairment with speech-based prediction methods. Along this line,
Otake-Matsuura and her team [5,6] developed a monthly group conversation
method system called the coimagination method (CM) that aims to prevent
age-related cognitive decline. However, we are aware of no standard method for
cognitive training to build resilience against cognitive decline that can be used
on a daily basis.

Toward this end, we proposed a dialog-based system that aimed to provide
cognitive training for healthy older adults on a daily basis [12]. We designed the
system to meet the requirements discussed previously (i.e., not burdening the
participant and their caregivers), and some items were added to track the content
of the experiment in detail [13]. Previously, we introduced a general model of our
system without providing details of the system design, and we did not evaluate
its performance. Therefore, in this research, we present the detailed design of
our Text-oriented Artificial Chat Operation System (TACOS) and some key
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Fig. 1. Overview of conventional coimagination method

Fig. 2. Overview of one on one dialog system

features, such as user management features and how it manages relationships
between users and bots. We then test the system’s performance using simulated
experiments and show how well the system can handle the message rate from
the vast amount of users (e.g., we simulate the requests arising from 40 users at
a rate of five requests per second, and we determine the total time to it takes
the system to handle these requests). Finally, we discuss how we can improve
the performance of TACOS on the basis of the results of the system evaluation.

2 Preliminary

2.1 Coimagination Method

The CM was developed by Otake-Matsuura and her team [5,6], which is a
group conversation method designed to prevent the decline of cognitive function
through highly structured and managed group conversation. Figure 1 shows an
overview of the CM. There are four participants, and the center of photo shows
the robot chairperson Bono. The group conversation is almost entirely moderated
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by the robot. The CM mainly consists of two phases: a topic-conversation phase
and a question-and-answering phase. The participants partake in a conversation
by looking at a photo that was taken by themselves. Moreover, each conver-
sation can have a theme, i.e., the older adults take a photo on the basis of the
theme and speak about it on that particular day. In the topic-conversation phase,
the participants talk about the photo sequentially, i.e., the first speaker finishes
his/her talk, and then the second speaker begins speaking. In the question-and-
answering phase, the participants converse with the presenter sequentially, i.e.,
the participants finish speaking with the first presenter, and then begin speaking
with the second presenter.

However, conducting group conversation has two limitations, one is older
adults must gather in one place at the same time and another is hard to manage
group characteristics and mitigate group effects, such as gender imbalances et
al. To cope with such limitations, we previously proposed a new one on one style
coimagination method using a dialog system through a robot (See Fig. 2) [12,13].

2.2 Dialogue System

A dialog system is a system whose essential feature is that when the user speaks
a sentence or phrase with the chat system, the voice is recorded and uploaded to
the internet where it is translated into text. The system then responds with the
most appropriate reply. There are two main types of dialog systems: information
retrieval-based (IR-based) and knowledge-based [4]. The former IR-based dialog
system receives a user’s question and then finds relevant documents using infor-
mation retrieval techniques. The latter knowledge-based system queries datasets
of facts that are stored on the internet. For example, the user may ask the
question: “When was Taro Okamoto born?” This phrase is converted into a log-
ical format such as birth-year (Taro Okamoto, ?x) so that the question can be
queried easily by the system. Moreover, most dialog systems have confidence
values that determine whether the given input value is similar to one in a data
set. If a confidence value is near to 1, then the input utterance is very similar to
one in the existing data set. Additionally, dialog systems contain some logical
separators that are specialized to some topics (e.g., favorite movie and music).
To understand this concept, let us consider the following example: Perhaps the
user would like to use the dialog system to ask the chat-bot about business travel
in the company. In this scenario, the dialog system’s workspace will be set to
“business travel.”

In this research, we focus on IR-based dialog systems because of their sim-
plicity and adaptability for our proposed system.

2.3 System Design Concept

We designed a distributed dialog management system in order to provide one-
to-one conversations with an original robot. The most significant difference of
our system compared with general dialog systems is that our approach has been
adapted to accommodate and facilitate stories spoken by elderly participants
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using an original conversation-based system called Fonobono Panel introduced
by Otake-Matsuura [6]. Our system consists of two main components. The first
is a chat-based user interface (UI) for older adults called Native Application
of Coimagination-Driven Human-centered Orchestration System (NACHOS).
NACHOS was designed to provide a UI that is specialized for displaying photos
and providing time management (e.g., 1 min). The second component, NACHOS,
was developed so that the user can easily use the inner microphone on the device
that was specially adapted for talking and that uses the essential Text-To-Speech
(TTS) and Speech-To-Text technologies. We also designed TACOS to serve as
the main server program that manages relationships between the user and the
dialog system. TACOS also records the dialog with the users as a log. Moreover,
we introduced the concept of the “bot,” which provides loosely coupled interac-
tions with the dialog system and allows some common data to be extracted.

During operation, the dialog system first learns the data associated with the
story in the CM. This requires the dialog system to adapt to a wide variety
of dialog topics. A response threshold needs to be set, which allows the dia-
log system to determine if it has enough confidence to answer a question. For
example, currently, some smart speakers may respond with the phrase “I can-
not understand you” if the dialog system does not have enough confidence to
appropriately reply to the speaker’s utterance. To extract common data from
various dialog systems, the bot will seek to obtain data via a welcome message,
help messages, and user names in order to identify each bot. We designed our
distributed system on the basis of the concept of both SOA [8] and Enterprise
Integration Patterns [3]; hence, each system has a loosely coupled designed, and
individual system has advantage of maintenance.

2.4 Sequence Diagram of Distributed System

Figure 3 shows a diagram of our system’s data transmission sequence. First,
the user requests authentication with his/her own user id and password. Once
the user is authenticated, their initial screen name is displayed on the tablet
(see Fig. 3). On the display, the user can see a photo and the conversation time
limit. In our system, authentication is performed by the Fonobono Panel, where
NACHOS transfers the authentication request from the user to Fonobono Panel.
After authentication, NACHOS receives stories and photos (i.e., data) that orig-
inate from the Fonobono Panel (see #7 in Fig. 2). NACHOS then sends a request
to TACOS, called a UserBotRelationship, which sets the association between the
user and a specific bot. Then, the dialog system is engaged that generates specific
stories and photos that are discussed among the older adult users [13]. Hence,
the user has an association with a valid configuration in the dialog system; in
our system, this means the user has a relationship with the bot, which is relevant
to the story. For instance, when the user talks with our system, perhaps about
their favorite food, then before the conversation begins, the user establishes a
relationship with the food bot via the UserBotRelationship. Each bot has a
one-to-one relationship with both a story’s topic and the dialog system because
the dialog system has learned the conversation topic beforehand, as explained
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Fig. 3. Sequence diagram of proposed system

in Sect. 2.2. For example, if the topic of conversation is set to “food,” then the
dialog system will learn about food topics before the conversation is initiated.
In a practical sense, due to the internal processing design of the system, TACOS
first registers an association with the “FoodBot,” and the dialog system learns
about the topic of food. Then, NACHOS receive a response to the UserBotRe-
lationship from TACOS. Then, a photo will appear on the screen of NACHOS,
which initiates the question-and-answering session with the user. Based on both
the conversation topic and the displayed photos, NACHOS participates with the
conversation using TTS. Then, NACHOS monitors the question-and-answering
time (denoted as “QA-time”), which represents the internal loop diagram shown
in Fig. 2. During the QA-time, the users converse with NACHOS using STT
technology, where the received data are converted to text format (TxtMes-
sage), which NACHOS then receives, interprets, and responds using TTS. Each
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Fig. 4. Screen of NACHOS on the tablet (The left of the figure shows a dialogue plan
for the user and the right one shows the chat history for the user.)

Fig. 5. Chat history feature.

question asked by the user has a unique message identifier (MessageID), and the
data format is issued a unix timestamp [11]. In addition, the response from the
server to NACHOS also has an identifier with the same format (i.e., a ReplyID).
The former MessageID is used by the client program NACHOS, and the latter
ReplyID is issued by the server. Hence, the response time between the start of a
request and the generated response from the server can be measured. The QA
procedure ends once the timer has expired.

3 System Implementation

3.1 Implementation of TACOS

Figures 5 and 6 represent the appearance of TACOS. Figure 5 shows the chat
history feature that consists of the user’s dialog log. Using this feature, both a
researcher and an experiment operator can confirm the results of the chat logs
during the experiment. In addition, the questions and answers are recorded as a



100 S. Tokunaga et al.

Fig. 6. Relationship between the users and bots.

pair in a relational database, so that the data are stored permanently. Figure 6
displays the feature that confirms the current associations between the users and
bots. After NACHOS sends a UserBotRelationship request to TACOS, and the
process completes successfully, the relationship between the user and the bot
is updated. Hence, using this feature, we can confirm the current relationship
between the user and the bot during an experiment.

3.2 Development Environment

We developed TACOS using the following technical stack to provide real-time
bidirectional communication. For example, when the user asks a question to some
bot (e.g., about food), the response should be a correct reply to the answer. To
achieve this requirement, we used Node.js, TypeScript, and SocketIO. Moreover,
we adopted a PostgreSQL database because some of the data have relationships
with other data (e.g., relationships between the user and bot), and we wanted
to store the data consistently. Finally, log data needed to be collected with-
out blocking other processes in NACHOS; hence, our system also adapted the
asynchronous messaging system RabbitMQ because of its advantages of trace-
ability and decoupling the program. The following list provides a summary of
the languages, databases, etc. used in TACOS:

– Development Language: TypeScript: 3.4.5, Node.js: v10.16.0, JavaScript
– Main Library: Express (Web Framework) & SocketIO (Realtime Engine)
– Database: PostgreSQL 9.2.24
– Messaging Middleware: RabbitMQ 3.7.5.

4 System Evaluation

4.1 Design and Implementation of Testing Script

In this section, we show how we evaluated TACOS from the viewpoint of
system performance. It is necessary to conduct cases of large numbers of
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simultaneous users so that we can confirm whether the system can handle such
a load or whether it might crash or produce errors because of the high traffic
rate. We evaluated the system from the viewpoint of how it could process trans-
mitted data from many simultaneous clients. When devising the system perfor-
mance evaluation, we estimated the approximate number of users that could be
expected to access the system at any one time (estimated here as 70 to 80).
Thus, the server is required to process many requests at the same time. There-
fore, our testing script was written to emulate the number of expected users. In
addition, during an experiment, the users may ask questions at random intervals
during the QA-time period. Hence, when we designed the script, we considered
both the frequency of the transmitted data and how long the script should run
(i.e., the experiment time). As a result, we designed our testing script to have
three parameters, NumberOfUser, FrequencyOfTransmission, and RunTime, as
follows:

– Parameter NumberOfUser: Set number of clients which simulates the number
of connected users.

– Parameter FrequencyOfTransmission: Set the frequency of transmitted ques-
tions from the users (e.g., one request per 5 s).

– Parameter RunTime: Set execution time to run the scripts.

As the first parameter, the NumberOfUser represented the emulated num-
ber of virtual users. Hence, with the script, we emulated the system’s response
and behavior to many virtual users (up to 80). Second, the FrequencyOfTrans-
mission parameter controlled the frequency of the transmitted data sent by the
virtual users. Hence, we simulated the system’s load as well as how many ques-
tions the system received from the participants during regular intervals (in units
of seconds). Third, RunTimeparameter represented the total simulated time of
the experiment. Using these three parameters, the script emulated NACHOS’s
procedures (i.e., steps #12(JoinUser’s Room request) to #23(Response with
ReplyID and ReplyTxtMessage) in Fig.reffig:NACHOS). Based on the above
basic requirements, we have implemented the testing script with following pro-
gramming language.

– Development Language: Node.js: v10.16.0
– Library: socket.io-client: 2.3.0, which is used to communicate with TACOS
– Database: MongoDB: 4.2.2.

4.2 Experiment Condition

Using the testing script described in Sect. 4.1, we conducted a preliminary system
performance evaluation to confirm how the main system could process requests
from the simulated clients. We set the NumberOfUser parameter to 40 and 80.
We formerly conducted a user study to confirm the UI of our dialog system
with actual older adults [13]. On the basis of these results, we determined that a
participant asks a question about once every 20 s. Thus, we set the Frequency-
OfTransmission parameter to 20. Finally, we set the RunTime to 300 s because
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we plan to conduct an experiment using this 5-min period with actual partici-
pants during a future long-term study (e.g., a month or more). We conducted
the experiment using the following equipment:

– OS: Windows 10 64 bit professional (16GB memory)
– CPU: Core i7 7th Gen
– Software: Docker version 18.09.1 which mainly focuses on creating containers

for database system.

4.3 Experimental Result

As mentioned in the previous section, we set the NumberOfUser to 40 and 80 to
emulate the conditions of future experiments that will be run with actual users.
During the experiment, FrequencyOfTransmission was set to 20 s and RunTime
to 300 s. We then implemented that TACOS to store a question and answer as
a single pair. This means that if TACOS has no problem handling the requests,
the number of storing datum should be equal to number of transmitted datum.
This allowed us to judge whether all requests were processed successfully based
on the number of stored datum (Table 1).

Table 1 shows the results of the emulated experiments using the test script.
We confirm that the total number of stored datum in the database was equal
to the expected number of transmitted datum for both NumberOfUser scenar-
ios (40 and 80 users). This result indicates that TACOS will be able to process
the expected requests from clients in our planned future experiments. Moreover,
we also measured the delay time arising when NACHOS transmitted data and
TACOS produced a response through the dialog system. On the basis of this
delay, we evaluated whether the stored number of records affected the response
time to a user’s question (see Table 2). Although the number of recorded datum
increased by factors of 10 to 100,000, no discernable delay was detected. There-
fore, based on these results, our future experiment plan seems very feasible from
the viewpoint of storing data arising from 40 or 80 users. In addition, we think
we can ignore the performance delay when the number of stored records is less
than 100,000; however, we may have to revise the system if the number of records
exceeds one million.

Table 1. Relationship between NumberOfUser and the amount of stored data.

#NumberOfUser #stored data

40 600

80 1200
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Table 2. Relationships Number of preliminary stored data and response time

#Preliminary stored data # delay time(milliseconds)

10,000 476

100,000 486

4.4 Limitation

We also explored the limitation of our proposed system. The designed emulating
script had a limitation in that the simple frequency of the transmitted data was
emulated as burst requests, such as the requests simultaneously arising from 40
users. However, in this study, we did not have to care about it, because we tested
the system with the worst-case scenarios. If we would like to emulate the actual
random behavior of users, one simple approach would be to add some random
intervals before the script emits a pseudo request to TACOS. Moreover, to repro-
duce the data, we applied fixed-question data as pseudo requests to NACHOS
(e.g., “What do you think of this food?”) to communicate with TACOS in the
testing script. Finally, currently, we only evaluated system from the viewpoint of
its performance. However, we also need to evaluate the dialog system, the usabil-
ity of the system for different users, and how natural the users feel when they
use our proposed system. In addition to this, currently we just ignore detailed
metrics such as CPU and memory usage and network latency et al. if we have
to measure the detailed system performance continuously, we have to measure
them.

5 Conclusion

In this paper, we introduced our system called TACOS, and its system per-
formance was tested with a script that emulated expected user scenarios. The
script was based on three key parameters: the number of users, the frequency
interval of the transmitted data, and the total time taken to run the script. As
a result, we confirmed that our system can process the amount of requests from
the client program expected during future planned experiments. Our future work
is to conduct a long-term experiment to evaluate our system.
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Abstract. With the wide implementation of safety management system in civil
aviation industry, the implementation efficiency of safety management system has
been paid more and more attentions. Safety performance management is the core
of safety management system because of its important role in providing operation
data to verify the implementation efficiency. By considering the management
mechanisms of safety management system in civil aviation, a big picture of civil
aviation safety management is illustrated. In this big picture, the processes of
hazard identification, risk assessment, safety control measures, operation monitor
and review in the civil aviationoperation stage are presented anddiscussed.Anovel
operation risk assessment model is proposed to evaluate a certain civil aviation
organization with several branches which have a number of departments based on
the safety performance indicator system. A case of an aviation fuel company with
five branches and twenty-five departments in these branches is studied to verify
the flexibility of the proposed model. The assessment results are consistent with
the actual operation state of the aviation fuel company.

Keywords: Civil aviation safety management · Risk assessment · Safety
performance management · Aviation fuel supply

1 Introduction

As an important part of integrated transportation system, the civil aviation industry plays
a significant and irreplaceable role in serving national socio-economic development.
Safety is the foundation of civil aviation industry’s long-term development. According
to Aviation Safety Network, there are a total of 8 fatal airliner (14+ passengers) accidents
involving commercial flights, resulting in 234 fatalities from January 1, 2019 to June 30,
2019. The statistics of these fatal accidents is showed in Fig. 1. But the numbers of fatal
accidents and fatalities of the five-year average are 6 and 192, respectively. Obviously,
the numbers of fatal accidents and fatalities are higher than the five-year average.

Civil Aviation is a very complex and dynamic system. To operate safely, the coop-
eration of airlines, airports, air traffic controllers, and other service providers is very
important. Most of hazards in a certain organization or department can be identified and
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Fig. 1. The statistics of fatal accidents from January 1, 2019 to June 30, 2019 (Data from the
Aviation Safety Network)

controlled easily. New hazards continuously emerge at the interfaces between these ser-
vice providers. These hazards are hard to identify and control. According to the statistics
safety data collected through various initiatives, there are a number of serious incidents
and general incidents occurred because of poor interface management. The civil aviation
safety management is a dynamic and continuous promotion process.

The evolution of civil aviation safety can be summarized as follows: technical era,
human factors era, organizational era, and total system era. From the early 1900s, civil
aviation emerged as a form of mass transportation. Safety occurrences were identified
as related to technical factors and technological failures. Therefore, civil aviation safety
endeavours was placed on the investigation and improvement of technical factors. By
the early 1970s, human factors were recognized as important and the focus of safety
endeavours was extended to human factors. During the mid-1990s, it became clear
that organizational factors plays a key role in achieving the effectiveness of safety risk
controls. From the beginning of the 21st century, a recognition and emphasis on the role
of total civil aviation system emerged [1, 2].

Safety performance management is an important part of safety management system.
It has been paid more and more attention because it can verify the effectiveness of risk
control measures and test the implementation efficiency of safety management system.
In order to present a comprehensive literature review of safety performance-related
articles, papers were filtered with keyword as ‘safety performance’ in the paper title
which published from 2008 to 2019 in Elsevier ScienceDirect. The distribution of safety
performance-related articles in Elsevier ScienceDirect database is presented in Fig. 2.

According to the search result, we can find that the general trend to increase is well
pronounced in the period of 2008-2019.
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Fig. 2. Distribution of safety performance-related articles in Elsevier ScienceDirect database

With the wide implementation of safety management system in civil aviation indus-
try, safety performance management has been paid more and more attention from aca-
demic institutions and civil aviation industry. In the domain of establishing safety per-
formance indicators, a number of research groups adopted different methods to develop
safety performance indicators in safety-critical organizations from various perspectives
[3–5]. In the domain of classifying safety performance indicators, safety performance
indicators have been classified as high-consequence indicators and low-consequence
indicators, outcome indicators and process indicators, reactive indicators and proactive
indicators, lagging indicators and leading indicators, and so on [6–11]. In the domain
of safety management effectiveness, different research groups adopted various meth-
ods to evaluate the effectiveness of safety management and performance management
for airlines, airports, air traffic controllers, etc. from different dimensions and aspects
[12–22]. In the domain of risk management based on safety performance indicators,
some research groups established risk assessment model based on safety performance
indicator system for different types of organization [10, 11, 23, 24].

The remaining of this paper is organized as follows. The big picture of civil aviation
safety management is presented in Sect. 2. Then, Sect. 3 introduces the risk assessment
model based on safety performance indicator system. In Sect. 4, a case study of an avia-
tion fuel company is provided to verify the proposed model. Finally, some conclusions
are given in the last section.

2 Civil Aviation Safety Management

Safety is typically managed through a risk management cycle which includes the stages
of hazard identification, risk evaluation, risk mitigation and risk monitoring [25]. Acci-
dents are prevented by identifying, measuring, analyzing, and adjusting key activities
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or indicators [26]. The big picture of civil aviation safety management is illustrated in
Fig. 3.
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Fig. 3. The big picture of civil aviation safety management

Safety is typically managed through continuous risk management, including hazard
identification, risk evaluation, risk mitigation and risk monitoring. According to ICAO,
hazard is defined as ‘A condition or an object with the potential to cause or contribute to
an aircraft incident or accident’. Hazard identification is the first step in the civil aviation
safety management process. In the civil aviation industry, there are many hazards from
people, equipment, environment, and management. There are two processes to identify
hazards: forward analysis process and backward analysis process. Forward analysis
process, which from hazard identification to unsafe events, includes: system and job
analysis, What-if analysis, event tree analysis (ETA), hazard and operability analysis
(HAZOP), etc. Backward analysis process, which from unsafe events to direct or indirect
causes, include: Reason model, SHELL model, fault tree analysis (FTA), etc.

For each hazard, there are many possible scenarios that could result in different
consequences. Risk evaluation is the process of identifying and measuring risk. In order
to carry out risk evaluation, the probability and potential consequence for each scenario
should be confirmed. There are many methods proposed to evaluate risk. These methods
can be divided into qualitative and quantitative risk evaluation methodologies.

In order to control risk, control measures are used to prevent the occurrence of unsafe
events andmitigate the consequence of top events. Control measures should be identified
and selected from technology level and management level. Then, the control plan should
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be developed and implemented. The effectiveness of these control measures should be
confirmed to determine whether they continue to provide protection. Control measures
can be divided as preventativemeasures andmitigativemeasures. Risk should be reduced
to the lowest reasonably practicable level by taking preventative measures andmitigative
measures. As formalized by professor Trevor Kletz, the five commonly used inherent
safety principles include: simplification, substitution, moderation, minimization, and
elimination [27]. The control measures that are the most feasible and effective should
be selected according to the hierarchy of controls measures: elimination, substitution,
engineering measures, administrative measures, and the personal protective equipment.

Once top event occurs, it means that some control measures fail. Then, the inves-
tigation should be carried out to identify failures in the control measures. The risk
management program should be reviewed to check the design and suitability of control
measures.

3 Risk Assessment Model Based on Safety Performance

As mentioned above, safety performance indicators can be classified according to dif-
ferent standards. In this paper, all the identified safety performance indicators in a civil
aviation organization are classified as occurrence indicators, foundation indicators, man-
agement indicators, and operation indicators. Safety performance indicators used to
monitor and measure unsafe events belong to occurrence indicators. Foundation indi-
cators and management indicators refer to the safety performance indicators used to
monitor and measure safety foundation status and the implementation of safety manage-
ment, respectively. Operation indicators refer to the safety performance indicators used
to monitor and measure precursor events.

As illustrated in the big picture of civil aviation safety management, risk evaluation
process includes the analysis of the likelihood of the consequence occurring and the
seriousness of the consequence if it does occur. Risk evaluation process should use
whatever safety data and safety information is available. Then, data from the safety
performance indicator system can be used to evaluate the probability of the consequence
occurring. Statistical value of each safety performance indicator will be collected every
month. The statistic value of safety performance indicators should be normalized because
the units and data ranges are various. For each safety performance indicator, the range of
statistic value will be divided as ‘very poor’, ‘poor’, ‘average’, ‘good’, and ‘very good’.
In order to obtain a numerical value in the hundred-mark system, the values representing
these five grades are assigned as 100, 80, 60, 40, and 0.

The severity of the consequence if it does occur can be evaluated based on the safety
performance indicator system because it includes occurrence indicators, management
indicators, foundation indicators, and operation indicators. Heinrich’s Law is used as
baseline by considering that the severities have small differences even within the same
level. According toHeinrich’s Law, severity coefficients for different safety performance
indicators can be given to represent the differences for occurrence indicators, foundation
indicators,management indicators, and operation indicators. Severity scores for different
safety performance indicators are assigned based on experts’ experience to represent
the small difference in the same safety performance indicator classification. Severity
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coefficients and severity scores for different safety performance indicators are presented
in Table 1.

Table 1. Severity coefficients and severity scores for different safety performance indicators

Safety performance indicator Severity coefficient Severity score

Occurrence indicator Accident 1000 [1, 2]

Serious incident 300 [1, 2]

General incident 100 [1, 1.5]

Foundation indicator 30 [1, 3]

Management indicator 30 [1, 1.5]

Operation indicator 1 [1, 5]

In some civil aviation organizations, there are a number of branches located in differ-
ent areas. In these branches, there are some departments to deal with various businesses.
In this research, the risk assessment model has three levels: the operation risk of depart-
ments, the operation risk of branch, and the operation risk of a civil aviation organization.
In the department level, different departments’ operation risk should be calculated based
on the safety performance indicator system. In the safety performance indicator system,
there are a number of occurrence type, foundation type, management type, and operation
type of safety performance indicators. In the branch level, all departments’ operation
risk of this branch will be synthesized as operation risk of the branch. In the civil aviation
organization level, all branches’ operation risk will be calculated as operation risk of the
organization. The risk assessment model based on safety performance is illustrated as
Fig. 4.
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Fig. 4. The risk assessment model based on safety performance
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At the department level, safety performance indicator system includes all classifi-
cations of safety performance indicators. Statistics values for all these occurrence indi-
cators, foundation indicators, management indicators, and operation indicators can be
obtained everymonth.According to the value assignment criteriamentioned above, there
will be a value Lsi in the hundred-mark system assigned for each safety performance
indicator. Then, the operation risk of a certain department can be calculated as:

Rd =
m∑

i=1

Sci × Ssi × Lsi (1)

where, m represents the number of safety performance indicators identified for the
department, Sci and Ssi are the severity coefficient and severity score for the ith safety
performance indicator, respectively.

For a certain branch, different departments face different hazards and risks. Then,
the weights for different departments are different in the risk evaluation of the branch.
The weights for different departments in the branch can be assigned by experts as:

wd = (wd1, wd2, wd3, . . . , wdl) (2)

where, wdj is the weight of the jth department in the branch.
At the branch level, the operation risk can be calculated as:

Rb =
l∑

j=1

wdj × Rdj (3)

where, l is the number of departments in the branch, Rdj is the operation risk of the jth
department in the branch.

For a certain civil aviation organization, the identified hazards and risks for different
branch are different. Then, the weights for different branches are different in the risk
evaluation of the civil aviation organization. The weights for different branches in the
civil aviation organization can be assigned by experts as:

wb = (wb1, wb2, wb3, . . . , wbn) (4)

where, wbk is the weight of the kth branch in the civil aviation organization.
At the civil aviation organization level, the operation risk can be calculated as:

Ro =
n∑

k=1

wbk × Rbk (5)

where, n is the number of branches in the civil aviation organization, Rbk is the operation
risk of the kth branch in the organization.

4 Case Study

Aviation fuel support ability is very important for airport ground support services. Avi-
ation fuel is a kind of dangerous chemical with the characteristics of explosive and easy
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to produce static electricity. In order to verify the proposed operation risk assessment
model, an aviation fuel supply company is used as a case study. There are five branches
in this aviation fuel supply company. Each branch has a number of departments. For each
department, there are several occurrence indicators, foundation indicators, management
indicators, and operation indicators. The numbers of different classifications of safety
performance indicators are listed in Table 2.

Table 2. Numbers of safety performance indicators for different branches and departments

Branch Department Number of SPIs

Branch A Emergency command center 16

Aviation fuel tank farm 1 22

Aviation fuel tank farm 2 22

Aviation fueling station 1 18

Aviation fueling station 2 18

Equipment maintenance center 20

Branch B Aviation fuel tank farm 22

Aviation fueling station 37

Quality inspection center 10

Branch C Aviation fuel tank farm 21

Aviation fueling station 21

Measuring and testing lab 17

Q supply station 16

H supply station 15

T supply station 20

Z supply station 21

CD supply station 20

Branch D Aviation fueling station 34

Measuring and testing lab 31

D supply station 19

L supply station 13

Branch E Aviation fueling station 30

Measuring and testing lab 28

B supply station 21

CF supply station 20

As mentioned above, the probabilities and severities of occurrences in different
branches and their departments are different. The weights for five branches and their
departments are list in Table 3.
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Table 3. Weights for different branches and departments

Branch Weight Department Weight

Branch A 0.25 Emergency command center 0.1

Aviation fuel tank farm 1 0.15

Aviation fuel tank farm 2 0.15

Aviation fueling station 1 0.25

Aviation fueling station 2 0.25

Equipment maintenance center 0.1

Branch B 0.1 Aviation fuel tank farm 0.3

Aviation fueling station 0.5

Quality inspection center 0.2

Branch C 0.25 Aviation fuel tank farm 0.09

Aviation fueling station 0.14

Measuring and testing lab 0.07

Q supply station 0.14

H supply station 0.14

T supply station 0.14

Z supply station 0.14

CD supply station 0.14

Branch D 0.2 Aviation fueling station 0.2

Measuring and testing lab 0.14

D supply station 0.33

L supply station 0.33

Branch E 0.2 Aviation fueling station 0.2

Measuring and testing lab 0.14

B supply station 0.33

CF supply station 0.33

According to the operation risk assessment model mentioned above, one month’s
monitoring data of all safety performance indicators is used to calculate the operation
risks of the aviation fuel company, five branches, and twenty-five departments. The
operation risk assessment results are presented in Table 4.

Based on the collected one month’s data of all safety performance indicators, the
operation risks of the aviation fuel company, its five branches, and their departments
have been assessed. It is found that these operation risk values are in the samemagnitude
because there is no accident, or incident happened in this month. With the accumulation
of collected data of all safety performance indicators, the operation risk trends of the
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Table 4. Operation risk for aviation fuel company, branches and departments

Company Risk Branch Risk Department Risk

Aviation fuel company 275.57 Branch A 276 Emergency command
center

260

Aviation fuel tank farm 1 320

Aviation fuel tank farm 2 220

Aviation fueling station 1 300

Aviation fueling station 2 280

Equipment maintenance
center

240

Branch B 274 Aviation fuel tank farm 280

Aviation fueling station 300

Quality inspection center 200

Branch C 267.4 Aviation fuel tank farm 280

Aviation fueling station 300

Measuring and testing lab 220

Q supply station 260

H supply station 240

T supply station 280

Z supply station 260

CD supply station 280

Branch D 289.8 Aviation fueling station 320

Measuring and testing lab 340

D supply station 280

L supply station 260

Branch E 271.8 Aviation fueling station 300

Measuring and testing lab 240

B supply station 260

CF supply station 280

aviation fuel company, its branches, and their departments can be used for decision
making.

5 Conclusion

As an important part of safety management system, the implementation of safety per-
formance management can promote the risk management and safety assurance process.
In order to assess operation risk of a civil aviation organization, the big picture of civil
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aviation safety management is illustrated to discuss the risk assessment and risk control
process. In this big picture, the sources of safety performance indicators are presented.
All identified safety performance indicators have been classified into four classifications:
occurrence indicators, operation indicators,management indicators, and foundation indi-
cators. The severity coefficients and severity scores for these four classifications of safety
performance indicators have been assigned based on Heinrich’s Law and in conjunc-
tion with experts’ evaluation. A novel operation risk assessment model based on safety
performance is proposed. The operation risks of a certain civil aviation organization, its
branches, and their departments can be assessed according to the proposed operation
risk assessment model. An aviation fuel company with five branches and twenty-five
departments is used to illustrate the efficiency and flexibility of the proposed model.
The operation risk values for the aviation fuel company, five branches, and twenty-five
departments are calculated based on one month’s data of all safety performance indi-
cators. The operation risk trends can be given by accumulating of data of all safety
performance indicators month by month.

References

1. Chen, M., Rong, M., Chen, Y.: A new safety culture index system for civil aviation organi-
zations. In: Advances in Energy Science and Equipment Engineering II, vol. 1, pp. 815–819
(2017)

2. International Civil Aviation Organization: ICAO Doc 9859 Safety Management Manual, 4th
eds. International Civil Aviation Organization, Montreal (2018)

3. Enoma, A., Allen, S.: Developing key performance indicators for airport safety and security.
Facilities 25, 296–315 (2007)

4. Reiman, T., Pietikainen, E.: Leading indicators of system safety-monitoring and driving the
organizational safety potential. Saf. Sci. 50(10), 1993–2000 (2012)

5. Sultana, S., Andersen, B.S., Haugen, S.: Identifying safety indicators for safety performance
measurement using a system engineering approach. Process Saf. Environ. 128, 107–120
(2019)

6. Harms-Ringdahl, L.: Dimensions in safety indicators. Saf. Sci. 47, 481–482 (2009)
7. Hinze, J., Thurman, S.: Leading indicators of construction safety performance. Saf. Sci. 51,

23–28 (2013)
8. Safety Management International Collaboration Group: A system approach to measur-

ing safety performance: the regulator perspective. Technical report, Safety Management
International Collaboration Group (2014)

9. Gerede, E., ve Yasar, M.: Evaluation of safety performance indicators of flight training
organizations in Turkey. Int. J. Eurasia Soc. Sci. 8(29), 1174–1207 (2017)

10. Chen, M., Luo, M., Sun, H., Chen, Y.: A comprehensive risk evaluation model for airport
operation safety. In: The Proceedings of 2018 12th International Conference on Reliability,
Maintainability and Safety (ICRMS), pp. 146–149 (2018)

11. Chen,M., Zhang, Y., Chen, Y.: Apron operation risk assessment based on safety performance.
J. Civ. Aviat. 2(6), 90–94 (2018)

12. Lu, X., Huang, S.: Airport safety risk evaluation based on modification of quantitative safety
management model. Procedia Eng. 43, 238–244 (2012)

13. Kim, S.,Oh, S., Suh, J.,Yu,K.,Yeo,H.: Study on the structure of safety performance indicators
for airline companies. In: Proceedings of the Eastern Asia Society for Transportation Studies,
pp. 1–17 (2013)



118 M. Chen et al.

14. McDonald, N., Corrigan, S., Ulfvengren, P., Baranzini, D.: Proactive safety performance for
aviation operations. In: Harris, D. (ed.) EPCE 2014. LNCS (LNAI), vol. 8532, pp. 351–362.
Springer, Cham (2014). https://doi.org/10.1007/978-3-319-07515-0_36

15. Chang, Y., Shao, P., Chen, H.: Performance evaluation of airport safety management systems
in Taiwan. Saf. Sci. 75, 72–86 (2015)

16. Gander, P., et al.: Effects of sleep/wake history and circadian phase on proposed pilot fatigue
safety performance indicators. J. Sleep Res. 24, 110–119 (2015)

17. Chen, W., Li, J.: Safety performance monitoring and measurement of civil aviation unit. J.
Air Transp. Manag. 57, 228–233 (2016)

18. MacLean, L., Richman, A., MacLean, S.: Benchmarking airports with specific safety
performance measures. Transp. Res. A 92, 349–364 (2016)

19. Panagopoulos, I.,Atkin,C., Sikora, I.:Developing aperformance indicators lean-sigma frame-
work for measuring aviation system’s safety performance. Transp. Res. Procedia 22, 35–44
(2017)

20. Sun, Y., Luo, M., Chen, Y., Sun, C.: Safety performance evaluation model for airline flying
fleets. In: Duffy, V.G. (ed.) DHM 2017. LNCS, vol. 10287, pp. 384–396. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-58466-9_34

21. Sun, Y., Zhang, Y., Zhao, R., Chen, Y.: Safety performance evaluation for civil aviation
maintenance department. In: Duffy, Vincent G. (ed.) DHM 2018. LNCS, vol. 10917, pp. 635–
646. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-91397-1_52

22. Netjasov, F., Crnogorac, D., Pavlovic, G.: Potential safety occurrences as indicators of air
traffic management safety performance: a network based simulation model. Transp. Res.
C-Emerg. 102, 490–508 (2019)

23. Thekdi, S., Aven, T.: An enhanced data-analytic framework for integrating risk management
and performance management. Reliab. Eng. Syst. Saf. 156, 277–287 (2016)

24. Rong,M., Luo,M., Chen,Y.: The research of airport operational risk alertingmodel. In:Duffy,
VincentG.G. (ed.)DHM2016. LNCS, vol. 9745, pp. 586–595. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-40247-5_59

25. Boelen, A., Van Aalst, R., Karanikas, N., Kaspers, S., Piric, S., De Boer, R.J.: Effectiveness
of risk controls as indicators of safety performance. Aup Adv. 1(1), 175–189 (2018)

26. Louvar, J.: Guidance for safety performance indicators. Process Saf. Prog. 29, 387–388 (2010)
27. Gupta, J.P., Edwards, D.W.: Inherently safer design-present and future. Process Saf. Environ.

80, 115–125 (2002)

https://doi.org/10.1007/978-3-319-07515-0_36
https://doi.org/10.1007/978-3-319-58466-9_34
https://doi.org/10.1007/978-3-319-91397-1_52
https://doi.org/10.1007/978-3-319-40247-5_59


Enabling or Stressing? – Smart Information Use
Within Industrial Service Operation

Katja Gutsche(B) and Carsten Droll

Furtwangen University, Robert-Gerwig Platz 1, 78120 Furtwangen, Germany
Katja.gutsche@hs-furtwangen.de

Abstract. Industrial services as i.e. maintenance are essential for asset-intensive
industries. Just as the physical assets become smarter, there is also a change towards
digitalization within the workplaces of service technicians. Within service opera-
tion, automation scenarios are constantly increasing. No doubt, this will influence
the sociotechnical system of service technician, asset and service tools. Research
on the effect of digitalized work processes in the field of industrial service are
rudimentary, especially its effect on occupational safety and health.

In the context of technological adjustments, the paper focuses on short-term
effects on Occupational safety and health (OSH) with special regard towards
changes in the mental workload. Under the use of the NASA-TLX the paper
sums up the results of an empirical study comparing paper-based vs. Augmented-
Reality-based work instructions. How the increase in human-machine interactions
work as stressors or enablers seen from the perspective of service technicians will
be analyzed.

Keywords: Service technician · AR work instruction ·Mental workload

1 Smart Service Operation

1.1 Augmented-Reality

Augmented Reality (AR) is a technical option very much hyped for industrial use. AR is
the form ofMixed Reality, where virtual content as computer generated virtual objects or
environments is blended into the real world [1, 2]. The user therefore stays connected to
the real world which is mandatory for service operation. For industrial service operation
ARallows an interactivewayof presenting i.e.maintenance information along the service
procedure, typically under the use of smartphone, tablet or Head-Mounted-Displays
(HMD). It is a newway for equipment manufacturers to deliver maintenance instructions
for maintenance specialists and/or equipment users [3]. AR seems a promising tool
to ensure a proper, quick and safe maintenance fulfillment and may enrich a service
technicians’ workplace with modern technique.

However fundamental research on the positive or negative, on the enabling or stress-
ing effects of AR use within service operation is missing. Research of AR-use in typical
manufacturing tasks as i.e. show positive effects of AR use [4, 5] But does AR ease the
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work circumstances and therefore supports a safe and healthy workplace and increases
performance for service technicians? To find about this, the authors executed a first
experimental study comparing differences in workload, performance and operational
safety when using paper-based work instructions vs. AR-based work instructions within
a maintenance scenario.

1.2 Industrial Service Operation

Industrial services must assure a safe, economic and compliant operation of industrial
assets as i.e. paper mills, power plants or trains. As there is an increase of automation
and human-computer-interaction in the asset operation, there are comparable changes
within the service operation of these assets. Smart technologies as i.e. Head-Mounted-
Displays, exoskeletons or smart gloves are promising tools to lower work strains [6].
However, the effects of automation on workplace, OSH and work motivation are even
more relevant in the industrial service domain. Due to a low level of repetitive tasks
and heterogeneous, highly customized service operation, the human worker will not be
completely replaced. Therefore, studying the effects of automation on industrial service
technicians is of long-term interest.

Work instructions play an important role for a safe, successful service operation
because

• As the variety of problems due to an increase of physical assets (i.e. manufacturing
machines) and asset properties (i.e. programming language, functionality) increases
the number of customer-driven service tasks for which the technicians has to look for
instructions increases.

• Another phenomenon in some regions and industrial service sectors is the employment
of low-qualified workers for whom work-instructions are the only way to fulfil the
service task.

• Industrial service technicians often have to work in a more hazardous work environ-
ment. Safety instructions coming along the work steps are sometimes numerous, must
be confirmed by the technician and filed by the employer.

AR offers a smart information providence supporting the service technicians. AR-
working instructions give an automated step-by-step guidance depending on the service
object and previous working steps. It can be understood as a solution with a low level
of automation (LOA) [7, 8]. Through the use of object recognition the technician gets
detailed, accurately fitting information helping to fulfil the work routine which the tech-
nician confirms and executes. Following Parasuraman and colleagues’ (2000), the third
LOA (out of 10) is therefore implemented [7].

In comparison, within paper-based work instructions the technician must decide on
himself which information is relevant in eachworking step. There is no situation-adapted
automated information providence.

AR-use is a form of human-computer-interaction, where a change in workplace, its
procedures and safety issues are to be expected.
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1.3 Workload and OSH

Workload is the entirety of all requirements and external conditions at aworkplace,which
could influence a person physically and/ or psychologically [9]. Workload defines the
strain of a task. Both can be understood as synonyms. Within the NASA-TLX the identi-
fied components ofworkload aremental, physical, temporal demand, effort, performance
and frustration level [10]. Especially mental workload is of interest in industrial service
operation. Heterogeneous work conditions defined trough differences in the assets, the
customer requirements and an increase in asset complexity causes mental strain. Tem-
poral demand is as well typical for service operation. In addition, service technicians’
workplaces are typically noisier and dustier [11].

Mental workload is seen as the sum of all external parameters influencing the
employee mentally [12] and is described as “the degree or percentage of the opera-
tor’s information processing capacity which is expended in meeting system demands”
[13]. Operational features causing mental workload are amongst others

• Lack or overflow of information
• Difficulties in information acquisition
• Conflicting task assignment
• Work discontinuity [14].

Mental workload has a direct input on the task output (Fig. 1.) This is defined by the
work quality in relation to the time needed for fulfillment [15]. Service quality is defined
by a reliability, assurance, tangibles, empathy and responsiveness [16] and strongly
depends on the manpower’s capabilities [17]. Therefore service quality incorporates
operational safety and health (OSH) as a crucial factor for reliable service operation.
OSH can be achieved through (a) good ergonomics, (b) active or passive safety features
and (c) personnel qualification and organization. Working instructions have an influence
on the personnel qualification and should reduce the effect of the outlined operational
features causing mental workload.

Fig. 1. Output and mental workload [18, 19]
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1.4 Hypothesis

If AR has the positive effects on mental load factors and gives automated information
on-demand, the following hypothesis are made

H1: AR will cause a significant reduction in the amount of time to complete a service
task compared to paper-based work instructions.

H2: The number of errors done by the technician is reduced by using AR compared to
paper-based work instructions.

H3: Subjective workload measures indicate a decrease in mental workload for the
technicians

H4: The positive effects are appreciated more by younger workers.

H5: Safety instructions are followed better by the use of AR.

2 Study

This study took place January 2020. In total, 20 subjects took part - all of them non-
service-technicians in real life. The subjects were grouped in two – paper and AR.
The two groups showed the following age and gender characteristics (Fig. 2). Gender
and age were selected corresponding to the characteristics in real world, where female
technicians are rare [11].

Fig. 2. Subject groups characteristics

The survey included the NASA-TLX by Hart et al. [10], time, quality and safety
observations, and demographic variables. The subjects were asked to rate all six demand
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categories (mental, physical, temporal, effort, performance and frustration) using a 100-
point scale. The subjects were then asked to perform pair-wise comparisons to give an
individual feedback on which of the load categories of the TLX are more important.
The rates of each category and the result of the pair-wise comparisons lead to a mean
weighted workload score – the overall task load index.

2.1 Experimental Setting

20 subjects were asked to repair a chain saw whose starter pull cord has been broken
(Fig. 3). They were asked to fulfill the task as quick as possible. None of the subjects
had ever done this repair before. 10 test persons were asked to fulfil the repair scenario
under the help of a printed work-instruction, 10 persons could use the help of an AR-
work-instruction installed on the Microsoft Hololens®.

Fig. 3. Experimental setting

7 out of 10 subjects who used the AR-implementation had no experience with AR
at all, 3 had low experience. All 10 got a brief introduction in how to use the Hololens®
and were asked to go through the gesture control app preinstalled on the Hololens® by
Microsoft.

2.2 Findings

Time of Completion. Time of completion is a crucial factor evaluating service output.
In general,while service is done, the industrial asset is not available.Unavailabilitymeans
financial loss due to reduced earnings. Remarkable, the average time of completion using
AR-based work instructions is about 35% less compared to subjects using paper-based
work instructions (Fig. 4).
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Fig. 4. Effect of instructional medium on time of completion.

However, ANOVAs (using an alpha level of 0, 05) comparing the effect of instruc-
tionalmediumon time of completion showed no statistical significance, F(1,18)= 3,265,
p = 0,199. The age has as well no significant influence on the time of completion.

In addition, not only time of completion is a lot less using AR-based instructions,
also the subjective evaluation on how well the repair process was completed shows
differences even though all subjects completed the maintenance task successfully. 80%
of the subjects using AR-based instructions rated their work result as good or very-good,
only 50% of the participants using the medium paper rated their work result as good,
none as very good (Table 1).

Table 1. Subjective feedback on how well task was fulfilled

Paper-based AR-based

Very good 0 2

Good 5 6

Medium 5 3

Bad 0 0

Very bad 0 0

Workload. There is a noticeable difference in mental workload between the two medi-
ums. Descriptive statistics show an average mental workload of 56 when using paper-
based instructions compared to 27, 5 (Fig. 5). A one-way ANOVA shows a statistically
significant effect of instructional medium on mental workload, F(1,18) = 13,048, p =
0,571. Due to the interference of computer-generated overlaid, animated objects, it is of
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less cognitive demand to find out about what is meant by the working steps and which
parts and tools are needed.

Fig. 5. Effect of instructional medium on mental workload

A one-way ANOVA on the effect of age on mental workload showed no statis-
tical significance. However, Post hoc comparisons showed that there is a statistically
significant effect between ‘age group < 35’ and ‘age group > 50’ (p = 0,085).

For the overall TLX there is still a difference in favor for the AR-based work instruc-
tions (Fig. 6), however this difference is not statistically significant, F(1,18) = 3,884, p
= 0,875. This is mainly because besides the mental workload there is only a noticeable,
but not statistically significant difference in temporal demand (Fig. 7). The other four
demand categories are very much independent of the used medium.

Fig. 6. Effect of instructional medium on overall TLX
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Fig. 7. Effect of instructional medium on temporal demand

Operational Safety. The service scenario was successfully completed by all 20 sub-
jects. However, only during the use of the paper-based instruction most subjects needed
help by the instructors (8 out of 10 subjects) as they were unsure in certain steps. As
with the chain saw a realistic object was used, the instructors interfered in cases where
there was a potential risk to damage the chain saw. In AR computer-generated instruc-
tions are overlaid to the real object. This makes it much easier to figure out correct
positions, orientations, parts and tools (compare mental workload). None of the subjects
got a technical instruction to the chain saw. But the noticeable difference in queries
show that the level of safety relevant knowledge is higher after the same time when
instructed by AR compared to paper-based work instructed. The findings underline pre-
vious research where it is stated that AR applications “are cheaper and more efficient
ways to enhance human safety” [20]. AR allows a better safety relevant qualification
in shorter period of time for untrained employees. The participants using AR-based
work instructions declared the work-instruction much more helpful than the participants
who had to use paper-based work instructions. A one-way ANOVA was conducted on
the effect of instructional medium on how helpful the instruction was. The effect is
statistically significant, F (1,18) = 6,4, p = 0,913.

Safety Devices. Looking at the usage of protective clothing as passive OSH measure-
ments, no differences could be seen. In both groups 60% of all subjects put on the
required safety devices gloves and glasses. AR-use seems to have no influence - neither
positive nor negative - on the use of safety devices. This result is unexpected as the AR-
work instruction did not only include safety information like in the paper-based work
instruction, but also asked the subjects to confirm the information by gesture or voice
command.

3 Conclusions and Outlook

AR-based work instruction can be understood as an enabling technology in service
operation. Service output defined as the work quality in relation to the time needed for
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fulfillment is enhanced. Even though paper-based work instructions are well established
and standardized, AR offers a big advantage for untrained staff as task-relevant informa-
tion is overlaid to the physical object. Uncertainty in what and how to do each service
step does not arise. Time of completion and mental workload are reduced by AR-based
assistance. The self-assessment regarding the task output, a potential motivator, is more
positive. However, AR implemented even in the MS Hololens®, as one of the most
advanced solution available right now, still has some obstacles hindering the technician
in the tool use: (a) the field of view of MS Hololens® 1 is very small – the user finds it
difficult to see all animations and the control panel in the field of view at the same time,
(b) the weight of the HMD (579 grams) is heavy for long-term use - some subjects felt
pain after a short period of time of approximately 20 min.

AR can be a good alternative to the well-established but rather laborious printed
handbooks. Looking at the hypothesis, following conclusions can be made from this
study:

H1 may be neglected. There is evidence that AR causes a significant reduction in the
amount of time to complete a service task compared to paper-based work instructions.
However, the effect is not statistically significant. Further research and a bigger sample
should be done for verification.
H2 may be neglected. No subject did an error, all completed the repair process success-
fully. However, the number of queries is significantly higher in the paper-based instructed
work. Without the interference by the instructors the number of errors is expected to be
much higher in the paper-instructed service operation. For further studies adoption in
the scenario should be made.
H3 is confirmed. There is a significant decrease in mental workload for the technicians
using AR-based work instructions.
H4 is confirmed. The positive effects are appreciated more by younger workers. The
participants younger than 35 had a significant lower mental workload then the ones
older than 50 years old.
H5 must be neglected. Safety instructions are not followed better by the use of AR. Even
the necessity to confirm safety instructions didn’t lead to a higher degree of safety device
use. In addition, as all subjects completed the work task successfully, there is no direct
effect on OSH by an observed decrease in the number of errors. However, if instruction
are understood as a safety tool, AR is much more appreciated then paper-based work
instructions.

This study has only looked at the changes from printed to AR-based work instruc-
tions. For further research, video instructions as a reasonable, wide-spread option should
be included in an evaluation on how smart information use within industrial service
operation causes positive and/or negative effects in the technician’s workplace.

Further did this study only focus on short-term effects. Long-term effects also with
regard to the customer who normally is somehow involved in the service operation has
been left aside for this study.

In addition, further research should address possible influences on work motivation
coming along with smart information use in service operation. As service performance
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increases, there might be a positive long-term effect on work motivation leading to many
more effects than the ones looked at within this paper.

Notes. As the study is based on a realistic maintenance scenario, the results have to
be understood as a comparison between (A) the standardized, well-established medium
paper-based work instruction, which was provided by the manufacturer and is so far
used for the chain saw maintenance and (B) a prototypic, non-standardized AR-based
work instruction whose animated information sequences are based on the paper work
instruction.
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Abstract. The electric sector is fundamental for the economic and social develop-
ment of society, impacting on essential aspects such as health, education, employ-
ment generation, industrial production, and the provision of various services. In
addition to the above, the growing trend in energy consumption worldwide could
increase, according to expert estimates, up to 40%by 2030, which in turn increases
the efforts of the public and private sector tomeet increasing demands and increase
access to energy services under requirements of reliability and quality. However,
the electricity sector presents challenges and complexities, one of which is the
reduction of health and safety risks for workers, service users, and other stake-
holders. In many countries, this sector is classified as high risk in occupational
safety and health, due to its complexity and the impact of accidents and occu-
pational diseases on the health of workers, in infrastructure, in operating costs
and competitiveness of the energy sector. Worldwide, there are rigorous regula-
tions for the electricity sector, from local and national government regulations
to international standards to guarantee health and safety conditions. However,
it is necessary to develop objective and comprehensive methodologies for eval-
uating occupational safety and health performance that provides solutions for
the electricity sector, not only to comply with standards and regulations also
as a continuous improvement tool that supports the decision-making processes
given the complexity of the industry and the multiple criteria that are taken into
account when evaluating and establishing improvement strategies. In scientific
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literature, different studies focus on the analysis of accident statistics, the factors
that affect accidents and occupational diseases, and the risk assessment of the sec-
tor. Despite these considerations, studies that focus directly on the development
of hybrid methodologies for the evaluation and improvement of performance in
occupational safety and health in the electrical sector, under multiple criteria and
uncertainty are mostly limited. Therefore, this document presents an integrated
methodology for improving the performance in occupational health and safety
in the electric sector through the application of two techniques of Multi-criteria
Decision Methods (MCDM) uses in environments under uncertainly. First, the
fuzzy Analytic Hierarchy Process (FAHP) is applied to estimate the initial relative
weights of criteria and sub-criteria. The fuzzy set theory is incorporated to repre-
sent the uncertainty of decision-makers’ preferences. Then, the Decision-making
Trial and Evaluation Laboratory (DEMATEL) used for evaluating the interrela-
tions and feedback among criteria and sub-criteria. FAHP and DEMATEL are
later combined for calculating the final criteria and sub-criteria weights under
vagueness and interdependence. Subsequently, we applied the proposed method-
ology in a company of the energy sector for diagnosis of performance in OHS
to establish improvement proposals, the work path, and implementation costs.
Finally, we evaluate the impact of the strategies applied in the improvement of the
performance of the company.

Keywords: Fuzzy analytical hierarchy process · Fuzzy AHP · Multicriteria
decision making · MCMD · DEMATEL · Occupational health and safety · ISO
45001 · Electric sector · Performance evaluation

1 Introduction

According to the World Bank (2018), the energy sector is a driver of investments, tech-
nological development, innovation, and new industries, with an impact on job creation,
economic, social growth and the contribution to the Development Goals Sustainable
UN 7 - affordable and non-polluting energy, 8 - decent work and economic growth, 9 -
industry, innovation and infrastructure, and 11 - Sustainable cities and communities [1].
The energy sector faces new challenges such as a 30% growth in energy demand and,
therefore, in the generation, transmission and distribution capabilities of operating com-
panies, the search for new and better sources of energy, the decrease of environmental
impacts and occupational health and safety risks for interested parties [2]. Regarding
occupational safety and health, it is of high relevance for the competitiveness of the
sector due to the complexity in their operations, the regulation, and control of the gov-
ernment, customers, and other stakeholders involved in the energy chain. In this sense,
the energy sector is considered as high risk at the Occupational health and safety level,
due to the potential risk of accidents and occupational diseases and the seriousness of the
damage caused. Given that the circumstances surrounding this type of accident can have
an impact on the welfare and health of workers and interested parties, on infrastructure,
operational costs and the results of companies in the sector [3].

Following the International Labor Organization, aggregate statistics indicate a gen-
eral increase in the number of people who died by causes attributable to work from
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2.33 million in 2014 to 2.78 million in 2017. In the energy sector, electrical accidents
represent a high number of worldwide [4–7]. This situation increases in countries in
Africa and Latin America. In Colombia, for example, the energy sector registered for
2017 the fourth-highest accident rate, with an average of 7.33 accidents. Among the
leading causes attributable to accidents in the energy sector, there are insecure behaviors
[8], deficiencies in training, training, and awareness in safety and self-help culture and
shortcomings in the implementation of comprehensive management systems focused on
prevention and in the welfare of workers [9–13].

In the literature review, different studies have been carried out to contributes to the
analysis, development, and implementation ofmethodologies and techniques focused on
the prevention of accidents and occupational diseases in the energy sector. In this regard,
we found different works oriented to analysis of personal factors and consequences
of electrical occupational accidents [3], time series analysis of occupational accidents
and the assessment of risks applied to the energy and construction industry [14], the
longitudinal descriptive study of occupational accidents and their causes [15] as well as
the analysis of occupational safety and health in hydroelectric plants [16], photovoltaic
industry [17] and energy supply companies [18]. Although several efforts have been
made to address this problem, the evidence base is still scant andwith scarce information,
especially in the develop of integrated multicriteria decision-making methodologies to
evaluate and improve the performance in the prevention of accidents and occupational
diseases in energy sector, where previous studies have been found in the logistics industry
[19].

This paper bridges this gap by extending the multi-criteria decision-making app-
roach adopted in land cargo transportation [19] to improve the performance in Occu-
pational Health and Safety Management in the energy sector. First, the fuzzy Analytic
Hierarchy Process (FAHP) is applied to estimate the initial relative weights of criteria
and sub-criteria. The fuzzy set theory is incorporated to represent the uncertainty of
decision-makers’ preferences. Then, the Decision-making Trial and Evaluation Labora-
tory (DEMATEL) is used for evaluating the interrelations and feedback among criteria
and sub-criteria. FAHP and DEMATEL are later combined for calculating the final cri-
teria and sub-criteria weights under vagueness and interdependence. Subsequently, we
applied the proposed methodology in a company of the energy sector for diagnosis of
performance in OHS to establish improvement proposals, the work path, and implemen-
tation costs. Finally, we evaluate the impact of the strategies applied in the improvement
of the performance of the company.

A real case study considering four criteria, 23 sub-criteria, six decision-makers, and
an instrument for the diagnosis of the occupational health and safety management is
presented to validate the proposed approach. The results revealed that the criteria plan-
ning (58.9%), improvement (15.0%), and application (14.3%) have the most significant
weight in the evaluation of occupational health and safety performance in the context of
the energy company. Also, we found strong interrelations among criteria and sub-criteria
with an impact on the performance evaluation in the adoption of the OHS management.
On the other hand, we evaluated the changes and improvement of the company between
the initial diagnosis, and the implementation of the action plans one year later. The
outcomes of this evaluation evidenced a significant increase in the level of compliance
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in occupational health and safety management, going from 14% to 88% compliance,
with an impact on the reduction in the indicators of accidents and absenteeism in work
company results, increasing its sales by 43.8%. Considering the previous results, this
integrated methodology facilitates the decision-making process managers in the energy
sector for the improvement in the management of occupational health and safety.

2 Approaches of MCDM for Occupational Health and Safety
Performance Evaluation in Electric Sector: A Literature Review

Occupational health and safety (OHS) is a multidisciplinary activity that focuses on
the analysis of improving the conditions of workers in their workplaces, to reduce the
number of accidents and occupational diseases, increase productivity, the commitment
of workers and the competitiveness of companies [20, 21]. The previous implies that
companies must adopt different standards and methodologies to manage health and
safety in their work environments. Concerning the implementation of standards in OHS,
for the electricity sector, it is evenmore relevant, given their complexity and the high risk
that this industry poses in the safety and health of workers, users, and other stakeholders.

One of the critical elements in occupational safety and health management is related
to performance evaluation, which according to ISO 45001 [22], is performance related
to the effectiveness of the prevention of injuries and deterioration of health for workers
and the provision of safe and healthy workplaces. In this sense, performance evaluation
includes aspects such as compliance with legal requirements, risk and risk assessment,
progress in achieving objectives, goals, and indicators in OHS, and the effectiveness of
operational controls.

Concerning the evaluation of performance in OHS, it is in itself a complicated pro-
cess, where different stakeholders intervene with their needs, expectations, and judg-
ments (workers, managers, clients, government, suppliers, among others) multiple crite-
ria to the time to evaluate, and uncertainty environments that make it difficult to establish
the most appropriate actions in the prevention of accidents and occupational diseases. In
this sense, there are different qualitative and qualitative methodologies that companies
can use to identify gaps in performance, their causes and establish improvement actions,
such as the cause-effect or Ishikawa diagram, the 5 W and 2H technique, the time series
analyses, the risk assessment matrices, among others. However, multi-criteria decision-
making (MCDM) based approaches can help companies in the electricity sector to learn
about the evaluation of their performance, in real environments, with multiple criteria,
and under uncertainty environments in organizations.

Regarding the object of this research, we found in the literature review evidence of
studies oriented to apply the Multicriteria Decision Methods (MCDM) in occupational
health and safety management (OHS). In this regard, we found a study that develops
a critical state-of-the-art review of OHS risk assessment studies using MCDM-based
approaches, includes fuzzy versions of MCDM approaches applied to OHS risk assess-
ment [20]. The results of this study, which analyzed a total of 80 papers cited in high-
impact journals, demonstrated the growing trend in the use of MCDM in the evaluation
of risks, especially in the use of FAHP-based approaches, with application mainly in the
industrial sector. On the other hand, the study identifies that methods such as VIKOR,
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PROMETHEE, ELECTRE, andDEMATEL remain superior methods in risk assessment
and management due to their flexibility.

Bibliographic research has shown interesting articles written on the application of
support systems for decision-making in occupational safety and health (OHS). Still,
little has been published on the evaluation of integral performance in the management
of OSH and the complex context of the electrical sector, as seen in Table 1, with the
studies found related to an assessment in OHS and the MDCM techniques used.

The articles found focus on the application of MCDM techniques for the evaluation
of risks, safety and health conditions, the satisfaction of workers concerning the OHS,
but few articles focused on the integral assessment of performance in OHS, that consider
the international standard ISO 45001. Besides, the main application sectors of MCDM
techniques are mining, and construction, and the literature presents a limited develop-
ment in the application of the MCDM models applied towards performance evaluation
in OHS in the electric sector.

At the level of MDCM techniques, the literature review shows that the most used
methods are related to the AHP technique and its extensions, such as Fuzzy AHP,
Pythagorean Fuzzy AHP, and Intuitionistic Fuzzy AHP. Besides, the AHP methods
can be used in combination with other techniques such as TOPSIS, VIKOR, ELECTRE,
and DEMATEL, which gives researchers an open field for the use of hybrid MCDM
methodologies according to the reality of the industries.

Concerning to the hybrid MCDM approaches, the combination of different methods
allows overcoming the limitations of several techniques to obtain better outcomes [35].
Notably, the AHP method has the disadvantage of the phenomenon known as “reversal
rank” related to the change of preference or order after an alternative is added or removed
[36]. Concerning other methods such as the Technique for Order Preference by Simi-
larity to Ideal Solution” (TOPSIS) do not provide an explicit procedure to allocate the
relative importance of criteria and sub-criteria [37]. Due to the considerations mentioned
above, it is necessary to apply a hybrid decision-making model that can consider inac-
curacy, uncertainty, and lack of consensus in the judgments of the experts regarding the
weights of the criteria and sub-criteria and that analyzes the interrelationships between
the evaluation factors.

The novelty of the present study is based on the integration of the FAHP, as an
extension of the AHP multi-criteria method with the DEMATEL method to evaluate
the performance in occupational health and safety in the electric sector to provide a
robust framework for evaluation and improvement in OHS. FAHP was chosen due to
its capability of calculating the relative importance of criteria and sub-criteria under
uncertainly. On the other hand, we proposed the integration of the DEMATEL method
to FAHP. DEMATEL is applied to evaluate interrelations be-tween criteria and sub-
criteria [38], helping decision-makers identify the interdependencies between decision
factors, receiving and dispatching factors, which allows the design of comprehensive
improvement plans.

Therefore, this research contributes to the scientific literature and provides a hybrid
methodology for overall performance evaluation in occupational health and safety man-
agement and provides to managers procedures and techniques to generate a culture of
prevention and healthy environments, through strategic alignment, driving the behavior
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and performance of people towards the achievement of the strategic objectives of electric
sector.

Table 1. Performance evaluation in OHS based in MDCM approaches

Authors (Year) Sector Application Objective MDCM applied/Other

Inan UH, Gul S,
and Yılmaz H.
(2017) [21]

Mining,
construction,
ports

OHS
performance

It integrates Simo’s procedure
and the VIKOR technique to
build a multi-criteria
decision-making model for
OHS performance in
companies, considering the
OHSAS 18001: 2007 standard

Simo’s procedure,
VIKOR

Adema, A.,
Çolak, A.,
Dağdeviren, M.
(2018) [23]

Energy
sector

Risk
evaluation in
OHS

It proposes a methodology for
the classification of labor risks
for the wind turbine production
stages

SWOT and Hesitant
fuzzy linguistic term

Efe, B., Kurt,
M., and Efe, F.
(2017) [24]

Textile sector Risk
evaluation in
OHS

It provides an integrated
IFAHP-IFVIKOR approach for
risk evaluation under group
decision making

Intuitionistic fuzzy
AHP
(IFAHP)-intuitionistic
fuzzy VIKOR
(IFVIKOR)

Badria, A.,
Nadeaua, S., and
Gbodossoub, A.
(2012) [25]

Industrial
projects

Risk
evaluation in
OHS

It proposes a risk-factor-based
analytical approach for
integrating occupational health
and safety into project risk
evaluation

AHP, risk evaluation

Jiangdong, B.,
Johansson, J.,
and Zhang, J.
(2017) [26]

Mining Employee
satisfaction in
OHS

It provides an analytic method
of Evaluation on Employee
Satisfaction of mine
Occupational Health and
Safety Management System
based on improved AHP and
2-Tuple Linguistic Information,

Improved AHP
2-tuple linguistic
information

Sadoughi et al.
(2012) [27]

Government Evaluation of
performance
indicators in
OHS

It proposes a comprehensive
approach for decision-makers
to evaluate and prioritize of
performance indicators of
health, safety, and environment
using Fuzzy TOPSIS

Fuzzy AHP

Gul, M., and Ak,
M. (2018) [28]

Mining Risk
assessment in
OHS

Provide a novelty and
comparative methodology to
quantify risk classifications in
the assessment of occupational
health and safety risks

Pythagorean fuzzy
analytic hierarchy
process (PFAHP),
Fuzzy TOPSIS

Hatami-Marbini
et al. (2013) [29]

Hazardous
Waste
Recycling

Safety and
health
assessment

Propose a multi-criteria
decision making (MCDM)
model based on an integrated
fuzzy approach in the context
of Hazardous Waste Recycling
(HWR)

Fuzzy logic,
ELECTRE

(continued)
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Table 1. (continued)

Authors (Year) Sector Application Objective MDCM applied/Other

Ilbahara, E et al.
(2018) [30]

Construction Risk
assessment in
OHS

Propose a novel approach to
risk assessment for
occupational health and safety

Pythagorean fuzzy
AHP, fuzzy inference
system

Koulinas, G
et al. (2019) [31]

Construction Risk
assessment in
OHS

Propose a risk analysis and
assessment in the worksites
using the fuzzy-analytical
hierarchy process and a
quantitative technique

Fuzzy AHP,
Proportional Risk
Assessment
Technique (PRAT)

Sukran Seker,
S., and
Zavadskas, E.
(2017) [32]

Construction Risk
assessment in
OHS

Application of Fuzzy
DEMATEL Method for
Analyzing Occupational Risks
on Construction Sites

Fuzzy DEMATEL

Basahel, A., and
Taylan, O
(2016) [33]

Construction Safety
conditions
assessing

Use of Fuzzy AHP and Fuzzy
TOPSIS for Assessing Safety
Conditions at Worksites

Fuzzy AHP and Fuzzy
TOPSIS

Zheng, G., Zhu,
N., Tian, Z.,
Chen, Y., and
Sun, B (2012)
[34]

Mining Safety
evaluation

Application of a trapezoidal
fuzzy AHP method for work
safety evaluation and early
warning rating of hot and
humid environments

Fuzzy AHP

3 Proposed Methodology

The proposed approach aims to evaluate the performance in occupational health and
safety management in the electric sector by the integrated methodology using FAHP
and DEMATEL. In this regard, the methodology is comprised of four phases (refer to
Fig. 1):

– Phase 1 (Design of the model for performance evaluation OHS
FAHP/DEMATEL): A decision-making group is chosen based on their experience
in occupational health and safety in the electric sector. The experts will be invited to
be part of the decision-making process through FAHP and DEMATEL techniques.
Subsequently, the criteria and sub-criteria are established to set up a decision hier-
archy considering the opinion of the expert decision-makers, the literature review,
and regulations in occupational health and safety management [19, 35, 38]. Then, the
surveys for the application of the FAHP and DEMATEL methods were designed.

– Phase 2 (FAHP application): In this step, FAHP is used to estimate the global
and local weights of criteria and sub-criteria under uncertainty in the ponderation.
In this phase, the experts were invited to perform pairwise comparisons, which are
subsequently processed following the FAHP method, as detailed in Sect. 3.1.
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Fig. 1. The methodological approach for evaluating the performance in occupational health and
safety management in the electric sector

– Phase 3 (DEMATEL application): In this phase, DEMATEL is implemented to
determine the interdependence and interrelations between criteria and sub-criteria
(described in Sect. 3.2) as well as identify the receivers and dispatchers. Additionally,
it is used to assess the strength of each influence relation [35]. Then, FAHP and
DEMATEL are combined to obtain the criteria and sub-criteria weights with the basis
of interdependence.

– Phase 4 (Validation of the proposed methodology): In this step, GAPs and critical
variables were identified to improve the performance in OHS management [10, 19,
39]. Subsequently, were defined the improvement proposals, the schedule, and the
costs of implementation of strategies. Finally, was evaluated the impact after the
implementation of the strategy in the improvement of the performance in OHS, their
statistics or accidents, and the revenue of the company.

3.1 Fuzzy Analytic Hierarchy Process (FAHP)

Fuzzy AHP is a derived method of Analytic Hierarchy Process (AHP) proposed by
Thomas L. Saaty as combined technique between AHP and fuzzy logic with the pur-
pose of improve the decision-making process due that the AHP method does not con-
sider vagueness of human judgments, the fuzzy logic theory was introduced due to its
capability of representing imprecise data [38, 40].

In FAHP, the paired comparisons are represented in a matrix using fuzzy triangular
numbers [41] as described below (Refer to Table 2). Considering the findings from the
literature review, a reduced AHP scale has been adopted by the decision-makers when
making comparisons [38].

The steps of the FAHP algorithm as follows:

– Step 1: Perform pairwise comparisons between criteria/sub-criteria by using the lin-
guistic terms and the corresponding fuzzy triangular numbers established in Table 2.
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Table 2. Linguistic terms and their fuzzy triangular numbers

Reduced AHP scale Definition Fuzzy triangular number

1 Equally important [1, 1, 1]

3 More important [2–4]

5 Much more important [4–6]

1/3 Less important [1/4, 1/3, 1/2]

1/5 Much less important [1/6, 1/5, 1/4]

With this data, a fuzzy judgment matrix Ãk
(
aij

)
is obtained as described below in

Eq. 1:

ÃK =

⎡
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⎣

d̃ k
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k
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1n
d̃ k
21
. . .
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. . .

. . .

. . .

d̃ k
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⎤
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d̃ k
ij indicates the kth expert’s preference of ith criterion over jth criterion via fuzzy
triangular numbers.

– Step 2: In the case of a focus group, the judgments are averaged according to Eq. 2,
where K represents the number of experts involved in the decision-making process.
Then, the fuzzy judgment matrix is updated, as shown in Eq. 3.

d̃ij =
∑K

k=1 d̃
k
ij

K
(2)
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⎡
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d̃11
...

d̃n1

. . .
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d̃nn

⎤

⎥
⎦ (3)

– Step 3: Calculate the geometric mean of fuzzy judgment values of each factor by using
Eq. 4. Here, r̃i denotes triangular numbers.

r̃i =
⎛

⎝
n∏

j=1

d̃ij

⎞

⎠

1/n

, i = 1, 2, . . . , n (4)

– Step 4: Determine the fuzzy weights of each factor (w̃i) by applying Eq. 5.

w̃i = r̃i ⊗ (r̃1 ⊕ r̃2 ⊕ . . . ⊕ r̃n)
−1 = (lwi,mwi, uwi) (5)

– Step 5: Defuzzify (w̃i) by performing the Centre of Area method [42] via using Eq. 6.
Mi is a non-fuzzy number. Then, normalize Mi via applying Eq. 7.

Mi = lwi + mwi + uwi

3
(6)

Ni = Mi∑n
i=1Mi

(7)
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3.2 Decision Making Trial and Evaluation Laboratory (DEMATEL)

DEMATEL is an MCDM technique applied to identify the complex causal relation-
ships between criteria and sub-criteria involved in a multicriteria decision model [43].
DEMATEL it´s based on the graph theory, and the outcome is a visual representation
called impact-digraph map that categorizes the criteria into two groups: dispatchers and
receivers [44]. Dispatchers are the criteria or sub-criteria that highly influence other
criteria or sub-criteria, while the receivers are the affected criteria or sub-criteria [38].
Additionally, the DEMATEL method indicates the influence degree of each element so
that significant interdependencies can be identified [46].

The procedure of DEMATEL method is given as follows [38]:

– Step 1: Make the matrix of direct influence: The decision-makers are asked to make
comparisons between criteria/sub-criteria to measure their causal relationship. For
this, the experts, based on their personal experience, point out the direct impact that
each element i exerts on each of the other elements j using this four-level comparison
scale: nonexistent impact (0), low impact (1), medium impact (2), high impact (3)
and very high impact (4). With these comparisons, an average n x n matrix called the
direct relationship matrix is generated. In this matrix, each element bij represents the
average degree to which the criterion/sub-criterion i affect the criterion/sub-criterion
j.

– Step 2: Normalize the direct influence matrix: The normalized direct relation matrix
N is calculated using Eq. 8–9:

N = k · B (8)

k = min

⎛

⎜
⎝

1

max1≤i<n
∑n

j=1

∣∣bij
∣∣ ,

1

max1≤j<n
∑n

i=1

∣∣bij
∣∣

⎞

⎟
⎠i, j ∈ {1, 2, 3, . . . , n} (9)

– Step 3: Obtain the total relation matrix: After normalizing the direct relation matrixN,
the total relation matrix S is obtained by implementing Eq. 10, where I is the identity
matrix:

S = N + N 2 + N 3 + . . . =
∑∞

i=1
Ni = N (I − N )−1 (10)

– Step 4: Develop a causal diagram: Using the D + R and D − R values, where Ri

represents the sum of the j − th column of the matrix S (see Eq. 11–12) and Di

represents the sum of the i−th row of thematrix S (see Eq. 11 and Eq. 13), dispatchers
and receivers can be identified. Criteria/Sub-criteria with positive values of D-R, have
a strong influence on the other criteria/sub-criteria, and are called dispatchers. The
negative values of D − R indicate that the criteria/sub-criteria are very influenced
by others (receivers). Besides, the D + R values indicate the degree to which the
criteria/sub-criteria i affect or are affected by others.

S = [
sij

]
nxn, i, j ∈ {1, 2, 3, . . . , n} (11)
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R =
∑n

j=1
sij (12)

D =
∑n

i=1
sij (13)

– Step 5: Establish the threshold value and obtain impact-digraph map: The threshold
value is calculated to identify the significant interrelationships between criteria or sub-
criteria (see Eq. 14). If the influence degree of a criterion/sub-criterion in the matrix
S is bigger than the threshold value (p), then this criterion/sub-criterion is included
in the map of impact digraphs. This graph is done by assigning the data set (D + R,
D − R).

p =
∑n

i=1
∑n

j=1 sij

n2
(14)

3.3 The FAHP-DEMATEL Method

A combined FAHP-DEMATEL method is suggested to offer more robust results [45].
The mixed technique tackles the drawbacks of FAHP, which is not capable of assessing
the feedback and interdependence among decision elements. It is, therefore, necessary
to complement it with DEMATEL, which can help occupational health and safety pro-
fessionals to design short, medium- and long-term plans that improve the performance
evaluation in OHS management. The relative weights of factors and sub-factors (wj)

based on interdependence are obtained by multiplying the weights derived from FAHP
and the normalized direct relation matrix N (refer to Eq. 15).
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4 Application of the Integrating Proposed Methodology

4.1 Design of the Model for Performance Evaluation FAHP/DEMATEL

In this section, an empirical example is presented to validate the proposed methodology.
The case study is illustrated in a medium-sized electric company located in Colombia.

One of the objectives of the company is the improve in the levels of customer sat-
isfaction considering their requirements and needs (e.g., quality, delivery times, price,
service), through the active development of services and products, the competence and
commitment of its human talent, also fulfilling with the legal regulation in occupational
safety and health. The company under study supplies electrical products and performs
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outsourcing services to improve electrical and telecommunications infrastructure. To
support the quality and safety in its operations, the company must adequately identify
the regulatory requirements in occupational safety and health, through the design of a
decision model that involves different criteria and sub-criteria to evaluate and improve
their performance in OHS.

Subsequently, a decision-making team was selected to validate the criteria and sub-
criteria through the application of FAHP andDEMATEL techniques for the performance
evaluation in occupational health and safety management, given their expertise in these
topics and the electric sector. In this regard, four types of experts were found to be
meaningful for the decision-making process: three leaders of the company under study,
two experts consultors in health and safety management with expertise in the electric
sector, and two representatives of academic sector linked to the occupational health
and safety in companies. The team of experts for develop of integrated methodology is
described below:

• Expert 1 is theGeneralManager of the company,withmore than 10years of experience
in the electric sector.

• Expert 2 is the Leader in OHS department of the company, with more than 5 years of
the experience.

• Expert 3 is the Head of the legal department of the company, with more than 5 years
of experience in government regulations in OHS.

• Expert 4 is a professional in occupational health and safety with a master’s degree in
Management Systems and 10 years of experience as a consultant in both private and
public organizations in the diagnostic, design implementation and improve health and
safety programs in different companies.

• Expert 5 is an Electrical Engineer with a specialization in Automatic Control Systems
and more than five years of experience and safety standards in the electric sector.

• Expert 6 is industrial engineering, specialist in occupational health with knowledge
and 10 years of experience in health and safety in work, regulations and standards in
occupational health and safety management (OHS), risk assessment, and industrial
hygiene.

• Expert 7 is an Industrial Engineer and specialist in the application of multivariate
methods andmulti-criteriamodels for performance evaluation. The industrial engineer
acted as a facilitator to take over the judgment process.

Concerning to hierarchy of the decision-making model is composed of four criteria
(C1, C2, C3, and C4) and 23 sub-criteria (S1, S2,…, S23) according to the model devel-
oped by Jimenez et al. [19]. These criteria and sub-criteria were determined based on the
regulations applicable to the electric sector such as theDecreeNo 1072 of 2015 (establish
the rules in occupational health and safety management for companies) [47], Resolution
No 0302 of 2019 (minimum standards in occupational health and safety in organizations)
[48], and requirements of the international standard in OHS ISO 45001 [22]. Then, the
experts validate these criteria and sub-criteria according to the health and safety regula-
tions, and the literature reviewpresented in order to provide anMCDMmodel responding
to the current needs of the electric sector. Subsequently, the multi-criteria hierarchy was
then verified and discussed through different sessions with the expert decision-making
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team to establish the comprehension of the model and the hierarchy. Finally, the decision
model is shown in Fig. 2.

Fig. 2. Multi-criteria decision-making model to evaluate the overall performance in occupational
health and safety management in the electric sector

Particularly, the criteria and sub-criteria were labeled and described in Table 3 [19].

4.2 Design of Data Collection Tools for FAHP and DEMATEL

In this step, a data collection instrument was designed for the paired comparisons process
performed by the experts (refer to Fig. 3). In this regard, for each pairwise evaluation,
the participants answered the following question: According to the goal/criteria, ¿how
important is each element on the leftover the item on the right? The experts used Table 1
to represent their responses until finalizing all the factors and sub-factors. Then, via
Eqs. 1–7, the weights of criteria and sub-criteria were determined.

On the other hand,we design a survey for the application of theDEMATEL technique
(refer to Fig. 4) with the purpose of analyzing the interdependence between factors
and sub-factors. Subsequently, it’s applying the Eqs. 8–14, to identify the dispatchers
and receivers. For each comparison, it was asked: With respect to goal/factor, ¿how
much influence each element on the left has over the element on the right? The experts
responded by using the 5-point scale shown in Sect. 3.2. The decision process was also
repeated to finally calculate D + R and D − R values.
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Table 3. Description of criteria

Criterion (C) Sub-criteria (SC) Criterion description

C1. Planning (PL) SC1. Strategic planning (SP)
SC2. Stakeholders in OHS (SK)
SC3. Scope of the OHS system
(SC)
SC4. OHS Policy (PO)
SC5. Objectives and OHS
programs (OP)
SC6. Participation and
consultation (PC)
SC7. Responsibility and
authority in OHS (RA)
SC8. Identification of risks in
OHS (IR)
SC9. Leadership (LS)

Planning is defined as the ability
of the company to set OHS
priorities, objectives, work plans,
performance indicators, and
resources for the implementation
of OHS management, according
to stakeholders, risks, current
regulations and the context of the
organization [19, 22, 47, 48]

C2. Application (AP) SC10. Procedures and protocols
(PP)
SC11. Records and statistics (RS)
SC12. Resources (RC)
SC13. Training in OHS (TR)
SC14. Communication in OHS
(CM)
SC15. Operational Controls (OC)
SC16. Diagnosis of
implementation OHS (DI)
SC17. Contingency plans (CP)

This criterion refers to the aspects
that the organization must
guarantee to make the
management of Occupational
Safety and Health operational,
such as documentation,
procedures, and records,
management of accident
statistics, resources, training,
active communication on OHS
issues, initial assessment of OHS
compliance, operational controls,
and emergency preparedness and
response [19, 22, 47, 48]

C3. Verification (VF) SC18. Management review (MR)
SC19. Indicators OHS (IT)
SC.20 Internal audits (IN)

Verification in the Health and
Safety Management System
allows companies to evaluate
their performance concerning the
OHS, considering their context,
processes, and stakeholders. This
criterion includes indicators,
compliance assessment, internal
audits, and management review
[19, 22, 47, 48]

C4. Improvement (IM) SC21. Improvement actions (IA)
SC22. Investigation of incidents
(II)
SC23. Nonconformities and
corrective actions (NC)

This criterion assesses the
company’s ability to improve its
performance at OHS taking into
account its policy and objectives.
[19, 22, 47, 48]
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Fig. 3. Data-collection instrument implemented for FAHP judgments

Fig. 4. Data-collection instrument implemented for DEMATEL comparisons

4.3 Calculating the Relative Weights of Criteria and Sub-criteria Using FAHP

In this phase, by the application of the FAHP method, the local and global weights of
criteria and sub-criteria were determined considering the uncertainty and vagueness in
the judgments of experts. In this sense, first, the fuzzy matrixes were calculated, taking
into account the paired comparisons made by the selected experts. In Tables 4, 5 and
6, the results of the FAHP process for the criteria comparison matrix can be seen as an
example, applying Eqs. 1–7 of the methodology detailed in Sect. 3.1. Finally, Table 7
presents the local and global weights of all the criteria and sub-criteria that make up the
multi-criteria decision model.

Table 4. Fuzzy reciprocal comparison matrix for criteria

C1 (PL) C2 (AP) C3 (VF) C4 (IM)

C1 (PL) [1, 1, 1] [2.44,3.47,4.49] [2.69,3.73,4.76] [2.21,3.23,4.24]

C2 (AP) [0.22,0.29,0.41] [1, 1, 1] [1.22,1.37,1.49] [1.10,1.17,1.22]

C3 (VF) [0.21,0.27,0.37] [0.67,0.73,0.82] [1, 1, 1] [0.35,0.42,0.55]

C4 (IM) [0.24,0.31,0.45] [0.82,0.85,0.91] [1.81,2.36,2.85] [1, 1, 1]
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Table 5. Geometric means of fuzzy comparisons for criteria

Criterion C1 (PL) C2 (AP) C3 (VF) C4 (IM)

Geometric mean of
fuzzy comparisons

[2.44,3.47,4.49] [0.70,0.81,0.97] [0.55,0.67,0.83] [0.71,0.85,1.05]

Table 6. Normalized fuzzy priorities for criteria

Fuzzy weight Non-fuzzy weight Normalized
weight

C1 17.91 20.14 19.70 19.25 0.589

C2 5.11 4.71 4.24 4.69 0.143

C3 4.02 3.86 3.65 3.84 0.118

C4 5.18 4.96 4.62 4.92 0.150

Total 32.70

The Fig. 5 shows the results of the FAHP technique show. Firstly, the weights of the
criteria associated with the evaluation of performance in OHS applied to the electric-
ity sector. Ac-cording these outcomes, “Planning” (GW = 58.9%) is the most relevant
factor in this evaluation is “Planning” (GW = 58.9%). This factor presents a difference
greater than 40% with respect to the other criteria of the model. On the other hand, the
sub-criteria “Application” (GW= 14.3%), “Verification” (GW= 11.8%), and “Improve-
ment” (15.0%), present minor differences in their weights or importance, to evaluate the
performance in OHS. These results demonstrate the importance of planning to obtain
a satisfactory performance in the assessment of OHS by the design of strategies and
plans focused on generating a culture of prevention and safety in work environments.
On the other hand, evaluation can allow decision-makers to establish the most appropri-
ate strategies to improve OHS performance, considering the elements of the P-D-C-A
(Plan-Do-Check-Act) cycle.

Regarding the sub-criteria, Figs. 6a, 6b, 7a, and 7b show the distribution by the level
of importance of the sub-factors for each cluster in the evaluation of performance in
OHS. Regarding these results, in the “Planning” cluster, an essential sub-criterion is
“Leadership” (23%) and “Strategic Planning” (19.36%). In the “Application” cluster,
the sub-criteria “Diagnosis in OHS” and “Operational Control” were identified as the
most relevant (20%). For the “Verification” cluster, “Management review” (59.30%)
was identified as the most critical sub-criterion, followed by the “Internal Audits” sub-
factor (23.06%). In the “Improvement” cluster, the sub-criterion with the highest weight
corresponds to “Improvement Actions” (71.68%). All these factors and sub-factors are
part of the legal requirements in OHS in correspondence with the ISO 45001 standard,
intending to identify opportunities for improvement in OHS performance, define action
plans, resources for its execution, and evaluating their impact on the organization in the
prevention of accidents and occupational diseases.
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Table 7. Local and global weights of criteria and sub-criteria

Cluster GW LW

C1. Planning (PL) 0.589

SC1. Strategic management (SP) 0.114 0.194

SC2. Stakeholders (SK) 0.024 0.041

SC3. Scope of OHS (SC) 0.022 0.037

SC4. Policy of OHS (PO) 0.069 0.117

SC5. Objective of OHS (OP) 0.090 0.153

SC6. Participation of workers (PC) 0.036 0.061

SC7. Responsibilities and authority (RA) 0.038 0.065

SC8. Risk management (IR) 0.062 0.106

SC9. Leadership (LS) 0.134 0.227

C2. Application (C2) 0.143

SC10. Procedures and protocols (PP) 0.112 0.083

SC11. Records and statistics in OHS (RS) 0.012 0.084

SC12. Resources for OHS (RC) 0.027 0.187

SC13. Education and Training (TR) 0.015 0.103

SC14. Communication in OHS (CM) 0.007 0.052

SC15. Operational Controls (OC) 0.028 0.198

SC16. Diagnosis in OHS (DI) 0.028 0.198

SC17. Contingency plans (CP) 0.014 0.095

C3. Verification (C3) 0.118

SC18. Management review (MR) 0.070 0.593

SC19. Evaluation of OHS (IT) 0.021 0.176

SC20. Audit od OHS (IN) 0.027 0.231

C4. Improvement (C4) 0.150

SC21. Improvement plans (IA) 0.108 0.717

SC22. Incident investigation (II) 0.030 0.197

SC23. Nonconformities and corrective plans (NC) 0.013 0.086

Finally, we calculated the consistency (refer to Table 8) to guarantee the reliability
of the judgments contributed by the expert team. The outcomes evidence that all criteria
present adequate consistency values (CR ≤ 0.1). Therefore, the factors and sub-factors
can be then applied consistently to evaluate the performance in occupational health and
safety management.
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Fig. 5. Global weights of criteria in the performance evaluation in occupational health and safety
in companies of electric sector

Fig. 6. Local contributions for factors a) Planning b) Application

Fig. 7. Local contributions for factors a) Verification b) Improvement

Table 8. Consistency values for FAHP matrices

Cluster Consistency ratio (CR)

Criteria 0.028

Planning 0.065

Application 0.064

Verification 0.025

Improvement 0.034
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4.4 Evaluating the Interdependence Between Criteria and Sub-criteria
via DEMATEL

In this step, we applied a survey to collect the paired evaluation of the experts for the
DEMATEL technique. To do this, the experts answered the following question: “how
much influence has each criterion/sub-criterion over the criterion/sub-criterion on the
left?” In this regard, the experts responded, taking into account the following scale:
Nonexistent impact (0), Low impact (1), Medium impact (2), High impact (3), and Very
high impact (4). The experts repeat this procedure until finishing all the evaluations.

Then, applying the Eq. 8–13 of the DEMATEL technique, the prominence (D + R)
and relation (D-R) values are calculated (refer to Table 9). As a result of this process,
the dispatchers and receivers were identified, as shown in Table 9. According to these
results, “Planning” (C1) and “Improvement” (C4) were classified as dispatchers, while
“Application” (C2) and “Verification” was identified as receivers. Besides, the outcomes
show that “Planning” (C4) has the highest D + R value (3.686), establishing that this
criterion is the principal generator of impacts and the most determining factor when
evaluating the performance in occupational health and safety management.

Besides, impact-digraph maps were diagrammed for analyzing the interdependen-
cies between each cluster, both criteria, and sub-criteria. “Criteria” (refer to Fig. 8a)
and “Verification” (see to Fig. 8b) groups are presented as examples. Concerning the
outcomes of the impact digraph, in Fig. 8a shows the unidirectional interrelations (red
arrows) between dispatchers and receivers. In particular, the “Planning” and “Improve-
ment” are the criteria that most influence the other factors. Therefore it´s evidenced
that the performance in the OHS is controlled by the capability of the companies of
the electric sector for planning and establishing improvement actions with impact in the
application and verification of the OHS management.

On the other hand, in Fig. 8b, it is observed the presence of one unidirectional interre-
lation between dispatchers and receivers “Management review” and “Indicators inOHS”
(red arrow) and two feedback interdependencies (green arrows) between “Management
review” and “Internal Audits,” and between “Internal Audits” and “Evaluation of OHS.”
For example, the “Management review” influences the “Internal audits” through the
guidelines and necessary resources for the development of these audits. Moreover, “In-
ternal audits” provide valuable outcomes for “Management review” as an input element
for this process.

4.5 Integration of FAHP and DEMATEL Methods

In this section, FAHP and DEMATEL methods are integrated using Eq. 15 to calculate
the global and local weights of criteria and sub-criteria in the performance evaluation
of occupational health and safety management taking into account factors such as the
uncertainty in the pair comparisons of the judgments and the interdependence between
criteria and sub-criteria. The final global and local contributions of criteria and sub-
criteria were presented in Table 10. Figure 9 shows the ranking of criteria according to
their global contributions.

Concerning the results, “Improvement” (0.292) and “Verification” (0.270)were iden-
tified as the most relevant criteria in the performance evaluation of OHS management.
However, there is not a big difference (9.7%) between the essential criterion “Improve-
ment” and the last in the ranking “Planning.” These outcomes can be explained by the
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Table 9. Dispatchers and receivers in the decision-making model

Cluster
(Criteria/Sub-criteria)

Prominence (D + R) Relation (D − R) Dispatcher Receiver

C1. Planning (PL) 3.686 1.115 X

SC1. Strategic
management (SP)

0.269 0.048 X

SC2. Stakeholders (SK) 0.235 −0.020 X

SC3. Scope of OHS (SC) 0.245 −0.008 X

SC4. Policy of OHS (PO) 0.240 −0–002 X

SC5. Objective of OHS
(OP)

0.251 −0.017 X

SC6. Participation of
workers (PC)

0.255 −0.018 X

SC7. Responsibilities and
authority (RA)

0.236 −0.023 X

SC8. Risk management
(IR)

0.253 −0.016 X

SC9. Leadership (LS) 0.262 0.056 X

C2. Application (C2) 3.065 −0.768 X

SC10. Procedures and
protocols (PP)

0.247 −0.022 X

SC11. Records and
statistics in OHS (RS)

0.252 −0.030 X

SC12. Resources for OHS
(RC)

0.073 0.174 X

SC13. Education and
Training (TR)

0.256 −0.036 X

SC14. Communication in
OHS (CM)

0.250 −0.050 X

SC15. Operational
Controls (OC)

0.281 −0.033 X

SC16. Diagnosis in OHS
(DI)

0.274 0.002 X

SC17. Contingency plans
(CP)

0.301 −0.005 X

C3. Verification (C3) 3.205 −0.378 X

SC18. Management
review (MR)

0.959 0.174 X

(continued)
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Table 9. (continued)

Cluster
(Criteria/Sub-criteria)

Prominence (D + R) Relation (D − R) Dispatcher Receiver

SC19. Evaluation of OHS
(IT)

1.008 −0.125 X

SC20. Audit od OHS (IN) 1.006 −0–049 X

C4. Improvement (C4) 3.308 0.030 X

SC21. Improvement plans
(IA)

0.973 0.045 X

SC22. Incident
investigation (II)

0.991 −0–027 X

SC23. Nonconformities
and corrective plans (NC)

1.035 −0.018 X

Fig. 8. Impact digraph maps for a) Criteria and b) Improvement (Color figure online)

fact that occupational health and safety management standards regulate all these criteria
to guarantee the culture of prevention in the electric sector through adequate performance
evaluation in OHS. In this regard, it is crucial to design multi-criteria plans that consider
the principles, requirements, and criteria involved in the evaluation process. Thereby,
the companies of the electric sector can improve their performance continuously with
an impact on the wellness of their workers and stakeholders.

On the other hand, the sub-criteria “Strategic management” (0.025), “Contingency
plans” (0.035), “EvaluationofOHS” (0.109) and “Nonconformities and corrective plans”
(0.144) were identified as the sub-criteria with the highest global priorities taking into
account the integration of FAHP and DEMATEL techniques.

4.6 Validate the Proposed Methodology in a Company of Electric Sector

In this phase, the multi-criteria decision model was applied for the evaluation of the
performance in OHS in the electrical sector company described in Sect. 4.1. Table 11
shows the performance obtained by the company, in the first diagnostic evaluation, as in
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Table 10. Local and global contributions of criteria and sub-criteria resulting from FAHP-
DEMATEL integration

Cluster GW LW

C1. Planning (PL) 0.195

SC1. Strategic management (SP) 0.025 0.130

SC2. Stakeholders (SK) 0.020 0.104

SC3. Scope of OHS (SC) 0.022 0.111

SC4. Policy of OHS (PO) 0.020 0.103

SC5. Objective of OHS (OP) 0.020 0.101

SC6. Participation of workers (PC) 0.022 0.115

SC7. Responsibilities and authority (RA) 0.021 0.106

SC8. Risk management (IR) 0.021 0.108

SC9. Leadership (LS) 0.024 0.123

C2. Application (C2) 0.242

SC10. Procedures and protocols (PP) 0.027 0.113

SC11. Records and statistics in OHS (RS) 0.032 0.134

SC12. Resources for OHS (RC) 0.029 0.120

SC13. Education and Training (TR) 0.028 0.114

SC14. Communication in OHS (CM) 0.028 0.115

SC15. Operational Controls (OC) 0.030 0.122

SC16. Diagnosis in OHS (DI) 0.033 0.137

SC17. Contingency plans (CP) 0.035 0.144

C3. Verification (C3) 0.270

SC18. Management review (MR) 0.058 0.213

SC19. Evaluation of OHS (IT) 0.109 0.402

SC20. Audit od OHS (IN) 0.104 0.385

C4. Improvement (C4) 0.292

SC21. Improvement plans (IA) 0.041 0.139

SC22. Incident investigation (II) 0.108 0.370

SC23. Nonconformities and corrective plans (NC) 0.144 0.492

the second evaluation, after implementing the improvement plans. For this, the GAPS
or deviations from the maximum value were calculated using the Eq. 16 [39].

GAP(%) = Score obtanied − Score max

Score max
× 100 (16)
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Fig. 9. Ranking of criteria (GW) of FAHP/DEMATEL integration

Table 11. Identification of GAPS and critical variables for improvement of MCDM FAHP-
DEMATEL in OHS performance evaluation

Criterion GW (FAHP/
DEMATEL)

Max 
Score

Obtained 
Score (First 
Evaluation)

Obtained 
Score (Second 

Evaluation)

GAP (First 
Evaluation)

GAP (Second 
Evaluation)

Planning 
(C1) 19.6% 4.9 0.1 4.0 98.00% 18.00%

Application 
(C2) 24.2% 14.5 3.3 12.7 77.50% 12.50%

Verification 
(C3) 27.0% 1.4 0.0 1.4 100.00% 0.00%

Improvement 
(C4) 29.2% 2.9 0.0 2.9 100.00% 0.00%

Score 100.0% 23.7 3.4 21.0 85.80% 11.38%
% of Compliance 14.20% 88.62%

In the first evaluation, it’s evidenced that the company has a compliance index of
14% concerning the minimum compliance required by national regulations that are of
86%. According to this evaluation, all evaluation criteria were identified as critical, with
GAPS or deviations more significant than 70%.

The results were sharedwith the company’smanager, withwhom improvement plans
were established according to the company’s context and resources. Table 12 shows
examples of the improvement plans adopted, and Fig. 10 presents the PERT diagram
drawn up with the critical path for the project, which was estimated with an execution
time of 42 weeks and an investment of USD 18,000.

On the other hand, we evaluate the effect of the improvement plans both in the
evaluation of performance in OHS and in critical indicators for the company. Figure 11
shows the positive evolution in the company’sOHSperformance, growing from14.2% to
88.62%, meeting the minimum percentage required established by national regulations
in Colombia. The growth mentioned above can be seen in Table 11, where the company
meets 100% of the “Verification” and “Improvement” criteria and only presents GAPS
of 18% in the “Planning” criterion and 12.5% in the “Application” criterion, which
demonstrates the effectiveness of the plans adopted in the performance in OHS.
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Table 12. Improvement plans in OHS performance evaluation

No Improvement plans

1 Define the person responsible for leading OHS management

2 Design of Matrix of Roles and Responsibilities in OHS

3 Design of the policy in OHS

4 Grouping of the emergency brigade

5 Design and implementation of epidemiological surveillance programs to prevent priority
risks

6 Design and implementation of safety inspection program

7 Design and implementation of training plans in OHS

C=2 D=1 E=2 F=2 G=2 H=1 I=2 J=1 K=2 L=2 N=1 P=1 Q=2 R=2 S=2 T=2 V=2 W=2 X=2 Y=2

Z=4
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Fig. 10. Scheduling and Critical Route PERT-CPM

Fig. 11. Improvement in Performance Evaluation in OHS Management

Finally, in Figs. 12a and 12b, the influence of the improvement plans implemented in
OHSon critical indicators for the company is observed. In this sense, in Fig. 12a, the 80%
reduction in absenteeism from work is evident, as well as the decrease in accidents by
100%, taking into account the data collected between the first and second performance
evaluations at OHS. Figure 12b shows the increase in sales derived from improvement
in the performance of OHS management, with growth between the first and the second
evaluation of 43.83%. The aforementioned outcomes illustrate the positive impact of the
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assessment of performance in OHS on the well-being of workers, on the productivity of
companies, and the competitiveness of the electricity sector.

Fig. 12. Improvements in indicators a) Absenteeism and accidentality in OHS b) Sales (in USD)
derived from OHS management

5 Conclusions and Future Work

This research presents an integrated fuzzy multicriteria approach using FAHP and
DEMATEL to evaluate and improve the performance in occupational health and safety
management with application in the electric sector. The proposed methodology includes
four phases since the design of the MCDM model, the application of FAHP technique
to calculate the importance of the criteria and sub-criteria in OHS performance evalu-
ation, the use of DEMATEL method to identify the interrelations between criteria, the
integration of FAHP/DEMATEL to establish the final weights of the criteria, and the
validation of the proposed approach in a real context in the electric sector.

Concerning the results of this study, it was obtained two critical conclusions. The first
conclusionwas the identification of the criteria and sub-criteriawithmost importance and
impact in the performance evaluation in OHS for the companies of the electric sector and
the second issue is the evaluation of the effects of the proposedmethodology considering
the importance and interrelations of different criteria involved in performance in OHS
that include the elements of P-D-C-A cycle: planning, application, verification, and
improvement.

In this sense, the FAHP-DEMATEL outcomes evidence “Improvement” and “Ver-
ification” were identified as the most important criteria with global contributions of
0.292 and 0.270, respectively. However, it is necessary to consider the other criteria that
composed the performance evaluation due to the little differences in their contributions.
Besides, the criteria “Planning” and “Improvement” were identified as the essential cri-
teria in the performance evaluation of OHSmanagement with D+R of 3.686 and 3.308.
The managers and leaders should consider these criteria in OHS to design and imple-
ment adequate strategies for improving the performance in OHS with impacts in the
companies and their stakeholders. Concerning the effects and benefits of the proposed
methodology, its evidence that the company obtained an improvement in their OHS
performance of 14.2% until 88.62% exceeds the minimum percentage of compliance
requirements by national regulations.
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In addition, the company decreased critical indicators in OHS, such as absenteeism
and the accidents with reductions of 80% and 100%, respectively. On the other hand, the
organization under study obtained an increase of 43.83% in their sales that consequence
of their improvement in the performance of OHS management. For the considerations
mentioned above, the integratedmethodology can be helping the companies to generate a
culture of prevention in occupational health and safety, taking into account the complex-
ity of the sector, themultiple criteria involved in the evaluation, and the interdependencies
between these criteria.

Finally, as future work, the integrated methodology proposed will be extended in
other industries. In addition, we propose continue the develop of the approach proposed
using different hybrid methods as Fuzzy DEMATEL, TOPSIS, and VIKOR in order to
validate and improve the performance of the method.
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Abstract. In this paper, we focus on data visualization in the smart
city. We propose a more feasible and portable technique of fine-grained
map visualization for smart city analytics. More specifically, we develop a
Web service called FigMap4SC (Fine-Grained Map-coloring Web service
for Smart City). FigMap4SC provides a service of coloring fine-grained
city maps from them. Existing visualization methods require users to pre-
pare all geographic data and users have to perform many operations. In
FigMap4SC, all geographic data and map drawing operations necessary
for coloring a city maps are hidden under the service. By preparing only
a dataset, users get fine-grained city maps without specialized knowl-
edge. The service can eliminate user’s trouble and operation. Moreover,
FigMap4SC exposes Web-API, to which external applications can post
the dataset. As a result, any applications and scripts of smart city ana-
lytics can integrate FigMap4SC to visualize their own analysis results
on colored maps. We have implemented a prototype of FigMap4SC, cur-
rently covering Kobe city area only. FigMap4SC has been implemented
as a Web application with JavaScript, HTML5 and Maps JavaScript
API which can show Google Maps on this service easily. This service was
used by the Kobe Fire Department staff which tried on smart city. They
evaluated that the visualization was quick and the operation was easy.

Keywords: Smart city · Data visualization · GIS · Choropleth map ·
Web service

1 Introduction

With the development of the ICT systems and IoT technologies, many companies
and local governments are acquiring and accumulating a wide variety of data,
and utilization for town development is increasing. Some data are open to the
general public as open data and people can use it for innovation. By utilizing the
data, aiming for a more efficient and sustainable city, which is so-called smart
city [6], is now a global trend. Especially in developed countries, data-driven
approaches to optimize functions of a city as well as improve the quality of life
of residents are quite a hot topic, which we call smart city analytics in this paper.
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The data used in smart city analytics are geospatial information, which typi-
cally tied to administrative divisions (i.e., city, ward, town, or block). Therefore,
for understanding and the result of analyzing the data, visualizing data on a map
is useful than a tabular format [3]. In general, people create a Choropleth Map [7]
in which areas are colored in proportion to a value associated with the adminis-
trative division data. Before the smart city, the granularity of the data analysis
was basically at a city or ward level. Hence, the visualization with the map
was not a big problem, and even feasible by human hands. In the smart city
analytics, however, the volume and the resolution of the data are far beyond
the conventional ones. Therefore, the visualization with the map manually is
extremely difficult.

A straight-forward approach to implement the fine-grained map visualization
is to use conventional Geographic Information Systems (GIS) [8]. A GIS provides
a variety of features for analyzing, visualizing, optimizing any kinds of geographic
data. Since a user can do almost everything for a given map, the GIS can be
used extensively in the smart city analytics.

However, as the drawback of the powerful and general-purpose features, a
GIS requires a user to learn many proprietary operations for preparing datasets
(maps, shapes, etc.), creating layouts (positions, layers, etc.), specifying repre-
sentations (colors, textures, etc.), and so on. Basically, these operations are not
essential for the smart city analytics itself.

Moreover, a GIS is typically a stand-alone application, where a user con-
ducts all tasks within it. Therefore, it is difficult for external applications to
dynamically integrate the visualization features of the GIS.

Our research goal is to propose a more feasible and portable technique of fine-
grained map visualization for smart city analytics. More specifically, we develop
a Web service called FigMap4SC (Fine-Grained Map-coloring Web service for
Smart City). FigMap4SC provides a service of creating fine-grained choropleth
maps from given data. All geographic data such as the based map and the shape
of administrative divisions are hidden under the service. A user just provides
a dataset, consisting of key-values of a multi-grained address (i.e., city, ward,
town, or block) and its associated value (numeric value and/or color code). For
the dataset given, FigMap4SC automatically colors a city map by the designated
granularity. Note that the input dataset does not rely on any specific systems
or methods of smart city analytics. Thus, FigMap4SC can decouple the process
of map-based visualization from the process of individual data analysis. More-
over, FigMap4SC exposes Web-API, to which external applications can post the
dataset. As a result, any applications and scripts of smart city analytics can
integrate FigMap4SC to visualize their own analysis results on colored maps.

We have implemented a prototype of FigMap4SC using Maps JavaScript
API, JavaScript, and HTML5, currently covering Kobe city area only. To obtain
Kobe city maps with multiple granularities, we extensively used Google Maps
and Google Maps JavaScript API [4]. The shapes of Kobe city, wards, towns,
and blocks have been borrowed from open data provided by e-Stat [2].
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In order to confirm the effectiveness, we asked staff members of the Kobe
City Fire Department which is conducting joint research with us to use this web
service. They carried out case studies to visualize their rescue dispatch logs with
this web service. As a result, we got feedback that FigMap4SC is more efficient
and easier in visualizing the dispatch logs than the GIS used in the Kobe City
Fire Department.

2 Preliminary

2.1 Data Visualization on a Map with GIS

A Geographic Information System (GIS) [8] is a system that can operate geo-
graphic information on a computer. A GIS provides a variety of features for
analyzing, visualizing, optimizing any kinds of geographic data [1,5].

A general procedure for creating a choropleth map in GIS is as follows:

1. Prepare and load datasets (maps, shapes, etc.).
2. Provide the data to visualize.
3. Combine the shapes and the provided data.
4. Set some options (posisions, layers, and colors).

2.2 Research Tasks

The GIS has general and powerful features, however, it has the following prob-
lems in visualization.

P1: It requires operations that are not essential for smart city ana-
lytics
As mentioned in Sect. 2.1, when analysts create a choropleth map with GIS,
they need to prepare not only the source data to visualize but also a based
map and geographic (shape) data. In addition, combining the shape data and
the source data is a complicated task. These tasks are equivalent to the user
creating maps from scratch, which is not essential to the original smart city
analytics.

P2: Setting visualization expressions is complicated
In order to create an ideal choropleth map, analysts need to experiment with
the color and layout of shapes.

P3: It is difficult to link directly with external applications
A GIS is typically stand-alone applications, so external applications cannot
dynamically operate the visualization features of the GIS. Hence, analysts
need to manually load analyzed data created by external applications and
provide them to the GIS.

P4: Cannot reuse map objects
When sharing the created choropleth map with other people, there are two
ways, by converting it to an image, or by using GIS-specific data. In the first
way, anyone can see it, however, detail shapes and map data is lost, and users
cannot reuse them as objects. in the second way, users can reuse them as
objects, however, they cannot see or reuse without GIS.
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We are currently conducting a joint research study with the Kobe City Fire
Department. Staff members of the Kobe City Fire Department aim to optimize
ambulance operations. They analyze rescue dispatch logs accumulated over the
years and optimize their resources. Until now, they have been trying to visualize
data analyzed with Microsoft Excel on a map of Kobe City with their GIS.
However, according to the complexity of the operation and the slow response
of the system, they could not visualize the analyzed data satisfactory within a
limited working time. These are the same issues as P1 to P4 above.

3 FigMap4SC

Our research goal is to propose a more feasible and portable technique of fine-
grained map visualization. For that, we develop a Web service called FigMap4SC
(Fine-Grained Map-coloring Web service for Smart City).

3.1 System Requirements

For the functions of FigMap4SC, we describe four system requirements corre-
sponding to four issues.

R1: Hiding geographic information and operations
FigMap4SC prepares and manages the map data and geographic information
required to create a choropleth map, and hides them from a user. In addition,
FigMap4SC processes provided data on behalf of a user. Thereby, the user can
create a choropleth map by only providing the data they want to visualize,
and concentrate on their analysis works.

R2: Specify flexible visualization options
FigMap4SC allows a user to easily and flexibly specify visualization options
(color, value range). Thereby, they can change the color and expression of the
shape on the map easily.

R3: Link directly with external applications
FigMap4SC allows external applications to provide analyzed data to
FigMap4SC directly and to operate them. Thereby, users can directly link
their tools or programs with FigMap4SC for extensive analysis efficiently.

R4: Reuse visualization results
FigMap4SC saves a created choropleth map in this service as an object with
a unique ID. A user can call and reuse the object at any time. By sharing the
object ID to other people, they can check and reuse the same map without
installing a dedicated application.

3.2 Overall Architecture

Figure 1 shows the overall architecture of FigMap4SC. The middle part of the
figure surrounded by lines shows the system of FigMap4SC. the left part of the
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Fig. 1. System architecture

system shows analysts using FigMap4SC, and the right side of the system shows
external applications using FigMap4SC. In order to fulfill the requirements R1-
R4 described in Sect. 3.1, FigMap4SC is structured based on the following four
approaches:

A1: Choropleth map generation service
FigMap4SC creates a choropleth map from the provided data and returns it
to a user. The geographic data and operations required to create a choropleth
map are included in this service.

A2: Visualization option specification
FigMap4SC accepts options from the user and customizes the colors and value
range.

A3: FigMapAPI
This service allows a user to recalled and reused the choropleth maps which
FigMap4SC created in the past.

A4: Choropleth map reuse service
This service allows a user to recalled and reused the choropleth maps which
FigMap4SC created in the past.

The part enclosed by the dotted line in Fig. 1 and the part that realizes A1-
A4 in FigMapAPI are shown. In the following sections, I will explain the input
and output of the service first, and then describe the details of each of A1–A4.

3.3 Input Data

We define the input data that the user provides to FigMap4SC.
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Visualization Data
We design the input data format so as not to depend on individual applications
or analysis methods and so as to define as simple as possible. In this paper,
we define the input dataset as pairs of address part and value part. Here, the
address part represents an administrative division, the value part represents a
value associated with it.

The address part is represented by towncode or address. The address is writ-
ten in letters of the address of the administrative division. A user can specify
any administrative divisions (i.e., city, ward, town, or block). The towncode is
a numerical code uniquely registered for each region. Figmap4SC refers to this
code and combines shape and data. In this paper, we adopt eleven digits numer-
ical value used by the Statistics Bureau of Japan as towncode. We obtain the
towncodes from open data released on e-Stat (Portal Site of Official Statistics
of Japan) [2]. The eleven digits numerical value has a hierarchical system. The
first five digits (the first to fifth digits) represents the prefecture and city, next
three digits (the sixth to eighth digits) represents the town, and the last 3 digits
(the ninth to eleventh digits) represents the block. Thereby, a user can select
the geographic granularity level to be visualized by the length of towncode In
FigMap4SC.

The value part is represented by l value or a color. The value represents a
statistical and numerical value of the area, and a user can specify an integer of a
real number. When a user provides a dataset to FigMap4SC, this service auto-
matically creates 10 sections from the given maximum and minimum values and
assigns a default color to each section. On the other hand, the color represents
the color of the target area. A user specify a color code (#RRGGBB) or a color
name (i.e. red, blue, and yellow).

In the address part, a user has to input either towncode or address. If users
input both of them, towncode takes precedence. Similarly, in the value part,
a user has to input either value or color. If users input both of them, color
takes precedence. In addition, each data is allowed to have “description”. The
description is written in letters, and a user specifies comments.

Table 1. Example of source data format

ID Address part Value part

Towncode Address Value Color

1 28101001001 Uozaki-Kitamachi 1-chome, Higashinada-Ku 4 #0000FF

2 28101001 40

3 Higashinada-Ku, Kobe-Shi Red

Table 1 shows an example of data. For the convenience of explanation, we
assign IDs to the data in this example. At ID = 1, both towncode and address
exist in the address part and both value and color exist in the value part.
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Therefore, FigMap4SC gives priority to the towncode and color pair. Using this
pair, the service colors the area of 28101001001 (Uozaki-Kitamachi 1-chome,
Higashinada-Ku) in #0000FF (blue). At ID = 2, the towncode is specified by
an 8-digit code. The service colors the area of 28101001 (Uozaki-Kitamachi,
Higashinada-Ku, Kobe-Shi) in a color corresponding to the value 40. At ID = 3,
the address is specified in the ward level, and the service colors the Higashinada-
Ku, Kobe-Shi, which area is larger than the others, in red.

Visualization Option
A user can simultaneously provide the data to be visualized and the visualization
option used in A2 to FigMap4SC. Users can freely change the colors with the
visualization option.

The visualization option is defined by three required attributes, “from”, “to”
and “color”. “from” and “to” are both numeric and define the class division
section of the value “[from, to)”. “color” represents the color of the target area.

Table 2. Example of option data format

from to color

−999 0 White

0 10 Blue

10 20 Yellow

20 30 Red

Table 2 shows examples of visualization options. This example defines four
sections. If the value is greater than or equal to −999 and less than 0, paint
white. If the value is greater than or equal to 0 and less than 10, paint blue. If
the value is greater than or equal to 10 and less than 20, paint yellow. If the
value is greater than or equal to 20 and less than 30, paint red. If the value is
out of the range, does not color.

3.4 A1: Choropreth Map Generation Service

A1 generates a choropleth map based on the provided data. The center of Fig. 1
shows the structure of A1. A1 consists of master data (shown center cylinder)
and three processed (shown rounded rectangles).

Master data has a map and shape of administrative divisions used to show a
choropleth map. In FigMap4SC, We use the cloud map service for map master
data. This time, we select Google Maps. We get the shape master data by e-
Stat and form them. The shapes data is vector data, and have the eleven digits
variable-length towncode as a key and arbitrary numbers of longitude and lati-
tude list as the value. By connecting the pairs of longitude and latitude in the
list, it represents the boundaries of administrative divisions.
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In the data interpretation process, FigMap4SC checks the missing data for
the provided data and generates “coloring data”, which have pairs of administra-
tive divisions and colors. If the visualization option is not specified, the service
automatically determines the colors for each value according to the following
procedure.

1. Store a default color map consisting of ten colors in the service in advance.
2. Extracts the minimum and maximum value from the provided data set and

calculates the difference.
3. Divide the data set into ten class divisions to equal the widths of the data

values, and correspond ten colors to each division.
4. Refer to each value and assign the color corresponding to the class division.

In the coloring map data generation process, FigMap4SC connects (inner-
joins) the coloring data and shape data on towncode, and creates “Choropleth
map data” For the connecting, all addressed are converted to the corresponding
towncode. The choropleth map data is sent to the choropleth map rendering
process and also saved in “Choropleth map database” for other functions.

In the choropleth map rendering process, FigMap4SC sends the choropleth
map data to the cloud map service and create a choropleth map object. The
service displays a Choropleth map on a web browser, and a user can freely
enlarge, reduce, and move on their browser.

Accordingly, a user can create a choropleth map from the input data without
any data preparation or operation related to map creation.

3.5 A2: Various Option Settings

In A2, FigMap4SC interprets the visualize option user provides and generates
“Coloring data” according to the user-defined class division. When a user pro-
vides the visualization option, the service gives priority to the user definition.

This allows the users to create a more flexible choropleth map using the
desired range and color without any manipulation on the data.

3.6 A3: External Application Cooperation

In A3, FigMap4SC provides a Web-API (we call as FigMapAPI). FigMapAPI
allows any external applications to input data directly to FigMap4SC. They can
directly input data by specifying query parameters for the URL of FigMap4SC.
If users want to provide the data from external application by value, pass the
dataset in JSON format to the data parameter. On the other hand, if users want
to provide the data by reference, pass the reference URL to the data param-
eter. The service interprets the data according to the type of the given query
parameter and creates a choropleth map through A1 and A2.

Thereby, A3 allows users to call FigMap4SC directly from any program or
script without any manual intervention. Hence, users can efficiently visualize
data. In addition, the service is not limited to analytics. For example, visualizing
the aggregate value of sensors placed in a smart city on a map. The range of
services is expanded to dynamic data visualization.
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3.7 A4: Choropleth Map Reuse Service

In A4, FigMap4SC calls the past choropleth map data object from the choro-
pleth map database and reuse it. A4 consists of choropleth map database and
choropleth map data management. The database stores datasets with unique
map IDs as keys and visualization data as values. A user can check the map ID
stored in the database via the color map data management. By providing the
map ID to the choropleth map data management, it calls the choropleth map
object from the database and renders it and show them. By sharing the map ID
with other users, they can confirm the same map in different environments. It is
also possible to copy, update, and delete the map.

Thereby, a user can reuse a past choropleth map without preparing data
again. In addition, anyone who can access Web services can easily share and
check the same choropleth map.

4 Implementation

We have implemented a prototype of FigMap4SC, currently covering Kobe city
area only.

4.1 Technologies

The technologies for the prototype of FigMap4SC are as follows:

– The shapes of Kobe divisions: World Geodetic System (KML files) by e-Stat
– Borrow and form shape: Python
– Database: MongoDB
– Database access API: Java1.8. Tomcat7.0
– Data process: JavaScript
– Map render: Google Maps JavaScript API
– User interface: HTML5, JavaScript

4.2 Main Screen of FigMap4SC

Figure 2 shows the main screen of FigMap4SC. The left side of the figure shows
a data operation part and the right side of the figure shows a map part. In the
map part, the service display Google Maps by Maps JavaScript API [4]. A user
can perform almost the same operations as the Google Maps web application.
Specifically, they can zoom in and zoom out the map, and they can replace an
aerial photograph.

In the data operation part, service shows a color bar representing the legend
of the data, a form providing the data to visualize, an operating UI for adjusting
the visualization result, and a button for saving the visualization result. The
color bar displays its color and value based on the class division.
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Fig. 2. Main screen of “FigMap4SC”

In this prototype, a user can use the Excel(xlsx) format or JSON format file
to visualize. In addition, we prepare an Excel format template file so that users
can visualize immediately. In this template, there are the address parts of three
types of administrative divisions in Kobe city, town, and block that have been
entered on three different sheets. Users can easily create visualized data by filling
in the value part on the sheet in their desired granularity. A user can also define
visualization options in another sheet.

By operating the slider and pull-down menu in the data operation part, a user
can partially manipulate the visualization results. By operating the slider, a user
can change the transparency of the colors in a choropleth map. In addition, by
selecting a different color map from the “Coloring” pull-down menu, a user can
change the colors of areas from the default color. When a user gets a satisfactory
visualization result, they can save the created choropleth map data object to the
database by pressing the DataSave button. By clicking on any area on the map,
you can check the information of the area. Since the choropleth map is projected
on the Google map, users can zoom in, zoom out, and move the map.

Figure 3 shows the screen of the reusing visualization results of FigMap4SC.
The left side of the screen shows a list contains the title and created date of
choropleth maps. When a user clicks the title, the service redraws the choropleth
map. At the same time, the map ID is copied to the clipboard. By sharing the
ID with other users, users can share the same map.

4.3 Direct Integration with External Applications

In this section, we describe the procedure for an external application to provide
data directly to FigMap4SC and create a Choropleth map. When the external
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Fig. 3. Past data browseing screen of “FigMap4SC”

application provides its data to FigMap4SC by value, enter the data in JSON
format text to the data query parameter, and call the URL of FigMap4SC. On
the other hand, when provides by reference, write the JSON format text data to
a file with a certain URL, pass the URL to the URL query parameter, and call.

5 Case Study

In order to confirm the effectiveness of FigMap4SC, we conduct a case study to
visualize the dispatch logs.

5.1 Case1: Visualization of the Number of Rescue Operations per
Year in Block Level

The Kobe City Fire Department records its rescue operations in dispatch logs.
For each dispatch log, the date and time of dispatch, the destination address
of the ambulance, and the condition of the victim was recorded. By creating
a choropleth map about the destination address at the block level, they can
find a detailed distribution of emergency demand and regional characteristics.
In case1, we count the number of emergency dispatches for each block in 2018
and visualizes by FigMap4SC.

First, we extract the dispatch data from raw data and count them for each
block with the external analysis tool (Python) and past the results into an Excel
template file. Also, color information is not input because it is automatically
assigned by FigMap4SC. Table 3 shows a part of the analysis result.

Figure 4 shows the result of visualization by providing this Excel file into
FigMap4SC. Figure 5 shows the result of zooming in around Higashi-kawasakicho
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Table 3. Source data in case1

towncode address value color

28101001001 Uozaki-Kitamachi 1-chome, Higashinada-Ku, Kobe-Shi 27

28101001002 Uozaki-Kitamachi 2-chome, Higashinada-Ku, Kobe-Shi 23

28101001003 Uozaki-Kitamachi 3-chome, Higashinada-Ku, Kobe-Shi 15

28101001004 Uozaki-Kitamachi 4-chome, Higashinada-Ku, Kobe-Shi 23

28101002001 Uozaki-Nakamachi 1-chome, Higashinada-Ku, Kobe-Shi 57

28101002002 Uozaki-Nakamachi 2-chome, Higashinada-Ku, Kobe-Shi 52

Fig. 4. Visualization of the number of dispatches in 2018

1-chome, Chuo-Ku, Kobe-Shi. The top left of Fig. 4 shows the legend. The num-
ber of dispatches decreases as the color of the division approaches blue, and the
number of dispatches increases as the color approaches red. Looking at the map
part, it can be seen that most of the areas are blue, and the number of dispatches
is small. On the other hand, some areas are colored green, yellow, orange, and
red, indicating that the number of dispatches is significantly higher than in other
areas.

Figure 5 shows the zoomed-up map of the Chuo-Ku in the center of the
screen in Fig. 4. We can see the difference in the emergency demand at the
block level. In this figure, Higashi-kawasakicho 1-chome painted in yellow-green
had 458 counts, indicating that there was much higher demand than in the
surrounding area. We consider that the demand is caused by Kobe Harborland,
a large commercial facility. Many people gather to the facility so that there was
a lot of emergency demand. In addition, the area near the SN station in the
upper right of the figure is colored green. This suggests that rescue operations
increase in places where there were heavy traffic of people.
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Fig. 5. Detail about the subject area

5.2 Case2: Visualization of Emergency Dispatch Time by FD-CAST

In case2, we provide analyzed data to FigMap4SC with an external applica-
tion directly and visualize it. We use FD-CAST [9], a developing application in
collaboration with the Kobe City Fire Department, as the external application.

FD-CAST (Fire Department Configuration Analysis and Simulation Tool) is
a tool that estimates the arrival information of ambulance. At this time, a user
can set the configuration information such as the location of the fire station
and the vehicle formation. This tool is used for the purpose of examining the
optimal arrangement and operation of resources.

Figure 6 shows an example of the analysis results on FD-CAST. This figure
shows how many meters and minutes it takes ambulances to reach each town
in Kobe. The service shows the first to tenth closest ambulances for each area.
These values were calculated from the route on the map, so please note that
different from the actual rescue squad time.

FD-CAST has already implemented the link function with FigMap4SC. By
pressing the FigMap button at the top of each column in the table, you can
create a choropleth map of the data in that column. Next, we will visualize
the distribution of the dispatching time of ambulances from the nearest fire
department for each block. Figure 7 shows the result of pressing the figMap
button in the first column.

Naturally, areas closer to the fire station are painted blue, and areas farther
from the fire station are painted red. Such visualization results can be used for
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Fig. 6. Screen of “FD-CAST”

future planning such as changing the location of fire stations or establishing new
ones.

5.3 Feedbacks from Practitioners

At present, the Kobe Fire Department staffs are using FigMap4SC for their
work. In this section, we introduce the advantages and opinions of FigMap4SC
from them.

Advantages of FigMap4SC

– Compared with some GIS, the creation of a choropleth map in FigMap4SC
is easy and understanding the result speedily.

– Excel files can be used and instantly visualized on a map. Therefore, ready
the data to visualize is very easy. In addition, it is good to be able to try
various analyzes by trial and error.

This feedbacks show the effectiveness of FigMap4SC, such as clarity of oper-
ation and ease of visualization. On the other hand, they raise the following
opinions.

Improvements in FigMap4SC

– Some addresses are not displayed on FigMap4SC.
– I want to display multiple analysis results on the same map.

Investigation of the first opinion reveals that they enter some addresses not
covered by FigMap4SC. These are old addresses that are not currently used or
addressed using different characters and so on. Hence, they did not match the



Fine-Grained Map Coloring Web Service for JavaScript 173

Fig. 7. Visualization of the result FD-CAST analysed

address assumed in FigMap4SC, and they became missing data. In such case, it
is necessary to match the given address with the most likely existing address.

The second opinion is not possible with the current implementation. The ser-
vice can generate only one choropleth map in one visualization. It is technically
easy to overlay multiple class maps on the same map, however, the visibility
may be low. Hence, the service needs to overlay different analysis results with
different expressions for high visibility. For example, the first data is represented
by a choropleth map and the second data is represented by pins.

These are future tasks.

6 Conclusion

In this paper, our research goal was to propose a more feasible and portable
technique of fine-grained map visualization. In order to achieve this, we pro-
posed FigMap4SC (Fine-Grained Map-coloring Web service for Smart City).
The service hides all geographic data and a map under this service. In addition,
the service performs the choropleth map generation process automatically and
separates the data analysis work from the visualization process. As a result, a
user can create a choropleth map easily even if they do not have expertise in
geographic information systems. Moreover, the service can directly cooperate
with an external application and can share the choropleth map. This enables
quick and efficient visualization.

We have implemented a prototype of FigMap4SC, and we conducted a case
study to visualize dispatch logs recording by Kobe City Fire Department. From
their feedbacks, improvement of operability and trial of efficient analysis were
evaluated as the effectiveness of the proposed service Compared with the existing
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GIS. As future research, we would like to consider the mechanism to correct
different address notations and overlay multiple visualization data.
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Abstract. Although there are various theories about the principle of “optical
illusion”,many can be explained relatively simply by assuming laws of perspective
as a basic theory. Considering the perspective as a brain function cultivated through
experience of estimating distance to the target, AI can also see the illusion through
learning. Therefore, it is important for safety measures to improve the social
environment to eliminate risk factors that are misidentified by AI. Developing the
cognitive environment to reduce misperception is not just an issue for AI. Similar
problems occur in the elderly. Recognizing that there are signs, fonts, and graphics
that the elderly misidentifies, it is time to need the social investment to realize a
cognitive barrier-free society that is friendly to the elderly and to AI. It is an urgent
issue to build a cognitive barrier-free society for the elderly, just as we realized a
barrier-free society for physical ability.

Keywords: Optical illusion · Laws of perspective · Cognitive barrier-free society

1 A Brain Power Acquired by Learning is Reproduced with AI

Although there are various theories about the principle of “optical illusions” [1–8],
many can be explained relatively simply by assuming laws of perspective as a basic
theory. Considering the perspective as a brain function cultivated through experience of
estimating distance to the target, the illusion can be defined as a neural imaging technique
of stereoscopically viewing 2D image in perspective. It is that parallel lines appear to
meet at infinity.

In addition to the perspective, another brain function works for evoking the illusion,
that supplements the part of an object hidden by obstacle by imagination. In the process
of our requirement for the complete contour of an object when the obstacles overlap,
the layers separated from the 2D image are sorted in the order of obstacle, target, and
background. These brain functions help the sense of perspective.

If these 3D contexts work in an integrated manner, it becomes possible to stereo-
scopically view 2D image. On the other hand, if these contexts are inconsistent, our
perception is swing between 2D and 3D contexts, creating a dynamic illusion by move-
ment of our viewpoint. At that time, human image stabilizer works in a direction to
cancel the movement of the viewpoint. However, in the oblique coordinate system cre-
ated by the optical illusion, the movement of the viewpoint on the orthogonal coordinate
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system is distorted. As a result, the movement of the image perpendicular to the actual
eye movement is felt as an illusion.

In this way, if the illusion is caused by brain function cultivated through experience,
it is considered that AI can see the illusion by learning.

2 Optical Illusions

2.1 The Perspective Cultivated by Experience

In my thought, the perspective is a brain function cultivated through experience of
estimating distance to the target (Fig. 1). It is defined as a neural imaging technique of
stereoscopically viewing 2D image in perspective. It is that parallel lines appear to meet
at infinity (Item 3 in Fig. 1).

In addition to the perspective, another brain function works for evoking the illusion,
that supplements the part of an object hidden by obstacle by imagination (Item 1 in
Fig. 1).

In the process of our requirement for the complete contour of an object when the
obstacles overlap, the image layers separated from the 2D image are sorted in the order
of obstacles, target, and background (Item 2 in Fig. 1) These brain functions help the
sense of perspective.

2. Sor ng viewpoints by depth-context 
and moving the background away 

1. Adding Outlines 
required for 

Completeness

Fig. 1. Illustration of the perspective cultivated by experience

2.2 The Illusion Based on the Perspective

2.2.1 Ebbinghaus Illusion

Ebbinghaus illusion [2] is shown in Fig. 2(a). The two black circles are the same size.
However, the upper one appears larger. As shown in Fig. 2(b), it may lead the illusion is
based on the perspective.
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(a) (b)

Fig. 2. Ebbinghaus illusion (a) and the supplementary image (b)

2.2.2 Müller-Lyer Illusion

Müller-Lyer illusion [3] is shown in Fig. 3(a). The two horizontal lines are the same
length. However, the upper one appears longer. As shown in Fig. 3(b), it may lead the
illusion is based on the perspective.

Müller-Lyer illusion

Müller-Lyer illusion

(a) (b)

Fig. 3. Müller-Lyer illusion (a) and the supplementary image (b)
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2.2.3 Herring Illusion

Herring illusion [4] is shown in Fig. 4(a). The two parallel lines appear tomeet at infinity.
As shown in Fig. 4(b), it may lead the illusion is based on the perspective.

Depth distance

Ver cal distance

At an infinite distance

(a) (b)

Fig. 4. Herring illusion (a) and the supplementary image (b)

2.2.4 Zöllner Illusion

Zöllner illusion [1, 2] is shown in Fig. 5(a). As shown in Fig. 5(b), this illusion works
in the same way as the Müller-Lyer illusion. It may lead the illusion is based on the
perspective.

2.2.5 Emboss Drift Illusion

Emboss drift illusion [6] is shown in Fig. 6(a). The center square appears a parallelogram,
and drifts in order to cancel eyemotion by human image stabilizer. As shown in Fig. 6(b),
it shows the center square appears a parallelogram.

2.2.6 Mechanism of Drifting Illusion

Figure 7 shows the mechanism in terms of the drifting illusion by using the vector
illustration of human image stabilization effect. This is a hypothesis that the drifting
illusion is caused by human image stabilizer.
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(a) (b)

At an infinite 
distance

Fig. 5. Zöllner illusion (a) and the supplementary image (b)

(a) (b)

Fig. 6. Emboss drift illusion (a) and the supplementary image (b)

The premise is that, like a camera image stabilizer, our brain has a function to suppress
the vibration of the screen image on the retina. In order to reduce the movement of image
as much as possible even if the viewpoint moves, our brain stabilizer moves the image
in the direction to cancel the movement of the viewpoint. However, since a square is
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perceived as a parallelogram by optical illusion, the sense in the horizontal or vertical
direction is disturbed, and the extra stabilizing acts in a direction orthogonal to the
movement of the viewpoint, so that the drift illusion evokes.

Figure 7(a) shows the real spacewith the orthogonal coordinate system.AndFig. 7(b)
shows a cognitive space with the oblique coordinate system. In the cognitive space, the
x′-axis (horizontal) and the y′-axis (vertical) tilt due to the perspective illusion, forming
the oblique coordinate system. As in the Lorenz transform, the x′-axis and the y′-axis
are felt to be orthogonal in the cognitive space.

As shown in Fig. 7(a), considering the case of eye-up movement, the displacement
of the viewpoint can be given as vector a in the orthogonal coordinate system. However,
by the illusion that a square appears a parallelogram, it is illusioned that the viewpoint
is moving in the direction of vector a′ in the cognitive space (Fig. 7(b)). Therefore, the
image stabilizer acts vector b′ to cancel the vector a′. However, the vector b′ made by
the image stabilizer acts in the direction of the vector b in the real space (Fig. 7(a)).

When the viewpoint moves in the direction of the vector a and the image stabilizer
acts in the direction of the vector b, the composite vector c is not zero. This gives the
illusion that the middle square is moving to the right. This is the reason that a horizontal
drift illusion occurs in response to a vertical viewpoint movement. Similarly, when the
viewpoint moves to the right, the middle square appears to move down, and when the
viewpoint moves down, the middle square appears to move left.

If you cannot see the drift illusion in this paper, you need to enlarge Fig. 7(a).
Although there are individual differences to see the illusion, if it is visible only in the
enlarged view, paradoxically, it is suggested that a certain size of image is required as a
condition for the image stabilizer to act.

2.3 The Illusion Based on Requirement for the Completeness in Contour

As another principle, it is assumed that outline of an object is interrupted by obstacle,
and the illusion evokes due to recognize what the hidden object is. The brain function
of imagining contour of the hidden parts clarifies the depth of perspective between the
object and the obstacle.

2.3.1 Rubin’s Vase

Rubin’s vase [7] is shown inFig. 8(a).Awhite vase and twoblack faces appear alternately.
However, as shown in Fig. 8(b), the pattern changes a vase-shaped white area to the
background.

2.4 The Illusion Based on the Sense of Sorting Image Layers in Perspective

In the process of our requirement for the complete outline of an object when the obstacles
overlap, the image layers separated from the 2D image are sorted in the order of obstacles,
target, and background.
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(a) (b)

’

Fig. 7. Vector illustration of image stabilization effect in a drifting illusion

(a) (b)

Fig. 8. Rubin’s vase (a) and the supplementary image (b)
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2.4.1 Impossible Cube

Impossible Cube [8] is shown in Fig. 9(a). Inconsistent 3D context creates the optical
illusion. As shown in Fig. 9(b), when the white circle hides the contradiction, it returns
to a normal cube.

Fig. 9. Impossible cube (a) and the supplementary image (b)

As shown in Fig. 10(a), in terms of the center white part, if a round square is assumed,
it must be behind the black squares based on the 3D context, which is that the image
layers separated from the 2D image are sorted according to the overlap context. On the
other hand, as shown in Fig. 10(b), if a cross is assumed, it can be in the same depth of
the black squares when the 2D context is selected.

3D 
context

2D 
context

If a round square is 
assumed, it must be 

behind the black 
squares.

If a cross is assumed,
it can be in the same 
depth of the black 

squares.

(a) (b)

Cross-sec onal View

Fig. 10. A round square in the 3D context (a) and a cross in the 2D context (b)
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3 Neural Network Risks Suggested by Optical Illusions

As described above, the “optical illusion” is highly likely to be the brain function culti-
vated through experience in estimating the distance to the target. If the illusion is a brain
function cultivated through experience, AI can also see the illusion through learning.
Optical illusions evoke when it is uncertain whether 2D or 3D context on a perspec-
tive drawing. Therefore, AI with a single camera has a higher probability of causing an
optical illusion than with two or more cameras.

When considering the development of autonomous driving with AI, the first illusion
is witnessed as an error that does not converge the correct answer rate during learning
to estimate distance. If this problem is discovered during learning, it is possible to take
safety measures such as increasing the number of cameras. However, after learning
without any solution, AI can endanger the car if it encounters the illusions around the
road. That situation must be avoided.

As shown in the example of Fig. 11, AI is not good at recognizing characters sepa-
rated by obstacles. Humans can connect the fragments and easily imagine the original
character, but immature AI is not good at restoring them. Therefore, it is important for
safety measures to improve the social environment to eliminate risk factors that are
misidentified by AI, including road signs and the surrounding traffic environment.

Fig. 11. Fragmented numbers

4 Building a Cognitive Barrier-Free Society

Developing a cognitive environment to reduce misperception is not only an issue for
AI. Similar problems occur in the elderly people. For example, it is known that some
elderly cannot correctly read numbers indicated by 7-segment LED display when their
cognitive functions decline. Looking at the number “1” indicated by 7-segment LED
display, some elderly people question “Why are they divided into two sticks?” One of
the reasons is thought that the brain function that connects the two sticks indicating “1”
is weakened.

Recognizing that there are signs, fonts, and graphics that the elderly misidentifies,
it is time to need the social investment to realize a cognitive barrier-free society that is
friendly to the elderly and to AI. It is an urgent issue to build a cognitive barrier-free
society for the elderly, just as we realized a barrier-free society for physical ability.
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Abstract. This article presents the results of industrial field studies and the deriva-
tion of an approach to ensure an optimal task-technology fit between industrial
tasks and information and communication technologies. Against the background
of current developments in the field of information and communication technolo-
gies, binocular smart glasses were tested as a work assistance within the scope
field studies in electronics manufacturing. It was possible to collect data about the
user expectations before using the technology and the user experience after using
the technology. Furthermore, a comparison between binocular smart glasses and
two alternative technologies was conducted. The results show the importance of a
high task-technology fit for the benefit, acceptance and usability of mobile infor-
mation and communication technologies as work assistance. The study points up
the current problem that the introduction of new technologies as work assistance
is often technology-driven and only rarely problem- or solution-oriented. This is
even more difficult by the fact that there is no structured method to compare tech-
nology functions and the characteristics of work tasks for providing indications
of a suitable technology for considered use cases.

Keywords: Task-technology fit · Industrial field study · Smart glasses · Usability

1 Introduction

Based on the rapid development of information and communication technologies, dig-
itization is now influencing large parts of the industrial working environment [1]. The
integration of cyber-physical systems into the production environment leads to the net-
working of all elements of work systems, such as machinery, equipment, products and
employees via internet. In this way, the increasing complexity and requirements arising
from customer orientation and variety of products are considered. It is becoming appar-
ent that the role and tasks of employees will change significantly in the context of an
increasing degree of automation [2]. For the required flexibility and responsiveness in
industrial production, the employee nevertheless remains a key factor especially due to
insufficient creative capabilities of machines [3]. In order to integrate people into the
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networked production systems, modern interfaces between employees andwork systems
are required in order to do cope with high complexity [1]. New forms of cognitive work
assistance can help to deal with the increasing amount and availability of information and
to support decision-making processes of employees. These assistance systems should
be able to provide employees with context-sensitive information [4].

Currently, more than 80% of employees in Germany already use digital information
and communication technologies at work [5]. Driven by the consumer market, these
include not only the established technologies of computers and notebooks but also mod-
ern display devices such as tablet-pc, smartphones, smartwatches and smart glasses. In
increasingly decentralized work systems, these have great advantages due to their mobil-
ity. The opinion of the experts interviewed in a lead study on the production work of
the future is that employees will increasingly use mobile information and communica-
tion technologies as work assistance [3]. However, against the background of expected
structural changes in work processes and the wide range of different mobile information
and communication technologies, it is not easy to select the appropriate technology for
the use as work assistance in existing or future work systems. For this reason, before
introducing a new technology, the potential users and the context of use must be ana-
lyzed in detail in order to ensure efficient and satisfactory human-system interaction in
terms of a high usability [6, 7]. In the following chapters a field study about the user
expectations as well as the user experience on binocular smart glasses as work assis-
tance is presented. Furthermore, a pursued approach for developing a method to ensure
an optimal task-technology fit between industrial tasks and modern information and
communication technologies is described, which was derived from the study results.

2 Field Study About the Use of Smart Glasses in Use Cases
in Electronics Manufacturing

One research question is about chances and risks of innovative information and commu-
nication technologies in industrial setups. Within the scope of a systematic review [8]
it was shown, that only a small number of existing studies describe a potential use of
innovative technologies for work applications. Therefore, a field study was conducted
to evaluate the use of smart glasses as work assistance within different use cases.

2.1 Use Cases

For the evaluation of smart glasses in an industrial environment, two different use cases
– setup machines of surface mounted device (SMD) assembly lines and order picking
in the warehouse logistics – were selected. As work assistance, a binocular smart glass
technology was implemented in both use cases. In the second use case, the binocular
smart glasses were compared to a monocular alternative and a tablet-pc as well. The two
use cases are described below.

Setup of Assembly Machines. The first use case is about the setup of SMD assembly
lines. The employees get the setup order assigned and displayed on the smart glasses.
Additionally there is a tactile feedback by a smartwatch, where the setup order can
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be accepted via touch input. After this, the storage outsourcing is initiated and the
employees get the material. At the assembly line, the employee gets he feeder track to
be setup visually highlighted and is able to scan the component reels by smart glasses.

Order Picking in Warehouse Logistics. The second use case was about order picking
in a warehouse for small parts. The employees receive the picking order on the smart
glasses. They get information about the storage bin, thematerial number and the required
quantity. The storage racks are visually highlighted on the smart glasses for navigation
purpose. The process begins by scanning the barcodes of the bin and thematerial number.
After removing material, the picked quantity is confirmed via voice control. Finally, the
confirmation of the completed picking process causes the next order to appear.

2.2 Method, Sample and Material

The evaluation of the task-technology fit of smart glasses in different industrial use
cases was designed as a pre-post comparison within the two use cases. To compare
the expectations against the perception on usability and use of smart glasses as work
assistance, for both use cases a between-subject design was chosen. Furthermore, in the
second use case (order picking) a comparison of binocular smart glasses, monocular
smart glasses and a tablet-pc was conducted by a within-subject design. Therefore,
the participants randomly used each technology two times in their usual work task.
The expected and perceived usability were surveyed quantitatively via questionnaires
based on the design principles for human system interaction according to DIN EN ISO
9241-110 [9]. The expected and perceived usefulness and acceptance were based on the
TechnologyAcceptanceModel [10]. Before to the survey, the participantswere informed
about the different work assistance systems in detail.

In the first use case, N = 42 employees took part before using the new technology
(pre-test) and N = 21 employees took part after using the new technology (post-test).
Based on an assumed population ofN= 42 persons,which areworking in thisworkplace,
the subjects represent a sample of 100.0% of the population in the pre-test and 50.0% in
the post-test. In the second use case, N = 17 employees took part in the pre-test and N
= 12 employees took part in the post-test. Based on an assumed population of N = 24
persons, which are working in this workplace, the subjects represent a sample of 70.8%
of the population in the pre-test and 50.0% in the post-test.

Variables regarding the usabilitywere collected bymeans of an adapted questionnaire
based on the IsometricsS [11], in which each of the seven dialog principles (suitabil-
ity for the task, learnability, self-descriptiveness, controllability, conformity with user
expectations, error tolerance and suitability for individualization) was integrated [9].
Furthermore, there were two questions each about the variables perceived usefulness,
perceived ease of use and the affective state as dimension of the user acceptance based
on the Technology Acceptance Model [10]. All answers were made by the participants
on a 5-point Likert scale (1 = not true, 5 = true).

2.3 Statistical Evaluation

Due to the sample size of each use case, parametricmethodswere used for the comparison
between expectations and perceptions of the users. Dependent on variance homogeneity
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each variable was compared using an independent two-sample t-test or theWelch’s t-test.
Error probability for the α-error was set to 5% for all analyses in a two-sided test.

The comparison between the different work assistance technologies in the second
use case was analyzed by an one-way ANOVAwith repeated measures and a Bonferroni
adjustment. Mauchly-test was applied to test for sphericity. In cases of non-sphericity,
a Greenhouse-Geisser correction was used in the case of p < .05 and ε < .75. As a
second step, a pairwise comparison was used as post-hoc test to analyze the different
technologies against each other in detail. The error probability for the α-error was set to
5% for all analyses.

2.4 Results

The results of the field study are described below. Primarily the comparison between user
expectations and the perceived usefulness regarding the application of binocular smart
glasses will be presented. Subsequently the comparison of the three different technolo-
gies, which were implemented in the second use case, is described. The aim of the study
was to analyze the task-technology fit of innovative information and communication
technologies in an industrial environment.

Comparison Between User Expectations and User Experience of Smart Glasses
as Work Assistance in the Electronics Manufacturing. The analysis in the first use
case by means of the t-test shows as a result, that the mean score of the user experience
regarding the perceived usefulness (M = 2.13, SD = .74) was statistically significantly
lower than the user expectations (M= 2.90, SD= .84), t(59)= 3.460, p= .001. Similarly,
the experience regarding the perceived ease of use (M= 2.92, SD= .77) was statistically
significantly lower than the user expectations (M= 3.38, SD= .60), t(59)= 2,528, p=
.014. The user experience on the seven dimensions of usability as well as the affective
state did not differ statistically significantly from the user expectations. However, the
results on the suitability for the task show no statistically significant difference, but the
user experience (M = 2.74, SD = .81) tends to be lower than the user expectations (M
= 3.17, SD = .82), t(59) = 1.900, p = .062.

The results of the statistical evaluation of the comparison between user expectations
and user experience in the first use case are shown in Fig. 1.

The analysis in the second use case by means of the t-test shows as a result, that the
mean score of the user experience regarding the suitability for the task (M = 3.28, SD
= .39) was statistically significantly higher than the user expectations (M = 2.44, SD
= 1.26), t(18.94) = 2.490, p = .022. The user experience on the seven dimensions of
usability as well as the perceived usefulness, perceived ease of use and affective state
did not differ statistically significantly from the user expectations.

The results of the statistical evaluation of the comparison between user expectations
and user experience in the second use case are shown in Fig. 2.

Comparison Between Different Work Assistance Technologies in the Second Use
Case. Comparing the three different mobile technologies – binocular smart glasses,
monocular smart glasses and tablet-pc – used as work assistance, the results of the
statistical evaluation show that the technologies differ statistically significantly on all
analyzed variables except the suitability for individualization (see Table 1).
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Table 1. Results of the one-way ANOVA with repeated measures to compare the different
technologies used in the second use case. The mean difference is significant at the .05 level

Variable MS df F p

Suitability for the task

Technology .34 2 7.76 .003

Error .04 20

Learnability

Technology .90 2 6.50 .007

Error .14 20

Self-descriptiveness

Technology .30 2 27.99 .000

Error .01 10

Controllability

Technology .27 2 5.28 .027

Error .05 10

Conformity with user expectations

Technology .39 2 4.34 .031

Error .09 16

Error tolerance

Technology .05 2 6.91 .018

Error .01 8

Suitability for individualization

Technology .08 2 3.52 .080

Error .02 8

Perceived usefulness

Technology 3.20 2 6.22 .008

Error .51 20

Perceived ease of use

Technology 6.09 1.25 6.43 .019

Error .95 13.77

Affective state

Technology 4.40 2 7.64 .003

Error .58 22

MS =Mean Square; df = degrees of freedom
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Table 2. Pairwise comparison between the different technologies used in the second use case

Variable MD (I–J) Std. error Siga 95% CI

(I) Technology (J) Technology LB UB

Suitability for the task

Binocular SG Monocular SG −.05 .07 1.000 −.24 .14

Tablet-PC −.33* .09 .012 −.58 −.07

Learnability

Binocular SG Monocular SG −.16 .14 .915 −.57 .26

Tablet-PC −.55 .20 .060 −1.13 .02

Self-descriptiveness

Binocular SG Monocular SG −.25* .04 .005 −.39 −.11

Tablet-PC −.45* .07 .004 −.70 −.20

Controllability

Binocular SG Monocular SG .04 .08 1.000 −.25 .33

Tablet-PC −.34 .13 .124 −.79 .10

Conformity with user expectations

Binocular SG Monocular SG −.22 .17 .665 −.73 .29

Tablet-PC −.42 .16 .093 −.90 .06

Error tolerance

Binocular SG Monocular SG −.08 .06 .846 −.34 .18

Tablet-PC −.20* .05 .033 −.38 −.02

Suitability for individualization

Binocular SG Monocular SG −.02 .06 1.000 −.27 .22

Tablet-PC −.02 .12 .368 −.68 .23

Perceived usefulness

Binocular SG Monocular SG −.66 .32 .200 −1.58 .26

Tablet-PC −1.07 .38 .052 −2.15 .01

Perceived ease of use

Binocular SG Monocular SG −.63 .31 .200 −1.49 .24

Tablet-PC −1.13 .41 .056 −2.28 .03

Affective state

Binocular SG Monocular SG −.54 .34 .404 −1.49 .40

Tablet-PC −1.21* .33 .011 −2.14 −.27

MD=Mean Difference; CI = Confidence Interval; LB= Lower Bound; UB=Upper Bound; SG
= Smart Glasses; a. adjustment for multiple comparisons: Bonferroni; *. The mean difference is
significant at the .05 level
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With regards to the usability the difference between the technologies was statistically
highly significant for the dimension suitability for the task, F(2, 20) = 7.76, p < .01, as
well as for the dimension self-descriptiveness, F(2, 20) = 6.50, p < .01. Furthermore,
the technologies differed statistically highly significantly on the perceived usefulness,
F(2, 20) = 6.22, p < .01, and the affective state, F(2, 22) = 7.64, p < .01.

Considering the pairwise comparison the results show, that the binocular smart
glasses are inferior compared to both alternative technologies – monocular smart glasses
and tablet-pc – on all analyzed variables except the controllability, in which the monoc-
ular smart glasses are inferior (see Table 2). In detail, the suitability for the task is
statistically significantly lower by .33 with the binocular smart glasses compared to the
tablet-pc (p = .012). The self-descriptiveness is statistically significantly lower by .45
compared to the tablet-pc (p= .004) and by .25 compared to themonocular smart glasses
(p= .005). The error tolerance is statistically significantly lower by .20 and the affective
state is statistically significantly lower by 1.21 compared to the tablet-pc (p = .033, p
= .011). Furthermore, the perceived usefulness (MD = 1.07) and the perceived ease of
use (MD = 1.13) show no statistically significant difference, but the tablet-pc tends to
perform better than the binocular smart glasses (p = .052, p = .056).

2.5 Discussion

Within the scope of the field study, it was possible to test binocular smart glasses as an
assistance system in real work tasks of the electronics manufacturing. Therefore, in two
different use cases data to user expectations as well as user experience was collected
regarding the usability, usefulness and acceptance of this technology.

In the first use case – setup of assembly machines – the results show that the user
experience tends to be lower than the user expectation on the smart glasses. Especially
the experience regarding the perceived usefulness and ease of usewas significantly lower
than the expectation. A first explanatory approach is a low task-technology fit between
binocular smart glasses and the work task. Furthermore, the time for the participants to
get used to the technology could be too short.

In the second use case – order picking – the analysis show that the results about user
experience tends to be higher than the results to user expectation on the smart glasses.
In this use case, the suitability for the task was significantly higher than the expectation.
Here, the task-technology fit between binocular smart glasses and the work task seemed
to be good. For this reason a second study was initiated, in which the binocular smart
glasses were tested against two alternative technologies. The pairwise comparison shows
lower values regarding the usability, usefulness and acceptance using the binocular smart
glasses compared tomonocular smart glasses and a tablet-pc. Especially compared to the
tablet-pc, the suitability for the task, self-descriptiveness, error tolerance and affective
statewas significantly lowerwith the binocular smart glasses. As a result, on the one hand
the binocular smart glasses fit generally to the order picking process, but on the other
hand the monocular smart glasses and especially the tablet-pc fit still better considering
usability, usefulness and acceptance.

In total, the results of the field studies show the importance of a high task-technology
fit for an efficient use of modern technologies as work assistance. For this reason, before



194 J. Terhoeven and S. Wischniewski

implementing a new assistance system, it should be ensured that the technology supports
indeed the real work task [12].

3 Task-Technology Fit Between Industrial Tasks and Modern
Information and Communication Technologies

The results of the field study carried out in electronics manufacturing show the rel-
evance of an optimal task-technology fit. Currently, new assistance technologies are
often selected according to their degree of technological innovation and only rarely
problem-oriented [13]. For a high user acceptance, however, it is crucial that the intro-
duction of a new technology respective the replacement of an old assistance technology
creates added value when a workplace is changed. This can be achieved, for example,
by making work easier and processes lean or offering opportunities to extend tasks. In
the context of usability engineering, the design of an interactive human-machine system
usually involves a defined design process (see Fig. 3) [14].

Understand and describe
the context of use

Specify the
usage requirements

Develop design solution
that meets requirements

Evaluate design solution
against requirements

Design solution
meets requirements

Plan the human-centered
design process

Iterate where
appropriate

Fig. 3. User-centered design process for interactive systems [15]

In this design process, the following four steps are integrated [15]:

1. Description of the context of use,
2. Analysis of the user,
3. Development of a (first) solution,
4. Evaluation of the design solution.



Approach to Ensure an Optimal Task-Technology Fit 195

The design process, however, is based on existing hardware and the implementation
is mainly based on software. At this point, there is a risk that the contents of the system
are optimally designed and fit the task, but the acceptance of the users is very low due to
inauspiciously chosen hardware and therefore no efficient use is possible. Especially in
the work context, the selection of suitable hardware plays a central role, since the assis-
tance system must be compatible not only with the user but also with all environmental
factors, work processes and the workplace itself in order to exclude potential risks. From
the perspective of a human centered work design, starting from the work task, the work
system, the potentially applicable technologies and the employees with their individual
abilities must be considered [16]. In the following, these four aspects are used to present
the process of developing an approach to ensure an optimal task-technology fit between
industrial tasks and modern information and communication technologies.

3.1 Work Task

The work task is the central link between hardware and software design. Due to their
type, quantity and complexity, the information necessary for the employee to perform
the work task specify requirements on aspects of the hardware, e.g. display size, as well
as on aspects of the software, e.g. sequencing of information provision or font size [17].
Furthermore, the connections between the work task and other elements of the work
system, e.g. the workflow, influences the existing requirements for technology selection.
However, these requirements are considered in the context of the work system.

3.2 Work System and Environmental Factors

To examine the work system the REFA work system was used [18]. This includes the
following components:

• Input and Output
• Employee
• Work equipment
• Work task
• Work process
• Workplace
• Environmental factors

All components were assigned possible requirements that could be relevant for the
selection of the assistance technology by a detailed examination of different work analy-
sis procedures, e.g. Occupational Repetitive Actions Risk Index [19], and standards, e.g.
DIN EN ISO 6385 [20]. These include, for example, the type of information as system
input, the frequency of work steps in the task, the lighting in the case of environmental
influences, or the spatial constraints at the workplace.

3.3 Technology Characteristics

Properties of existing technologies are given and can only be modified to a limited
extent. For the examination of a possible use as work assistance, special attention is paid
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to technology characteristics and functions such as the built-in sensors, possibilities for
the network integration, robustness against given environmental influences or compati-
bility with personal protective equipment. Therefore, the suitability of the superordinate
technology type for the work task is of primary importance. After the selection of a
suitable technology type, detailed planning concerning the specific model is necessary.
Among other things, adaptation possibilities to the user or special requirements regarding
the installed sensor technology are relevant.

The analysis carried out considered four types of modern information and commu-
nication technologies: smartphone, tablet-pc, smartwatch and smart glasses. For each
type, a benchmark of different models was carried out and all possible functionalities
per type were aggregated. In this way, the technological possibilities for each technology
type could be combined, which can be relevant for the task-technology fit. There are
functionalities, which are generally valid, such as the presence of certain communication
interfaces, and other characteristics, which vary within the technology type and can be
adapted by the model selection, e.g. the display size [21].

3.4 User Requirements

The use of a new technology as a work assistance is primarily based on the work task as
well as the information required and existing work system conditions. Basically, the use
of a work assistance should be independent of the individual abilities and skills of each
employee. An adaptation of the person to the assistance system has to be avoided. If
individual differences among employees can influence the use of an assistance system,
it is important to enable adaptation possibilities on the side of the technology, which
guarantee the usability for every employee. Such individual differences can be, for
example, existing visual impairments, which may be relevant when using smart glasses.
However, these individual differences do not play a role at the level of technology
selection, but at the level of model selection within a technology type.

3.5 Approach to Ensure the Optimal Assistance Technology

In order to develop an approach to ensure an optimal task-technology fit between indus-
trial tasks and modern information and communication technologies, all the aspects and
requirements described above are combined. Within the scope of internal expert work-
shops, those work system requirements that have an indeed influence on the selection of
suitable hardware are filtered out. In addition, the functionalities of modern information
and communication technologies are identified with which the technologies can meet
the identified requirements. For this purpose, the technologies are weighted according
to the degree to which they meet the respective requirements with their functionalities.

The approach is developed as a tool in which a responsible person can easily decide,
whether the identified requirements are relevant or not relevant for the considered work
task. Then, for additional weighting, a pairwise comparison is made between the identi-
fied requirements. This weighting feeds into an algorithm, which combines the manual
rating with the weighting of the different technology functionalities. Based on this, a
proposal is generated as to which technology type is suited to the work task. After the
technology selection has been made, additional criteria will be presented, according to
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which the specific model selection can be made. Furthermore, design recommendations
for the consideration of the user’s needs will be provided.

4 Conclusion

By means of the described field study conducted in use cases from electronics manufac-
turing, it was possible to test smart glasses as work assistance. The results show that the
user expectations on the technology differ from the indeed perception. While in the first
use case – setup of assembly machines – the perceived usefulness and suitability for the
task tended to be lower than the user expectations, in the second use case – order picking
– it tended to be higher. However, an additional study in the second use case showed with
the aid of a pairwise comparison, that the tested binocular smart glasses were inferior
to the alternative technologies – monocular smart glasses and tablet-pc. This indicates
the importance of ensuring an optimal task-technology fit before implementing a new
technology as work assistance.

For the described reasons, an approach for developing a method to ensure an opti-
mal task-technology fit between industrial tasks and modern information and commu-
nication technologies was presented. This method tests the suitability of a technology
for an existing use case by a structured analysis of the relevant elements of the work
system. The matching of the characteristics from the different technologies to the rele-
vant requirements of the work systems takes place automatically by an algorithm with
weighted parameters. Individual user requirements and acceptance factors are consid-
ered by design recommendations for the specific technology model. The next step is the
final definition of the relevant work task requirements by means of an expert workshop.
Based on this, the weighting of the technology parameters and the final development of
the algorithm follow.
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Abstract. The fire department configuration, which determines the
number and the locations of fire stations as well as the formation of
fire trucks, is a key element to achieve efficient fire fighting operations
under limited resources. In this paper, we develop a tool, called FD-
CAST, which visualizes estimated arrival information of fire trucks for
given fire department configuration. FD-CAST first computes the dis-
tance and time between every pair of a fire station and a town block,
based on the configuration and geographic information. Then, assuming
that a fire occurs at a town block, FD-CAST derives a designated set
of fire trucks to be dispatched and their estimated time of arrival. The
result is visualized in a table and a choropleth map. A user can also
simulate various situations by modifying the configuration information.
We have implemented a prototype of FD-CAST, and conducted case
studies with practical examples. Through feedback from fire officers, we
confirm the effectiveness of FD-CAST for analyzing the fire department
configuration problem.

Keywords: Smart city · Data visualization · Fire department · Web
application

1 Introduction

Recent years, many fire departments in Japan are collecting digital records of
every dispatch of fire trucks and ambulances with ICT systems. The large-scale
dispatch logs are supposed to be used for various data-driven approaches to
predict the demands and optimize their resource operations. For example, the
Fire and Disaster Prevention Science Center are showing the distribution of
firefighting demands, and the current fulfillment of the demands for some fire
departments [2].

The Kobe City Fire Department (KCFD) has also started a similar data-
driven trial. The objective is to see how much extent the configuration of the
fire departments (i.e., locations of fire stations and the arrangement of fire trucks
c© Springer Nature Switzerland AG 2020
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in each station) can suffice the demand from every town block within the Kobe
city. More specifically, the KCFD wants to know the answer for the following
question:

Question Q1: “When a fire occurs in a town block B, can the designated set
F of fire trucks arrive at B within allowable time T?” If the answer of Q1 is
negative for some B’s, the KCFD also like to know what the better configura-
tion is, which is characterized by the following question. Question Q2: “When
the configuration is changed, how will the answer of Q1 be updated?” The con-
figuration changes in Q2 include updating the arrangement of fire trucks in a
station, moving a station to another place, and creating a new fire station.

The goal of this research is to allow the staffs of the fire department to
conduct the analysis for Questions Q1 and Q2 without special expertise of data
mining. To achieve the goal, we develop an application, called FD-CAST (Fire
Department Configuration Analysis and Simulation Tool). FD-CAST is
developed based on the following Requirements R1 and R2, corresponding Q1
and Q2, respectively.

Requirement R1 (Visualization): For every town block B, the application
derives a list of fire trucks of all types, each of which arrives at B earliest
among those with the same type. Every element of the list should contain the
ID of the fire truck, the distance from the fire station, and the estimated time
for arrival (arrival time). The list should be visualized so as to facilitate the
analysis of Questions Q1.

Requirement R2 (Simulation): Every user of the application can change the
fire department configuration to address Question Q2. The allowable changes
are to add, move, or delete the fire trucks among the fire stations. Similarly,
the application allows to add, move, or delete any fire station. For a new
configuration, the user can visualize the result as specified in P1.

To satisfy these requirements, we develop FD-CAST based on the following
steps:

Step 1 (Preparing Configuration Data): We prepared the data which is
essential for FD-CAST. The data includes “fire station”, “fire truck”, “town
block” and “distance along road”.

Step 2 (Visualizing Arrival of Fire Trucks): FD-CAST compute where
each type of fire truck arrives from and how long it takes, when a fire occured
in each town block B.1

Step 3 (Simulating New Configration): We develop a feature that allows
each staff to independently edit the fire department configuration and re-
execute visualization.

In this paper, we implemented the proposed FD-CAST prototype as a Web
application and performed a case study. Specifically, we had rough understanding
1 The rushing distance and time are calculated from geographical information and the

average speed of the vehicle, and do not match actual dispatch data.
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of the current situation of the water discharge vehicle arrival to all town block and
simulated improvement measures by relocating the water discharge vehicles. We
also analyzed the effects of establishing a new fire station from the perspective
of arrival. In addition, the KCFD stuff actually used FD-CAST for their work
and they sent us feedback. The results showed that FD-CAST was a useful tool
for answering questions Q1 and Q2.

2 Preiliminaries

2.1 Fire Department Data

In recent years, the fire departments of each municipality have introduced the
latest ICT system to improve the efficiency of fire and emergency services. Rep-
resentative data recorded and managed by such ICT systems include dispatch
data, fire statioin data, vehicle data, and so on. The dispatch data records details
of emergency and fire dispatches at the fire department, and data items include
dispatch date and time, disaster type, dispatched vehicle number, arrival date
and time, and so on. The type of disaster represents the type and duty of the
corresponding disaster, such as fire, emergency, rescue, flood, and alert. Fire sta-
tion data is data about the fire department, including the name and address of
fire stations under the jurisdiction of the fire department. Vehicle data is data
of fire and ambulance vehicles owned by the Fire Department, including data
such as vehicle numbers, assigned fire departments, vehicle types, and concur-
rent vehicles. Concurrent vehicle refers to a group of vehicles operated by the
same unit that also serves multiple duties Therefore, while one of the concurrent
vehicles is dispatched, the other vehicle cannot be dispatched.

2.2 Fire Department Configuration Issues

In this paper, the problem of the local government’s fire department deciding
where and how many fire stations to set up in the area and how many vehicles to
place at each fire station is referred to as the fire department’s configuration
problem. Configuration issues is directly related to the possibility of quick and
efficient fire fighting when a fire occurs. Therefore, it is necessary to consider a
better composition of the fire department in anticipation of the current situation
and the future situation.

In the case of Kobe City, there are 28 fire stations in 9 wards, and a total
of 130 fire trucks and ambulances are operating on a daily basis. Table 1 shows
the number of fire stations and fire trucks by vehicle type located in each ward.
Each row in the table indicates the number of fire stations and fire trucks in
each ward. Numbers in parentheses indicate the number of vehicles that can be
dispatched at the same time, and are due to restrictions on concurrent vehicles.
Considering the municipal finances, it is not easy to increase units and vehicles.
The proposition is how to find an efficient configuration within a limited range
of resources.
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Table 1. Number of fire stations and fire trucks by vehicle type in Kobe

Ward Station Command Rescue Water discharge Ambulance Ladder Total

Higashinada 4 1 1 9(6) 4 2(1) 17

Nada 2 1 1 3(2) 3 0 8

Chuo 3 1 2 5(3) 4 2(1) 14

Hyogo 2 1 1 3(2) 2 0 7

Nagata 2 1 1 3(2) 3 2(1) 10

Suma 3 1 1 5(3) 3 0 10

Tarumi 4 1 1 7(5) 4 2(1) 15

Nishi 3 1 1 6(3) 4 1 13

Kita 5 2 2 11(6) 5 3(2) 23

Total 28 10 11 52 32 12 117

2.3 Evaluation and Improvement of Configuration Based on Data

When a fire occurs in a area, it is necessary that a group of appropriate fire vehi-
cles arrive to the scene according to the type and scale of the fire and extinguish
the fire. For example, there is an ideal criterion “four water discharge vehicles
can arrive within 8 min in the case of general building fire”. Of course, depending
on the location of the fire and the configuration of the fire department, these
criteria may or may not be met. Therefore, it is the greatest concern for the fire
department to understand “How many minutes can a specified set of vehicles
arrive at a town block”, which is the question Q1 described in Sect. 1.

The KCFD sets various standards and evaluates the configuration of the
Fire Department based on data, and is making efforts to improve it. However,
at present, the staff are analyzing data using general-purpose tools such as Excel
and GIS (Geographic Information System), and it takes a lot of time to evaluate
the current configuration. Furthermore, it is currently impossible to try and
evaluate various configurations by simulation, which corresponds to the question
Q2 described in Sect. 1.

2.4 FigMap4SC: Fine-Grained Map Coloring Web Service
for Smart City Analytics

Our research group is developing a Web service FigMap4SC that colors maps
based on given data and creates choropleth map [3]. If the user gives a data set
with the address (city, ward, town or block) in the area as a key and the value
associated with it as a value, FigMap4SC automatically creates a choropleth
map with the specified granularity. In addition, we published the Web-API, and
external applications can input data directly to FigMap4SC without human
intervention. By using FigMap4SC, any external application can easily visualize
its analysis results on a map. In this study, we also use FigMap4SC as a means
to visualize the fire truck arival time on a map.
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3 FD-CAST: Fire Department Configuration Analysis
and Simulation Tool

3.1 Requirement

In this study, we will develop a fire department configuration analysis and simu-
lation tool FD-CAST to solve the problems described in the previous section.
FD-CAST is developed based on requirements R1 (visualization) and R2 (sim-
ulation) described in Sect. 1.

3.2 System Architecture

Figure 1 shows the system architecture of FD-CAST. FD-CAST is developed as a
client-server type Web application. The left side of the figure shows the functions
on the client side. Users can visualize the arrival and change the configuration
using a Web browser. It also has a user management function so that multiple
users can independently change the configuration and simulate arrival. The right
side of the figure shows the functions and data on the server side. The following
sections explain these details.

Actor

Client Server

(e) Arrival data

(a)Configuration
data

(d) Distance data

(b) Town data

(c) User data

calculation of distance

change
configuration

get
 arrival

calculation of arrival

maintenance
of user

information

API

visualize
arrival

simulate

login
customize

Fig. 1. System architecture of FD-CAST



204 N. Yabuki et al.

3.3 Data Preparation

We prepare the data required to implement FD-CAST. As shown in Fig. 1,
FD-CAST consists of three types of master data ((a) Configuration data,
(b) Town data, (c) User data) and two types of derived data ((d) Dis-
tance data, (e) Arival data). Figure 2 shows the ER diagram that defines
the data model of FD-CAST. This ER diagram is based on the notation shown
in [4]. Squares represent entities, — represents parent-child relationships, and
—. . . represent reference relationships. Below the data item of each entity, an
instance is illustrated.

Town

Distance

Fire
station

Vehicle

Vehicle
type

Allocation

User

Arrival

Color

towncode, address, lat, lng

sid, towncode, distance, time

uid, sid, name, ward, address

uid, name, password

uid, vid, fire station, tid,
concurrency vehicle

uid, order, color code

tid, name, group

fire type, duty class, tid, # of dispatch

uid, towncode, tid, order, vid, time, distance

102096000, Rokkodi Nada, 34.728, 135.232
101014000, Sumiyoshi-higashi Higashinada, 34.691, 135.194
    :

1, 102096000, 1859, 458
2, 102096000, 4715, 565
3, 102096000, 2581, 309
4, 102096000, 3083, 369
    :

1, 1, Nada, Nada, Kamiki-Dori
1, 2, Aoyabashi, Nada, ShironoShita-Dori
1, 3, Higashinada, Higashinada, Sumiyoshi-higashi
1, 4, Fukadaike, Higashinada, Sumiyoshi-yamate
   :

1, yabuki, 1a9e...
2, kobefire, 2dee..
    :
. 1, Nada2, Nada, SP, Nada13

1, Nada11, Aoyabashi, TA, -
1, Nada13, Nada, NC, Nada2
1, Higashinada11, Higashinada, TA,
Higashinada3
1, Higashinada2, Fukadaike, SP, - 
    :

yabuki, 1, #0000FF
yabuki, 2, #0066FF
    :

SP, Small Pump, WG
NC, Normal Chemical, WG
TA, Tank, WG
NP, Normal Pump, WG
WG, Water Group, -
    :

building fire, extinguish, WG, 4
building fire, rescue, RG, 1
    :

1, 102096000, WG, 1, Nada13, 223, 1859
1, 102096000, WG, 2, Nada11, 309, 2581
1, 102096000, WG, 3, Higashinada2, 369.3083
1, 102096000, WG, 4, Higashinada11, 565, 4715
    :

(c)User

(b)Town

(d)Distance

(a)Configuration

(e)Arrival

Fig. 2. Data model of FD-CAST (Color figure online)

(a) Configuration data
Configuration data is data that defines and manages the configuration of the
Fire Department, and consists of four entities: fire station, vehicle, vehicle
type, allocation. Fire station entity holds name, jurisdiction ward and address
of each fire department under the jurisdiction of the Fire Department. Vehicle
entity holds the ID of each vehicle under the jurisdiction of the Fire Department,
belonging fire station, vehicle type, and the information on the concurrency
vehicles. Vehicle type entity defines the type (class) of the vehicle, and defines a
vehicle type and multiple vehicle types as a group depending on the application.
Allocation entity holds information that assigns which car type (group) should
be dispatched to which fire type/duty class and how many vehicles should be
dispatched. For the fire department and vehicles, the user ID is included in the
primary key so that FD-CAST users can freely add and change them. This time,
the composition data is created based on the data provided by KCFD.
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(b) Town data
Town data is composed of a town entity that hold the addresses of all the
town blocks managed by the local government and the latitude and longitude of
the center point. In the case of Kobe City, there are 3,326 town-blocks in nine
wards, each identified by a nine-digit address code (towncode) This town data
was created by obtaining the list of towns in all Kobe city [1] from the open
data catalog of Kobe city, and obtaining its latitude and longitude using Yahoo
GeoCoding API [5].
(c) User data
User data is data that manages user information of FD-CAST, and consists of
two entities user, color. User entity holds the user ID, name, and password.
Color entity defines a user-defined color scale for visualization. User data is
created by the user registration function of FD-CAST.
(d) Distance data
Distance data consists of a distance entity that manage the distance from the
fire station to the town block. Each instance holds the distance (m) and the
estimated time (sec) of one fire department and one town block. The value of
the distance is derived from the address of the fire department and the coordi-
nates of the town block based on geographic information. The estimated time
is calculated by dividing the distance by the average speed of the vehicle. This
time, using Google Direction API, we found a route along all pairs of 28 fire
stations in Kobe × 3,326 town block, and created distance data using the length
as the distance. In addition, FD-CAST users can freely set the average vehicle
speed, and the default value is 30 km/h.
(e) Arrival data
Arival data consists of a arrival entity that holds which vehicle can arrive to each
town block in how long time. The primary key is composed of [user ID, town
code, vehicle type, order]. We assume that each user independently manages
the arrival information and the vehicles arriving at each town in order of vehicle
type and arrival time. The attributes of each instance hold the ID of the arriving
vehicle, the estimated time, and the distance from the fire station. Arrival data
is calculated by FD-CAST according to the procedure described in the next
section.

3.4 Visualization of Arrival

When a fire occurs in each town block B, FD-CAST calculate for each type of
fire truck which fire truck arrives from where and how long by the following
procedure. In the following, the entities in Fig. 2 are abbreviated as [name].

1) Obtain the vehicle type τ and the number of dispatch n required for the
specified fire type/duty from [allocation].

2) Get all vehicle types tau1, τ2, . . . , τk belonging to τ from [vehicle type].
3) Find all vehicles v1, v2, . . . , vs whose vehicle type is τ1, τ2, . . . , τk from [vehi-

cle].
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4) Refers to the [distance] using the fire station si to which each vi belongs
and the current town block B as keys, and calculates the distance δi and the
estimated time ti from si to B.

5) Sort v1, v2, . . . , vs in ascending order by estimated time, and the first n vehi-
cles vf1, vf2, ..., vfn are selected as arrival vehicles for the vehicle type τ
in town block B. At this time, if a concurrency vehicle is included, the vehicle
is excluded and the next vehicle in the order is moved up and selected.

6) For 1 ≤ j ≤ n, register (B, τ, j, vfj , δfj , tfj) in [arrival].

For example, we will calculate the arrival information required for a fire
extinguishing mission for a building fire in Rokkodai, Nada, Kobe, with ref-
erence to the instance of Fig. 2. From [allocation], we can see that four Water
Group (WG) are required. From the [vehicle type], WG includes four types: small
pump, normal chemical, tank, and normal pump. Vehicles in WG such as Nada2
and Nada13 are listed from [vehicle]. From [fire station] and [distance], we find
the distance and estimated time between the fire station to which each vehicle
belongs and Rokkodai, Nada, and sort them in ascending order. At this time,
Nada2 is excluded because it is a concurrency vehicle of Nada13. As a result,
four vehicles, Nada13, Nada11, Higashinada2, and Higashinada17, are selected.

After the arrival data for all town blocks is created by the above procedure,
they are listed in a table format and visualized. At this time, each row of the
table shows the town block, and each column shows the arrival information for
each vehicle type. Each cell in the table displays the vehicle ID, the distance
from the fire station to the town block and the estimated time.

In addition, color-coding the cells according to the estimated time helps us
to understand the data. By default, the shorter the time is, the more blue it is,
and the longer it is, the more red it is. This color scale can be customized to the
user’s preferred color scheme, and the settings are managed by color entities. In
addition, we can analyze the arrival data in detail by sorting by the attribute
of each column, and searching and narrowing down by the value of the address
and the arrival time.

Moreover, by linking with FigMap4SC (see Sect. 2.4), we can visualize arrival
data on a map. By passing the pair of the address of each town and the color
code assigned to the cell to the Web-API of FigMap4SC, we can visualize the
arrival information calculated from the current configuration on the choropleth
map. Therefore we can see at a glance which town block it takes time to rush to
geographically.

3.5 Change of Configuration and Simulation

To respond to request R2, FD-CAST allows each user to independently change
the configuration data. Specifically, it is allowed to add, update, and delete data
of [fire station] and [vehicle] in the configuration data of Fig. 2. For vehicle data,
it is also possible to set the vehicle to undispatchable. This allows you to set up a
new fire station in the area, move vehicles under the control of one fire station to
another fire station, and try out various fire station configurations. Since [vehicle
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Table 2. Used technology

Client JavaScript, HTML5

Server PHP5, Python (generate data)

Database MySQL

Web server Apache 2.4.37

Library Google Maps API, Direction API, phpoffice

type] and [allocation] are commonly used by fire departments nationwide, these
changes are not permitted at present.

When the user changes the configuration data, FD-CAST calculates the dis-
tance and arrival again, and derives the distance data and installation data
based on the new configuration data (see Fig. 1). Users can view and confirm
the updated data by visualizing the arrival of Sect. 3.4.

The user can simulate and evaluate various configurations of fire depart-
ments by repeatedly executing the above configuration change and visualization
processes.

3.6 Login and Customize User

FD-CAST manages user information so that multiple users can independently
analyze and simulate configuration information. Users can create a new user
account by registering their login ID and password in FD-CAST. When a new
user is created, FD-CAST creates its own [fire station], [vehicle], [distance],
[arrival] tables and loads the default data. It also creates a [color] table and
a default color scale. By creating a dedicated table for each user, users can
change configuration information, simulate, and customize visualization without
affecting other users.

4 Implementation

Based on the data model and functions described in Sect. 3, we implemented a
prototype of FD-CAST.

4.1 Used Technology

Table 2 shows the technology used to implement the prototype. We implemented
FD-CAST as a Web application, and programmed using HTML5 and JavaScript
on the client side and PHP on the server side. Python was used to generate the
distance data. The database used MySQL, the Web Server used Apache 2.4.37,
and the library used Google Maps API, Directions API, and phpoffice.
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Fig. 3. Arrival visualization screen (Color figure online)

4.2 Arrival Visualization Screen

Figure 3 shows the arrival visualization screen. As described in Sect. 3.4, each
row in the table represents a town block, and each column shows the arrival
information of the vehicle type at that town block. For example, looking at the
first row and fifth column of the table, we can see the first water discharge vehicle
that can arrive at 1, Sannomiya, Chuo, Kobe is “Chuo 13”.

Each cell in the table is color-coded according to the arrival time of each
vehicle. By default, the cells are displayed in blue for fast and red for slow. You
can change the average speed of the vehicle from the pull-down list in the upper
left. In addition, there are buttons for sorting data by the value of each column
and buttons for searching.

Figure 4 shows a display example in map format. This figure visualizes the
time it takes for the water discharge vehicle to arrive in the entire area of Kobe
City. The same color as the visualization in the table format is used, areas where
the arrival time is short are displayed in blue, and long areas are displayed in
red.

4.3 Configuration Change Screen

Figure 6 shows the prototype vehicle configuration change screen. As defined in
Fig. 2, each fire truck has vehicle number (ID), belonging fire station, vehicle
type, and concurrency vehicle, and these are displayed on the list screen. By
pressing the “Edit” button, the screen changes to the edit screen, and among
these information, it is possible to change information other than vehicle number.
The changed information is stored in the database. Users can also add a new
vehicle by clicking the “Add” button, or change the vehicle to undispatchable
by using the “Unable” button. If you want to search for a specific vehicle, you
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Fig. 4. Visualization of arrival on the map in cooperation with FigMap4SC (Color
figure online)

can go to the search screen by pressing the “search” button on the upper left,
and you can also search and display only vehicles that meet specific conditions.
With these functions, it is possible to simulate the configuration of a virtual fire
station that cannot be tried at actual sites.

4.4 Color Scale Setting Screen

FD-CAST performs color coding according to arrival time when visualizing
arrival information in tabular format. This color is defined by a color scale that
assigns 11 different colors to each segment in units of 60 s from 0 s to 600 s and
600 s or more. Figure 6 shows the default color scale. On this screen, users can
change the color of each section to their favorite color and change the appear-
ance of the visualization result. They can set a visualization method suitable
for analysis, for example, by defining the color scale according to the standard
of interest, such as coloring only the area of 8 min or more by turning colorless
within 480 s and red for 480 s or more.

5 Case Study

In order to confirm the effectiveness of FD-CAST, we conducted a case study
using realistic examples.

Case 1: Current Situation of Water Discharge Vehicle Arrival and
Relocation The rapid arrival of the water discharge vehicle is an important
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Fig. 5. Configuration change screen

Fig. 6. Color scale setting screen (Color figure online)

factor in minimizing the spread of fire (see Sect. 2.3). We use FD-CAST to visu-
alize how long a water truck can arrive each town block in Kobe. Figure 7 shows
the estimated time of arrival of the second water discharge vehicle at each town
street calculated by FD-CAST on a map using FigMap4SC. The central southern
city where many fire stations are located is colored in cold colors, and it shows
that two water trucks arrive immediately in this area. On the other hand, the
northern and western areas, which are far from the fire department, are colored
in warm colors, and it shows that it takes time to arrive.

Next, we moved one water discharge vehicle from a fire station in the city to
a fire station in the north, and visualized the arrival again. Figure 8 shows the
arrival times of the two water discharge vehicles after the configuration change.
The × and © marks in the figure indicate the locations of the fire station in the
city and the fire station in the north, respectively. Comparing Fig. 7 and Fig. 8,
this change in configuration significantly decreased the arrival time in some parts
of the northern region without sacrificing the rushing time in the city.

Case 2: Establish New Fire Station. Currently, the KCFD is planning to
establish a new fire station in Nishi Ward. Therefore, we simulated the arrival
time of two water discharge vehicle if a new fire station was established at the
construction site. Specifically, we established a new fire station at the address
in western Kobe, and a water discharge vehicle is added there. Figure 9 shows
visualization of the arrival times of two water discharge vehicles if a new fire
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Fig. 7. Estimated arrival time of two water discharge vehicle (Color figure online)

station was established. The circles in the figure indicate the locations of the
established fire stations. Compared to Fig. 7, the arrival time around the new
fire station is shorter.

5.1 Feedback from Staff Members

The developed prototype of FD-CAST is currently used at the KCFD. We got
feedback about its benefits and improvements from staff members using the
system. We introduce some of the feedback below.

– It is convenient because we can easily check and visualize the arrival to each
town

– It is good to be able to simulate the effects of vehicle configuration and new
or changed fire departments that cannot be easily tested at actual sites.

– Why is the rush time significantly different from the actual result in some
areas?

– Can FD-CAST automatically determine the optimal configuration by calcu-
lation?

The first and second feedbacks show that FD-CAST has contributed to the
analysis and investigation of the fire department’s configuration problems in
actual sites. The third comment is due to the fact that the route calculated
by the Google Direction API used to calculate the distance was significantly
different from the route that the fire truck actually ran. We want to improve
it by reviewing API options. The fourth comment is equivalent to solving an
optimization problem, and is a feature that is not supported by current FD-
CAST. We want to make it a future work.
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Fig. 8. Estimated arrival time of two water discharge vehicle (after configuration
change) (Color figure online)

Fig. 9. Estimated arrival time of two water discharge vehicle (after establishing) (Color
figure online)

6 Conclusion

In this study, we proposed FD-CAST, a tool to support the analysis and sim-
ulation of the configuration of the fire department. For a given configuration,
FD-CAST calculates the arrival of fire trucks to each town block, and visual-
izes it in a tabular form or on a map. In addition, we implemented a prototype
of FD-CAST and performed a case study using realistic examples. As future
tasks, we plan to study the optimization of the calculation of the distance when
changing the position of the fire department and the method of automatically
calculating the better configuration.
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Abstract. Methodologies are required to enable the active translation of ethical
issues pertaining to the human and social dimensions of new technologies, in a
manner that considers the diversity of practices across research and innovation
and commercial research projects. This paper presents a new methodology for
embedding ethics assessment in humanmachine interaction (HMI)/human factors
(HF) design and evaluation activities.
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1 Introduction

Human activity should not compromise the long-term balance between the economic,
environmental and social pillars [1]. The evaluation of impact is a necessary part of all
research and innovation (R&I) and attempts to improve the relationship between science
and society. This follows a ‘perspective oriented to humane and social values’ [2] and
recommendations from the European Union (EU) in relation to undertaking ‘responsible
research and innovation (RRI)’ [3] and the involvement of societal actors in R&I [4].
New technologies have the potential to deliver benefits. However, such technologies are
inherently uncertain. As stated by Capurro (2009), technology designers must examine
the ethical implications of things which may not yet exist, or things which may have
impacts we cannot predict [5]. In so doing, theymust deal with uncertainty. This includes
the ‘uncertainty of future products, uses and consequences, and associated ethical issues
that will result from an emerging technology’ [6].

In asking what technology is and how it might be designed, we ask questions about
who we are (identity) and what it means to be human [7]. As stated by Heidegger [1977],
we examine the nature of existence and human autonomy [7]. Such ideas have led to the
concept of ‘ontological design’ which addresses how the design of technology changes
our human and social reality [8]. As such, we are designed by our designing and by that
which we have designed [9].

Design/technology teams exercise choice in relation to what is valued and advanc-
ing technology that improves the human condition (and not worsens it). As researchers
we need methods to assess and practice ethics, to ensure that new technologies posi-
tively contribute to human wellbeing and have positive impacts across the triple bottom

© Springer Nature Switzerland AG 2020
V. G. Duffy (Ed.): HCII 2020, LNCS 12199, pp. 217–227, 2020.
https://doi.org/10.1007/978-3-030-49907-5_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49907-5_15&domain=pdf
http://orcid.org/0000-0001-6944-744X
https://doi.org/10.1007/978-3-030-49907-5_15


218 J. Cahill

line. In an ideal world, R&I teams are multi-disciplinary and include ethicists. Further,
stakeholder evaluation underpins the generation of an evidence map and proposed solu-
tions. However, this is not always the case. Methodologies are required to enable the
active translation of ethical issues pertaining to the human and social dimensions of
new technologies, in a manner that considers the diversity of practices across R&I and
commercial research projects. To this end, this paper presents a new methodology for
embedding ethics assessment in human machine interaction (HMI)/human factors (HF)
design and evaluation activities.

2 Background

2.1 Underlying Concepts

Human Factors refers to ‘the practice of designing products, systems, or processes to
take proper account of the interaction between them and the people who use them’ [10].
Ethics concerns the moral principles that govern a person’s behavior or how an activity
is conducted. As researchers, we must distinguish research ethics (i.e. the normative
aspects of engaging in scientific research) and the ethics of technological innovation
and its impacts at different levels. ‘Digital ethics’ or information ethics deals with the
impact of digital information and communication technologies (ICT) on society and the
environment. Data ethics is defined as a branch of ethics that evaluates data practices
with the potential to adversely impact on people and society [11].

2.2 The Practice of Ethics in R&I

A recent systematic review indicates that the practice of ethics in R&I is a relatively new
topic [12]. While academic discussion on specific practices commenced in the 1990s,
this research has gained considerable momentum in the last ten years [12]. According
to Reijers et al. (2017), health technologies is the most represented in the literature,
followed by the fields of information systems research and computer science [12].

Specific ethics approaches in R&I can take many forms. Reijers et al. (2017) catego-
rize the different methods in relation to their application in the technology development
lifecycle – distinguishing (1) ex ante methods, dealing with emerging technologies (2)
intra methods, dealing with technology design and (3) ex post methods, dealing with
ethical analysis of existing technologies [12]. Research evidence can include infor-
mation from horizon scanning and participatory foresight activities, literature reviews,
and field research with stakeholders [13]. Specific stakeholder evaluation research (i.e.
empirical research) may take different formulations. Stakeholders may engage directly
or indirectly with R&I teams. Researchers and stakeholders may engage with ethical
challenges in a collaborative workshop. Or, research may be undertaken with stake-
holders and later examined by research and design teams in a structured format. This
format may follow specific conceptual frameworks and assessment approaches. Sev-
eral key frameworks for ethical assessment have emerged. This includes (but is not
limited to): ontological design [9], anticipatory technology ethics/foresight approach
[13], value sensitive design [14], ethical impact assessment [15], the ETICA approach
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[16], and the techno-ethical scenarios approach [17]. Brey (2017) classifies five sets
of ethical impact assessment approaches. This includes generic approaches, anticipa-
tory/foresight approaches, risk assessment approaches, experimental approaches and
participatory/deliberative ethics approaches [13]. Increasing, researchers are combin-
ing approaches. For example, Cotton (2014) combines participatory/deliberative ethics
approaches and stakeholder approaches [18].

2.3 Ethics Canvases

Ethics canvases or visual tools which support the ethics assessment approach are not
being used in commercial and research projects. In principle, these canvases allow non-
ethicists such as Designers, Human Factors Researchers, Engineers, and Computer Sci-
entists to engage in ethical issues pertaining to the emerging technology product. Exam-
ples of such canvases include the ‘Research Impacts Canvas’ (RIC) [19], The Ethical
Matrix [20], The Digital Product Ethics Canvas and Impacts Canvas [21], The Humans
& Machines Ethics Canvas’s [22], The Online Ethics Canvas [23], and the Data Ethics
Canvas [24]. Some canvases focus on ethics and impact in a general sense, while others
address specific themes. For example, the Online Ethics Canvas addresses the impact of
new technology on human behavior and activity at individual and societal levels [23].
The Data Ethics Canvas considers ethical issues related to data privacy, data use and
data quality [24].

3 Human Factors and Ethics Canvas

3.1 Rationale

Critically, human factors and ethical issues must be explored in an integrated way.
Although valuable, the existing ethics canvases require further emphasis on framing
the problem, specifying the psychosocial dimensions and impacts of new technologies
and addressing specific stakeholder/end user requirements and impacts. Further, ethical
issues need to be managed in terms of design decisions. These decisions need to be
agreed and documented.

The ‘Human Factors & Ethics Canvas’ introduced by Cahill (2019) [25] reflects an
integration of ethics and HF methods, particularly around the collection of evidence
using stakeholder evaluation methods [26, 27] personae-based design [28], scenario-
based design approaches [29]. Further, it makes use of ethical theories/perspectives that
are used in relation to the analysis of technology innovation in relation to the analysis
of benefit versus harm including Consequentialism, Deontology & Principlism [30].

3.2 Procedure

The HFEC can be used at any stage of the design process. As such, it spans the clas-
sification of methods proposed by Reijers et al. [12]. Overall, it combines anticipa-
tory/foresight approaches and participatory/deliberative ethics approaches. In line with
stakeholder evaluation approaches, the canvas can be evaluated using the ‘community of
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practice’ [27]. That is, using internal stakeholders (project team) and external stakehold-
ers (relevant ends users/stakeholders and legitimate other partieswhomaybe impactedby
the technology). At a minimum, core internal stakeholders/core team members (includ-
ing an ethicist {if available}, theHF lead, the design lead and the product owner/manager)
are involved in completing the canvas. If the project team includes an ethicist, then they
should take the role of the ‘HFEC’ coordinator - recording relevant information in the
HFEC. Otherwise, this can be done by the HF lead or another designated member of the
project team.

As indicated in Fig. 1, the HFEC is divided into seven stages or sections. For more,
please see Appendix A. Stage 0 records project information. Stage 1 is all about fram-
ing the problem. Stage 2 involves understanding how the technology fits to the problem,
defining stakeholder goals and needs and the specification of expected benefits for differ-
ent stakeholders. This is followed by several more detailed examinations of core themes.
These are: benefits, outcomes and impact (stage 3), personae and scenario (stage 4), data
ethics (stage 5) and implementation (stage 6). The final stage (stage 7) presents the out-
comes of the preceding analysis. An analysis of literature review data and information
from team problem solving sessions can be used to populate the HFEC. However, it is
best to complete Stage 3 and 4 either using stakeholder evaluation approaches (either
direct engagement of stakeholders in ethical assessment or following the analysis of
field research with stakeholders). In addition, Stage 6 can only be completed following
implementation and evaluation of the proposed technologies. Ideally, this might occur
in a field setting. However, information from simulation studies can also be used.

Fig. 1. Stages in Human Factors & Ethics Canvas
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4 Discussion

As illustrated in the ethics canvas, there ismuch convergence between the analysis of new
technology both from an ethics and human factors perspective (for example, addressing
stakeholder need, expected benefits and outcomes, and impact [intended and unintended]
– both at an individual and societal level). Ethical principles need to be both articulated
and then embedded in the design concept. Personae/scenarios are useful in relation
to considering and documenting the needs/perspectives of different stakeholders and
adjudicating between conflicting goals/principles. Moreover, the translation of system
objectives in relation to wellbeing and human benefit objectives (and associated metrics)
ensures thatwellbeing andhumanbenefit are both a referencepoint and adesignoutcome.

As highlighted by Brey (2017), the ethics of emerging technologies ‘harbors the
promise of early intervention when a technology is still malleable and there is still much
room for choice in its development and social embedding’ [13]. However, researchers
have a limited range of empirical data to use. As the technologies are not in use, there
are ‘significant uncertainties regarding future developments and impacts’ (Brey 2017).
Some theorists present philosophical objections to speculation about future impacts
[31, 32]. For example, Nordmann (2007) contends that speculation about the future
should be rejected as researchers cannot gain sufficient knowledge about the future to
stipulate procedures for action or guidance in R&I processes [32]. Others argue that the
available theories and methods do not provide adequate theoretical grounding in terms
of how values might be embedded in design solutions [33]. In addition, VSD and related
approaches must address the difference between designer’s intentions and user practice
[34].

5 Conclusion

Assessing the ethical implications of things which may not yet exist, or things which
may have impacts we cannot predict, is very difficult. However, this should not be barrier
to posing important questions and ensuring that these questions are addressed as part
of the design process. Thinking about both potential positive, negative consequences
and unintended consequences enables designers to build in protections into the design
concept. Overall, it is argued that the specification of an ethics canvas as part of a broader
human factors design approach ensures that ethical issues are considered.
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Appendix A: Human Factors and Ethics Canvas (HFEC)

Stage 0 (Project Information and Research Summary)

See Table 1.

Table 1. HFEC: Stage 0 (Project Information & Research Summary)

# 0: Project Information & Research Summary

1 Date

2 Project Name

3 Product Owner

4 HF & Ethics Coordinator

5 HF & Ethics Canvas Version No.

6 Prior HFEC Iterations

7 Research & Innovation Phase

8 Summary of Research Completed & Key Sources of Information/Evidence

Stage 1 (Formulating the Problem and Framing the Question)

See Table 2.

Table 2. HFEC: Stage 1 (Formulating the Problem & Framing the Question)

# 1: Formulating the problem and framing the question

1 What is the problem that the proposed technology will address?

2 Who is it a problem for? Key stakeholders? Who effect (directly and indirectly?)

3 Setting & Environment?

4 Causes of the problem?

5 Ethical codes that apply in this setting?

6 Ethics embedded in the problem definition?

7 Ethics & Impact of Problem. Individual Level. Societal level. Ethics of acting/not acting?

8 Summary of ethical issues to be addressed?

9 Summary of relevant ethics principles and frameworks?

10 Ethics & Key KPI?

Stage 2 (Understanding Technology and Fit to Problem/Stakeholder Needs &
Expected Benefits)

See Table 3.



Embedding Ethics in Human Factors Design and Evaluation Methodologies 223

Table 3. HFEC: Stage 2 (Understanding Technology & Fit to Problem/Stakeholder Needs &
Expected Benefits)

# 2: Understanding Technology & Fit to Problem/Stakeholder Needs & Expected Benefits

1 What is the technology? How does tech address the problem? What part of the problem
does it address?

2 Who is it a problem for? Key stakeholders? Whom effect (directly and indirectly?)

3 What is the goal/objective? Intended purpose/function?

4 Setting & Environment?

5 Direct users of technology? Goals? Needs? Expected Benefits?

6 Other stakeholders impacted by technology? Goals? Needs? Expected Benefits?

Stage 3 (Deep Dive: Benefits, Outcomes and Impact)

See Table 4.

Table 4. HFEC: Stage 3 (Deep Dive: Benefits, Outcomes & Impact)

# 3: Deep Dive: Benefits, Outcomes & Impact

1 Overall benefits
and outcomes: key
stakeholders?
Expected positive
impacts?

2 Expected Impact
for key
stakeholders
(psycho-social
themes).
Individual level?
Societal Level?

(A) Human role in
the system

(B) Human Identity (C) Lived experience,
wellbeing,
quality of life

(D) Social Interaction
& Relationships

(E) Activity &
Behavior

(F) Attitudes &
Values

3 What could go
wrong? Potential
failures? Potential
negative impacts?
Psychosocial?
Environmental?

4 Unintended
consequences

5 Unknowns



224 J. Cahill

Stage 4 (Deep Dive: Personae and Scenarios)

See Table 5.

Table 5. HFEC: Stage 4 (Deep Dive: Personae & Scenarios)

# 4: Deep Dive: Personae & Scenarios

1 Example Scenario

2 Example Personae

3 How is it expected to work?

4 What does success look like? Benefits for whom? Expected positive outcomes and for
whom?

5 What could go wrong? Potential failures? Potential negative impacts?

6 Unintended consequences?

7 Unknowns?

8 Design Decisions & Safeguards

Stage 5 (Deep Dive: Data Ethics)

See Table 6.

Table 6. HFEC: Stage 5 (Deep Dive: Data Ethics)

# 5: Deep Dive: Data Ethics

1 Ethical issues relevant to data collection? What data? Why collecting? Potential for bias in
data collection?

2 Ethical issues relevant to data, model & algorithms? Potential for harm and risk?

3 Ethical issues relevant to data use & predictions (i.e. application of model/algorithms)?

4 Ethical issues relevant to data sharing?

5 Design Decisions & Safeguards
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Stage 6 (Implementation)

See Table 7.

Table 7. HFEC: Stage 6 (Implementation)

# 6: Implementation

1 Implementation Approach

2 Implementation Enablers

3 Implementation Barriers

4 Systems Perspective: Addressing Ethics as part of Implementation. People. Process.
Technology. Culture. Training & Education

5 Design Decisions & Safeguards

Stage 7 (Human Factors and Ethics Summary)

See Table 8.

Table 8. HFEC: Stage 7 (Human Factors & Ethics Summary)

# 7: Human Factors & Ethics Summary

1 Key stakeholders? Who is this technology designed for?

2 What does success look like? Success for whom?

3 Human/Societal Vision & Technology Role/Purpose

4 Summary of Key Ethical Issues to be Addressed?

5 Ethical Principles Underlying Technology Design

6 Design Approach: Balancing Benefits & Harm
How managing ethics issues?
How increasing potential positive impacts?
How preventing risk/harm?
How managing potential negative impacts and unintended consequences?
How addressing unknowns?

7 Data Ethics Summary

8 Implementation Summary

9 Ethics & Key KPI
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Abstract. This report is a systematic literature review of the relationship between
human error and pollution, to take account of unintentional contributions to envi-
ronmental pollution. To examine this relation, a systematic literature reviewof arti-
cles, including the keywords “human error” and “pollution” was conducted. The
keywords were searched in the Web of Science and Google Scholar (using Harz-
ing’s Publish or Perish) databases, then exporting the metadata into VOSviewer
to create cluster diagrams or keywords and co-citation analyses. Next, a few arti-
cles were selected: four articles from various databases, includingGoogle Scholar,
SpringerLink, and ResearchGate, two chapters from theHandbook of Human Fac-
tors and Ergonomics, Fourth Edition by Salvendy, and three more articles derived
from the co-citation analysis. The articles were compiled into Mendeley and then
exported into MAXQDA to create a word cloud exhibiting some keywords within
the nine articles. Next, the AuthorMapper program from Springer was used to
find the current and most relevant contributions to the area of human error and
pollution as well as the most relevant keywords for an extended lexical search
within the chosen nine articles. ThenMAXQDAwas used to perform an extended
lexical search to find the usage of the keywords and the key points within the
articles. Overall, the main keywords of risk management, human factors in acci-
dent causation, accident causation, failure, automation, and regulation showed a
high relevance within multiple of the chosen articles. Also, from the Springer
AuthorMapper, the contributions were not highly concentrated from any specific
author, country, or institution, but were varied with an increasing trend of articles
being written in this topic area.

Keywords: Human error · Pollution · Environmental pollution · Regulation ·
Risk management · Human factors · Systematic literature review

1 Introduction and Background

Since the increase in environmental pollutants as a result of industry, the concern for the
effects of pollution has increased correspondingly. This mounting concern has resulted
in the foundation of countless organizations such as the United States Environmental
Protection Agency (EPA), World Wildlife Fund, and Greenpeace, all since 1970, just
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to name a few. Many studies since the 1970s have been focused on not only the effects
but also what causes the release of environmental pollutants. However, others have been
concernedwith themitigation of current pollutants in the environment and how to reduce
the release of more in the future.

Though it is commonly perceived that the only possible causes of pollution stem
from intentional actions taken without regard for their effects in the environment, like
careless waste management practices, excessive carbon emissions from factories and
transportation, and intentional littering. However, intuitively, that cannot be the case.
Examples like the oil rig malfunctions of the Deepwater Horizon oil spill in 2010 are
unintentional yet canprove just as dangerous anddamaging if notmore so than intentional
pollution (Lehto and Cook 2012; Sharit 2012). In any case like this, there is likely the
factor of human error as the outcome was the result of some mistake along the way from
the design of a product to the operation of a facility, resulting in a failure which causes
damaging outcomes.

2 Problem Statement

While many are researching the state of the intentional release of pollutants into the
environment, it is also necessary to account for the unintentional causes of pollution that
feed their way into the environment all the same. For this reason, it is essential to do an
analysis of the state of research regarding human error and related pollution as a cause
of it.

3 Procedure

Beginning with a key word search of “pollution” and “human error” in Google Scholar,
SpringerLink, and ResearchGate, four articles that displayed a relevant abstract were
chosen for more in-depth analysis. Next, the same search keywords were used to obtain
metadata inWeb of Science, including article title, author, abstract, keywords, and refer-
ences, was exported toVOSviewer, where a cluster diagram of key terms and co-citations
were formulated. Next, using Harzing Publish or Perish (through Google Scholar) meta-
data from 940 articles, including title, authors, and keywords, another cluster diagram
of key terms was formulated.

From the cluster diagrams, the key terms with the greatest number of occurrences
were chosen. Within nine chosen articles, using MAXQDA, a lexical search was con-
ducted to find all of the places within the article where each term was mentioned in order
to glean the essence of each section of the article where one of the key terms was used.
Also, within MAXQDA, a word cloud was generated to search for the most frequently
used words within the nine articles.

Some practitionersmay consider issues related to pollutionmitigation as overlapping
with environmental management and sustainability, while human error may be consid-
ered to be overlapping with ergonomics. Additional information related to ergonomics
and sustainability can be found in a systematic review of ergonomics and sustainability
that was published in the journal Ergonomics (Radjiyev et al. 2015). Some methods for
improving sustainability through usability were also reported during the Int. Conference
on Design, User Experience and Usability (Duffy 2014).
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4 Results and Discussion

From the initial keyword search in Google Scholar, SpringerLink, and ResearchGate,
four articles “Implementing a sea pollution and safetymanagement system in the naviga-
tion companies” byGasparotti, C. et al., “The impact of human errors on the estimation of
uncertainty of measurements in water monitoring” by Kmiecik (2018), “Temporal and
spatial variation characteristics of air pollution and prevention and control measures:
Evidence from Anhui Province, China” by Kuai, S. and Yin, C., and “Wind, waves,
tides, and human error? – Influences on litter abundance and composition on German
North Sea coastlines: An exploratory analysis” by Schöneich-Argent et al. (2019). These
four articles were uploaded to Mendeley to manage references.

Next, the search inWeb of Science was conducted to formulate the cluster diagrams.
Though it was initially thought that the Web of Science search would provide a more
comprehensive and representative cluster diagram than, because the metadata would
include more information, the minimum occurrence for the keywords even within both
the abstracts and titles together had to be set to three in order to form any central point (see
Fig. 1). This is likely because the total number of articles that could be found using the
keywords “pollution” and “human error” was only 34, so despite the extra exported data,
there were not enough articles to be picky about the number of times a word appeared.

Fig. 1. Webof ScienceClusterDiagramof title and abstracts data from34 articleswith aminimum
of three occurrences per keyword shows a much more evenly spread diagram in comparison with
the Harzing search cluster diagram; however, there is still an evident focus on human factors
through the green and yellow strings (Web of Science, n.d.; VOSviewer, n.d.). (Color figure online)

By comparison, the Harzing search was able to find 940 articles, from which it took
only the authors, titles, and keywords. However, there were far more occurrences of each
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key term, so the minimum number of occurrences was set up to 18, which gave a far
more interesting representation of the available literature through Google Scholar (see
Fig. 2).

Fig. 2. VOSviewer Cluster Diagram of Harzing keyword search with a yield of 940 articles and
a minimum number of key word occurrences of 18 demonstrates a central idea of human error
surrounded by causes and effects like various types of pollution and equipment/mechanical failure
(Harzing’s Publish or Perish, n.d.; VOSviewer, n.d.).

Also, from the metadata exported from Web of Science, a co-citation analysis was
run, which discovered the articles “Human and organisational factors in maritime acci-
dents: Analysis of collisions at sea using the HFACS” by Chauvin, C. et al., “Safety in
shipping: The human element” by Hetherington, C. et al., and Human error by Reason,
J. Each of these articles was cited four times within the 34 articles found within Web of
Science. Then through database searches, these three articles, except for the bookHuman
Error by Reason (1990), were found and stored in Mendeley for reference management
and later use (see Fig. 3).

Next, two related chapters from the Handbook of Human Factors and Ergonomics,
Fourth Edition, (Salvendy 2012) “Occupational Health and SafetyManagement” (Lehto
2012) and “Human Error and Reliability Analysis” (Sharit 2012) were chosen as they
related to human error and safety management and saved into Mendeley. Then, the
four initially selected articles, the two chapters from Handbook of Human Factors and
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Fig. 3. Web of Science Co-citation Analysis reveals strong ties between three articles cited by 34
articles in Web of Science, which draws a strong relation back to fundamentals in human error
and human factors (Web of Science, n.d.; VOSviewer, n.d.).

Fig. 4. MAXQDA word cloud from nine articles displays a clear emphasis on human factors
and secondary results relating to the environment and pollution. The overrepresentation of human
factors terms likely is the result of the inclusion of two chapters of theHandbook of Human Factors
and Ergonomics, Fourth Edition (Salvendy 2012), which did not include much information or
vocabulary related to pollution or the environment (MAXQDA, n.d.).

Ergonomics, Fourth Edition, and the three articles from the co-citation cluster analysis,
except for Reason (1990), were transferred to MAXQDA to create a word cloud that
emphasized the most frequently used words from all of the combined literature. In place
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of Reason (1990), a book review of Human Error by Gray et al. (1993) was used to add
to the word cloud instead. In order to meaningfully populate the figure, a stop list had to
be created to cut out all prepositions and other elements within the word cloud that did
not provide any insight into useful terminology for further lexical search (see Fig. 4).

4.1 Leading Global Themes in Human Error and Pollution

Themes of Emphasis Among Leading Authors
Springer’s AuthorMapper is reviewed under the search term “pollution” AND “human
error.” AuthorMapper shows that 1243 articles were published from the year 1979 to
the present. However, 1988 is the first year that shows more than 10 related articles. The
peak in 2018 and 2019 show 197 and 196, respectively (see Fig. 5).

Fig. 5. Trend data from Springer’s AuthorMapper shows an increase in the number of articles
on the topic search “pollution” and “human error” that lead to a peak of 197 articles published in
2018.

Five ‘leading publications’ contains 101 out of 1243 listed articles. The articles are
distributed amongmany publications. 1243 related articles are foundwithin 841 different
publications. Leading terms among the 1243 articles are shown in Table 1.

In order to further justify this systematic review of “pollution” AND “human error”
within the digital humanmodeling thematic area within HCI International, it may be use-
ful to consider the following. Though not initially apparent, leading terms in keywords
among the 1243 articles overlap significantly with the subheading within the digital
human modeling area. This theme is titled “Digital Human Modeling & Applications
in Health, Safety, Ergonomics & Risk Management. “Safety,” “Risk,” and “Risk man-
agement” are three among the top seven leading terms. These three are listed within the
title of our thematic area on Digital Human Modeling (DHM).
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Table 1. Table shows leading terms among 1243 articles that contain 4115 authors publishing
under 841 different publication titles. 1980 different institutions and 89 different countries are
represented. Five of the first seven terms fit well within at least one chapter within the Handbook
of Human Factors and Ergonomics. Three among the seven fit directly within the title of this DHM
thematic area.

Rank of leading term
among keywords

Leading term among
keywords in 1243 articles

1 Safety

2 Risk assessment

3 Sustainability

4 Uncertainty

5 Risk

6 Climate change

7 Risk management

The following tables show leading authors, institutions, and countries with years
of publication and count. Keywords show emerging themes emphasized by coun-
tries, authors, and institutions within the AuthorMapper database for this search topic
“pollution” AND “human error” (see Table 2).

Table 2. Table shows leading authors among 4115 listed authors in Springer’s AuthorMapper
database. Leading keywords show emerging themes emphasized by these leading authors.

Author Years Leading keywords Count

Vinnem, Jan-Erik 2014–2020 Offshore risk assessment, Marine systems
risk modeling

10

Atsuji, Shigeo 2016 Unsafety, Cumulative thermal effluent,
Sustainability policy

6

Tzafestas, Spyros G. 2010 Human factors in automation, Modeling
and simulation

6

Hauptmanns, Ulrich 2015 Process and plant safety, Risk,
Engineered systems

5

King, David 2015–2018 Economic crisis, Europe income,
Petroleum, Transportation

5

Themes of Emphasis Among Leading Countries. The leading contributions to the
topics of human error and pollution, as demonstrated by Tables 3 and 4 as well as Fig. 6,
come from a variety of places. The largest number of contributions to this area have come
from the United States, followed by the United Kingdom; however, the institutions with
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the most contributions come from an even more variable set of locations, including Nor-
way and Sweden, which are known for their reasonably strict environmental regulations
(see Table 5).

Table 3. A table of leading institutions fromAuthorMapper (Springer) shows leading institutions
among 1980 different institutions that are represented within the 1243 articles. Count information
is included. Leading keywords show institutional emphasis.

Institution Country Leading keywords Count

University of Stavanger Norway Offshore risk assessment, Lessons
learned, Analysis techniques

11

World Maritime University Sweden Accident causation, Accidental
pollution, Arctic navigation

11

Curtin University Australia Human error, Bayesian network,
Biomass, Budyko equations

10

Chinese Academy of Sciences China Beijing PM2.5, AHP, Air pollution,
Chemical constituents

9

University of Copenhagen Denmark AI, Anthropocentrism,
Bioinformatics, Data Envelopment
Analysis (DEA)

8

Table 4. A table of leading countries from Author Mapper (Springer) shows leading institutions
among 89 different countries that are represented within the 1243 articles. Count information is
included. Leading keywords show emphasis by country.

Country Leading keywords Count

United States Climate change, Petroleum, Automation 270

United Kingdom Mediterranean Sea, Oil pollution, Regulation, Aerial surveillance 115

India Emission, Smart city, Machine learning, Recycling, Remote sensing 109

China Absorbent, Absorption, Aerogel, Cellulose, Hydrophobic, Oil 103

Germany Bark scorch/Sunburn, Basal burls, Coat shake, Crack causes 75

4.2 Content Analysis

Lexical Search Results
Key terms taken from the cluster analyses, word cloud, and leading global key termswere
used to search within the nine chosen articles. For efficiency, the keywords “pollution”
and “human error” were not used in the extended lexical search in MAXQDA, as they
have many occurrences within the articles. Instead, the following terms were searched.
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Fig. 6. Clusters within the map from Springer’s AuthorMapper show the geographic represen-
tation as additional information beyond the table information that highlighted leading countries,
including the United States, United Kingdom, India, China, and Germany. Even among a diverse
set of publications, authors, and countries, the metadata shown in the list of leading countries
helps to confirm is consistent with our intuition countries of what one would expect to be listed
among leading countries associated with the “pollution” or environment-related topic.

Also, due to the inability to acquire a digital copy ofHuman Error by Reason, the lexical
search was implemented through Google Books, through which samples of the literature
were available.

Automation
Reason’s bookonhuman error (Reason 1990) is referred towithin the co-citation analysis
results. However, when considering the topic of automation, Reason refers to prior work
of Bainbridge about the ironies of automation (Bainbridge 1987) and Leplat et al. (1987)
who co-edited a book about new technology and human error. This book may be of
additional interest to the reader interested in the human-automation interaction aspects
of pollution prevention. Baxter wrote more recently in 2012, emphasizing the cognitive
aspects in an article titled “The Ironies of Automation: Still Going Strong at 30?”.
Along similar lines, Hetherington et al. (2006) and Sharit (2012) explain how the irony
of automation occurswith increases in automation being attributed to increased burden of
interactionwith the technology. Further describing how it frequently results in increasing
cognitive demands and corresponding with increases in human error, especially when
the human can least afford the diversion of its attention.

Failure
According to Sharit, performance failure is defined as the outcomes of actions that dif-
fer from what was intended or required. To elaborate, Reason states that failure can
be considered at three levels of performance, including skill-based, rule-based, and
knowledge-based. The interested reader could review Rasmussen’s (1983) influential
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Table 5. Leading articles over the last five years are shown based on relevance and are listed in
table. These are identified from Springer’s AuthorMapper and are listed in table with authors,
country, and year of publication. It is interesting to note that the leading articles (by relevance)
and leading authors are not from countries that are within the original list of leading countries.
This further highlights the diversity of contributions and contributors to this research area.

Authors Title and publication info Country Year

Ishak, Ismila Che, Wan
Muhammad Hafiz Wan Ab Rani,
Shaiful Bakri Ismail, and
Norazimah Mazlan

“A Study of Oil Spill at Marine
Companies: Factors and
Effects.” In Advancement in
Emerging Technologies and
Engineering Applications,
pp. 1–12. Springer, Singapore

Malaysia 2020

Nakamura, Takahiro, Emiko
Kanoshima, Tomofumi Koyama,
Hiroshi Nishimura, and Mamoru
Ozawa

“Social Disasters and
Damages.” In Science of
Societal Safety, pp. 73–86.
Springer, Singapore

Japan 2019

De Felice, Fabio, Antonella
Petrillo, and Federico Zomparelli

“Human Factors Challenges in
Disaster Management
Scenario.” In Human Factors
and Reliability Engineering for
Safety and Security in Critical
Infrastructures, pp. 171–187.
Springer, Cham

Italy 2018

Kazmi, Danish, Sadaf Qasim, I.
S. H. Harahap, and Syed
Baharom

“A probabilistic study for the
analysis of the risks of slope
failure by applying HEART
technique.” Geotechnical and
Geological Engineering 35, no.
6 (2017): 2991–3003

Pakistan, Malaysia 2017

Tavakoli, Mehdi, and Mehdi
Nafar

“The Improvement in Human
Reliability in Power Grids by
Identifying and Assessing the
Risk of Failures Caused by
Maintenance Operations.”
Iranian Journal of Science and
Technology, Transactions of
Electrical Engineering: 1–9

Iran 2019
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article for additional insight into skill, rule, and knowledge-based performance. Reason
highlights potential skill-based failures, including inattention or omissions associated
with interruptions. For failures at the rule-based level, Reason refers to a book byHolland
et al. (1986) emphasizing processes of inference, learning, and discovery, and a concep-
tual framework. Reason refers to potential for misapplication of reasonable rules and
application of bad rules and suggests redundancy to prevent related adverse outcomes.

Risk Management
Lehto and Cook explain how improvements upon levels of risk must be decided by
the management overseeing any kind of operation, based on the most cost-effective
ways to implement new control measures. Sharit, however, points out how it is increas-
ingly difficult it is to minimize risks further when reporting incidents is voluntary. This
leads to underestimates of the number of incidents and eliminates the opportunity to
improve upon near misses where no serious accident has yet occurred, simply because
the management is unaware of the issues.

Human Aspects of Risk Management
Reason notes that decision aids can be designed tominimize failures at the plan formation
stage.Whereasmemory aids can improve performance at the storage and execution stage
of a task. For additional insight, Reason also refers to Norman’s article (1986) related
to cognitive processes and information processing. On the topic of risk management,
Reason (1990) refers to Fischhoff’s outline of simple behavioral principles in complex
systemdesign. The presentation by Fischhoffwas referred to byReason and briefly noted
in a book edited by Rasmussen and Batstone in 1989 based on presentations at theWorld
Bank (Fischhoff 1986; Rasmussen and Batstone 1989). Additionally, Reason refers
to Fischhoff (1986) on decision making in complex environments that was originally
presented as part of an edited book by Hollnagel, Mancini, and Woods (Fischhoff 1986)
on intelligent decision support in process environments.

Regulation
In a proactive safety initiative, one would consider human capabilities and limitations
as well as design first for reducing potential hazard. However, as a last resort regula-
tion and, in some cases, litigation is effective at bringing about design modifications that
reduce the potential hazards. Lehto and Cook (2012) and Sharit (2012) refer to examples
where regulation helped to reduce potential hazard and risk. In similar mindsets, Kuai
and Yin (2017), Gasparotti et al. (2008), and Chauvin et al. (2013) explain how increases
in the number and comprehensiveness of regulations from international and government
organizations will help to reduce accidents and pollution emissions. Furthermore, Het-
herington et al. (2006) states that among the most common human factors is the failure
to comply with regulations, resulting in error. In contrast, Reason (1990) highlights an
example where not following the regulation reduced hazard and risk. Ultimately, one
may consider that where human factors and design have not already been effective at
minimizing hazard and risk, regulation may be needed (see Table 6).

Accident Causation
Among many potential causes, Lehto and Cook (2012) explain that unsafe acts and
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Table 6. In reappraisal following review, it is recommended that the following be considered for
effective hazard mitigation and human error reduction in the context of pollution.

Steps Human error reduction Strategy

1 Consider capabilities and limitations of
people in the context of technical aspects

Fit the task to the human- based on human
factors-related theory

2 Design out potential hazards Proactive safety design – engineering and
quality improvement

3 Regulate Administrative and legislative

unsafe conditions cause most accidents. To support, Hetherington (2006) notes that
reducing the number of technology failures helps to expose human error’s effect on
accident causation. Furthermore, Chauvin (2013) references Reason’s “Swiss cheese”
model on accident causation.

5 Conclusions and Future Work

This systematic review shows an increasing number of research contributions to hazard
mitigation incorporating human error and pollution. The co-citation analysis and content
analysis show that human factors theories are contributing to pollution-related research
for the purposes of minimizing the potential for human error and adverse events. A
summary of leading authors, leading countries, and leading publications show a diverse
set of contributions, and some of the most relevant articles were found from authors
that were not listed among leading authors and were not from leading countries. Articles
with the highest relevance did not necessarily originate from leading countries or leading
authors. The future looks bright internationally in this area for new projects applying
human factors theories in mitigation of human error that could lead to pollution or
adverse environmental events.

Additional examples of funded proposals can be found at the National Science Foun-
dation website (www.nsf.gov) using search terms “human error” and “environment”. A
proposal awarded to Behzad Esmaili at George Mason University is titled “Measuring
Attention, Working Memory and Visual Perception to Reduce Risk of Injuries in the
Construction Industry”. The proposal emphasized the idea that human error, including
poor decisions or unsafe actions, are amain causal factor in up to 80% ofworkplace acci-
dents across awide variety of industries. The research recognizes our limited capacity for
information processing as a major source of error and suggests that better understanding
of cognitive processes will yield more effective methods for predicting and reducing the
poor decisions that put workers and their environment at risk. A series of eye-tracking
experiments is intended to provide an error-detection framework.

The proposal awarded in 2018 has led to a presentation at the Construction Research
Congress related to a study of the association of risk perception and risk-taking behav-
iors (Dao and Hasanzadeh 2018). A similar award was given as a continuing grant to
Michael Dodd and Leen-Kiat Soh at University of Nebraska-Lincoln. The project, also
emphasizing eye movements and eye-tracking methodologies is a proactive approach to

http://www.nsf.gov
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occupational safety and health that has the potential for reducing occupational accidents
and preventing injuries or adverse health-related events.

One additional project proposes tomeasure, predict and improve safety be improving
hazards signal detection with augmented virtual environments. The award to Matthew
Hallowell and Leaf Van Boven at University of Colorado at Boulder also considers
human error in construction. They suggest that skill deficiency could lead to difficulties
at recognizing important hazard-related signals. The augmented reality technology, if
successful at providing improved hazard signal recognition could lead to reduced human
error applicable across various industries. Two recent publications produced as a result of
this research emphasized emotional states and their impact on hazard identification skills
and situation awareness (Bhandari et al. 2016; Bhandari et al. 2018). The article related
to situation awareness emphasizes empirical relationships among hazard recognition,
skill, risk perception and risk tolerance.

Projects emphasizing smart services can provide awareness and integration of sys-
tems design issues for considering capabilities and limitations of people in the context
of human-automation interaction. ‘Smart’ approaches propose to take sensor data and
engineering knowledge to transfer the data into useful services and interventions. One
recent proposal “Smart Geoengineering Systems”was recognized among top 100 (Duffy
et al. 2019). The proposal, listed alphabetically among top 100, considers whether mod-
ern geoengineering methods can be supplemented by systems and smart approaches
to provide relief as humanitarian intervention for impact on an increasing number and
severity of catastrophic events.
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Abstract. Cybersecurity is an evolving field in the area of human-computer inter-
actions (HCI), but human factors is a relevant area to consider when approaching
cybersecurity. This report illustrates the findings of a systematic literature review
of current publications on the emerging trends of human factors in cybersecurity.
Analyses of content and bibliometrics were accomplished by using tools such as
VOS Viewer, MAXQDA, Harzing, and AuthorMapper to establish the findings
of emerging trends in the field. This report includes a step-by-step procedure for
conducting the content analyses in each tool. The areas of human factors and
cybersecurity are examined based on the data of the content analyses. A key find-
ing is that human factors theory emerged from content analysis, and can be a basis
for future research.

Keywords: Cybersecurity · Human factors · Bibliometric analysis

1 Introduction and Background

1.1 Cybersecurity and Human Factors

Cybersecurity is a field for protecting computers, all internet-capable systems, networks,
servers, cloud data, and physical data from malicious software (malware) or cyber-
attacks. The other field is Human Factors, which was concisely explained by The Human
Factors and Ergonomics Society. The way they put it was, “Ergonomics and human fac-
tors use knowledge of human abilities and limitations to design systems, organizations,
jobs, machines, tools, and consumer products for safe, efficient, and comfortable human
use”.

Cybersecurity began with the advent of internet development when users discov-
ered flaws in system design. Cybersecurity was not being implemented until users with
malicious intent began to take advantage of systems, due to a lack of protection against
its usage for unintended purposes. In essence, the first notable case of a user exploiting
system vulnerabilities and halt all internet processes with a worm.

The worm effectively incapacitated the functionality of the internet in 1988. The
worm was created by Robert T. Morris, a Cornell student at the time. He created the

© Springer Nature Switzerland AG 2020
V. G. Duffy (Ed.): HCII 2020, LNCS 12199, pp. 242–253, 2020.
https://doi.org/10.1007/978-3-030-49907-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49907-5_17&domain=pdf
https://doi.org/10.1007/978-3-030-49907-5_17


Data Mining Methodology in Support of a Systematic Review of Human Aspects 243

worm todemonstrate the lackof security on computer networks. In turn, hewas dismissed
fromCornell and sentenced to three years of probation and was fined USD 10,050 (US. v
R.T.Morris). Later on, he becameaprofessor atMITandwas tenured in 2006 (MIT2006).
He was elected into the National Academy of Engineering in 2019 (NAE 2019). His
work sparked an outbreak of worms and viruses, shortly after he had become notorious.
These occurrences became the driving motivation for antivirus protection.

The heart of the issue was Human Factors because the companies did not consider
all of the human processes of their systems. Their oversight caused human error and
ill-intent to damage systems and other users. Human factors has been an emerging area
in design since World War II-era because technological advances caused aircrafts to
become more challenging to operate than the experienced pilots could manage. The
military prompted engineers to design a more human-friendly system, which resulted
in a lower fatality rate in combat, due to the improvement in design, based on human
limitation.

1.2 Overview of Plan for Bibliometric Analysis and Systematic Review

A trend graph of papers involving both Human Factors and Cybersecurity was created
with data Google Scholar.Metadata was retrieved fromGoogle Scholar in Harzing. Then
metadata was imported from the leading articles into VOS Viewer. Cluster analysis was
completed using leading terms from each cluster. A co-citation analysis to find core
articles was created with the reference data from the Web of Science in VOS Viewer.
Content analysis was conducted on the core articles, based on the co-citation analysis.
Leading articles from Google Scholar, ResearchGate, and Springerlink were used for a
word cloud and lexical search in MAXQDA.

2 Purpose of Study

The objective of this study is to conduct a systematic literature review of papers on the
topic of Human Factors in Cybersecurity. The review sought to summarize key aspects
of new research in this emerging area and identify human factors that are forming the
basis for further research on the topic of cybersecurity.

3 Research Methodology

3.1 Data Collection

To collect the data for the analyses, a keyword searchwas conducted in the two databases:
Web of Science, and Google Scholar. There tends to be a higher volume of articles
and papers in Google Scholar. The data from Web of Science includes title, abstract,
authors, keywords, cited references, and source, although it has fewer articles and papers
to analyze. Co-citation analyses require the reference data, which can only be extracted
with computer assistance in the Web of Science database. The software, “Harzing’s
Publish or Perish” can extract bibliometric data from several databases, but is limited to
1000 articles from a search, and includes only the title, keywords, author, and source.
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Because the search encompasses a vast summation of articles, it is the best method for
collecting the essential keywords of the article sample. Google Scholar was used for
the Harzing data extraction. The search terms that were used in the Web of Science and
Harzing were, “cybersecurity AND “human factors” ” and the search yielded 48 articles
in the Web of Science, and was restricted to 1000 articles in Harzing (Harzing’s Publish
or Perish, n.d.). AuthorMapper has the Springer database of articles for the search terms.

3.2 Trend Analysis

The trend analysis is based on the results of the Web of Science data collection. Web of
Science is equipped with a few tools for the analysis within the database, so those tools
were used to analyze the trend data. All years were represented up to February 2020,
and it shows the upward momentum of production in the literature on the topic.

Figure 1 shows the trend for articles involving both cybersecurity and human factors.
The first listed publication was in 2014 in the Web of Science, and it shows a steady
growth in the literature pool within the database from 2014 to 2020. The number of
publications in the first two months of the year suggests that this year will have more
publications than in 2019. It is especially important to consider the last 4 years when
the number of publications per year stayed at a constant value, indicates that the field
will grow from the plateau, or researchers will lose interest in the topic. The data from
AuthorMapper gives a clearer picture (Fig. 2) AuthorMapper.

Fig. 1. Trend analysis of articles on cybersecurity and human factors (Web of Science, n.d.) The
highest count on Y-axis is 11. X-axis starts with 2020 on the left and continues down to 2014.

It is clear, based on the trend analysis, that human factors in cybersecurity is a growing
topic of research. The figure from AuthorMapper is very reassuring for the conclusion
that the research is in an emerging area, especially after analyzing the graphs and seeing
a jump in the volume of publications from 2018 to 2019, which was not represented in
the Web of Science diagram.
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Fig. 2. Trend analysis of articles on cybersecurity and human factors (AuthorMapper, n.d.)

4 Results

4.1 Content Analysis Based on Leading Terms

The bibliometric data fromHarzing, which included terms from titles and keywords, was
used in VOS Viewer for cluster analysis on the most frequently used and related terms.
The process included creating a map based on text data from the Harzing extraction, and
setting the parameters for the terms to be selected. The parameterwas to have greater than
or equal to ten occurrences out of the 2121 terms. From 980 articles in Google Scholar
ranging from 2002–2020, 18 terms met the parameters, and all terms were included in
the cluster analysis. The clusters are colored based on the average year of occurrence,
with the color spectrum key at the bottom right. See Fig. 3.

Table 1 shows the rate of occurrences from the 980 articles from the 19 years.
Logically, the top two results are the terms that were searched for initially. Nevertheless,
the term that was surprising to find on the list, with the seventh-highest occurrences, was
AHFE (Applied Human Factors and Ergonomics). International conference was also on
the list, which indicates that the greatest quantity publications on the topic were from the
AHFE International Conference. The list of sources from AuthorMapper also supported
this assessment with 131 publications in the conference book.

To understandmore about AHFE as a leading term in the GoogleScholar search from
Harzing, Springer’s AuthorMapper is reviewed in more detail under the search term
“human factors” AND cybersecurity. AuthorMapper shows that “Advances in Human
Factors in Cybersecurity” (from AHFE Conference) is the leading publication in terms
of number of articles included as of early 2019. As ‘leading publication,’ it contains
131 out of 1002 listed articles. It is 1st among 543 publications listed. The following
tables show leading authors, years of publication, keywords showing emerging themes
emphasized by authors and institutions as well as a count of articles contained in the
database on this search topic see Table 2.
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Fig. 3. This figure shows leading terms from cluster analysis in VOS Viewer (Visualization of
Similarities). The map is based on metadata captured in Harzing from a search of “human factors”
AND “cybersecurity” capturing 980 articles listed within Google Scholar from 2002–2020.

Table 1. Table of leading terms 2002–2020

Term Occurrences Relevance

Cybersecurity 236 0.73

Human factor 125 0.09

Advance 56 0.20

Security 44 1.04

Analysis 44 0.94

Design 33 0.05

Ahfe 32 0.33

Proceeding 30 0.33

International conference 29 0.31

Impact 22 1.75

Cyber security 20 1.47

Application 20 1.18

Challenge 19 1.79

Role 19 1.33

Case study 18 1.68

Education 17 0.07

Human 16 1.00

Cybersecurity education 15 3.72
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Using the Harzing data from Google Scholar, another cluster map was created for
Fig. 4 by the same process as Fig. 3, although with the data from 1000 articles uses the
timeframe of 2015–2020. It had several new terms in the map; however the most notable
was security. On the other hand, the size and relevance of the AHFE point increased,
which indicates that the conference is still emphasizing the importance of research on
this emerging area see Table 3.

4.2 Co-citation Analysis

The co-citation analysis is the frequency in which two documents appear together in the
reference section of another article (Fahimnia et al. 2015). The articles in the co-citation
analysis were taken from two sets of data in the Web of Science database. In the criteria
of the search, the parameters were set to only acknowledge articles with three or more
co-cited references. The first set of data from 2012–2020 yielded 15 results. The second

Table 2. The table shows leading authors among 2256 listed authors in the AuthorMapper
database. Leading keywords show emerging themes emphasized by these leading authors.

Author Years Leading keywords Count

Linkov, Igor 2013–2019 Resilience, Risk, Security, Counterfeiting,
Cybernetworks

8

Gonzalez, Cleotilde 2013–2020 Deception, Honeypots, Attack, Behavioral
cybersecurity

6

Still, Jeremiah D. 2016–2020 Authentication (graphical and alphanumeric),
Cybersecurity, Distorted images

6

Dutt, Varun 2016–2020 Deception, Honeypots, Attack, Behavioral
cybersecurity

5

Helkala, Kirsi 2016–2019 Performance, Cognitive ability, Human factors,
Socio-technical system

5

Table 3. A table of leading institutions fromAuthorMapper shows three countries are represented.
Count information is included. Leading keywords show institutional emphasis.

Institution Country Leading keywords Count

University of Oxford U.K. Artificial intelligence, Human factors,
Privacy, Security, Smart cities

15

Carnegie Mellon University USA Deception, Honeypots, Attack, Behavioral
cybersecurity, Calibration

14

University of Maryland USA Password authentication, Personal data
availability, Secondary authentication, User
behavior, Anticipatory ethics

11

Old Dominion University USA Authentication, Cybersecurity, Graphical
authentication, Agent-based modeling and
simulation

10

Norwegian University of Science & Technology Norway Cyber, Cyber security, Human factors, IoT,
Security

8
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Fig. 4. This figure shows leading terms from cluster analysis in VOSViewer. Themap is based on
metadata captured in Harzing from a search of “human factors” AND “cybersecurity” capturing
1000 articles listed within Google Scholar from 2015–2020.

Fig. 5. Co-citation analysis of 48 WoS articles from 2012–2020 and 44 WoS articles from 2015–
2020 in VOS Viewer

set of data also yielded 15 results and created an identical cluster map of the co-citation
analysis. See Fig. 5 see Table 4.

Dutt is in this co-citation analysis and the table of leading authors in the cybersecurity
and human factors field. Rassmussen, Vicente, Flach, and Burns have a foundation in
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Table 4. The author, title, publication information, and years from the cluster analysis in Fig. 5.

Authors Title and Publication Info Year

Brady, A., N. Naikar, and A. Treadwell “Organisational storytelling with work domain
analysis: Case study of air power doctrine and
strategy narrative.” InMODSIM

2013

Burns, C. M. and Hajdukiewicz JR Ecological Interface Design, CRC Press 2004, 2017

Vicente, Kim J. Cognitive work analysis: Toward safe, productive,
and healthy computer-based work. CRC Press

1999

Rasmussen, Jens, Annelise Mark Pejtersen, and Len
P. Goodstein

Cognitive systems engineering. Wiley 1994

Conti, Greg Security data visualization: graphical techniques for
network analysis. No Starch Press

2007

Bennett, Kevin B., and John M. Flach Display and interface design: Subtle science, exact
art. CRC Press

2011

Dutt, Varun, Young-Suk Ahn, and Cleotilde
Gonzalez

“Cyber situation awareness: modeling detection of
cyber attacks with instance-based learning theory.”
Human Factors 55, no. 3, 605–618

2013

Pattinson, Malcolm, Cate Jerram, Kathryn Parsons,
Agata McCormac, and Marcus Butavicius

“Why do some people manage phishing emails
better than others?”. Information Management &
Computer Security 20, no. 1: 18–28

2012

Human Factors and Ergonomics. This is further support that authors in the cybersecurity
field are impacted by the literature of human factors.

4.3 Content Analysis from MAXQDA

A set of core articles was collected from the extensive collection that was used for
bibliometric analysis. They were selected from ResearchGate, Springerlink, IHF Cyber
(an Integrated Human Factors Cybersecurity company), and Google Scholar. The co-
citation analysis and additional reading lead to the selection of the core articles.

Word Cloud. Articles were imported into MAXQDA to generate a word cloud. The
top terms were a combination of human factors terms and cybersecurity terms. The term
in the map that stood out in the diagram was “Wickens”. Wickens is one of the authors
in theHandbook of Human Factors and Ergonomics. (Salvendy 1990). His name (word)
in the cloud was relatively large, due to the number of times that it appeared within the
core articles. See Fig. 6.

Extended Lexical Search. The MAXQDA software is also capable of other literature
analyses, such as an extended literature search. In this section of the content analysis,
select terms are outlined from among common themes of leading authors or leading
terms in the word cloud from maxQDA, the VOS Viewer analysis highlighting leading
items within the clusters, and the co-citation analysis within VOS Viewer. Two main
categories for the selected terms are “cybersecurity” and “human factors” see Table 5.

Ecological Interface Design: The article (book) in the co-citation analysis by Burns,
“Ecological interface design”, prompted an extended literature (lexical) search. The
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Fig. 6. The Word Cloud for key terms in the core articles (#2–4, 8, 9 13, 15, 22 in the reference
section) within the MAXQDA software (project) from the 150 leading terms

Table 5. This table summarizes the terms shown in more detail as part of the content analysis.

Human factors Cybersecurity

Ecological interface design Honeypots

Information processing Risk

Systems design Privacy

interface design yielded links back to the Handbook of Human Factors and Ergonomics
(Salvendy, 1990; 2012) and. This connection to the co-citation analysis supports the
claim that Human Factors is central to research in human factors with cybersecurity.

Information Processing: Informationprocessing appears in the reference section several
times in Moallem’s HCI and Cybersecurity Handbook (Moallem 2019). It also appeared
in the Handbook of Human Factors and Ergonomics (Wickens and Carswell 2012).
That section emphasizes capabilities and limitations of people and summarizes how
information is selected (attention), processed (perceived) and comprehended (memory
aspects).

Systems Design: Systems design is an integral part of the industrial engineering process.
When creating a system to protect against a vast array of attacking capabilities, the
designer needs to consult knowledgeable sources on systems design. Systems designwas
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found in theHandbook of Human Factors and Ergonomics (Salvendy 1990) in chapter 2
(Czaja and Nair 2012). Emphasis is given to the human factors aspects concerned with
interaction of humans with other elements of the system. Beyond the physical aspects,
the behavioral aspects are of greater interest in cybersecurity.

Risk: Risk is selected among areas of emphasis of leading author, Igor Linkov, also
shown in the table of leading authors from AuthorMapper. Risk relevant to the design
process of all cybersecurity technologies. One related article emphasizes comparative
risk assessment, recent developments and applications (Linkov et el. 2006).Ahuman fac-
torsmodel that directly relates to the risk assessment is emphasized in Reason’s research.
James Reason’s Swiss Cheese model models a defense against failure with a statistical
calculation for the probability of failure, based on the layers of defense with assump-
tions that one layermay be breachedwhile the nextmay not (Reason 2006). Redundancy,
resilience and human reliability arise as terminologies for further consideration of risk
and risk analysis.

Honeypots: This term honeypot is useful as an example that shows how human factors
theory can be used in support of cybersecurity. A honeypot is a cybersecurity item that
deceives a cyber-attacker into targeting it. When the honeypot is targeted for the attack,
it is assumed to have highly sought data and whatnot. Then the attacker is quarantined
and loses access to the system. It uses human limitations and desires to tempt the attacker
to fall into the trap. The term honeypot is selected among areas of emphasis of leading
author Varun Dutt, shown in the table of leading authors from AuthorMapper. The work
of Dutt is also referred to among leading articles in the co-citation analysis. That article
from the co-citation analysis was published in the Human factors journal (Dutt et al.
2013).

Privacy: Privacy is a leading term in the word cloud and is sometimes considered
together with security and trust. Some researchers have emphasized privacy compli-
ance as well as privacy-preserving and privacy-increasing technologies (Moallem 2019).
Cybersecurity and protection of privacy, many times, are considered together. The idea
of proactive security measures for prevention is preferred to the consequences of loss
of reputation and the administrative requirements to notify after a breach of security or
privacy.

5 Conclusions and Future Work

Cybersecurity is a rapidly changing field, which involves solving high tech problems
with logical defenses. Human factors is steadily gaining recognition in research for
cybersecurity systems. Due to the results of the co-citation analysis, it is clear that many
of the leading authors recognize the importance of human factors in systems design. The
trend analysis shows the increasing awareness and number of publications on the topic,
which will help cybersecurity continue to grow and flourish.

Examples of recent funded work from the National Science Foundation in the USA
highlight aspects of human-automation interaction and consider practical applications
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of privacy and security. The proposal awarded to Patricia Delucia and James Yang of
Texas Tech in 2016 is titled Translational Research in Psychological Sciences. The
work emphasizes research experience for undergraduates and expects both scientific
and societal benefits including applications in cyber-security. Their proposal is intended
to support training for a growing demand for human factors professionals.

The research award of DeLucia and Yang is intended to advance research with impli-
cations for behavior intended to reduce traffic crashes, improve patient safety and inform
human-robot interaction in the context of social robots. One article that was produced
as a result of the research so far addresses robots that take on human characteristics.
Research related to anthropomorphism may be of interest to the reader as part of future
work related to cybersecurity and human factors.Anthropomorphism is the term for com-
puting and/or automation that takes on human characteristics. The publication related to
the theoretical and practical implications for anthropomorphism research was published
in an ACM/IEEE conference on human-robot interaction in 2018 (Jones 2018). Addi-
tional information about related projects can be found at NSF.gov using the keywords
“cyber security” and “human factors” in search.
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Abstract. Acceptance of and trust in automation and digitalization refer to the
design of technology that is based not only on human factors and ergonomics but
also on the human information processing and ethical evaluation of the human
being. Highest demands should be placed on a human-centered design approach
and in an ongoing evaluation of the violation of basic human rights as privacy
rights and non-discrimination in order to maintain trust and control in the socio-
technical system. Two theoretical models and their shortcomings will be presented
(1) trust in technology and (2) acceptance of technology. A basic overview on
human factors will be given, security and ethical problems named. It is concluded
that trust in and acceptance of digitalization and automation can only be ensured
if the risks of the complex technologies are appropriately addressed, and the users
are informed and trained in their use. The companies are required to answer the
questions summarized in a heuristic summary at the end of the contribution.

Keywords: Technique acceptance · Trust in technology · Accountability ·
Human factors · Ethics

1 New Challenges of Digitalization and Automation

Automation and digitalization are concepts, which cannot be separated and are essential
for high added value and efficiency (Soule et al. 2016). A broad range of examples is
available. Companies use automated systems to roughly classify documents and infor-
mation they receive from customers. Digitalization, based on ‘Artificial Intelligence’, is
used to monitor and evaluate employee behavior and to initiate actions, such as prolong-
ing and termination contracts. In health care digitalization helps to classify diseases;
in aviation digital procedures control flight path, altitude and speed. Semi-autonomous
vehicles are on the road, and in production, engineering disciplines are working on the
implementation of industry 4.0. Surveillance technologies are installed in public places,
classifying behavior and informing police or security services.

With the advent of automated facial recognition, there is nowagreat deal of resistance
among the population, as they do not want to accept an omniscient technology in public
space. And even though total surveillance is rejected in public, people use technolo-
gies from private providers that are comparably attentive. Technologies as WhatsApp®,
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Alexa® or Google® were established in very short time, although it is known they may
not fulfil important aspects of data security legally required in several countries and are
only partly trustworthy. Research machines e.g. are accused to be biased and to violate
human rights. But all these technologies are convenient and thus accepted.

Because the processes of digitalization based on machine learning are progressing,
people in general miss an understanding of how software and machines select, classify
and model information they use, and how this is used for decision making. Artificial
Intelligence (AI) uses different approaches, for example supervised and non-supervised
types of classification. Sometimes the information is aggregated in different layers and
formpattern in away, that even experts are not able to follow the decisions. Deep learning
causes concerns, whether the human will control machines or whether the human will
be controlled (Anderson et al. 2018).

In contrast to high-reliability organizations such as aviation or nuclear industry in
general are, the users of themany emerging digitalized systems of every day technologies
will not be trained systematically and repeatedly for the systems they use. This can
be easily demonstrated when lending a car from a car rental company. Implemented
assistance systems are usually not explained, and sometimes the cockpit and the features
are very unique and not self-descriptive. The same is true for several other digital devices
implemented in production. Decision makers, who implement digital systems, may not
have the knowledge that over- or undercompliance to technologies can be risky, or that
there may be some unintended consequences, when users are losing essential decision
skills in interaction with technology.

Quite often, there is a lack of awareness or even ignorance about the inherent ethical
problems of technology like discrimination or privacy issues. The large amount of data
processed in the context of digitization and automation can be misused andmanipulated.
This was experienced in the Cambridge Analytica Scandal. In other cases, automation
enables or limits the scope of human decision making and action, and create a loss of
control and safety. How fatal this may be, could be observed in the recent scandal of Boe-
ing. A lack of transparency of the technology in combination with unethical behaviour
of the management was present in both cases. So, questions arise: How tomake transpar-
ent technologies model decisions and actions? How can erroneous decision models of
technologies be recognized and corrected? How can the users of the technologies gain a
valid understanding of the opportunities and risks of the used technologies, so that trust
and acceptance of that technology are justified?

The introduction of new technologies, especially ofAI in companies and in the public
should include risk assessments to avoid unintended consequences and deviations. A
short checklist for an evaluation of technology related to the basic concepts of trust
and acceptance in technology will be developed, including aspects from human factors
research on automation and from ethical guidelines, which have been developed due to
newpossibilities and hazards potentially caused byAI. Themain goal of this contribution
is to raise awareness to potential risks by digitalization.
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2 Acceptance of and Trust in Technology

2.1 Technology Acceptance

TechnologyAcceptance can be described as acceptance ranging fromactive opposition to
consent and commitment to technology. Model from other research describe acceptance
as a process based on specified conditions. Venkatesh et al. (2003) introduced theUnified
Theory of Acceptance and Use of Technology UTAUT as a process model characterized
by several facets: Influencing factors of an intended use and a subsequent actual usage
of a technology are

• performance expectancy which is described as expected benefit,
• effort expectancy which means the simplicity or ease of use,
• social influences, meaning how relevant others or peers are in evaluating a system,
• and facilitating condition, which include contextual aids and support to use the
technology.

Part of theUTAUTmodel are also characteristics of the individual such as experience
and voluntary use, which may be an important contributor to acceptance. UTAUT and
some othermodels such as TAM (Davis et al. 1989) are often used to assess technologies,
which are used in E-Commerce or in the workplace, by questioning users with a survey.
An enhanced model (UTAUT II by Venkatesh et al. 2012) includes also factors such as
hedonic motivation, which can be related to user experience, closely related to usability.
But user experience goes beyond usability and emphasizes aesthetic and emotional
qualities as well as the fun of using specific technology (Thielsch and Moshagen 2010).
The intention to use a technology maybe given because many others are using it, or it
may happen because of the joy of use or because the personal benefit of use exceeds
possible disadvantages.

2.2 Trust in Technology

Many people do not understand the functionality of their digital agents and tools. Nev-
ertheless, users rely on them in order to reach their intended goals. A typical example
of trust is the use of a navigation device, which can be used to reach a destination. Trust
in technology is defined as “the attitude that an agent will help achieve an individual’s
goals in a situation characterized by uncertainty and vulnerability” (Lee and See 2004,
p. 54). Trust is an acceptance of vulnerability in relying on a subject (human) or an object
(technology) in a situation which is not fully controlled. Hoff and Bashir (2014) use the
definition of Lee and See, introducing a comprehensive model of ‘trust in automation’,
based on research results in human-machine-interaction (see below).

During interactions with a specific technical system, initially, users usually rely on
that system without specific knowledge, but after continuous interaction they develop a
mental model of that system. This means, there is an initial trust in technology before
the initial interaction, and ongoing development of trust is based on experiences with
that technical system. Although some factors of trust in technology are based partly on
the person himself, e.g. age, gender and experience with digitalization or automatization
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in general, trust is mainly a quality, which is depending on features and performance of
the technical system and on the situation, in which the system is used (situational trust):

Design features describe aspects as appearance, ease of use, transparency and feed-
back on the input. Control results from the possibility of intervening in the system and
take over the functions. These characteristics are essential and quite similar to crite-
ria of usability (ISO 9241-11: 2018). One additional feature is described as ‘politeness
in communication’, and means i.e.: How are users guided to take the next step in the
system? Another additional feature is related to appearance and includes for example
anthropomorphism. Trust may be generated, because in the system uses the voice of a
man instead of a woman.

System performance includes factors like system reliability, validity and the per-
ceived usefulness. Operational safety is based on the accuracy of error messages: timing,
difficulty and types of error. The predictability of a system enhances trust. In addition,
dependability is related to trust.

The development of trust depends on the extent to which users are able to understand
the performance of the technical system and how it is varying in different situations. A
lack of understanding leads to deviations from appropriate interactionswith the technical
system (Hoff and Bashir 2014).

2.3 Comparison of the Concepts

Technology acceptance can be distinguished from trust in technology. It may well be
that someone trusts certain technologies, e.g. in the reliability of a company’s device.
But since the company’s product is not needed or alternatives are available that are more
convenient and familiar, the technology is not used. For example, order vendingmachines
in cinemas, although designed to be convenient, are still rather unpopular in comparison
to human-operated checkouts. Other technologies such as WhatsApp®, instead, have
become established over very short time, although it is known that WhatsApp® the
protection of data is not sufficiently guaranteed, and thus is not trustworthy.

Common to both models is the reference to ‘ease of use’, which can be easily related
to the dimensions of usability (ISO 9241-11: 2018), a concept which is well known
and established in the context of work design and human computer interaction. But in
contrast to usability, trust is based on ergonomics and human factors, i.e. an extensive
research in human-machine-interaction. This is including the understanding of human
information processing and related safety and security issues explained below.

Both concepts, ‘trust’ and ‘acceptance’, include affective (e.g. appearance or hedonic
motivation) and cognitive evaluations (e.g. assessment of reliability or benefits). But
only the model of trust is based on typical and sometimes contra-intuitive experiences
of complex technologies in high-reliability organizations. These organizations have a
long history of automation and digitization and normally know how to avoid technical
failures (for an overview of human factors and automation see Lee and Seppelt 2012).

Both concepts are useful and valuable in research, but they are not sufficient for
an evaluation of further development of digitalization, which should also ensure data
security and avoid severe judgement biases concerning human rights. In order tomaintain
trust and control in socio-technical systems, especially if they include AI, new demands
must be placed in the evaluation of technology.
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3 Dealing with Artificial Intelligence

3.1 Known Safety Risks of Automation

In automation, the human being is often regarded as ‘human error’. Therefore, the human
is quite often treated as a residual in socio-technical systems. AI is a powerful tool to put
the human ‘out of the loop’. If, however, the human being is not adequately addressed
in the socio-technical system, there is a risk of loss of competence and other ‘ironies in
automation’ (Brainbridge 1983; Endsley 2017; Lee and Seppelt 2012; Lüdtke 2015).

Errors generated by automation are well-known to many users of navigation devices.
Sometimes the updates are too late on a device or the GPS signal is lost, so that new
one-way streets or street tours are displayed incorrectly. On the highways, sometimes
navigation systems indicate a necessary lane change too late, which then leads to some
risky driving maneuvers.

Too little confidence in automation can occur if, for example, the navigation system
frequently reports a traffic jamwhen there is no traffic jam. This can happen, if the sensors
are too sensitive for detecting possible critical states of the traffic. This situation leads to
many so called ‘false alarms’ without an actual error or critical condition being present.
Repeated experience with false alarms quickly leads users to ignore some or all of the
given alarms (Lee and Seppelt 2012). If a navigation system suggests alternative routes
too often, even if traffic jams would disappear quickly, the drivers loose confidence in
the reliability of the device. Automation or software often suggests changes in a route
without sufficient information. Then, it is not understandable which consequences a
proposed route change involves. This may also affect the trust and acceptance of the
users.

Overcompliance in automation has a different effect. There are countless examples in
which users have been completely misled by the navigation systems. (Search term on the
Internet: Blind trust navigation). Digitalization may lead to a loss of competences (Lee
and Seppelt 2012): Young adults have lost the skills how to read maps due to navigation
systems available everywhere. Loss of skills due to automation and digitization, often
smiled at and used as material for anecdotes, can lead to serious quality and safety
problems in the context of production or health care services.

Technology changes behavior, as seen in risk compensation. When a socio-technical
system is perceived as very safe, people tend to behave riskier (Lee and Seppelt 2012;
Wilde 1988). For example, when the trust in good brakes and technical safety systems
such as ABS and EPS is high, this tends to make drivers show riskier behavior.

Lüdtke (2015) sums up:

• The consideration of the human being as the ‘essential source of error’ leads to the fact
that engineering disciplines try to remove it to a large extent from the socio-technical
system. Since, however, the developer of a machine or a software is a human being
himself, there is a great risk that errors in the design process may arise. Failures in
design, e.g. a lack of usability will then lead to incorrect operations.

• Activities that cannot be automated easily and cost-effectively are still taken over by
people. These activities are, among other things, the more demanding and complex
tasks that remain with humans, e.g. visual control activities.
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• It is common to replace people with automated systems, but in an emergency case,
responsibility is given back to them. Humans then are required to correct errors and
take control, although most of the time, the user has been taken ‘out of the loop’.

Onnasch et al. (2014) are speaking of a ‘lumber jack effect’ and demonstrate in their
metanalysis: the higher the level of automation, themore dangerous are the consequences
of a failure of the technology. A vivid example of a near catastrophe in this respect is
the capsizing of the Viking Sky cruise ship, reported by Eliot (2019).

Clear and intuitively designed displays are required to allow operators or users of the
system to react quickly and appropriately in the event of a system break-down. Another
important conclusion of the work of Onnasch et al. (2014) is the necessary separation
of information gathering and decision making. If people are deprived of the decision for
an action, they lose quite fast the ability to control a system and the upcoming situation:
“the distinction between situation and action support is critically important” (p. 485).
And Lüdtke (2015, p. 127) points out: It is forgotten, that “the most reliable automation
systems require the greatest amount of training” (translated by the author).

3.2 Mental Work Load

Today there are already many fully automated systems that only need to be monitored by
humans; e.g. automated passport controls in air traffic or plantmonitoring in the chemical
industry. The operator can keep an eye on ‘the big picture’ via cameras, display panels
and control consoles. Here, constant attention can lead to a ‘drop in alertness’, reduced
vigilance and a monotonous experience. The human is not equipped for surveillance of
environments, which give similar signals in high repetition or have slow changes (Landry
2009)

Technical systems often require an exact sequence of steps, and if incorrect inputs
result, the user will not reach his destination. This creates ‘stress’ for customers and
employees. However, while customers can usually choose a supplierwith better designed
systems, the work environment often does not provide choices for employees. Active
action diminishes. The creative parts of the work are increasingly lost and people see
themselves as externally controlled under technical system.

Mental hazards, i.e. negative effects on health of those affected, arise, for example,
from too much or too little demands at work (Landry 2009). On the one hand, too few
demanding activities are accompanied by feelings of monotony and reduced reaction
times. On the other hand, too much information stresses due to digital systems and
corresponds with fatigue. A typical problem is alarm fatigue, often described in health
care systems (Wilken et al. 2017) or poor alarm management causing alarm floods in
control centers and production (Laumonier et al. 2017).

Long- term high time pressure, frequent disturbances and interruptions at work,
feelings of monotonous activities or a lack of recreational opportunities can impair
health. In order to ensure the safety, health andwell-being of employees at theworkplace,
technical systems must be adapted to the physical and mental abilities of humans.
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3.3 Risks of IT Security

Industry 4.0 is characterized by interaction with many partners. Digital business and
production processes can only work on the basis of trust in data security and data pro-
tection (BMWi 2016). The recent case of thousands of Alexa® voice files having fallen
in wrong hands revealed some of the problems. Companies thus have to ensure:

• Confidentiality of data (protection against disclosure of data)
• Data integrity: completeness and immutability of data
• Availability of data at the required time

Security measures prevent a company from being harmed by third parties, be it
through industrial espionage. sabotage or data theft of employees within a company. In
addition, there are many risks that can arise simply through carelessness and error-prone
processes. Particularly in highly networked systems, there are many weak points that
have to be specifically assessed for risks. Examples from the news are hospitals, energy
suppliers, universities and many other organizations. Every year, 68% of companies
are targeted by data theft, industrial espionage and sabotage attacks. At total of EUR
43 billion damage in 2017 in Germany was announced by the IT industry association
Bitkom in 2018.

Two areas of IT or cyber securitymust be considered: Data protection (personal data)
and information security (production or service-related data). Customers rely on their
data being secure with the companies they buy from. Risks resulting from manipulation
of production-related data, e.g. failure of control systems have to be recognized (BMWi
2016). Since functional safety can be impaired, security and safety should be considered
together in the sense of risk management, also in order to consider possible conflicts of
interest between safety and security (Weber 2018).

In addition to technical measures, some non-technical precautions should be taken
that affect the rights of customers and employees for data protection. Knowledge of
encryption and pseudonymization of data or organizational precautions restricting access
to data must be available inside a company (BMWi 2016).

This is especially important, because most security threats are caused from the mem-
bers of the own company and their careless behavior as clicking on bad links. It should be
also mentioned, that the majority of companies that have been victims of espionage, sab-
otage or data theft have identified the perpetrators inside their group. Piko and Bertram
(2018) point out that many security problems are characterized by ethical and respon-
sibility deficiencies. A corporate climate that focuses on ‘making a profit at any price’
favors harmful behavior by employees. Risk factors for contraproductive work behav-
ior, damaging the organizations, is an ethical climate that promotes egoism within the
organization and a lack of care orientation for employees (Eigenstetter et al. 2007).

3.4 Ethical Risks

Some ethical problems are on the horizon for which comprehensive solutions are not yet
available. AI can make decisions that are not compatible with the principles of equality
treatment. Amazon® took an algorithm off the net in October, 2018 because it led to
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discrimination against women in personnel selection processes: The training material
was mainly based on men’s files, which is why the algorithm favored men.

A correction, when the error was discovered, did not lead to any significant improve-
ment (Reuters). When the airline ‘Air Berlin’ went bankrupt, ticket prices of the airline
‘Lufthansa’ rose: According to Lufthansa, the software made an autonomous decision
(Misselhorn 2018). The ‘error’ lies in the development of the software.

Another problem that can occur in the context of AI is the lack of supervisory control
by people. Human thinking is well capable of making linear predictions for the future
from the past. However, data and IT develop exponentially as processor performance
doubles every 12–24 months (Moore’s Law). Who can ultimately understand what is
happening inside the algorithms? If technology acts ‘autonomously’ based on deep
learning, many problems may not even be recognized by the developers, because the
problems can occur with a large time delay, so that a causal connection is not visible
(Misselhorn 2018).

In addition to the lack of attribution of responsibility and accountability due to the
lack of transparency of the technical system, the ‘problem of many hands’ already exists
in the development phase: Who—in development teams—is responsible for errors?
Misselhorn (2018, p. 129) also fears that moral concepts will be adapted to what is
feasible, i.e. ‘what can be programmed’.

4 Selected Ethical Guidelines for Artificial Intelligence

In the last three years many different organizations try to address the occurring legal
and ethical problems with AI Guidelines. The German Non-Governmental Organiza-
tion Algorithm Watch built up a Global Inventory of AI Ethics Guidelines and con-
cludes, that the many different guidelines focus on the “similar principles on trans-
parency, equality/non-discrimination, accountability and safety” and that the majority
of the guidelines include a voluntary self-commitment of institutions or organizations
(Algorithm Watch, without year). Three differing guidelines are selected, a Framework
addressing human rights by Amnesty International and Access New (2018), a legal
framework of federal and state data protection supervisory authorities of Germany (DSK
2019), and a German association of 2,700 companies in the digital economy, named
Bitcom e.V. (2018a, b).

Amnesty international and Access New (2018) declared in the Toronto Declaration
the right to equality and non-discrimination in machine learning systems. Their goal is
the protection of human rights and the assurance of accountability when human rights
are violated. They rely mainly on the protection from discrimination, promotion of
inclusion, diversity, and equality. This guideline points out, that technology based on AI
changes power structures. AI can be used to suppress people and to marginalize groups.
Access of all humans to the positive aspects of AI should be confirmed by the govern-
ments. Government and private sector actors have to build up processes for human rights
due diligence. They have to identify the potential of discriminatory risks, they should
implement measures to prevent and reduce discrimination. Government has the duty to
supervise the activities of the private actors and to prosecute violations. The concept for
companies is similar to other approaches in human rights protection. Companies should
follow a typical management approach which is similar to a compliance management.
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The federal and state data protection supervisory authorities of Germany formulated
seven binding criteria to ensure privacy rights (DSK 2019). These are:

• AI must not turn people into objects
• AI may only be used for constitutionally legitimate purposes
• AI must be transparent, comprehensible and explainable
• AI must avoid discrimination
• AI has to guarantee the principle of data minimization
• AI needs accountability
• AI needs technical and organizational standards.

Monitoring and evaluation of errors and biases related to the specialized context of
applications has to be assured.

Bitkom e.V. (2018b) gives advices for processes within the organizations that docu-
ment a responsible usage ofAI. This includes actions, that ensure transparency during the
development process so that AI decisions become understandable. Companies should
ensure also transparency for the external users. Organizational actors are encouraged
for a systematic involvement of stakeholders. They should give users relevant, under-
standable and easily accessible information of automated decisions. Companies should
ensure, that the technology contributes to the benefit of all. Data quality must be guaran-
teed: reliable and valid data are a necessary basis for responsible AI. For the avoidance
of a possible machine bias, the technology must officially be tested regularly and, in case
required, adjusted. In responsible decision-making processes, e.g. in medicine, the final
decision competence should remain with responsible human actors until control quality
of AI reaches a level accepted by all stakeholders.

5 Assessing and Managing the New Technologies – A Heuristic
Approach

AI creates a complexity in the technical systems that requires special know-how in order
to assess the multitude of arising risks adequately and to ensure acceptance and trust in
AI technologies by all stakeholders. The integration of new technologies in organiza-
tions and society, requires acceptance and cooperation of many different stakeholders.
How can trust be established between all participants in flexible network structures, e.g.
between customers and organization, or employees and organization, citizens and gov-
ernment? This is, what developers and organizations should have in mind: Automation
and digitalization are still too often introduced under the primacy of what is technically
feasible and in order to improve the overall efficiency of a company or a socio-technical
system (Misselhorn 2018). But trust and acceptance in the ongoing digitalization pro-
cess will only be ensured if typical design errors in automation and digitalization are
avoided, and reliability, safety, security and ethics of the ubiquitous technologies are
ensured. Public expectancies of legal and social responsibilities in a democratic society
have to be met.

The complexity of the challenge points to the fact that only a human-centered view
of the world enables value-adding ideas (Brynjolfsson and MacAfee 2014). The active
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participation of stakeholders is therefore a key success factor. Promising approaches are
those represented in participative design andhuman-centereddesign. Participative design
goes beyond human-centered design. It legitimizes users to evaluate their projects and
tasks in terms of objectives and implementation and to design them in an accompanying
manner. Since technology influences the future of people and thus the reality of life
as well as personality, individuals who (must) use technology should be granted far-
reaching rights of co-design (Robertson and Simonson 2013).

Dealing with AI and complex technologies requires a holistic approach. The use
of technologies must be accompanied by management structures that address social
responsibility in relation to risks. There are developed management approaches in the
area of high reliability organizations, which should be systematically combined with
accountable and ethical management approaches, so that the ‘licence to operate’ will be
given by authorities, customers, employees and the civic populationwhen using complex
AI-technologies. ISO 26000, the Management Guideline for Corporate Responsibility,
calls for a management approach based on the principles of accountability, transparency,
ethical behaviour, respect of the stakeholder requests, respect of the legislation and law,
respect of international codes of conduct, and respect of human rights.

In addition, however, it must be remembered that some unforeseeable errors and
problems may occur in conjunction with AI technologies. In a case of failure of tech-
nology, the decision makers then will be held accountable and have to give answers to
their stakeholders. Dekker and Breakey (2016) developed a just culture approach in such
cases of failures. Just Culture asks how trust can be restored and how the needs of the
injured party can be adequately addressed in the event of damage or injury.

Only with a profound assessment of the risks of a given technology and a descrip-
tion, how selected accompanying management approaches address them—based on
human factors research, security requirements, and possible human rights violation—
safe, secure, non-discriminatory and inclusive technological systems in action can be
developed. Questions that developers, marketers, sellers and purchasers of AI should
ask themselves are summarized in the following heuristic compilation. This compilation
is based on the overviews given above, the ethical guidelines which are introduced, and
the idea of the just culture approach.

Transparency of the Technical System

• How is it ensured that the AI decisions are comprehensible, correctable and adaptable
to the developer?

• Which processes exist, to ensure, that developers are held accountable?

Integration of the stakeholders

• How are the requirements of usability and user participation in the new technologies
met?

• How is it ensured that performance of the technical system corresponds to the user’s
understanding?
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• What processes are in place to ensure that the functioning of AI is communicated to
users in a manner so that they know what AI can and cannot do with the (personal)
data?

• Which processes exist, to communicate in a fair and honest way to stakeholders, in
case that AI fails?

• Which processes exist, to restore trust and acceptance in case, that AI fails?

Safety Concerns

• How is it ensured and verified that the technology can be used safely by the user so
that there is no over-compliance or under-compliance?

• How is it ensured that alarms and messages of the system do not overstrain users or
lead to reactance?

• How is it ensured that unintended effects, e.g. a loss of competence, among users are
effectively counteracted?

• How are AI errors systematically recorded, evaluated and eliminated so that reliable
technology can be guaranteed?

Security Concerns

• How can users be informed in a simple way about how the personal rights and data
protection are guaranteed?

• Which technical and organizational processes in the own organization are in place to
prevent unauthorized access to the technical system from inside and outside?

• What additional safeguards are in place in the processes, e.g. via encryption or
pseudonymisation of data, so that misuse is as unlikely as possible even in the event
of data leakage?

• How are AI errors systematically recorded, evaluated and eliminated so that reliable
technology can be guaranteed?

Ethical Values and Human Rights

• How can users be informed in a simple way, that the technology is free of
discrimination and ensures the right of equal treatment and inclusion?

• How is it ensured that AI reaches the largest possible group of users and is not only
beneficial to the provider/developer?

• How is data quality ensured so that, for example, a machine bias is not generated
during development using incomplete data sets (e.g. avoidance of a male bias)?

• Which processes exist, that mitigate violation of human rights like discrimination
through AI?

• Which processes are in place to involve vulnerable groups in a machine bias with
human rights violations and to compensate them if necessary?

• Which processes are viable ensured, to address accountability, when AI is failing?
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The checklist should serve as an initial self-check for decision makers in compa-
nies. The potential of new technologies can only be applied, if non-intended possible
consequences and deviations are proactively addressed in a comprehensive risk man-
agement. Accompanying monitoring should make deviations in the technology quickly
recognizable and should enable rapid modifications. Reporting structures and a contin-
uous stakeholder dialogue ensure the necessary transparency. Acceptance of the diverse
potential of AI and trust in the technical solutions based on AI can only arise, if people
learn to deal with the risks appropriately: during development, in business operations
and then in the appropriate use of the technologies.
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Abstract. Nowadays, people believe that not only the remote body
operation by one direction control (Tele-existence) but also the remote
body sharing by mutual control (Body-Sharing) will increase within few
upcoming years. In the future, users -including elderly and disabled- can
work and enjoy sightseeing using remote body sharing. Meanwhile, when
many users deeply concentrate to act through remote bodies, their con-
scious is transferred to a remote place. As more users get immersed in
the Body-Sharing, the number of unconscious users increases in arbitrary
areas, leaving these areas unsafe. We aim to avoid the hazard resulting
from high rates of unconscious users. In this research, the outcomes of
five proposed rules that organize the unconscious users’ rate are revealed.
These rules are (I) Time Limit Rule “limiting the Body-Sharing time
of each user per day”, (II) Visitors Limit Rule “limiting the number of
simultaneous remote Body-Sharing visitors into an area”, (III) Departures
Limit Rule “limiting the number of allowed Body-Sharing users to depart
from an area simultaneously”, (IV) Increase Charm Level Rule “granting
larger budgets to the least attractive places”, and (V) Decrease Charm
Level Rule “deducting budgets assigned to the most attractive places”.
On the other hand, unconscious users rates are monitored when no rule
(i.e. free Body-Sharing) is applied as a baseline for evaluation. In order
to anticipate users’ popular Body-Sharing destinations, we use a sigmoid
function for decision making whether or not he or she travels. The attrac-
tiveness levels of different areas are set using the statistical data provided
by the Japanese government. With the sigmoid probability function for
decision making, the attractiveness of probable destinations, the five pro-
posed rules, and the organization of unconscious users rate are simulated.
The inhabitants of the Japanese 47 prefectures are the study case; a total
population of 126.9 million according to the announced statistics in 2016.
Rules I and II were found, by simulation, effective to suppress depopu-
lation/overpopulation areas compared to free Body-Sharing. We realized
that like the widely adopted parental rule that limits the time spent
online daily by children, applying the Time Limit Rule on the uncon-
scious users’ rate organization outperformed other rules.
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1 Introduction and Background

Due to recent device development, the implementation environment for Telexis-
tence has been rapidly established in HCI research [23]. Telexistence, proposed
by Tachi et al. [22], is a concept of technology that enables a human being
to perceive various sense at a place different from the place where he or she
exists physically, or to interact with the remote environment [21]. This concept
includes teleoperation of robot, and such an operation realizes utilizing virtual
reality (VR) techniques and robotics recently [2].

These technologies makes it possible to have a travel experience without
any physical relocation [1]. Potter et al. [18] suggested that there is a great
potential for the use of VR in nature-based tourism for the provision of both
information and education. Mirk and Hlavacs [13] demonstrated the feasibility of
virtual tourism via UAVs. Quadcopters were used to provide tactile stimulation
in VR by Knierim et al. [7]. Furthermore, there is a possibility that movement
of consciousness, Body-Sharing, will spread in the research and development of
VR, Augmented Reality (AR) and Mixed Reality (MR) [5]. By Body-Sharing
we mean to share the same body with two or more people by mutual sharing of
sensations accompanying it. The “body” mentioned here does not only refer to
a human body but also the body of a robot or the body of a virtual character
inside VR, AR, and MR.

New technologies often come with new challenges that we have never con-
sidered. Multiple studies proved that the user immersion in VR using developed
HMD trades off his awareness of the real environment [3,10,16]. Therefore, when
the users of Body-Sharing operate remote robots and people, they intentionally
give up their perception of the surrounding circumference. Regardless of their
physical location, users are conscious at the place where the remotely shared
robot or human bodies exist [15]. Where consciousness in this context does not
only refer to thoughts and sensation, but also to feelings and emotions. We
speculate that, by the time when Body-Sharing becomes globally adopted, the
whole world will be classified by users into “popular” and “unpopular” districts.
Consciousness migration from unpopular neighborhoods to popular destinations,
which attract many users, is expected. It is important to note that unconscious
people, whose majority exist in unpopular districts, are unable to sense physical
dangers around them (i.e. robbery breakage into their homes). Since, their senses
to the real world is blocked and their mental awareness is absorbed to the virtual
world in which referred to as the perceptual and psychological immersion [12,25].
“Smartphone zombie” is an example for a common consciousness problem that
even happens in familiar places. In this case, a smartphone user pays all his atten-
tion and concentrates deeply into the screen. Nowadays, many traffic accidents
are induced by unconscious walking or driving individuals [27]. Body-Sharing
user is even more vulnerable to physical environment unconsciousness problems
due to VR headset developed technology [11,17]. Preventative measures would
include applying regulations to avoid technology over-usage that may result in
undesirable side effects.
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Due to the development of tele-existence technology where a user operates
a robot at a remote place and the proposal of remote operation as a virtual
character in AR [4], consequences should be thoroughly investigated. A previ-
ous research [24] showed that, although Body-Sharing user has the advantage
of being able to move to remote locations instantly, he cannot concentrate on
his personal safety while operating Body-Sharing. For example, when the user
remotely shares visual and auditory information using an HMD (Head Mounted
Display), the user’s surrounding visual, auditory and somatic sensation infor-
mation may be completely blocked. Therefore, even if a disaster (i.e. fire) or a
crime (i.e. robbery) occurs around the user, he may not be capable of reacting
instantly which exposes him to dangers.

Therefore, in this research, we conducted a simulation of conscious-
population density-change when people virtually travel via Body-Sharing under
the assumption of this technology becomes cheap enough to be acquitted by
anyone. The population can be classified as a “Mass of Individuals” of the mass
crowd simulation’s subcategories as defined in [26]. This simulation was designed
to deduce an effective regulating usage rule to avoid unsafe conscious depopula-
tion. While illustrating the effect of individual travel-motivation characteristic
on the crowd behavior. Taking Japan as a preliminary case study, we simulated
the flow of consciousness at the prefecture scale. Our aim of this research is to
elaborate a convenient regulation that would guarantee to minimize the possi-
bility of physical accident occurrence when Body-Sharing technology is widely
used. The danger that we address is a conscious density shrinkage within an area
via Body-Sharing, however, the physical population density remains the same.
We assume several regulating rules for Body-Sharing and compared the ability
of these rules to control the changes in the density of consciousness.

2 System Configuration

The primary purpose of this simulation is to come up with a candidate rule
for Body-Sharing organization by authorities in the future. This rule should
guarantee that the rates of unconscious Body-Sharing users within a particular
area are kept below critical limits. Because high rates of unconscious Body-
Sharing users could introduce core safety and security threats. On the other
hand, it should also keep popular destinations from being overcrowded with
visitors to avoid resources consumption. In this section, we discuss how the
individual behavior is predicted and how the three different proposed rules are
tested and evaluated.

2.1 Data and Models

In order to simulate the behavior of people who are going to use Body-Sharing
technology to visit remote places for work or sightseeing, we used statistical data
provided by the Japanese government [19] about the prefectures’ information and
population as well as tourism statistics. Through our research, we developed a
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simulation framework, then this framework was implemented in C++, where
prefectures, persons, and robots are implemented as classes. In the following
sections, we describe the simulation framework design, the data usage, and the
probabilities of connecting and travel-motives respectively.

Design. The simulation framework contains multiple classes that describe the
proposed environment of the suggested body-Sharing regulating rules. The class
“Prefecture” is an abstraction of the Japanese prefectures. It is defined by an ID
along with the name. Each prefecture is the place where a part of the Japanese
population resides. So, the number of population of a prefecture is used as an
attribute. The prefecture attractiveness, that depends on the popularity of a
prefecture’s sight-seeing, is a key parameter to estimate the number of visitors.
For the purpose of testing different rules, a limit for visitors and leavers can be
set.

As we are interested in the individual behavior that may lead to safety haz-
ards when applied over the whole population, a “Person” class is introduced. A
person is identified by an ID and resides in one prefecture. According to a model
that will be described later in this paper, a person will decide to visit another
prefecture. If the rule allows him to do so, his record of this day visits will be
incremented. This record will be used later as a factor of approving his follow-
ing Body-Sharing requests. Furthermore, every person is assigned a happiness
level generated using the decision making sigmoid probability function explained
previously. This happiness level along with the attractiveness of the prefecture
are used to select Body-Sharing destinations. Other attributes and classes that
do not affect the understanding of the simulation are used for simplifying the
programming model.

Data Usage. First, we used the data of Japanese prefectures population to
generate a representation for individuals living all over Japan [19]. Later, this
representation mimics the individual behavior and aggregates into a broad sim-
ulation to show the probable hazards due to lack of conscious people at specific
times. Second, we used the data of Japanese prefectures received tourists per
year to set an indicator of each prefecture attractiveness [19]. The higher the
attractiveness level of a prefecture, the more the Body-Sharing visiting requests
a prefecture will receive. Finally, a happiness measure based on the decision
making probability sigmoid function is integrated to control the body sharing
users activity destination selection process. This decision will be affected by
the aforementioned parameters namely prefecture attractiveness level, attrac-
tiveness level variation over day time periods, and the decision making sigmoid
probability function. The latter is discussed thoroughly in the next section.

Probability of Being Connected. We assume that a person is more likely
to use Body-Sharing in case he is off-work. Thus, the probability of requesting a
trip through Body-Sharing is strongly coupled with the probability of being on
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holiday. We calculated this probability as the percentage of the mean person’s
holidays in Japan. That includes 2-day weekend per week, 21 days of national
holiday per year, 5-day new year vacation, and another 5-day summer vacation.
A connected person is a candidate for traveling either within his/her own or
to another prefecture. Meanwhile, the strength of travel motivation should be
estimated then checked against the selected regulating rule.

Probability of Being Travel-Motivated. In this study, we assumed a person
who is connected makes a decision to travel through Body-Sharing based on a
decision making sigmoid probability function. We adopted a sigmoid curve as
the probability function for decision making [20]. Within this simulation, when
a person is connected, he/she is at an arbitrary specified level of happiness. A
travel destination is chosen arbitrarily among all prefectures including his home
one. Each prefecture has a charm level which is calculated based on annual
tourism data provided by the government. The travel motivation is driven by
how large is the proposed destination charm level compared to the candidate
traveler happiness level. This relation can be described using Eq. (1), where:

1. α determines people’s attitude to travel with Body-Sharing (0 < α ≤ 1).
2. β represents the sensitivity towards the difference between the destination’s

CharmLevel compared to Happiness.
3. Dj denotes charm level of prefecture j.
4. Hi expresses happiness level of person i.

p =
α

1 + exp(−β ∗ (Dj − Hi))
(1)

α and β are positive constants. We fixed α = 1 and β = 0.1 throughout this
study.

2.2 Rules

Like any new technology, it is expected that governments will try to formulate
the body sharing usage by inhabitants when the Body-Sharing spreads beyond
limited VR passionate societies. Despite the uniqueness of the goal, multiple
strategies may be conducted. Five distinctive rules are thought of when con-
sidering regulating the body sharing to maintain the rates of unconscious users
within safe margins.

Time Limit Rule. The first rule that will come up to anybody’s mind is to
limit the time allowed for every individual to use Body-Sharing system. This
rule is currently used by parents to control how much time their children spend
using electronic devices or watching TV. Also, the same rule is usually adopted
by authorities to ensure equal allowance of shared resources for every citizen. A
request from a user of Body-Sharing will be approved if and only if he did not
exceed a defined limit of total unconscious body sharing time on that day.
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Visitors Limit Rule. A simpler rule that is also derived from our daily life
would be to limit the accepted number of visitors by each prefecture. It is similar
to offering a limited number of tickets for a performance; whenever the tickets
are sold out, no extra spectators are allowed in. A request from a user of Body-
Sharing will be rejected if the desired destination is already crowded, but it
can be approved if resubmitted by the same user for other destinations. Again,
we argue that although this rule will prevent popular destination from getting
crowded, it will not prevent high rates of unconscious users somewhere else.

Departures Limit Rule. Although it is not the first rule that someone would
think of, it is the most directly related to the purpose of setting a rule in the first
place. If the authorities want to keep the rate of unconscious Body-Sharing users
under a specific threshold, they should set a limit on how much users from the
same area can use Body-Sharing simultaneously. Hence, a request from a user
of Body-Sharing will be approved as long as the rate of unconscious users at
his area is within the safe boundaries. Obviously, this rule needs tailoring many
fine-grained evaluation factors so that it can prevent Body-Sharing starvation.
In other words, every user should be granted a time portion of Body-Sharing
without any unreasonable latency that may let him wait forever. However, this
rule does not control the number of visitors to a popular district which may
cause overpopulation.

Increase Charm Level Rule. It is not unfamiliar to think of developing
the least attractive prefectures. By granting those poor charm prefectures larger
shares of the development budget, they will acquire more attractiveness. Pushing
up the charm level of a prefecture would consequently guarantee higher numbers
of visitors along with lower numbers of leavers. Hence, the rate of conscious
people in these areas can be kept within safe margins.

Decrease Charm Level Rule. One of the factors that make conscious rates
inconsistent is that some cities are extremely charming. They have a lot of aston-
ishing sightseeing and breathtaking life-styles. On the contrary to the previous
rule, charm level deduction may help to avoid awareness leakage from less charm-
ing areas towards such fascinating destinations. Governments may try doing so
by decreasing these cities shares of the development budget.

It is worth mentioning that we evaluated each rule separately, so, some results
may show unexpected indications. However, if the results were interpreted in
terms of the efficiency of preventing both over-population and de-population,
but not only one of them, the results then may become less surprising.

3 Results

As a result of running the simulation that is described previously, significant
differences are recognized in rules outcomes. To illustrate, each suggested rule is
compared to no-rule by F-test.
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Table 1. F test to compare two variances (Degree of Freedom = 46).

Rule F-value P-value Ratio of variances

I <0.001 <0.001 <0.001

II 0.040 <0.001 0.040

III 0.527 0.032 0.527

IV 0.942 0.841 0.942

V 1.150 0.638 1.150

The F-test results including F-value, p-value and the Ratio of Variances are
shown in Table 1. The ratio of variances indicates the effect of each rule on the
suppression of de-/over-population. The smaller the ratio of variance, the higher
the rule effect on de-/over-population avoidance. According to the values from
the table, Rules (I) and (II) are effective to suppress de-/over-population areas
compared to no-rule (free Body-Sharing).

Fig. 1. The box-plots of the de-/over-population rate for each rule (Number
of change divided by physical population).

Figure 1 shows the overall change in population by adding or subtracting
virtual population of Body-Sharing users to/from the real population of every
prefecture. The vertical axis shows the de-/over-population rate (Number of
change/Population number). “Number of change” is the change of conscious
population after Body-Sharing. “Population number” is the physical population.
We can see that Rule (I) is the most effective among the five rules. Because
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Fig. 2. The visualized result of Rules Effect on Percentage of Connected
Body-Sharing Persons. Each panel shows the distribution of conscious change based
on one of the rules; (A) Time Limit Rule, (B) Visitors Limit Rule (C) Departures Limit
Rule, (D) Increase Charm Level Rule, (E) Decrease Charm Level Rule, and (F) Free
Body-Sharing.

parents have successfully limited the time their children spent using electronic
devices while keeping the balance between the children amusement and healthy
lifestyle; it was not surprising that applying the same rule on the unconscious
users’ rate organization outperformed other rules.

The Simulation also calculates the connected persons’ percentage de/increase
after the Body-Sharing in every prefecture. As the eligibility of Body-Sharing is
controlled by the aforementioned rules, these percentages vary in correspondence.
In Fig. 2, the results are visualized where decreasing and increasing Body-Sharing
existence percentages are represented in red and green respectively. The higher
the percentage of change the darker the color that is used to fill the prefecture
in the map.

Table 2 shows the top 5 and the lowest 5 prefectures of the conscious density
after Body-sharing with no regulation (Rule VI) and charm levels. As shown
Table 2, Osaka has the highest conscious population and also it has the highest
charm level. However, the prefecture in which the conscious population increased
second, Yamanashi prefecture, does not have the second largest charm level.
The prefecture with the second highest charm level was Shizuoka prefecture, the
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third was Tokyo. Shizuoka’s consciousness population increase was the fourth
from the top, but Tokyo was fifth from the end. Therefore, the high charm level
does not cause an increase in the conscious population. Likewise, charm levels
of the lowest 5 prefectures are not necessarily low. There is a tendency for the
prefectures with large conscious depopulation to have large physical population
in the first place. This keeps the total population, physical plus virtual, within
a close range to the original physical population.

Table 2. The change in conscious-density and the charm level for the top and lowest
5 prefectures in case of free Body-Sharing.

Top 5 conscious density change

Prefecture Change (%) Charm level Population

Osaka 11.16 100.0 8833000

Yamanashi 03.04 22.08 830000

Nagano 02.88 45.01 2088000

Shizuoka 02.46 54.74 3688000

Tottori 02.17 06.96 570000

Lowest 5 conscious density change

Prefecture Change (%) Charm level Population

Tokyo 0.56 52.10 13624000

Ibaraki 0.42 07.93 2905000

Fukuoka 0.36 15.89 5104000

Aichi 0.32 22.99 7507000

Saitama 0.14 05.18 7289000

In order to show how many people are moving their consciousness and con-
tributing to the increase of the conscious population elsewhere, the proportion
of contribution of change in consciousness was calculated from Tokyo, having
the largest real population, and Tottori, having the smallest real population.
Osaka and Tokushima were chosen as examples of the travel destination. Osaka
has the highest charm level and Tokushima has the least charm level. As shown
in Table 3, the contribution from Tokyo is always larger than that from Tottori
regardless of rules and travel destination. Focusing on the contribution from
Tokyo, the increase of the conscious population to Osaka is highly suppressed
by Rule I whereas Rule III, V, and VI have a high contribution of conscious
change. In contrast, the contribution from Tottori to Osaka remains quite small
regardless of regulation rules.

4 Discussion

Our results clearly showed that the “Time Limit Rule” has a noticeable efficacy
to avoid the conscious depopulation whereas the regulations that manipulate the
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Table 3. The number of visitors from specified prefectures normalized to
the physical population of the destination. Tokyo and Tottori have the highest
and least population respectively. Osaka and Tokushima have the highest and the least
charm-level respectively.

Visitors home Tokyo Tottori

Destination Osaka Tokushima Osaka Tokushima

Rule I 0.0002 0.0020 <0.0001 0.0003

Rule II 0.0022 0.0028 0.0001 0.0004

Rule III 0.0099 0.0106 0.0004 0.0015

Rule IV 0.0035 0.0144 0.0003 0.0021

Rule V 0.0111 0.0204 0.0005 0.0026

Rule VI (Free) 0.0109 0.0140 0.0005 0.0023

attractiveness of travel destinations, “Increase Charm Level Rule” and “Decrease
Charm Level Rule”, have almost no effect. Although there is a charm level bias
that considers the budget for a target place as a measure of promotion, our result
demonstrated this method has a very slight effect. Because charm-manipulation
of top- or lowest-ranked prefecture does not change the people’s eager behavior
to visit the well known attractive prefecture. Therefore, the effect will not appear
unless the manipulation removes the gap between the attractiveness levels of the
various destinations.

Our simulation reflects the effect of the actual population of an area and the
happiness level of the people there on the virtual Body-Sharing behavior. More-
over, the virtual Body-Sharing trips’ options of people who live in a place with a
large population greatly affect the result. In Japan, Tokyo has the highest pop-
ulation and people there tend to go travel where the charm level is higher than
the happiness level of a person living in Tokyo. This makes the bi-polarization of
the conscious population and leads to make Osaka having the biggest conscious
population.

The conscious depopulation easily occurs at the prefecture which has a large
population and people living there does not have a high happiness level. As
shown in Table 3, the contribution to the increase of the conscious population
of Osaka from Tokyo is significantly larger than that of Tottori which has the
smallest population, especially there is a remarkable difference in Rule III, V
and VI. On the other hand, the difference between rules is not large between
Tokyo and Tottori about contribution to the increase in conscious population to
Tokushima with the lowest charm level. That is why “Visitors limit rule” and
“leavers limit rule” could not work for avoiding conscious depopulation by those
mechanisms.

Simple updates can make our simulation applicable to other studies as well.
For example, we can simulate the workers’ shortage for some jobs in the labor
market. When some business sectors start to hire more employees and to pay
high salaries, more young people turn out to these professions. Gradually, other
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business sectors start to suffer labor decline [8]. Similarly, we can simulate stu-
dents insufficiency in some college majors. The majority of university students
may prefer to study some college majors while they voluntarily relinquish other
majors for various reasons [14]. Another example of a phenomenon that we can
simulate is the over-fishing for some species that may become depleted [6].

5 Conclusion and Future Work

As any service that is adopted by a large number of users, regulations should
be applied to the Body-Sharing in the future. Because using Body-Sharing free
by a large number of immersed users may lead to either dangerous behavior in
some districts due to depopulation or over-utilizing resources in others due to
overpopulation. We propose a simulation of the behaviour of Japanese people
when using Body-Sharing. Then, we tested five different rules that regulating
authorities may apply. We found that “Time Limit Rule” was the most efficient
in limiting the change in conscious users density among five rules of regulation
tested in this study. While “Visitors Limit Rule” and “Departures Limit Rule”
were less effective. “Increase Charm Level Rule” and “Decrease Charm Level
Rule” were inefficient in the change-control.

As a future work, we will study the profitability of using different rules for
different prefectures instead of generalizing one rule for all prefectures. Also, we
will expand our simulation in two directions. First, by the help of researchers
from other fields such as economics, we can formulate more complicated Body-
Sharing regulating rules and include them in our simulation. Moreover, consid-
ering other significant parameters would help to tailor a realistic model for our
simulation. Right now, our research is concerned with the prefecture population
and attractiveness, but, parameters like area, the standard of living, crime-rate,...
etc. should be considered as well. Second, we will expand the simulation to a
global scale with many challenges come from the diversity of countries and their
cultures. On the other hand, monitoring the behavior of small groups of real
persons when interacting with Body-Sharing under the different suggested rules
is considered to verify the simulated system observations that we encountered
in this study. Collecting feedback from users about their experience using this
technology and the options that they make will help establishing a consistent
argument. In the future, monitoring the social behavior of large groups nation-
wide will be vital.
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Abstract. Digitalization is changing the working world of tomorrow and com-
plex decisions are increasingly being made by hybrid teams of people and auto-
mated decision support systems. The interaction of user, task, and interface plays
a decisive role, but is insufficiently studied, especially in the context of decision
making under uncertainty, risk, and moral dilemmas. In this article, we present
a web-based research framework for exploring this factor space with empirical
user studies. The framework builds on a combination of tools for linking a user
model, with the outcome of game-based decision scenarios, and the participants’
evaluations. To validate the framework, we conducted a user study with N = 64
participants and found that the system responded sensitively to factors from each
of the three areas user, task, and interface. Consequently, the framework facilitates
the systematic investigation of the factor space, the identification and quantifica-
tion of relevant factors and the description of interactions between the factors.
A systematic understanding of these factors is necessary for the development of
future joint cognitive systems and Decision Support Systems.

Keywords: Moral machines · User modeling · Trust in automation · Industrial
internet · Human factors · Risk perception · Decision support systems ·Moral
dilemma

1 Introduction

Froma simple automated ticketmachine to fully automatedproduction factories, automa-
tion pushed itself into nearly every domain of our society.Automation canbe encountered
in all up-and-coming technological sectors, such as robotics, medicine, shipping, manu-
facturing, or process control. Tasks that were in the past reserved to human operators are
now increasingly taken over by machines. As such, [1] defined automation as ‘the exe-
cution by a machine agent (usually a computer) of a function that was previously carried
out by a human’ (p. 231). Because humans by their nature can be unreliable and inef-
ficient, automation attempts to counteract these shortcomings through its near-perfect
accuracy and clockwork-like functioning. In addition to that, automation can assist us
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in tasks that have to be performed in difficult and unsafe environments or in those that
operators grew tired of executing themselves on account of their repetitive nature. The
ever-increasing use of automation leads to an overall increase in productivity, efficiency,
reliability, flexibility, and sustainability in a series of different sectors.

Yet, not all tasks can be automated with perfect accuracy and thus the use of automa-
tion gives rise to situations of risk and uncertainty. Especially in situations where human
lives are at risk, automation is receiving more responsibility and agency consequently
raising the difficult question of morality. This is particularly prominent within the rise
of the Industrial Internet and Industry 4.0 in which workers work hand in hand with
automated robots, decision aids, and decision support systems and must take a decision
about whether to rely on automation or opt for manual execution.

May that as it be, for automation to be beneficial, its seamless integration into our
work process is crucial. Its successful adoption depends on the willingness to use auto-
mated technologies. Research in the acceptance of automation technologies has shown
that among other factors, trust plays a decisive role in the willingness to use automated
systems [2, 3]. If a technology is not trusted in the first place it will—with a high likeli-
hood—not be used. Thus, the investigation of trust in automation can uncover valuable
insights on the successful collaboration between operators and automated systems.

Trust is a multidimensional and complex construct that is difficult to measure and
representing it in terms of a mathematical framework is a challenging task. What’s more
is that trust is not directly observable, making it even more difficult to investigate.

In order to tackle the challenge of measuring trust, current measurement tools need
to be improved to assess trust more accurately and reflect upon trust more dynamically.
Therefore, the presented work aims at developing and evaluating a research frame-
work for accurately measuring trust in automated systems. [4] suggest that high-fidelity
prototypes are needed to map real-life situations in which automation is utilized.

The proposed research framework attempts at mapping the above-mentioned factors
in an all-encompassingweb-based survey tool in the form of a decision task inwhich par-
ticipants have to decide whether to automate a given task. In differently shaped situations
and with the variation of a series of factors, the reliance on automated systems—which
is often used as a proxy measure of trust [9]—is captured. Mapping real-life situations
in which decisions have to be made on the reliance on automated systems using an
interactive tool could help to better understand decision-making processes in situations
of uncertainty and moral dilemma and provide a better understanding of the role of trust
in automation.

In order to systematically address the challenges described here, this paper first
concentrates on how complex the construct trust is, which related factors are also relevant
in the context of automation, andwhich challenges arise when starting tomeasure trust in
automation (seeSect. 2.1). Section 2.2 then presents the approach of game-based learning
in order to open space for a possible research design. The theoretical considerationsmade
are afterwards applied in Sect. 3 by showing how the research framework on which the
study is based was designed. Section 4 illustrates how this framework was validated
through a concrete empirical study and presents corresponding research questions, the
chosen method, and results. The paper is closed by a discussion of the results, with a
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focus on a critical examination of the applicability of the presented framework and its
transfer to a research agenda (see Sect. 5).

2 Related Work

This chapter provides an insight into the construct trust (in automation), itsmeasurement,
and related factors (see Sect. 2.1). In addition, the game-based learning approach is
presented to show the advantages of this approach for the investigation of trust (see
Sect. 2.2).

2.1 Trust, Trust Factors and Measuring Trust

The construct of trust has been studied within various disciplines (e.g., sociology, psy-
chology or philosophy) and hence amultitude of different definitions have been proposed
over the last decades resulting in a few key aspects. For trust to emerge in the first place,
two elements are of essential importance: a trustee that transmits information and a
trustor that acts upon the received information [5]. Another key aspect is the possibility
that the trustee is not able to successfully fulfil the trustor’s expectations and therefore
create a situation of uncertainty [6]. It is exactly in those situations where the trustor
will challenge the trustee to ascertain the amount of trust that can be given [7]. As a
result, trust can be viewed as a mediator between a trustor and a trustee in a situation
of uncertainty, risk or vulnerability, during which trust can build, solidify, increase or
decrease according to the outcome of the situation. Still, trust is not solely a mediator
between people but can likewise promote reliance on machines as well as the intention
to use and accept them [4].

Trust in machines, and more specifically in automation is dependent on large array
of factors. With automation becoming increasingly more complex, human operators are
experiencing more and more difficulties in understanding underlying operating princi-
ples of automated systems and therefore predict their behavior [8]. Adding to that, at this
stage automated systems are not able to perform error-free operations, thus creating sit-
uations of uncertainty in which operators are dependent on the reliability of the machine
[9]. In a meta-analysis by [10], trust factors are divided into 3 categories: system factors,
human factors and environmental factors. While system factors are directly related to
the performance and the characteristics of the automated agents, human factors refer to
personal traits, beliefs, values, and attributes of a human operator. Environmental factors,
on the other hand, are characterized by the physical environment, the type of task, and
the domain specificity of the automation. Research in trust factors over the last years
has shown that all three factors can influence trust to a certain degree and deserve to be
included into the research of trust in automation [11].

To analyze the impact of trust factors, one has to measure trust itself. Due to its
multilayered nature and the fact that it is not directly observable, measuring trust is how-
ever a challenging endeavor. In fact, developing validated and standardized measures of
trust has come short over the last years, as most measures were developed for individual
studies. Two methods are currently used to measure trust in automation. First, subjec-
tive measures of trust are collected by directly asking participants of studies through
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questionnaires to rate their perceived level of trust [12]. Nonetheless, these measures are
only related to perceived trust and might differ from participants actual levels of trust.
The second method of assessing trust relies on behavioral measures of trust [12]. For
instance, [9] identify reliance as behavioral result of trusting automation and can there-
fore be employed as a proxy for measuring trust in automation [12]. However, it must
be taken into account that people might use automation, but that without necessarily
trusting automation.

Next, we propose game-based simulation environments to study behavioral reliance
on automation.

2.2 Game-Based Learning

The approach of game-based learning could be useful for a systematic investigation of
trust and trust related aspect. Following [13] a “[…] game is a system in which players
engage in an artificial conflict, defined by rules, that result in a quantifiable outcome”
(p. 80). Consequently, games and game-based environments combine several aspects
that are useful in the context of our research: First, games build on an artificial conflict
that players engage in. Players get involved in a specific situation, but after play the
situation is resolved, and actions are without consequences in the real world. Second,
this conflict is based on arbitrary but well-defined rules. These rules can be changed
during and through the experiment. Thus, the game serves as a laboratory to study how
the rules effect behavior and evaluation. Third, games have a quantifiable outcome (such
as gamemoney, points, or a designated winner) that can be linked to the parameters from
within (rule set) or outside the game environment (user factors and evaluations). Last
but not least, games are perceived as motivating and can thus increase the willingness
to participate in an experiment, reduce the drop-off rate during the investigation, and
increase the quality of the collected data.

Based on these benefits game-based learning environments and serious games are
usually used to change attitudes or behavior [14, 15]. But game-based environments
have previously also been used to study human behavior, decision making, and trust in
automated systems [16]. A prominent example from system dynamics research is the
Beer Distribution Game that illustrates Forrester’s “Bullwhip” effect of exaggerating
variance along supply chains [17]. The effect has been, for example, replicated by [18,
19]. Furthermore, Brauner et al. used a complex business simulation game to study
how people interact with correct and broken automation, and which factors influence
compliance with malfunctioning automation [20]. Key results were twofold: On the one
hand, trust is an essential driver in compliancewith correct decision support. On the other
hand, high perceived usability is important to mitigate compliance with malfunctioning
systems.

Transferring both aspects (benefits of games) and prior knowledge fromusing serious
games as an experimental setting in research (e.g., Beer Game) leads to the assumption
that this approach could be also beneficial for exploring trust in automation in situations
of risk andmoral dilemma. The question ofmorality has recently been explored byAwad
et al. in their Moral Machine experiment who examined the social perception of moral
decisions made by automated machines in the context of automated driving [21]. While
their approachmainlywas based on classical conjoint analyses, the game-based approach
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presented in this study could lead to valuable insights on ethical principles in relation to
trust in automation that could have been overlooked in previous studies. Within the next
section one approach for a game-based research framework for investigating the reliance
on automation in situations of risk and moral dilemma is presented (see Sect. 3).

3 Development of an Experimental Research Framework

As measuring trust in the field is for ethical and monetary reasons a rather difficult task,
real-life situations needed to be modeled into an experimental framework which allowed
to alter a given set of mapped factors over time and measure their impact on the reliance
on automation. To measure the behavioral reliance on automation we designed a game-
based approach. The designed approach was formulated as a decision-task between the
automation of a given task or themanual execution (automation mode andmanual mode).
This method has been repeatedly used to study the reliance on automation in relation to
a given set of manipulated experimental variables [22–26].

The following two subsections present the challenge of modelling real-life deci-
sions via a game-based approach (Sect. 3.1) and the technical requirements and
implementations considered in this context (Sect. 3.2).

3.1 Modelling Real Life Decisions in a Game-Based Approach

To be able to accurately model real-life decision-making processes, the various situa-
tions were represented through microworlds, which allow for the minimization of the
complexity of real-world systems by solely preserving the most essential elements, and
therefore allowing for a more controlled experimental environment [27, 28]. Augment-
ingmicroworldswith a game-based approach allows for the creation of artificial conflicts
which engage players into explicitly shaped situations defined by a specific set of fac-
tors. These factors can be presented to players (in experimental terms participants) in a
series of different modalities depending on the specific research questions. For instance,
if investigating the effect of risk on trust in automation, various risk levels can be rep-
resented by a graphical representation (e.g., dangerous goods on the shop floor of a
factory) displayed to the player.

The conceptualization of the decision task was achieved through an iterative devel-
opment process which included the analysis of previous literature on the topic, heuristics
and the execution of pre-tests. Throughout this process, it became apparent that decision
makers needed to be provided with all the relevant information in relation to the task at
hand in order to be able to take an informed decision. In other words, factors needed to be
modeled in a way that are understandable by the decisionmaker and provide information
that could be included into the decision-making process to evaluate the outcome of a
given situation. While this might seem like a trivial point, information assessment is a
complex process that is not perceived equally by every person and therefore deserves
to be given attention when developing decision tasks. More importantly, the outcome
of a situation and thus the consequences of a decision needed to be directly linked to
the decision made by the decision maker and made observable to be able to accurately
evaluate the taken decision. Without being able to observe the consequences of one’s
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actions, adjusting the decision-making process becomes a nearly impossible task for the
decision maker. Additionally, for players to be willing to engage in the game repeatedly,
they needed to receive some sort of reward for their performance. This can, for exam-
ple, be achieved by awarding points or virtual monetary value as a result of a ‘right’
decision. Lastly, the decision task should be formulated in such a way that a variation
in taken decisions should occur throughout the experiment. If the manipulation of the
experimental factors does not result in a variation in the type of decision, effects are only
difficult to discover.

Figure 1 illustrates the general concept of our framework and possible outcomes
of studies conducted with the framework: It links the outcome of experimentally con-
trolled decision tasks (e.g., complexity, decision aids, moral dilemma, …) with survey-
based user-models (e.g., disposition to trust, risk-seeking, self-efficacy, …) and the
participants’ task evaluations (e.g., trust in automation, perceived risk, …). Thus, the
framework facilitates the identification of user and task factors relevant for task perfor-
mance and task evaluation, develops models that predict performance for given tasks,
weights the importance of multiple factors on performance and evaluation, and evalu-
ates whether users behave similarly under the same conditions or can be divided into
different user segments.

Fig. 1. Design of a game-based research framework; potential factors worth investigating.
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3.2 Technical Implementation and Requirements

The developed framework was implemented as a web-service to be accessible across
platforms from anywhere in theworld (and of course also locally under strictly controlled
laboratory environments). This design decision allows on the one hand to investigate
cultural and regional effects by distributing the framework to different parts of the world
and on the other hand for a seamless integration with commonly used survey tools
which can be utilized to assess demographic data, personal preferences and perception
of a particular decision task.

For the experimental framework to be reusable, modularizable and customizable for
different research matters, the implementation is based on the common Model-View-
Controller (MVC) design pattern [29].

The Model implements the core of the framework, in which the constant and manip-
ulated factors as well as their respective levels can be registered. For instance, the factor
reliability of an automated agent could be registered in the model and assigned with
the levels high, medium and low reliability. Based on the registered factors and levels,
a full-factorial set of decision tasks (or trials) is generated. Factors can furthermore be
defined as either within-block (or block factor) or between-block factors to allow for
the insertion of post-block questionnaires including subjective measures in relation to a
given block factor. Besides the generation of trials, the decision of the participant along
with the respective factors is saved to the model and can be exported in different formats
(e.g.,.csv, .sql, .json, .xml, .xls, etc.).

Within the framework the View is responsible for the retrieval of a randomly selected
trial drawn from the generated trial set and displaying the selected trial to the player.
Once the participant reaches a decision for the presented situation the view saves the
trial to the model.

Ultimately, a variation of the MVC pattern (Model-View-Template) was implement
in Python (version 3.7.4) based on the open-source web framework Django (version
2.2.5), which allows for a high scalability and ensures high levels of security on the web.
For the generation of trials and trial sets, a series of classes were defined, which can be
extracted from the framework and reused within a different context. The recorded data
is saved by the View to the open-source database PostgreSQL (version 11.5). Again, the
database can easily be replaced by a MySQL, SQLite, Oracle or Microsoft SQL Server.
Besides the collection of data, experimental factors and levels can be set as database
entities and related to the recorded data.

The front-end was implemented with the front-end framework UIkit (version 3.3.1)
which provides fast and powerful web-interface components. The user interaction is
supported by jQuery and JavaScript and executed on the client side. To be able tomeasure
data accurately and independent of a given bandwidth, trial data is first and foremost
saved locally on the client and in a second step transmitted to the server where it is saved
to the database. For instance, the measurement of the time elapsed for participants to
reach a decision (decision times) is performedwith JavaScript on the client and then send
to the server (facilitating precise performance measurement). This particular approach
was followed for the entirety of the framework, ensuring an accurate measurement of
data in independence of bandwidth. Similar to the model, the front-end can easily be
substituted by another front-end framework (e.g., Bootstrap) and therefore offer the
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possibility to display experimental factors in a variety of different visual and textual
representations. Moreover, the developed framework was provided in two languages—
German and English—but can be extended to further languages following the i18n
internationalization and localization approach. Lastly, the frameworkwasmade available
as a web-service on the university’s server and secured by an SSL certificate for an extra
layer of security.

The source code repository of the framework can be found on https://git.rwth-aac
hen.de/CommScience/decision-task-framework.

The advantage of the MVC (or MVT, see Fig. 2) design pattern approach lies in the
interchangeability of the various components. For example, the graphical representation
can easily be adapted to the researchers needs while keeping the model and controller.
In this way, the framework can, for instance, be transferred to a desktop or mobile
application. Similarly, the database can easily be substituted offering the possibility of
different approaches to data collection. The implementation as an independent web-
service on the other hand provides a cross-platform access to the service and an easy
integration with commonly used survey tools and other services. As such, data retrieved
in the developed framework can seamlessly be integrated into accompanying pre or
post-task questionnaires.

Fig. 2. Illustration of the framework’s software architecture.

4 Validation Study

4.1 Goals and Hypotheses

To validate our approach, we conceptualized an experiment to study if (moral) decision
making relates to user factors, the factors fromwithin the game-environment, the factors

https://git.rwth-aachen.de/CommScience/decision-task-framework
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from the automated agent and the later evaluations of the participants. To be able to
validate the newly developed research framework, a series of experimental factors were
selected and their effect on the reliance on automation was measured. As one of the
most investigated trust factors, the reliability of the automated agent was chosen as a
system factor to be included in the experiment. This factor was selected for the purpose
of comparability to previous studies that showed the significant impact of reliability
on the trust in automated agents [24, 30–33]. It was therefore hypothesized that the
reliability would significantly influence the reliance on automation. Additionally, due to
the shift in responsibility of automation taking over more and more task especially in
environments of high risk andmoral dilemma, the factor of risk was included as a second
experimental factor to be manipulated during the experiment. While [34] previously
included risk in their study on the effect of situational risk on the reliance on trust in
automation, their result appeared somewhat inconclusive and seem to deserve further
attention. Furthermore Awad et al. in their Moral Machine experiment refrained from
include the notion of trust in automation or for that matter a level of uncertainty in
their experiment [21]. It was here hypothesized that the level of risk for a situation
that included the use of automation would affect the reliance on a specific automated
agent. Adding to that, in recent years decision support systems have increasingly been
utilized to assist operators with decision tasks in situation that could be risky or raise
questions of morality. [35] also suggests that the type of decision aid should be adapted
to a specific task and can thus not be choses arbitrarily. Hence, the type of DSS was
included as a third experimental factor and it was hypothesized that different decision
aids would be perceived differently by participants. Moreover, the inclusion of DSSs in
the experiment would allow to investigate their overall importance in situations of risk
and moral dilemma. Lastly, the research framework was designed to accurately measure
decision times on the local machine of the experiment’s participants. Therefore, we
analyzed the impact of the experimental factors on the time it took participants to reach
a decision.

Through the inclusion of experimental factors and the comparison of their effect
with previously conducted studies on the reliance on automation, the proposed research
framework can be put through its paces and it can be assessed whether it is able to accu-
rately map real-life decision making processes in situations where automation is utilized
and risk levels are varying. Furthermore, the importance of DSSs in those situations can
be assessed and whether the type of DSS impacts the reliance on automation or/and a
particular decision aid. Lastly, the performance of the web-framework and the imple-
mentation based on the MVC design pattern is validated by evaluating the framework
on its integrability with other commonly used online survey tools and its accuracy to
measure relevant data on the various decision tasks (e.g., decision times).

4.2 Method

The decision task for the validation experiment was set in a warehouse in accordance
with the increased use of automation in the Industrial Internet and Industry 4.0.

Decision Task: The task of the participants was to decide between the manual or the
automated collection of a package within the warehouse. The automation mode was
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presented to the participant to save on manual labor and therefore save personal cost
maximizing the company’s profit. Nevertheless, this variant would be less safe, as the
automated agent would not always be 100% reliable and could potentially damage dan-
gerous goods or endanger the safety of staff members and hence compromise revenue
and reputation of the company operating the warehouse. On the other hand, the manual
option was presented as 100% reliable, but less beneficial for the company as personnel
costs would have to be deducted from the revenue.

Reliability: In addition to the choice between the two modes, the various manipulated
factors were visually presented to the participants. Following common practice derived
from the literature on the effect of reliability on automation reliance, reliability levels
were subdivided into low (60%),medium (80%) and high (100%) reliability. These levels
were visually represented as the previous experience of the vehicle in errors by mileage.

Levels of Risk: The levels of risk were divided into the four following categories: no
risk, property risk, personal risk and property and personal risk. The condition property
risk was defined by the potential damage to foreign property and illustrated by position-
ing barrels containing valuable goods in the warehouse. In contrast, the personal risk
condition was characterized by the possible injury of the body, mind, and/or emotions
of another human being and visually represented by positioning workers—that the auto-
mated delivery vehicle could potentially collide with—on the floor of the warehouse.
The no risk condition solely included damage to the automated vehicle.

Type of Support: Lastly, two types of DSSs (engineer and artificial intelligence) were
presented to the participant providing them with a recommendation on a specific course
of action. After their decision, participants received feedback whether the automated
delivery was successful and were remunerated accordingly.

Study Design: The validation experiment was divided into five distinct phases: Phase
1 was a pre-experiment questionnaire in which participants were asked about demo-
graphic data and personality traits. Additionally, the disposition to trust in automation
was assessed on a 3-item-scale (α = .76). In Phase 2 a detailed explanation of the deci-
sion task was provided to the participants trough an explanation wizard. Phase 3 gave
participants the opportunity to undergo three randomly selected training trials to accus-
tom themselves with the task. The core of the experiment (Phase 4) consisted of a 3
(reliability)× 4 (risk level) × 2 (decision support system) within-subjects full-factorial
design resulting in a total of 24 trials (decision tasks) per participant. For this phase, the
decision and decision times (time between presenting the decision tasks and the partici-
pant’s decision), were measured for each trial. Based on the full-factorial design, a pool
of counterbalanced trials was generated for each participant and divided into 2 subsets
resulting from the factor decision support system that was set as a between-block factor.
After each set, a post-set questionnaire (Phase 5) asked participants to evaluate their
performance and about their perception of the executed task. For instance, participants
were asked to estimate to which extent (in %) they complied with the recommendation
of the decision support system or relied on the previous experience of the automated
agent.
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Sample: The experimental framework was hosted on the server of the university and
the access link was distributed online. A total of 64 people took part in the experiment
(gender balanced 32 male and 32 female). The mean age was 43.5 (SD = 18.1) with
a minimum of 20 and a maximum of 80 years. The dispositional trust in automation
reached a mean score of 4.11 (SD = 0.67) on the self-developed measure (range from 1
to 6).

4.3 Results

In a first step, descriptive statistics are reported for every response variable. Secondly,
inferential statistics are presented regarding the differences inmeans between the various
factor levels and the relationship between explanatory and response variables. Differ-
ences inmeans are evaluated by conducting repeatedmeasures analysis of variance (RM-
ANOVA) with effect sizes reported as η2. If the assumption of sphericity (Mauchly’sW)
was not met, Greenhouse-Geiser corrections are considered. In case of significant results
of RM-ANOVA, a Tukey HSD post-hoc test is conducted. The relationship between
explanatory and response variables is analyzed by Pearson’s product-moment correla-
tion coefficient r. The level of significance for rejecting the null-hypothesis was set to α

= .05 according to conventional practice.
The overall reliance on the automation reached a mean of 49.99% (SD = 20.24)

while the average median decision time was recorded at 6.93 s (SD = 3.32). Analysis
of the post-task questionnaire revealed an average subjective compliance with the DSS
of 53.06% (SD = 25.53).

System Factors: First, the impact of system factors was analyzed: To investigate the
effect of the various reliability levels on the reliance on automation, RM-ANOVA was
conducted. The results show a significant effect of reliability on the reliance on automa-
tion (F(1.82, 114.78) = 88.2, p < .001, η2= .38). Post-hoc comparisons (Tukey HSD)
indicated pair-wise significant differences for all reliability conditions (p < .001). The
highest reliance score was obtained in the high reliability (100%) condition reaching
a mean of 77.85% (SD = 18.12), followed by the medium reliability condition (80%)
with an average score of 44.75% (SD = 28.56). The lowest reliance score was recorded
for the low reliability condition with 27.34% (SD = 24.08). The analysis of differences
in means between decision times in dependence of reliability levels shows significant
results (F(1.88, 118.56) = 88.2, p = .003, η2 = .025). Post-hoc comparison reveals
significant differences between the high reliability condition and the other two condi-
tions. While in the high reliability condition decision times were as fast as 6.40 s (SD =
3.58), for the medium and low condition decision times were measured with an average
median time of 7.80 (SD = 4.68) and 7.71 (SD = 3.74) seconds respectively. Regarding
the compliance with the DSS, subjective compliance with an engineer and the artificial
intelligence was not significantly different, as indicated by a paired t-test (p > .05).
Nevertheless, the compliance with the engineer was 52.58% (SD = 27.93) while the
compliance with the artificial intelligence reached 51.79% (SD = 28.81).

Human Factors: In a second step, the relationship between human factors and the
reliance on the automationwas investigated. The conducted correlation analyses revealed
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that the disposition to trust automated agents is positively correlated to the reliance on
automationwithin the experiment (r(62)= 0.25, p= .049). Furthermore a positive corre-
lation between the reliance on the previous experience of the vehicle and the disposition
to trust in automation was found (r(60) = 0.40, p = .001).

Environmental Factors: Lastly, the effect of the level of risk included in a given situa-
tion was analyzed. RM-ANOVA was performed to compare the reliance on automation
in dependence on the particular level of risk. The results show significant differences
between the various levels (F(2.17, 136.67)= 36.3, p < .001, η2= .209). Post-hoc com-
parison showed significant differences in reliance between the personal risk (M = 35.12,
SD = 24.93) and the property risk (M = 67.03, SD = 28.91) condition. Further signif-
icant differences were found between the no risk (M = 60.63, SD = 26.91) condition
and the property and personal risk condition (M = 36.98 SD = 29.01). In addition to
that, significant differences were found between the no risk and property risk condition,
as well as between the personal and property and personal risk condition (p < .001).
Similarly, to the analysis of decision times for the various reliability levels, differences
between the decision times in dependence of the different risk levels were examined.
RM-ANOVA did however not show any significant differences between the various risk
levels regarding decision times (F(2.59, 163.08) = 1.72, p = .172, η2 < .001)

4.4 Discussion

The result of the experimental study indicate that the manipulation of investigated fac-
tors is affecting the measured response variables such as the reliance on automation or
decision times. This finding shows that the developed framework can be used to quan-
tify and accurately measure the impact of trust influencing factors in the context of trust
in automation. As such, effects of system, human, and environmental factors could be
determined in the present study. In a first line, similar to previously conducted studies
(e.g., [24, 30]) a stepwise decrease in reliability of an automated agent leads to a gradual
decrease in reliance on automation. In addition to this, decision times for the various
reliability conditions could be accurately measured and compared. The results indicate
that yet again the modeled factor reliability would influence the recorded decision times
significantly.

In a similar way, the factor risk that was included in the experiment tomodel situation
of uncertainty and moral dilemma proved to affect the reliance on the automated agents,
indicating that such a factor can successfully be mapped by the proposed framework.
Nevertheless, differences in reliance in dependence of the risk level seem at first sight
difficult to interpret and therefore deserve further investigation.

While the factor risk and reliability lead to variations in the reliance on automation,
altering the decision support system did not seem to have any effect on the compliance
with a particular decision aid. Nonetheless, the compliance on a specific DSS was solely
evaluated by themeans of subjectivemeasures of trust thatmerley captured the perceived
compliance of participants. Further research should look into complementing subjective
measures with behavioral measures of compliance to attain a more accurate result.

Lastly, by coupling the developed framework with online survey tools, a relation
between human factors and the behavioral reliance on automation could be uncovered.
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For instance, the result show that the dispositional trust in automation measured before
the actual decision task can be related to the reliance on automation measured during the
task. The same applies for the reliance on the previous experience of the vehicle, which
was measured in a post task questionnaire.

In summary, the findings of the experiment reveal that the proposed framework is
able to accurately map real-life situation and precisely measure the variation of modeled
factors derived from these situations. More precisely it allows to map situation of risk
and moral dilemma onto a set of factors and measure their effect on the reliance on
automation. Finally, the framework can easily be integrated with commonly used survey
tools allowing for the investigation of demographics or personality traits of participants
in relation to the variables measured in the decision task.

5 Discussion and Research Agenda

5.1 Conclusion

The developed research framework allows a precise study of human decision making
in complex decision tasks. The system facilitates (1) the generation of a quantified
user model, (2) a systematic variation of system, interface, and environmental factors,
(3) defined performance outcomes (e.g., money or points), (4) an exact recording of
time and performed actions as baseline for evaluations, and (5) an assessment of the
decision tasks by the participants. The use of a game environment for conducting studies
promises a higher motivation among the participants and thus higher data quality and
lower drop-out rate [36]. The combination of these aspects creates a unique and versatile
research environment that allows the systematic variation of user, interface, and system
factors to study their effect on attitudes and behavior. The experimental sandbox is
not isolated but can be linked to other tools and services, such as additional (online)
questionnaires or tests. Thus, the individual decision tasks and the observed behavior can
be linked with user factors (such as personality states and traits, attitudes, believes, …)
and the evaluation of the tasks (perceived difficult and pressure, satisfaction, autonomy,
fatigue,…). According to this, the influence of individual factors, their interaction, or the
temporal course can be precisely recorded, examined and weighted, yielding a holistic
view on trust influencing factors in complex automation-supported decision tasks.

5.2 Research Roadmap

Numerous research questions unfold from the versatile possibilities of this research envi-
ronment, which can only be roughly outlined here: Overall goal should be the systematic
mapping of the factor space (people, interface, context) on decision behavior, evaluation,
and long-term impact in form of a complete cartography.

First, it allows the systematic exploration of how the various system factors influ-
ence decision making and its evaluation. E.g., What effect does an increase in prop-
erty or personal risk have on decision-making behavior, satisfaction with decisions
made, or the need for decision support? What effect do wrong decisions have on
employee satisfaction? If and which decision biases can be observed in these complex
environments?



Development and Evaluation of a Research Framework 293

Second, the framework facilitates the systematic exploration which interface and
design factors are contributing to a trustful interaction between people and technology.
Research questions include, for example, how suitable decision aids support decision
making, if smart information visualization, explainable AI, or decision aids change
decision behavior or mitigate decision biases, or if they reduce decision uncertainty.

Third, how do user factors, such as cognitive ability or personality states and traits
influence decision making? Do risk seekers face moral decision-making situations dif-
ferently?Which personality traits favor good decisions?Which personality traits support
good handling of uncertainty?

Fourth, the environment can also be used for personnel selection providing clues as to
which candidate is particularly rational and analytical in dealing with critical situations
and who is particularly sensitive to moral conflicts?

Fifth, the environment can also be used to sensitize (future) employees to such
decision conflicts, to train them to act right, and to show them how they can better learn
to deal with uncertainty.

Sixth and lastly, the sandbox can also support self-reflection on (moral) decision
making. How would you decide in these situations? Would you trade profit for security?

In summary, this framework contributes towards a weighted map of influencing
factors in human-computer collaboration, which can inform designers and implementors
of tomorrows’ technology of an Industrial Internet and automated technology as awhole.
Further studies using this framework can therefore contribute towards trusted interfaces
and automated decision aids.
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Abstract. As the main force of the future development of science and technol-
ogy, artificial intelligence technology has become the direction of many countries,
enterprises and researchers. However, the technological progress represented by
artificial intelligence has brought tremendous changes to the labor market, and
also has a significant impact on the employment and income distribution of work-
ers. In this paper, we use the methods of text survey, questionnaire survey and
in-depth interview to explore the impact of AI on future employment. Specifi-
cally, this paper takes the most representative second and third tier cities as the
research objects, and uses multiple linear regression analysis technology to study
the understanding of the practitioners on the artificial intelligence technology;
the acceptance of the practitioners on the artificial intelligence; the reasons why
the artificial intelligence technology may cause the difficulty of the employment
situation; the new employment opportunities that the artificial intelligence may
produce; the strategies to deal with the impact of the artificial intelligence Some
suggestions. This paper studies the impact of AI on future employment, and puts
forward corresponding suggestions and countermeasures from the government,
enterprises, universities and individuals.

Keywords: Artificial · Intelligence · Employment · Threat · Opportunity

1 Introduction

Artificial intelligence is the simulation of the information process of human conscious-
ness and thinking. Artificial intelligence is not human intelligence, but it is possible to
think like a human being and to surpass human intelligence. Robot is a form of artifi-
cial intelligence, an automatic machine capable of imitating certain human activities.
Generally can achieve walking and operating tools, such as moving as, can be used to
replace people in the environment can not adapt to work. Modern robots are equipped
with electronic computers, through programming, can have a certain level of artificial
intelligence, such as recognition of language and images, andmake appropriate reaction,
etc.

In 2016, the intelligent program AlphaGo defeated the world’s top go player, caus-
ing a world-class sensation. After that, artificial intelligence began to attract more and

© Springer Nature Switzerland AG 2020
V. G. Duffy (Ed.): HCII 2020, LNCS 12199, pp. 296–308, 2020.
https://doi.org/10.1007/978-3-030-49907-5_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49907-5_21&domain=pdf
https://doi.org/10.1007/978-3-030-49907-5_21


Threat or Opportunity – Analysis of the Impact of Artificial Intelligence 297

more people’s attention, and our life was gradually surrounded by a variety of artificial
intelligence products. Such as smart home, voice input method and so on. Unbanked
appears, lets the bank teller even the lobby manager begin to worry; The emergence
of unmanned supermarket, let the collector, guide shopkeepers lost their jobs; And the
recent series of reports on unmanned driving and product development, is more push
artificial intelligence to the top of the wave. According to a study by Oxford University,
jobs are now available in the United States forty-seven percent will be replaced by AI
robots, compared with 77% in China [1].

The application of artificial intelligence technology can be subdivided into: deep
learning, computer vision, intelligent robots, virtual personal assistant, natural language
processing-speech recognition, natural language processing-universal, real-time speech
translation, situational awareness computing, gesture control, automatic recognition of
visual content, recommendation engine, etc. [2]. The existing artificial intelligence prod-
ucts mainly involve perception and cognition. Perceptive artificial intelligence technolo-
gies such as Siri, Google assistant and other familiar language recognition technologies,
as well as image recognition technologies used by driverless cars to recognize pedestri-
ans, have developed rapidly in recent years, and people’s acceptance and use frequency
have also increased rapidly.Meet class technology research and development of artificial
intelligence is the cognition of things and ability to solve problems, on the one hand, such
as network security company to use the intelligent agent to detect malicious code and
prevent money laundering, insurance company claim for compensation process automa-
tion, and the use of artificial intelligence technology aided Banks credit decisions, the
cycle work, such as the industry known as ZhiYun million called intelligent voice robot,
etc. In the past, some emerging technologies were limited in their use across industries
due to the limitations of specific fields and industries. Whereas in the past advances in
technology were mainly about improving the ability to perform assigned tasks, today’s
AI is about giving machines the ability to respond and adapt to optimize their output.
Through the combination of Internet of things, robotics and other technologies, artificial
intelligence can construct an integrated information physical world. However, AI tech-
nology is different in that it has strong universality, involves a wide range of industries
and has a greater impact on people’s employment [3].

More and more mature artificial intelligence technology is the pursuit of maximum
liberation of human repeatedwork, improve efficiency,make human lifemore convenient
and comfortable, but also to create more beneficial value for enterprises. However, at the
same time, it will also affect the employment and work of many people, and some labor
jobs with complicated operation even face the dangerous situation of being replaced by
artificial intelligence [4]. The world bank’s world development report 2016 predicts: “in
the future, as technology advances, traditional labor positions will be largely replaced.
Osborne and Frey identified 702 occupations based on the likelihood that AI will replace
jobs, and estimated that 47% of jobs will be at risk of being replaced by AI products
within the next 20 years” [5]. Artificial intelligence is bound to replace complicated
manual operations to the greatest extent, replacing many traditional labor jobs, but in
this process will also be accompanied by many new employment opportunities. Because
the development and application of artificial intelligence cannot be separated from related
talents, the cultivation of talents also needs to have relevant institutions to implement.
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Therefore, current education needs to cultivate and improve students’ data literacy and
computational thinking, so that students can read anduse data, communicate and interpret
through data analysis, master a certain degree of artificial intelligence application ability,
and become talents adapting to the era of artificial intelligence [6, 7].

Artificial intelligence has become awelcome newmember of all walks of life because
of its high accuracy rate, high work efficiency and other advantages [8]. But is artifi-
cial intelligence really accepted in all fields and expected to grow rapidly? In order to
understand the future of employment challenges brought by the artificial intelligence and
sensitivity to employment, improving people’s crisis consciousness, this paper takes the
most representative of second - and third-tier cities as an example, through the analysis
of the acceptance of part of the group of artificial intelligence and artificial intelligence
product penetration and its use in the field of people want to see, for under the high speed
development of artificial intelligence, the practitioner groups to adapt to the future work
environment, grasp the competitive advice [9].

2 Overview of Research Status

2.1 The Development Status of Artificial Intelligence in China

With the development of artificial intelligence in China’s mobile Internet, smart home
and other fields, China’s artificial intelligence industry will continue to grow at a high
speed. According to the analysis report on market foresight and investment strategy
planning of China’s AI industry 2018–2023 by qianzhan industry research institute, the
scale of China’s AI market increased from 4.86 billion yuan to 13.52 billion yuan from
2014 to 2017, with an average annual compound growth rate of over 40%. Among them,
the scale of artificial intelligence industry in China reached 9.56 billion yuan in 2016, a
year-on-year growth of 37.9%. In 2017, China’s AI industry reached 13.52 billion yuan,
up 41.42% year-on-year. China’s artificial intelligence industry has entered a new stage
of development. At present, the basic conditions of artificial intelligence industry have
been met. With the increasing maturity of deep learning algorithms and the accelerated
growth of data resources, artificial intelligence technology is expected to continue to
improve, and machine vision, natural voice processing and other artificial intelligence
technology will usher in new opportunities for development.

In April 2018, the Ministry of Education issued the institutions of higher learning
in artificial intelligence innovation action plan, to implement the State Council on the
notice issued by a new generation of artificial intelligence development planning, guide
the institutions of higher learning aimed at the world technological frontier, constantly
improve the field of artificial intelligence science and technology innovation, personnel
training and international cooperation and communication ability, for the development
of China’s new generation of artificial intelligence to provide strategic support. On the
afternoon ofMarch 29, 2019, theministry of education announced the latest results of the
archival filing and examination of undergraduate programs in colleges and universities in
2018. Artificial intelligence, a highly popular major, has been added to the list of newly
approved undergraduate majors, and 35 universities across the country have received the
first batch of construction qualifications. Universities have officially entered the field of
artificial intelligence.
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In employment: Artificial intelligence & Has become a major trend in the future. In
the era ofmobile Internet, the emergence of “Internet+” has brought a significant impact
on economic development. With the development of dedicated artificial intelligence, as
a huge collection of high and new technologies, “Artificial intelligence +” as a new
economic format has begun to sprout, and more and more industries have begun to
embrace artificial intelligence. And with the promotion on the Internet and the rapid
development of artificial intelligence, let workers in all walks of life began to worry.
And some workers think its development will bring many job opportunities.

2.2 Selected Topic Reason

First of all, recently, the word artificial intelligence in the unmanned driving and smart
home in the development of a wave. Because of its high accuracy rate and high work
efficiency, artificial intelligence has become a welcome newmember of all walks of life.
There are often discussions about its impact on employment, but few people analyze
the impact of artificial intelligence on employment in the future from the perspective of
people’s acceptance of artificial intelligence and expected field.

But is artificial intelligence really accepted in all fields and expected to grow rapidly?
Whether the factors such as people’s acceptance degree and expectation will cause the
change of people’s employment sensitivity and the development direction of artificial
intelligence, this paper takes the most representative second and third-tier cities as an
example, puts forward the research problems and carries out a more detailed study.

3 Survey Objects and Survey Methods

3.1 Investigation Methods

The survey methods adopted in this survey mainly include: copywriting survey method,
questionnaire survey method and in-depth interview method.

Before the formal implementation of the research, the research team had a certain
understanding of artificial intelligence and its development status in the form of literature
review, so as to facilitate the comprehensiveness of the research framework developed
later. After that, a preliminary pre-survey was conducted in the form of issuing network
questionnaires on a large social networking platform. The revised and improved ques-
tionnaires provided a guarantee for accurate data analysis. In terms of data processing,
the research team mainly used SPSS25.0 to process the data, and then used descrip-
tive statistical analysis, principal component analysis, factor analysis, variance analysis,
multiple linear regression analysis and other methods to analyze the data. Through sci-
entific data analysis methods to classify the data, so as to make a reasonable analysis of
the results of the survey.
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3.2 Survey Content

Information and survey content. The basic information includes the gender, age, edu-
cation background, occupation and city of the respondents. The contents of the survey
include the understanding of artificial intelligence, the acceptance of artificial intelli-
gence, the causes of employment difficulties caused by artificial intelligence, and the
possible opportunities of artificial intelligence in employment, to carry out systematic
investigation and analysis.

3.3 Scope of Investigation

Wuhu city is a major city in the national development plan of the Yangtze river delta
city cluster, a core city of the wanjiang city belt demonstration zone for undertaking
industrial transfer, and an importantmember of hefeiWuhu bengbu national independent
innovation demonstration zone, south anhui international cultural tourism demonstration
zone, hefei metropolitan area and G60 science and innovation corridor. In 2015, it was
listed as a “first-tier” third-tier city.

Third-tier cities most of the larger cities and non-agricultural population of most of
the city center in more than 1 million people, urban infrastructure, commercial facilities
and traffic facilities is relatively perfect, the inhabitants have certain consumption ability,
the living standards of residents in general is relatively rich, the city has a pillar industry,
industrial structure is relatively reasonable, the large enterprises of some industries have
a certain appeal, but the city’s comprehensive competitiveness remains to be further
improved. Generally, most of them are economicallymore developed cities in the eastern
region, sub-centers and regional centers or economically strong cities in the central
region, and provincial capitals in the western region. So Wuhu city as the main survey
area is based on scientific evidence, but also more in line with the general situation of
the country.

Survey scope: Wuhu city as an example of third-tier cities, other areas (first, second,
fourth and fifth tier cities and townships, counties and towns) as a supplement.

3.4 Survey Form

This survey adopts the offline face-to-face in-depth surveymethod and the online network
questionnairemethod. This survey actually distributed 800 questionnaires, including 300
online questionnaires and 500 paper questionnaires. Recovered 779 copies. There were
721 valid questionnaires.

3.5 Objects of Investigation

The offline respondents of this survey are college students and residents of Wuhu city.
The online respondents were of all ages outside Wuhu.
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3.6 Research Contents

• Part 1 Practitioners’ understanding of AI technology;
• Part 2 Practitioners’ acceptance of artificial intelligence;
• Part 3 The possible causes of employment difficulties caused by artificial intelligence
technology;

• Part 4 The new employment opportunities that artificial intelligence may generate;
• Part 5 Suggestions and strategies to cope with the popularization of artificial
intelligence.

4 Empirical Model Construction and Multiple Linear Regression

Based on the research purpose of this project, a model (1) was established to test the
impact of artificial intelligence on the industry:

cji = β0 + β1ljcd + β2xb+ β3nl + β4xl + β5zy + β6cs+ ε (1)

In model (1), cji for impact area of artificial intelligence (including cj1 professional
technology, cj2 for traditional manufacturing, cj3 for services, cj4 for administrative
institutions, cj5 for education, cj6 for arts, cj7 for finance and business, cj8 for military,
cj9 for other), LJCD is the general knowledge of artificial intelligence, xb, nl, xl, zy, cs
respectively of respondents said the sex, age, education, occupation, city characteristics.

Table 1 report model (1) the results of the multivariate linear regression model, the
regression results, the masses for artificial intelligence to meet and understand the posi-
tive influence and impact on traditionalmanufacturing (cj2), service (cj3), administrative
institutions (cj4), education (cj5) (cj7), finance and commerce, and other fields, espe-
cially the impact on the traditional manufacturing industry (cj2) and the most significant
impact (t0.01 = 7.08). That is, among the people surveyed, the general opinion is that
artificial intelligence has a stronger impact on traditionalmanufacturing, service industry
and white collar jobs that are more complicated and regular.

Further, we built a model (2) to study the impact of AI literacy on graduates’ skills:

jni = β0 + β1ljcd+ β2xb+ β3nl + β4xl + β5xy + β6cs+ ε (2)

In model (2) the jni for graduates should have the skills (which is suitable for
computer operation skills, jn1 jn2 for software development skills, jn3 for mechani-
cal manufacturing skills, skills, jn5 jn4 for automatic control and intelligent control for
other skills), LJCD is the general knowledge of artificial intelligence, xb, nl, xl, zy, cs
respectively of respondents said the sex, age, education, occupation, city characteristics.
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Table 2 reported the results of the model (2) multiple linear regression model, the
regression results, the general knowledge of artificial intelligence degrees for graduates
in software development, mechanical manufacture, automatic control and intelligent
control has significant positive influence on expertise, among them, for graduates in the
aspect of software development skill is the most significant (t0.01 = 8.85).

Table 2. Requirements for graduates’ skills in artificial intelligence

(1) (2) (3) (4) (5)

jn1 jn2 jn3 jn4 jn5

ljcd −0.027 0.186*** 0.054** 0.157*** −0.226***

(−1.62) (8.85) (2.49) (7.39) (−11.32)

xb −0.033 0.004 0.026 0.010 −0.020

(−1.24) (0.13) (0.75) (0.29) (−0.64)

nl 0.015 −0.027 0.078*** 0.038* 0.032

(0.89) (−1.29) (3.57) (1.75) (1.56)

xl −0.028* −0.025 0.169*** −0.049** −0.019

(−1.66) (−1.17) (7.80) (−2.31) (−0.93)

zy −0.003 0.015*** 0.014*** 0.017*** −0.026***

(−1.00) (3.42) (3.14) (3.92) (−6.18)

cs −0.056** 0.139*** 0.063** 0.148*** −0.139***

(−2.27) (4.48) (1.98) (4.74) (−4.70)

Constant term 1.181*** −0.447*** −0.810*** −0.528*** 1.610***

(10.64) (−3.19) (−5.62) (−3.74) (12.09)

Sample size 721 721 721 721 721

R2 0.025 0.151 0.151 0.110 0.264

Adjuste dR2 0.016 0.144 0.144 0.102 0.258

The F value 3.013 21.221 21.222 14.651 42.687

Note: the value in brackets is t value; ***, **, and *mean significant at 1%, 5%, and 10% levels,
respectively.

5 Analysis of Survey Results

5.1 People with Different Educational Backgrounds

P(significance) = 0.000 < 0.05, so it can be considered statistically that there is a
significant difference between the samples, that is, there is a difference in understanding
of artificial intelligence due to different educational backgrounds. Using multi-element
cross analysis, in bachelor degree and above 70.2%of people think that although artificial
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intelligence can bring impact to employment, but on whether or not they will seize the
opportunity to feel more optimistic, compared with university college degree and higher
than that of 49.7% of the population, namely the degree is the most of the impact of the
development of artificial intelligence can keep an optimistic attitude.

5.2 The Degree of Understanding of Artificial Intelligence

In our survey, respondentswhodonot understand artificial intelligence at all only account
for 0.7% of the total sample, indicating that the vast majority of people have at least heard
about artificial intelligence; But know about artificial intelligence is, general understand-
ing of artificial intelligence, the artificial intelligence (ai) do not know much about these
three options accounted for 14.3%, 49.9% and 29.3% respectively, which exceeds ninety
percent of the respondents are product or concept of artificial intelligence of artificial
intelligence have certain contact and understanding, and there is no understanding, still
in the state in which a little knowledge; Only 5.8% had a deep understanding of artificial
intelligence.

5.3 The Direction of the Development of Artificial Intelligence Technology
Attitude

Think of the existing artificial intelligence products bring great convenience to human
life, looking forward to the more faster development, the number of 55.6%, that of arti-
ficial intelligence development too fast, 13.3% want to limit its development, think that
artificial intelligence can be a threat to humans, want to stop 28.3% of artificial intel-
ligence research. Combine the following question: “what attitude do you hold towards
AI that is stronger than your own thinking ability?” In the results, 47.6% of the total
number agree, 35.8% of the total number dislike, and 16.6% of the total number are hard
to say. From these two questions, it is not difficult to find that the number of people who
agree with and oppose artificial intelligence is more than 1:1. In other words, among the
people surveyed, those who can accept and approve artificial intelligence still account
for the majority. But the people who don’t accept artificial intelligence, or those who
don’t accept strong artificial intelligence actually account for 30%; A few remain on the
sidelines.

5.4 Views on Artificial Intelligence as a Potential Competitor

Among them, those who are worried about being eliminated from the society account
for 29.7%, those who believe that competent people live there and have confidence in
facing possible difficulties account for 56.9%, and those who believe that they hope
so that human beings can enjoy the benefits take the rest account for 11.9%. It can be
seen that in the face of the pressure brought by the technological reform represented by
artificial intelligence, more than half of the people still hold an optimistic attitude.
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5.5 Views on the Future Impact of Artificial Intelligence

6.5% think it will definitely. 51.7% said it was very likely. Some 34.4% were unsure.
Nearly 6% said it was likely to have no impact. A minority of 1.4% said no. This
may depend on the different jobs of different groups of people. Therefore, we have
done the multiple linear regression analysis above, and the result is that the traditional
manufacturing industry will be affected the most, and the traditional manufacturing
industry will also show more stress. In the results of the multiple linear regression
analysis of model (1), it can also be seen that respondents generally believe that artificial
intelligence has a stronger impact on traditional manufacturing industry, service industry
and white collar jobs with high complexity and regularity.

5.6 The Influence on the Skills of Practitioners

In the questionnaire design, we found some skills needed for the research and develop-
ment of artificial intelligence products: computer operation technology, software devel-
opment technology, mechanical manufacturing, automatic control and intelligent control
skills. According to the option statistics after recall and the multiple linear regression
analysis of model (2), more than 80% of the respondents believe that they need to mas-
ter computer operation technology and software development technology. It can be seen
that the rapid development of artificial intelligence and more and more applications at
present also put forward higher requirements for practitioners to master skills, an excel-
lent practitioner must pay attention to the training of professional skills, in order to have
more competitiveness, invincible in the society.

6 Suggestions for Investigation

It can be concluded from the investigation and analysis that the development of artifi-
cial intelligence is needed by The Times. In China’s developing country background,
artificial intelligence will bring more uncertainty, we need to look at the rise of artificial
intelligence dialectically.We should not only see the substitution effect of artificial intel-
ligence on traditional jobs, but also recognize the high-end employment opportunities
that artificial intelligence can bring to job seekers and practitioners. In the process of
emerging technologies represented by artificial intelligence shaping all walks of life,
how to reduce the negative impact of artificial intelligence on practitioners? It needs the
joint response of government, enterprises, universities and individuals.

6.1 To Government

The government needs to actively develop new industries, explore new jobs brought
by emerging technologies and expand employment channels; We should establish a
supportive system for reemployment, encourage continuing education, and strengthen
vocational education and job-transfer training. At the same time for the government to
plan and guide the development of artificial intelligence, grasp the development trend of
artificial intelligence, step by step, to safely reduce the artificial intelligence development
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jobs substitution effect, weakening the emerging technology development too quickly
may lead to polarization, fundamentally to avoid the unemployed surge and produce too
much of the gap between rich and poor could spark social risk problem [10, 11].

6.2 To Enterprises

In the face of the irreversible impact of artificial intelligence, enterprises must actively
respond to and adapt to The Times. Learn relevant knowledge, learn from excellent
enterprises at home and abroad, and pay attention to cooperate with government policies.
While reducing the impact brought by emerging technologies for the whole society, as an
employer, it is also beneficial for the enterprise to prepare in advance for future impacts
and even benefit from them.

(i) The personnel department of the enterprise needs to actively adapt to the changes
of The Times, reposition its own posts and tasks, realize the integration and trans-
formation of posts according to the intelligent system provided by AI, and improve
the efficiency of human resource management. Take its essence, go to its dross,
make full use of artificial intelligence system; At the same time, the innovation
consciousness of employees should not be neglected to make up for the defects of
artificial intelligence and reduce the negative impact of artificial intelligence [12].

(ii) When receiving new employees, the enterprise should formulate a training plan
for employees, urge them to improve their abilities, and establish the idea of how
to deal with the possible negative effects and improve their competitiveness in the
era of artificial intelligence as soon as possible; Besides, it also provides regu-
lar and quantitative quality training, and urges employees to pay attention to the
improvement of their working ability after work.

6.3 To Colleges and Universities

Colleges and universities are the bridge for themajority of practitioners before they enter
the society. While shoulding the responsibility of cultivating a batch and a batch of high-
quality practitioners, they also need to face the impact brought by artificial intelligence
and other new technologies. And as the first line of college students’ employability
training, how to ensure that the professional theoretical knowledge imparts conforms to
the current trend of The Times? How to make students in the artificial intelligence under
the impact of the employment environment to establish a correct view of employment,
employment view? And how to properly deal with the negative impact of “artificial
intelligence + education” on the traditional education system? These are the problems
that colleges and universities should solve nowadays [13].

(i) A correct understanding of “artificial intelligence + education”: faced with the
participation of new technologies in traditional education, colleges and universities
should maintain a positive and good attitude. Starting from the perspective that
the participation of artificial intelligence can improve the quality of teaching, the
application of artificial intelligence can strengthen students’ interaction in class and
practice after class. It is the knowledge and practice of artificial intelligence before
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the prospective practitioner steps into the society, as well as the implementation of
the deep knowledge of professional knowledge.

(ii) Attach importance to professional ethics education for college students: colleges
and universities should actively build employment guidance teams, set up courses
related to career planning and competition practice, and jointly guide students to
set up correct career choice and employment concepts through the combination of
classroom, practice and network platform; Attach importance to the cultivation of
students’ professional ethics. For the young people who are just entering the soci-
ety, they do not have rich practical experience. Therefore, the way to identify the
candidates will be more inclined to their professional ethics. Therefore, a good pro-
fessional ethics is the most important brick knocking on the door of the enterprise,
the high level of professional ethics is the enterprise really dare to use employees
[14].

6.4 To Individual

Practitioners are the first major subject facing the impact of emerging technologies such
as artificial intelligence. In our research, it can also be seen that the impact of new
technologies has different intensity on various posts, and many practitioners can also
see the opportunities brought by artificial intelligence. Therefore, practitioners need to
improve their competitiveness, pay attention to the trend of The Times, and actively deal
with the possible crisis.

(i) Strengthen the study of professional theoretical knowledge, pay attention to
participate in practical activities, and attach importance to the cultivation of
comprehensive ability.

(ii) In order to integrate into the rapid progress of modern society as soon as possible,
a positive spirit of innovation and a sense of competition are essential. Under the
conditions suitable for the development of enterprises, practitioners should be good
at breaking the conventional rules and finding their own way.

(iii) Prepare for lifelong learning, pay attention to market development and change,
adjust learning direction, and keep growing.

(iv) Make career development plans with a purpose and a plan to improve the chances
of employment success; It also ensures that it is possible to gain skills from the
job and be prepared for the impact of the new technological revolution.
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Abstract. Eye-tracking based usability testing methods today are very accepted
by researchers. These methods are ones of the most commons in human-computer
interaction. There are various types of applications of thesemethods in software or
web usability area, however, there is a difficulty during usability tests with the 3D
environment. The problem is occurred when the participant wants to rotate, zoom
or move the 3D space. In these cases, the gaze plots, the heatmaps, or the statistics
of Area of Interests (AOI) cannot be used regarding the 3D workspace. The data
on the menu bar is interpretable, however, on the 3D environment hardly or not at
all. In our research, we tested ViveLab and Jack Digital HumanModelling (DHM)
software knowing the mentioned problem. Our goal was dual. Firstly, with this
usability tests, we wanted to detect the issues in the software. Secondly, we tested
the utility of a new methodology which was included the tests. At one point of the
usability test, the participantswas askednot tomove the 3Dspace,while theyhad to
perform thegiven tasks. Severalmethodswere used to locate the usability problems
of the software. During the tests, we applied eye-tracking method, and after that,
each participant was interviewed. Based on the experiences of this research, we
can advise future researchers testing similar products. This methodology is useful,
and applicable in other related usability tests, and its visualisation techniques for
one or more participants are interpretable.

Keywords: Usability testing · Eye-tracking · Human factors and ergonomics
(HFE) · ViveLab · Jack · 3D environment

1 Introduction

Eye-tracking based usability testing methods today are very accepted tools among
researchers. These method are ones of the most commons in Human-Computer Interac-
tion (HCI). There are various types of applications of these methods in software or web
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usability area [1], however, we have discovered a gap in these researches. The visuali-
sation techniques of the eye-tracking device are useful, and in the 2D environment, it is
interpretable [2], but in a 3D environment, researchers cannot use them completely. The
problem occurs when the participant wants to rotate, zoom or move the 3D space. In
this case, the gaze plots, the heatmaps or the statistics of Area of Interests (AOI) cannot
be used regarding the 3D workspace (the huge inner area of the screen). The data on
the menu bar is interpretable, however, on the 3D environment hardly or not at all. A
recent research on a video game from the University of Aveiro, Portugal shows the same
problem [3]. In one of our previous studies, we tested a human model-based software
for ergonomics, and we encountered the same problem, where the data of the aggregated
heatmaps and gaze plots were not interpretable [4].

In our present research, we tested ViveLab and Jack Digital Human Modelling
(DHM) software knowing the mentioned problem. Our goal was dual. On the one hand,
with this usability tests, we wanted to detect the problems of the software. On the other
hand, we tested the utility of a new methodology included in the tests. At one point of
the usability test, the participants were asked not to move the 3D space, while they had
to perform the given tasks.

2 Methods and Tools

We used several techniques to locate the usability problems of the software. Before
the usability tests, the participants were asked about a few basic questions to relieve
tension. During the experiment, we apply the eye-tracking methodology, and after that,
the moderator interviewed each participant.

2.1 Eye-Tracking as a Usability Testing Technique

The final goal of a usability test is the appraisal of a service or product. To reach this
goal, researchers have to make a seties of test sessions with representative users. During
the examination, participants usually try to perform specific tasks while observers are
watching, listening to them and making notes. In most cases, the analyst also works with
audio and video recordings. The aim is to identify usability issues, collect qualitative
and quantitative data related to it, and determine the product/service satisfaction of the
participant [5].

Eye-trackingmethodology in ergonomics, especially in HCI is a known tool formea-
suring usability or user experience [4, 6]. Various types of researchweremade in the field
of web design [7–9], and other HCI fields [10–15]. This methodology, e.g. in usability
testing, can give us additional information about the users’ behaviour [16]. Combining
the conventional usability test techniques (observation, video recording, event recording,
etc.) with eye-tracking methods, we can gain more data, and its visualisation techniques
can support us to interpret these data in a relatively efficient way.

In our research, we used a monitor based eye-tracking device (Tobii T120). The
cameras built in the monitor further to record the participants’ movements, gestures, and
facial expressions, are able to determine the gaze. The system also records the computer
screen, and as a result, we can get a video with the eye movements, heatmaps [17], AOI
(Area of Interest) statistics [11], and gaze plot diagrams [18].
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2.2 Tested Software

In this research, two DHM software were tested: ViveLab and Jack.

ViveLab
ViveLab is a DHM-based software for ergonomic analysis. The software was released
in 2015. The software is cloud-based, which is one of its main advantages. It means
the shared model spaces (so-called “virtual labs” or only “labs”) can be available from
all countries, only a utility software, Citrix Receiver must be installed. Everyone can
register on the webpage and get a one-h trial license.

After login, we can create labs, and work with coworkers in the same lab at the same
time. The built-in human model has a database of accurate body dimensions. We can
adjust the percentile, age, somatotype, and acceleration of our human mannequin. The
parameter of acceleration means we can adjust the birth year of the human, since, over
the decades, the later they are born, the higher they will be. There is an opportunity for
import xsens motion capture file, and we can create our animation manually as well. The
software includes three implemented risk assessment methods (RULA, OWAS, NASA-
OBI), two implemented standards (ISO 11226, EN 1005-4), and two other analysis
techniques (reachability zone, spaghetti diagram). After analysing the human motion
and postures, we can generate risk assessment documents and ask for statistics.

Jack
Jack software was developed at the University of Pennsylvania in the 1980s and 90s.
It was primarily designed for the NASA’s space shuttle program as an ergonomic risk
assessment tool, and later attracted the interest in the naval and armed forces in the
United States. It was primarily used to simulate military actions, and at the Air Force
for maintenance work. Nowadays, the Jack software and brand belong to the Siemens
corporataion as a component of the Siemens PLM (Product Lifecycle Management)
software, and it is one of the oldest and most widely used software for ergonomics.

Jack’s virtual environment allows us to import CAD models. Information such as
distance from two points or access zones can be displayed. The human models are
detailed and biomechanically accurate, and the body sizes are from valid anthropometric
data, ANSUR 88. The limits of movement and the limits of strength correspond to
NASA’s research results. Motion capture allows us to incorporate the movement of a
real person into the human model. It can also generate reports based on exact results.
Analysis as reachability zones, RULA, OWAS and other tools are also available in Jack.

2.3 Participants

We defined a partly similar user profile regarding our previous experiences.We recruited
the participants in accordance of it: University students, graduates, and university
teachers were the participants, nevertheless, we were focusing on their experience on
ergonomic risk assessment and anthropometry as well as other CAD software.

Eight persons participated, one student, six graduates and one teacher. Regarding
our previous experiences, two participants were proficient in the field of industrial
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ergonomics, six participants were practiced in CAD modelling, and three are contin-
ually using it in their job. According the selection rules, the participants required to be
unfamiliar with the software.

3 The Protocol of the Usability Tests

First, the calibration of the Tobii T120 eye-tracker was made. After that, the participants
had to complete the given tasks. In each session, the sequence of the two software was
randomly chosen. (However, we paid attention to the equal number of the users testing
with each order). Eventually, four participants started the tasks with ViveLab, and four
started with Jack. Therefore, the effect of the learnability was not always the same.

Before the usability tests, few adjustments were made. We created eight separated
virtual lab in ViveLab for the eight participants. A CAD model of a roller conveyor was
added, and a viewpoint was defined (with the same view) in every lab. We also created
a rectangular solid representing the roller conveyor in Jack, which was necessary due to
methodological considerations.

The protocol of the tests was the following. After the calibration of the eye-tracker,
the participants have to complete the given tasks.

• Open ViveLab/Jack.
• Try how you can move, rotate the 3D space and zoom.
• Create a human model and set the given parameters.
• Find the viewpoint named “Viewpoint 1” and insert the camera. (We asked the
participants not to move the camera for the next two tasks.)

• Create a 10 cm × 10 cm × 10 cm cube (illustrating the workpiece).
• Adjust the colour/transparency of the cube. (After this task, the participants were
allowed to move the camera.)

• Adjust the position of the man and the cube without moving the roller bar.
• Turn on the RULA (Rapid Upper Limb Assessment) Risk Assessment Panel. The task
is over when they read aloud what point the posture has got.

• Make an animation in which the human lifts the cube, raises it closer to the eye (as
visual inspection).

• Play the animation from start to finish.
• Turn on the RULA (Rapid Upper Limb Assessment) Risk Assessment Panel, and
check the score of the body posture when the human lifts the cube.

We shortened the task list after the pilot test. The first task time was one and a half
h, which is tiring for the participants. The average of current task times is 45 min.

Searching in themenus was themain point of the test.We tried to avoid the change of
views by giving the tasks step by step, in a view from which the task can be performed.
Also, we asked the participants not to modify it during two tasks. With this little part
of the test, we can evaluate heatmaps and gaze plots with the help of the eye-tracking
methodology.
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4 Results

4.1 Results Regarding the Two Software

As the results of the tests, we have identified many usability problems regarding the
software. We gained two types of data: qualitative and quantitative. The qualitative data
came from eye-tracking visualisation techniques (heatmaps, gaze plots). The quantita-
tive data came from the task completion time. The usability problems were listed and
explained in our previous article [19], however, a summary can be read here.

The first task (Move, Rotate and Zoom in the 3D Space) was the easiest, however,
in Jack, only one participant could complete it without help. In ViveLab, this task was
easier because the participants needed to use only the mouse.

The Creating HumanModel and Changing the Properties tasks were also simple, but
in ViveLab, they did not understand the icons at first. After creating a humanmodel, they
had to change their properties. It was a more laborious task in Jack because there are two
panels: Properties panel and a Human Scale panel. The percentile type can be adjusted
in the Human Scale panel. Seven of the eight participants looked for this function in the
Properties panel at first.

Finding the RULA panel was easy, however, in ViveLab, to get the score of the
body posture, they had to click on the human model even if there were only one. This
step wasn’t highlighted enough. Based on the scan path data, we can conclude that they
looked at the right place relatively soon; however, they originally did not recognise its
importance.

Creating Animation was the hardest task in both software. To complete one part of
the simulation in Jack, three clicks to Next buttons and one to the Done button were
required, which was an unexpected long sequence. In ViveLab, most of the participants
needed help.

Overall the interface of ViveLab was more understandable for the participants, how-
ever, the Animation and Simulation panel was better in Jack probably because it has a
more sophisticated task builder.

4.2 Results Regarding the Methodology

Create a 10 cm x 10 cm x 10 cm cube (illustrating the workpiece) and Adjust the
colour/transparency of the cube were two easy tasks, while the participants were asked
not to move the camera. (Moving the camera means moving, rotating, and zooming in
the 3D space). The easiness of these tasks was crucial for testing the methodology. In
this part of the usability test, the particular usability problems of the software were less
important for us. Also, we would like to choose a task which can be completed without
moving the camera.

Methodological problems of research to solve
Only one participant forgot not to rotate, zoom or translate the virtual space, but the

moderator intervened, and the task could continue.
To complete the second task, the participants had to right-click on the cube and select

the particular option (see Fig. 1). The cube was on the same place for all participants, at
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least there was no task which said move the cube. However, there was another solution
in both Jack and ViveLab. In ViveLab, the user can also click on the model tree on the
left side. In Jack, the user can also open a window and set multiple options for the model
(see Fig. 2).

Fig. 1. Adjust the colour/transparency of the cube – the same type of solutions in Jack (left) and
ViveLab (right).

Fig. 2. Adjust the colour/transparency of the cube – identical solutions in Jack with different
window positions.

Furthermore, even if the solution was the same, the popup window or the context
menu could appeared in different positions for most of the participants. An example
for Jack on Fig. 2. In these cases, the aggregated heatmaps are not interpretable for all
participants. However, careful manual summarizing of individual heatmaps (or other
visualisations) of each participants can give right results.

In ViveLab, another unexpected problem has occurred, which influenced the out-
come. On the right side of the screen, there is the panel bar which can be closed. There
was no task to close the panel; however, many participants closed it to see the other parts
better. The task can be completed in both cases but Fig. 3 shows the context menus is in
different positions.
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Fig. 3. Adjust the colour of the cube – identical solutions in ViveLab, with the right panel (left
screenshot) and without the right panel (right screenshot).

This last problem was not only an issue for the second task. In the first task, the
settings panel of the cube were appeared in different places as well, and the whole
environment is translated (see Fig. 4).

Fig. 4. Setting the dimensions of the cube – identical solutions in ViveLab, with the right panel
(left screenshot) and without the right panel (right screenshot).

Interpretable Aggregated Heatmaps
Although many unexpected problems have occurred, all of them can be corrected with
some more instruction (or with posterior corrections during analysis). Despite the previ-
ous issues, we can create aggregated and individual heatmaps, which will be presented
below.

Creating the cube in Jack can be solved in one way. The participants had to click
on the menu bar and use the right buttons. In this case, all participant have the same
picture in front of them, so we could create an aggregated heatmap for all participants
(see Fig. 5). This is a good result, but the searched area is not actually in the 3D space.

Changing the transparency of the cube in Jack was the second task. In this case, the
participants had to click on the 3D space area and use a context menu. Because of this
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Fig. 5. Creating a cube in Jack, aggregated heatmap for all participants.

task could be completed in two ways, (we were interested in this one,) the aggregated
heatmap could be created only for four participants (see Fig. 6). This is also a good result
for us, and with further development of the test, the problem can be bypassed.

Fig. 6. Changing the transparency of the cube in Jack, aggregated heatmap for four participants.

The similar task in ViveLab was to change the colour of the cube. The participants
could complete the task in two ways. The users can click directly on the cube or the
model tree on the left side. There was more than one participant who completed each
way, so we could create two aggregated heatmap with data of two participants per ways
(See Fig. 7).
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Fig. 7. Adjust the colour of the cube, identical solutions in ViveLab, clicking on the cube (left)
or clicking on the model tree (right) – aggregated heatmaps for two participants (left) and other
two participants (right).

5 Discussion and Conclusion

In conclusion, our usability research was useful for both purposes. We could conclude
the software and the methodology as well. Regarding the software, many suggestions
can be made. Not all function was tested, but our goal was to test the user interface
differences between the two software. Based on the task completion time, which was,
on average, 45 min, the complexity of the task was correct.

The problem of the eye-tracking methodology in a 3D environment is solvable,
but with compromises. The biggest problem while using eye-tracking is that the most
sophisticated, aggregated visualisations, such as aggregated heatmaps can only be used in
restricted situations, so they are not always suitable for modelling natural user behaviour.
Zoom in and out, dimension change and rotation make it difficult to evaluate, however,
makes it easier for users to complete the task. Despite when the participants were asked
not to move the 3D space, they could open context menus on different places, so, in
same cases, the aggregated heatmaps and gaze plots would not be interpretable.

With this research, we intend to give suggestions for other researchers how to com-
plete similar usability tests with sufficient results. Our suggestions, which conclude the
original ideas and the findings, are the following:

• Give precise tasks. In ViveLab, one task was to adjust the colour of the created cube.
We did not give a specific colour, because the palette is broad and there are many
different hues, and we were not interested in this part. However, in this case, the
heatmaps are less interpretable.

• Avoid possible differences.Give instructions formost cases.After adjusting the human
model, the participants did not need the panel on the right side. With one instruction
(close the panel), all participant would see the same picture, and more aggregated
heatmap can be created.

• Watch out for the popup windows. We can not give a solution for the problem of the
popup windows in different positions, but the moderator can ask the participants not
to move these windows for the better result.
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• Freeze the 3D environment or ask the participant not to move it (at least for some
tasks). It was helpful and indispensable in this research.

• Beyond the 3D space, the positions of the models are also important. Give exact
instructions on whether they move the model or not.

Summarizing this research, this methodology is considered to be useful and can
be applied in other similar usability tests. The visualisation techniques for individual
participants are interpretable, however, the aggregated visualisations are interpretable
only in special cases. Further tests are needed for the more precise picture.
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Abstract. To play is often known as a voluntary process in a temporary sphere
with a unique disposition. In contemporaneity, games are a promising field for
application and study, since they are sociocultural products with great impacts on
the economy and in technology. Throughout the history of the development of this
medium, the sensory experience included the perceptual channels of vision, hear-
ing, and cognition to solve problems. Therefore, this study presents the theme
through a systematic literature review and describes several applications and
approaches that accentuate and diversify the user’s sensory experience. The main
contribution of the study is to elucidate and illustrate the multisensory experiences
that involve the use of the kinesthetic system (voice and body) and the haptic sys-
tem (smell and taste). Moreover, visual experiences have been enhanced through
augmented reality, virtual reality, and 3-D visualization. The results and discus-
sion note the particularities of this media and aspects for the feasibility of future
applications. It is hoped that this research will pave the way for future work
involving case studies of games that allow for aesthetic experiences beyond solely
visual experiences to deepen the sensitivity analysis and the process of generating
meaning as well as emotional, and cognitive responses.

Keywords: Games · Design · Experience

1 Introduction

From a social point of view, games are extremely important for the development of
man and culture, as play activities have been present since ancient times. Games satisfy
natural impulses for playfulness, pleasure and spontaneous effort. They are stimulating
activities that developmotor, psychological, and/or intellectual abilities.Bybeingpresent
in everyday life, play influences and is influenced by society and culture. It also promotes
the development of certain technologies and areas of knowledge.

One of these areas is game design; as understood by (Schell 2008), game design is
the act of deciding what a game should be. Even if alone, the game is just an artifact.
Thus, the game designer is responsible for designing the experience made possible by
the game when people play it. The goal of the game designer is to design the gameplay
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by conceiving and elaborating rules and structures that result in an experience for players
(Salen and Zimmerman 2004, 19).

Technological expansion permeates game design, transforming data processing, the
representation of sounds and images, players’ experiences, and the designer’s own think-
ing and design. Games are not just visual and interaction is possible in many ways. The
discussion of the aesthetic experience in games goes beyond visuals and game devices.
They are often designed and improved to enhance and stimulate our senses through new
ways of interaction.

In this paper, devices and applications regarding the sensory experience in games
beyond just visual will be presented using a systematic review of literature and exam-
ples to illustrate the discussions. The objective of this study is to present the theme of
sensory experience in games as being beyond visual. This will be accomplished through
a systematic literature review and case studies on applications that aim to accentuate and
diversify the user experience.

This study was driven by the question: “How do games’ interfaces, input, and output
devices allow for interactions that provide a sensory experience beyond just visual?”.
Literature searching included books and journal articles in the field of game design and
aesthetic experience. A keywords search was used for the terms “game aesthetics” or
“games aesthetics” or “aesthetics in games” or “aesthetic experience” and “games”. The
contributions found were filtered and 29 studies were included and classified into 5
categories (Fig. 1):

• Game design and aesthetics: studies concerning aesthetics in game design can be
found in (Schell 2008); (Salen and Zimmerman 2004); (Zichermann and Cunningham
2011) and (Marache-Francisco and Brangier 2015).

• Player aesthetic experience: research about player aesthetic experience and immer-
sion (Sommerseth 2009).

• Game aesthetics: contributions about aesthetics in videogames devices and playabil-
ity (Niedenthal 2008); (Kirkpatrick 2009) and (Gouveia 2010).

• Sensory aesthetic experience in games: works about aesthetics experience in com-
puter games as a sensory phenomenon (Jeong, Biocca, and Bohil 2012), (Friedman
2014), (Kim and Sung 2015) and (Wang et al. 2015).

• Aesthetic experience rather than visual in games: studies presenting new or dis-
cussing old application or device in which visual is not the main interaction input or
output (Newman 2002); (Hekkert 2006); (Gaudy et al. 2006); (Neumark et al. 2010);
(Luz 2010); (Juul 2010); (Zuanon and Lima 2011); (Medeiros Filho et al. 2013);
(Tobin 2013); (Johnson, Wyeth, and Sweetser 2014); (Ng et al. 2015); (Linowes
2015); (Leblanc and Chaput 2016); (Chen et al. 2016) and (McGregor et al. 2016).

The main contribution of the study is to elucidate and illustrate the multisensory
experiences that involve the use of the kinesthetic system (voice and body) and the haptic
system (smell and taste). In this sense, this research is distinguished from the others by
bringing together these applications and devices in which the sensory experience is
not driven only through visual input or output devices and proposes a comparison and
discussion of the interaction mechanisms for player experience beyond visual in games.
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15%: game design and aesthe cs

4%: player aesthe c experience

11%: game aesthe cs

15%: sensory aesthe c 
experience in games

55%: aesthe c experience 
rather than visual in games

Fig. 1. Classification results and research trends of publications about game aesthetics.

2 Sensory Experience in Games: Beyond Visual

Regarding the understanding of a player’s experience and immersion, (Sommerseth
2009, 1) argues that art in games cannot be restricted to visual media. Therefore, it is
appropriate to consider other qualities of computer games, such as interactivity. These
qualities are intrinsic to the gameplay experience and central to an understanding of
computer games, as related to the notion of choice, control, and effort. The author noted
that games present users not only with a visual environment to experience but also with
a fictional world to explore. Hence, it is essential to understand and provide new ways
to fulfill this task through sensory stimulation and sensory-perceptual systems.

(Niedenthal 2009, 2) summarized the three most common understandings of game
aesthetics in the literature. The first refers to the sensory phenomena in the game (visual,
aural, haptic, and embodied). The second refers to those aspects of digital games that are
shared with other art forms. The third is that an expression of the game is experienced
as pleasure, emotion, sociability, and form-giving. The author alleged that the term
“aesthetics” needs to be critically reexamined within a game studies context and noted
the need for understanding games as tools for sensory and embodied play, creative
activity, and an aesthetic experience.

(Kirkpatrick 2009, 135) discussed the role of video game controller in-game aes-
thetics, as it marks the difference between watching a screen and interacting with an
input device. The author emphasized that good play is about feeling, exploring, and
altering the field of tension. To do so, while playing a game, we do not look at our hands
with the controller or think about its syntax. The controller keeps the player physically
attached to the game and involves a physical tension for the player. As we play, the less
attention we pay to the controller and its syntax, the more connected we are with the
game experience.

(Gouveia 2010, 19) explained that an aesthetic experience in games incorporates sen-
sory and cognitive aspects through playability. The author argued that the magic circle1

creates an emotional and aesthetic experience for entertainment in which performance
has its place.

According to (Zichermann and Cunningham 2011, 36), one of the most well-known
game design frameworks isMDA (mechanics, dynamics and aesthetics).While mechan-
ics define the game’s functionality, dynamics are the player’s interaction with and

1 The magic circle is an expression used by (Huizinga 2016, 10) as a temporary space for play; it
is closed shape, maintained in secrecy, and guided by rules and laws.
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response to the mechanics, and the aesthetics are the player’s emotional response to
the mechanics and dynamics. The sensory-motor dimension of a game uses multimodal
coding (visual, audio and haptic) for aesthetics and communication, as was explained
by (Marache-Francisco and Brangier 2015, 11).

Other studies about games and their sensory and aesthetic experience can be found in
(Niedenthal 2008), (Jeong et al. 2012), (Friedman 2014), (Kim and Sung 2015), (Wang
et al. 2015), and (Wang et al. 2016).

2.1 Vibration: A Data Output System Beyond the Audiovisual

(Newman 2002, 416) explained the importance of the insertion and popularization of a
vibration system in video game controllers. The author noted that the controller for the
Nintendo 64 console had an opening to insert the Rumble Pak accessory, which allows
users to feel vibrations during play. According to the Nintendo company website2, the
Rumble Pak was released in 1997 as a feedback device that can be embedded in the
control and allows the player to feel a tremor. For example, the player feels the vibration
when his avatar collides with some in-game object.

Following the trend, Sega and Sony launched vibration systems for their console con-
trollers (the Dreamcast’s Vibration Pack and the PlayStation’s DualShock controller).
Although the vibration of a video game controller can be seen as a way to reinforce
the audiovisual stimuli and validate its role as a haptic device, (Newman 2002, 415)
argued that, by incorporating tactile output, video game designers recognize and rein-
force the connection between the player and controller, breaking the apparent supremacy
of audiovisual outputs.

2.2 Touch, Voice, Blow: An Input System in Addition to the Buttons

To expand the possibilities of interaction and visualization, in 2004 Nintendo developed
the Nintendo DS (abbreviation for dual screen) portable console (Tobin 2013, 15). The
system uses a lower touch-sensitive screen that can be accessed through the use of a
Stylus accessory (pen). The top screen works in combination with the lower screen as
an information display screen but not as an additional input device.

According to (Tobin 2013, 54), all types of video games require some kind of bodily
involvement. Cases such as the use of the mouth to blow the Nintendo DS’s microphone
are out of what has become conventional interaction of the body with the game interface.
In some games, the uses of the microphone are mimetic, as in the case of blowing and
extinguishing candles.

With respect to the use of the voice to interact with games, as cited by (Neumark et al.
2010, 291), in 2000 Nintendo released the title Hey You Pikachu! for the Nintendo 64
console. This was one of the first games to employ the use of voice as an input element
for data and control in a video game through the use of the Nintendo 64 VRU (voice
recognition unit).

2 Nintendo Buyer’s Guide: Rumble Pak. Retrieved from: https://www.nintendo.com/consumer/
buyers_guide.jsp.

https://www.nintendo.com/consumer/buyers_guide.jsp
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2.3 Body and Performance: A Kinesthetic and Mimetic Input System

(Medeiros Filho, Calado, and Neves 2013, 331) explained that the NintendoWii console
introduced an innovative control method. It utilized a system (based on movement and
captured by accelerometers) that allowed the system to reach a new audience. (Luz
2010, 87) clarified that the console and the Wii Remote controller work with motion
recognition, acceleration, and targeting. The author reported that, when announcing the
console, developers promised an innovative control method, stating that “it is not about
what you play but how you play.” The author also ratified that this concept assured
Nintendo the innovation that differentiated it from the consoles of their competitors
Microsoft and Sony.

According to (Juul 2010, 107), the success of the NintendoWii console was because
the controllers allowed for the imitation of real actions in games. The author asserted
that this made mimetic interface games easier to learn than traditional video games. For
example, these games encouraged the player to imagine that the Wii controller was a
“real” tennis racket that he swings to hit the ball and not a controller button pushed in
order to do so. The author argued that traditional gaming forces the player to imagine
their bodily presence in the gaming world while mimetic interface games allow them to
play from the perspective of the physical presence of the player in the real world. (Luz
2010, 88) explained that this type of interaction uses movements that include muscular
memory that act in conjunction with cognitive visual abilities to make the sensory and
immersive experience friendlier and more spontaneous.

(Johnson et al. 2014, 503) confirmed that, with the advent of the Nintendo Wii
console, the Sony’s accessories PlayStation Move and PlayStation Eye, and the XBOX
console’s accessory Kinect, active games that require physical activity have become
increasingly popular. While PlayStation Move and Nintendo Wii gameplay require the
player to hold a controller, the XBOX Kinect has a camera that identifies the player’s
movement in a three-dimensional space without having to manipulate a controller.

2.4 3-D and Augmented Reality: Enlargement of the Visual System

Regarding the expansionof the visual experience,wehighlight theNintendo3DSconsole
that was released in 2011. The console aims to visualize 3-D images without the need for
special 3-D glasses2. The console also allows for the capture of 3-D photos and videos
with the attached cameras and can view images in augmented reality.

According to (Ng et al. 2015, 56), augmented reality (AR) is a version of reality with
enhancements created by the use of technology to overlay digital information onto an
image viewed through a device.Usually, the reality is recorded through a camera and then
elements are added through software. The authors mentioned the Nintendo 3DS console
as a popular example of augmented reality, since it comes with cards that are recognized
by the software and can show three-dimensional models that are superimposed on the
device screen.

2.5 Augmented Reality, Ubiquity, and Walking

(Leblanc and Chaput 2016, 1) reported that there is an urgent need to elaborate new
strategies to motivate people to get out and move more due to increased sedentary
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lifestyles. In this sense, the free-to-play smartphone game Pokémon Go uses augmented
reality and georeferencing to offer outdoor fun with physical activity.

PokémonGo encourages physical activity by having players walk around in search of
Pokémon and use their smartphones to “catch” them. The application uses gamification3

to motivate players to walk to increase their chances of finding new Pokémon and
accelerate the in-game “egg incubation” process. The gamification of physical activity
can cause people to integrate gaming into their daily liveswhich, according to the authors,
is an effective method of disease prevention and health maintenance.

2.6 Virtual Reality: Broaden the Visual and Immersive Experience

Virtual reality (VR) is a device-aided computer-generated simulation of a three-
dimensional environment that seems real to the person who experiences it (Linowes
2015, 3). The author clarified that virtual reality currently involves the use of a head-
mounted display that allows interaction simply by moving the head and using manual
controls or motion sensors. The goal is to achieve a strong sense of being present in the
virtual environment through the impression of visualizing an environment or image not
bound by a screen. The Oculus Rift and the PlayStation VR are examples of these kinds
of devices.

Regarding augmented haptic gaming, one example is the SoEs (Sword of Elements)
project, presented by (Chen et al. 2016, 71). It is based on annexing reality that uses
real physical objects and haptic retargeting. This provides a prop-based feedback that
coincides with the virtual object to allow the user to have the tactile sensation simulated
through a wearable interface, such as the wind of a flying arrow or the heat of iron of a
weaponsmith.

Another initiative that can be cited is the FeelReal project, which consisted of the
development of a helmet and a mask for virtual reality experiences. It allows the user
to explore virtual environments through the involvement of other senses beyond sight
and sound. With a 3-D audio system for better immersion and a high-resolution display
equivalent to the best smartphones, the mask has micro-coolers and micro-heaters that
allow the user to feel cold and hot wind, motors with adjustable vibration levels, an
ultrasonic ionization system that produces water mist, a removable cartridge with seven
odors, and a microphone.

This project stands out as an interesting proposal for the insertion of olfactory percep-
tion into gaming experiences. According to (Hekkert 2006, 163), smell is a rich source
for associations and serves our ability to memorize past places and events.

2.7 Neuroscience: Emotion as an Element of Play

The results of a design and neuroscience research project by (Zuanon and Lima 2011,
1) referred to the project titled NeuroBodyGame, a wearable computer that allowed the
user to play a game using neurological and physiological signals. The game and wireless
wearable interface react to the user’s emotions during the interaction.

3 (Kapp 2012, 1) defined gamification as the use of game elements and game-thinking to engage
people, motivate action, and promote learning.
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The authors explained that the device uses the concept of affective computing in
which machines are able to recognize, communicate and react to user’s emotional state
using bio-interfaces, which provide interaction conditions from the biological conditions
of the user. Thereby, an organic interaction between the user and game is promoted
through the use of wearable interfaces that will change according to the user’s thoughts
and emotions at the moment of interaction. In NeuroBodyGame, two biosensors were
used as input channels to capture physiological information. The wearable computer
interpreted data and reacted by changing its colors and providing vibrations. Thus,
the wearable interface allowed the player’s physiological conditions to be influential
elements of the game, thereby favoring unique experiences for each user.

3 Discussion

The study focused on the following questions: How do games’ interfaces, input, and
output devices allow for interactions that provide a sensory experience beyond just
visual? Other than visual, what kinds of perception are required and developed in the
applications presented?

Table 1 contrasts the sensory possibilities provided by the output devices of the pre-
viously presented applications. The applications that most provide sensory possibilities
for the output devices are as follows. The Oculus Rift and PlayStation VR expand the
possibilities of visual perception with virtual reality, 3-D images, and 3-D audio. Addi-
tionally, the FeelReal project presents the same characteristics of the Oculus Rift and
PS VR and enables sensory experiences through smell, the haptic system through the
perception of temperature, and tactile perception of vibration.

Table 1. Output of game devices and their sensory potentialities.

Sensory potentialities Game devices

Visual (3-D) FeelReal
Nintendo 3DS
Oculus Rift
PlayStation VR

Visual (AR) Nintendo DS
Nintendo 3DS
Pokémon Go

Visual (VR) FeelReal Helmet
Oculus Rift
PlayStation VR

Aural (3-D) FeelReal Helmet
Oculus Rift
PlayStation VR

(continued)
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Table 1. (continued)

Sensory potentialities Game devices

Haptic (vibration) DC Vibration Pak
FeelReal Helmet
N64 Rumble Pak
NeuroBodyGame
PS DualShock
PS Move
Pokémon Go
SoEs
Wii Controller

Haptic (kinesthetic) PlayStation Move
Wii Controller
XBOX Kinect

Haptic (temperature) FeelReal Helmet
SoEs

Olfactory FeelReal Helmet

Table 2 compares the game devices and applications and considers the aspects of
the output devices that stimulate multisensory experiences, the input mechanisms, and
the response evoked by sensory stimulation through which the player interacts with the
game.

Table 2. Comparison between outputs beyond visual and aural, inputs, and response evoked by
game devices and applications.

Device/application Output Input Response evoked

PS DualShock
N64 Rumble Pak
DC Vibration Pak

Haptic (vibration) Button controller Attention and
feedback

Wii Controller
PlayStation Move

Haptic (vibration and
kinesthetic)

Button controller with
space and movement
recognition

Movement; bodily
kinesthetic
intelligence; attention
and feedback

XBOX Kinect Haptic (kinesthetic) Kinesthetic, space and
movement recognition

Movement; bodily
kinesthetic
intelligence; attention
and feedback

Nintendo 64 VRU – Microphone Linguistic
intelligence, attention
and feedback

(continued)
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Table 2. (continued)

Device/application Output Input Response evoked

Nintendo DS
Nintendo 3DS

Visual (two screens,
3-D, and augmented
reality with N3DS)

Touch screen, stylus
pen, microphone,
buttons

Linguistic
intelligence, attention
and feedback

NeuroBodyGame Haptic (vibration) Wearable interface Attention and
feedback

SoEs Haptic (temperature
and vibration)

Wearable interface Attention and
feedback

Pokémon Go Haptic (vibration and
kinesthetic); visual
(augmented reality)

Touch screen Movement, ubiquity,
attention and feedback

FeelReal Helmet Haptic (temperature e
vibration); visual
(virtual reality); aural
(3-D audio); olfactory

Button controller and
microphone

Spatial intelligence,
immersion by visual
isolation in a virtual
environment, 3-D
audio, smells, haptic
system, attention and
feedback

PlayStation VR
Oculus Rift

Visual (virtual reality)
and aural (3-D audio
with earphone)

Button controller and
microphone

Spatial intelligence,
immersion by visual
isolation in a virtual
environment, 3-D
audio, attention and
feedback

With inputmechanisms,we emphasize the presence of amicrophone inmany devices
and applications that allow for voice interaction and the exercise of linguistic intel-
ligence4, outside of the presence of button controllers. Among the possibilities that
stand out, we underline the touch screen and Stylus accessory of Nintendo DS and 3DS
consoles and the interactions through movement in devices such as the Wii controller,
PlayStation Move, and XBOX Kinect.

Among the responses evoked by the sensory stimulation through the output systems,
we highlight the possibilities with the Wii controller, PlayStation Move, and XBOX
Kinect devices. They require movement and bodily kinesthetic intelligence5 and the
requested attention and feedback provided by any vibrations of the controller (in the
case of Wii and PlayStation devices). The N64 Voice Recognition Unit and the Nin-
tendo DS and 3DS evoke the usage of linguistic intelligence with the use of voice.

4 (Gardner 2006, 13) explained linguistic intelligence as the verbal ability to address written and
spoken words and sensibility to sounds, meaning and word rhythm, involving interpretation and
explanation through communication and language.

5 Bodily kinesthetic intelligence was defined by (Gardner 2006, 10) as the capacity to control the
movements of the body and address objects ably, with dexterity, agility coordination, and body
balance.
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The FeelReal Helmet, PlayStation VR and Oculus Rift Head-Mounted Displays require
spatial intelligence6 and provide greater immersion due to visual isolation in a virtual
environment and 3-D audio.

4 Limitations and Future Directions

The study attempted to demonstrate examples of applications and devices that allow a
multisensory approach to gaming.However, vision is still themain receptor andpreceptor
for the gaming experience, and therefore the technology of its devices is based on that
specific paradigm.

While the existing literature cited act as an important contributor to the immersion
in games, little research has explored this topic. It is relevant to mention Kinect games,
which uses movements and haptic devices to interact (Vaisshali and Swaminathan 2015)
and audio games, which are games that are accessible to the blind, in which the commu-
nication process depends on sounds rather than on a specific language (Gaudy, Natkin,
and Archambault 2006, 263). In this kind of game, the information output is sonorous
rather than visual-graphic. In general, the menu options, rules, and other auxiliary ele-
ments for gameplay are described by a narrator, and the constant presence of sounds
guide the player throughout the experience. Some of the existing initiatives are projects
of web portals, such as Audio Games7 and Blind Fold Games8, which provide a series
of free-to-play sound-based games for users who are blind or visually impaired.

It is still a challenge to design games that consider the particularities and limitations
of users with some deficiency, especially visual deficiencies. It is necessary that design,
along with other areas, such as Ophthalmology, interact to discuss the subject in its
complexity to propose inclusive solutions. The absence of sound, haptic perception,
smell, or taste can reduce the experience but does not make it infeasible. Designers have
the responsibility to ensure access to entertainment through assistive technology and
inclusive design. Therefore, investing in research and games that stimulate other senses
beyond sight is an act for inclusive design and explores the potential of the medium.

During the research, the only initiative found involving taste in games was Pixelate9,
a project that gamifies the act of eating and challenges the player to consider what he
eats. However, it is relevant to note that taste, while present and relevant to the experience
of the gamification of eating, has little to no role in the game. Actions are validated not
by taste but by a special fork that identifies food.

It is important to note that little variety has been observed in the exploration of
touch, especially in the use of motors that produce vibrations in controllers and wearable
devices. The smell sense was reported in the FeelReal project, and this is believed to be
a trigger for expanding the possibilities for output devices that aim to provide sensory
experiences beyond the existing widespread audiovisual.

6 According to (Gardner 2006, 13), spatial intelligence is the ability to think imaginatively,
elaborating a mental model of a spatial world and being capable of actively using this model.

7 Welcome at AudioGames.net! Retrieved from: http://www.audiogames.net/.
8 Marty’s Blindfold Games: Audio games for the visually impaired community. Retrieved from:
https://blog.objectiveed.com/.

9 Pixelate. Retrieved from: http://sureskumar.com/?p=589/.

http://www.audiogames.net/
https://blog.objectiveed.com/
http://sureskumar.com/?p=589/
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Regarding wearable interfaces, other initiatives were found, in addition to Neuro-
BodyGame, such as the ARAIG10 project that uses special clothes to allow the user to
feel vibrations and impacts. As noted by (McGregor et al. 2016, 92), this interface can
be used as a way to enhance resilience and tactical training as a serious game. The VUE
VR11 project allows for more interaction with virtual reality through a special treadmill
and tennis shoes. The project cited in this research, NeuroBodyGame, captures brain
signals as an input device for gaming, and it is an important step for design and neu-
roscience. Notwithstanding these initiatives, these kinds of applications are still scarce
and need to be expanded.

This research analyzed the sensorial dimension of games. It is hoped that this research
will pave the way for future work involving case studies of games that allow for aesthetic
experiences beyond solely visual experiences to deepen the sensitivity analysis and the
process of generating meaning as well as emotional, and cognitive responses.
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Abstract. Virtual Reality (VR) is a budding field in the realm of technology,
and it also happens to be one of the main sub-topics entwined with the field of
Artificial Intelligence (AI). Themain idea ofVRalso revolves aroundVirtual Envi-
ronments. Virtual Environments (VE) contribute to the creation of an out of the
world experience for users, by allowing them to interact with the digital universe.
Applied Ergonomics is a concept that involves designing for people and since VR
is becoming a more mainstream technology being incorporated in various facets
of people’s lives, like mobile computing, it is only imperative that a bibliometric
analysis is carried out to show the relationship between VR in mobile computing
and applied ergonomics. This paper shows the connection between VR, Human
Computer Interaction and ergonomics using software programs like MaxQDA,
Harzing, VOSviewer, andMendeley. The main keywords used in this bibliometric
analysis were Virtual Reality, Artificial Intelligence, Human-Computer Interac-
tion, and Ergonomics. These words were continuously repeated in the articles and
chapters referenced in this paper.

Keywords: Virtual Reality · Artificial Intelligence · Bibliometric analysis ·
Human-Computer Interaction · Ergonomics · Content analysis

1 Introduction and Background

1.1 Problem Statement

Technological advancements and innovative concepts in the world of Science Technol-
ogy, Engineering andMathematics (STEM), have led to a breakthrough and cutting-edge
solution to various projects with AI, most especially the VR realm. The computational
power derived from this breakthrough has created additional opportunities that support
more human problem-solving opportunities and provide optimum expertise in the field
of automation. Since ergonomics also deals with the efficiency of design for humans, it
is necessary to show the relationship between new and innovative technologies such as
virtual reality to the field of applied ergonomics.

This paper aims to show the link and connection betweenVRand applied ergonomics
through a bibliometric and content analysis. The analysis will be done through software

© Springer Nature Switzerland AG 2020
V. G. Duffy (Ed.): HCII 2020, LNCS 12199, pp. 334–345, 2020.
https://doi.org/10.1007/978-3-030-49907-5_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49907-5_24&domain=pdf
https://doi.org/10.1007/978-3-030-49907-5_24


Virtual Reality and Artificial Intelligence in Mobile Computing 335

programs including Mendeley, MaxQDA and Harzing. The main point of the anal-
ysis will be to show the strong correlation between VR and ergonomics using key-
words such as Virtual Reality, Artificial Intelligence, Human-Computer Interaction, and
Ergonomics.

In order to motivate this systematic review of virtual reality within digital human
modeling, it may be useful to consider the following. Though not initially apparent,
virtual reality has traditionally been an important part of digital human modeling. And
many digital human modeling studies and design initiatives have had ergonomics and
human factors as a foundation. Applied ergonomics is also considered in this analysis
while digital human modeling methodologies have had ergonomics-related applications
across many industries in recent years.

A searchof “digital humanmodeling” atAuthorMapper.comrecognizes 1975articles
from the years 2002 to present. Based on analytics within AuthorMapper highlighted
on the search page, “Virtual reality” is the next leading term among keywords after
“ergonomics” and “human factors”. With “virtual reality” as a leading term ahead of
“digital human modeling” within the database of related articles on “digital human
modeling”, it is important to understand the emerging trends associated with virtual
reality that are in this analysis and article.

2 Research Methodology

2.1 Trend Data

Figure 1 illustrates a trend graph data done through the report analysis on the Web of
Science platform. The graph shows that the terms “Artificial Intelligence” and “Applied

Fig. 1. Trend graph data of keywords “Artificial Intelligence (Virtual reality) and Applied
Ergonomics” between the year 1992 up until 2019
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Ergonomics” have been cited multiple times in several articles. The term also shows a
steady increase in the search of the keywords from the year 2012 up until 2018. These
are the peak years that these terms became more acknowledged in the world.

2.2 Author Relationship Table

The author relationship table shown below was created through the search of Harzing.
A search was done to see the authors that had more content related to Virtual Reality
and Applied Ergonomics. The results from the search are laid out in the Table 1 below.
Harzing also enables users to collect metadata that can be used to create an information
visualization piece in the form of a linked graph.

Table 1. Author relationship table for key words “Artificial Intelligence” and “Applied
Ergonomics”

Name of author Rank Publisher

JR Wilson 1 Elsevier

PA Howarth 7 Elsevier

L Gamberini 14 Libertpub.com

VG Duffy 25 Taylorfrancis.com

F Biocca 64 MIT Press

2.3 Geographic Location

The geographic location search was done using Author Mapper. The Author Mapper
search for the keywords “Virtual Reality” and “Applied Ergonomics” was also done,
but the terms did not yield any results. Instead a search for “Artificial Intelligence”
was completed (https://www.authormapper.com/search.aspx?q=artificial+intelligence&
Facet=name) (Fig. 2).

3 Data Analysis and Procedures

3.1 Mendeley

Figure 3 shows the eight articles used for this content analysis organized in theMendeley
software program. These eight articles were used in the creation of this bibliometric and
content analysis. Of the eight total articles, five of them used in this paper were acquired
from the 4th edition of the Handbook of Human Factors and Ergonomics published by
Gavriel Salvendy. The other three articles are from different sources, all listed in the
references.

https://www.authormapper.com/search.aspx%3fq%3dartificial%2bintelligence%26Facet%3dname
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Fig. 2. Geographic locations for the keyword “Artificial Intelligence” generated with Author
Mapper (https://www.authormapper.com/)

Fig. 3. The eight articles used for this content analysis organized in the Mendeley Software.
(https://www.mendeley.com/?interaction_required=true)

Harzing
Using the google scholar platform in the Harzing software program, the first search was
done.

https://www.authormapper.com/
https://www.mendeley.com/%3finteraction_required%3dtrue
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Fig. 4. Search is done inHarzing using the keywords “Virtual Reality” and “Applied Ergonomics”
(https://harzing.com/resources/publish-or-perish)

The keywords used were “Virtual Reality” and “Applied Ergonomics”. Figure 4
above shows a visual representation of the platform. From the results, there was a total
of 980 papers. The search was done for the years 1992–2020. The results yielded a total
citation of 72,687 with 74,17 citations per paper.

Fig. 5. VOSviewer visualization piece created with metadata from the Harzing search above.
(https://www.vosviewer.com/)

https://harzing.com/resources/publish-or-perish
https://www.vosviewer.com/
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3.2 VOS Viewer

Another searchwas done using the set of keywords, “Artificial Intelligence” and “Applied
Ergonomics”. More details are provided in the results section.

Metadata from the Harzing Software was used to create an information visualiza-
tion piece in the form of a graph for the keywords “Virtual Reality” and “Applied
Ergonomics”.

Fig. 6. Minimum occurrence and threshold on VOSviewer. (https://www.vosviewer.com/)

Fig. 7. VOSViewer visualization piece with additional features selected (https://www.vosviewer.
com/)

https://www.vosviewer.com/
https://www.vosviewer.com/
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As indicated in Fig. 6 below, a minimum occurrence of 10 was used for this search,
to obtain efficient results. A threshold of 26 was also used. The values used for the
occurrence and threshold alongwith themetadata derived from the search on theHarzing
software can be used to replicate the VOSviewer visualization pieces.

3.3 MaxQDA

Content Analysis was also completed with the MaxQDA version 2020. The eight doc-
uments were used to carry out that content analysis. A word cloud image (Fig. 8) was
produced.

Fig. 8. MaxQDA 2020 Content Analysis Software (https://www.maxqda.com/qualitative-analys
issoftware)

The word cloud image contains the common terms that can be found in the eight
documents and it also shows how the terms are all connected to Applied Ergonomics
(Fig. 9).

https://www.maxqda.com/qualitative-analysissoftware
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Fig. 9. Bibliometric Analysis with MaxQDA (https://www.maxqda.com/qualitative-analysissoft
ware)

4 Co-citation and Further Analysis

Aco-citation analysis was carried out onVOSViewer to show a connection between lead
papers and authors in theworld of “Virtual Reality” and “Human-Computer Interaction.”
The results yielded in the analysis are shown in Fig. 10 below.

Fig. 10. Co-citation analysis of the terms “Virtual Reality” AND “HumanComputer Interaction.”
(https://www.vosviewer.com/)

https://www.maxqda.com/qualitative-analysissoftware
https://www.vosviewer.com/
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In results, the different colors represent the clusters. The search for the terms “Vir-
tual Reality” AND “Human-Computer Interaction” produced a total of eight different
clusters. Each cluster contains three-seven nodes that are connected.

Fig. 11. Co-citation analysis of the terms “Artificial Intelligence” AND Human Computer
Interaction. (https://www.vosviewer.com/)

The nodes in each cluster represent a publication. A link between two nodes
indicates the publications have been cited together. Another co-citation analysis was
also conducted for lead publications in the field of “Artificial Intelligence” and
“Human-Computer Interaction”. The results of this analysis are shown in Fig. 11 above.

The results from Fig. 11 are not much different from the VOS viewer bibliometric
results are shown in Fig. 10. Some popular authors are Guo J., Weng D., Zhang Z.,
Jiang H., Liu Y., Wang Y, Tarng S., Wang D., Hu Y. with publications such as “Mixed
Reality Office System Based on Maslow’s Hierarchy of Needs: Towards the long-term
immersion in virtual environments” and “Estimating Cognitive Processes Related to
Haptic Interaction within Virtual Environments”. These are a few publications that have
a strong relationship between various facets of Artificial Intelligence, and they show a
connection to the term Human-Computer Interaction.

Figure 12 above shows some further analysis that was completed for the terms
“Artificial Intelligence” AND “Virtual Reality” AND “Human-Computer Interaction”.
The results also show a clear connection between authors and their lead publications
in their various fields. This result depicts the authors whose publications are strongly
entwined with the world of Human-Computer Interaction.

https://www.vosviewer.com/
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Fig. 12. VOS viewer Co-citation analysis of the terms “Virtual Reality”, “Artificial Intelligence”
and “Human Computer Interaction. (https://www.vosviewer.com/)

5 Results

While doing searches, the keywords “Cognitive Ergonomics”, “Engineering Psycholo-
gy”, “Automation”, “Human-Computer Interaction”, “Safety Ergonomics”, “Contempo-
raryErgonomic”, “Work design” and “Accident Performance”were quite redundant. The
regular occurrence of these keywords depicts the fact that there is a correlation between
applied ergonomics and AI, especially because VR is a subfield of AI. Therefore, it is
safe to say that this was a successful bibliometric and content analysis.

6 Discussion

Terms like “Cognitive Ergonomics” came up on multiple occasions of searches with
the keywords “Artificial Intelligence and “Applied Ergonomics”. Therefore, there was
more emphasis to focus on this keyword. This is unsurprising considering that Cognitive
Ergonomics is a field that deals with design systems and the environment, in conjunction
with how humans interact with the design system and their cognitive abilities. It can be
concluded that the two fields of AI and Applied Ergonomics overlap to birth the world
of Cognitive Ergonomics.

According to Fahimnia et al bibliometric review analysis on green supply and chain
management, citation analysis is used to examine the degree of connectivity between
pairs of nodes/papers a created network (Fahimnia et al. 2015). The analysis results in
Figs. 10, 11 and 12were all connected to Human-Computer Interaction and Ergonomics.
Authors like Guo J., Weng D., Zhang Z., Jiang H., Liu Y., Wang Y, Tarng S., Wang D.,
Hu Y., Jyoti V., Lahiri U are shown to appear in different nodes for the various analysis,

https://www.vosviewer.com/
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their work shows the connectivity to Human-Computer Interaction and this can be seen
through the connection of clusters and nodes. These authors have published papers
with titles like “Human-Computer Interaction based Joint Attention cues: Implications
on functional and physiological measures for children with autism spectrum disorder”,
“Howwe trust, perceive, and learn from virtual humans: The influence of voice quality”,
“Virtual and augmented reality for positive social impact” and “Enacting Virtual Reality:

The Philosophy and Cognitive Science of Optimal Virtual Experience”. The papers
listed here are just a few of the many papers that have shown a significant connection to
the field of Human-Computer Interaction. As also seen in the VOSviewer visualization
piece of the metadata analysis in Figs. 5 and 7, “Human-Computer Interaction” happens
to be a redundant term that appears in the visualization pieces. Terms like “ergonomics”
and “virtual environments” also appear repeatedly. The same redundancy of these terms
is reflected in the word cloud derived fromMAXQDA. Terms like “human-automation”,
“human-interaction”, “visualization”, “design” and “systems” are present in the word
cloud.These termshave a relationship toHuman-Commuter Interaction andErgonomics.

7 Future Work

As the world keeps expanding so does the innovative technological advancement.
Advanced technological innovation in AI and VR have led to groundbreaking solutions
and troubleshooting of various problems in different facets of human life. For example,
in the medical field, VR has played a huge role in physical therapy for individuals with
impaired limbs. AI has also come in very handy in the autonomous driving communities.
AI has also been proven to make accurate predictions that provide solutions to propel
business organizations forward.

There is also no gainsaying that the application of ergonomics has been effective
in ensuring that the design of these advanced technologies is well suited for different
objectives in the day-to-day life of a human. However, more research needs to be done in
the realm of other areas of ergonomics. For example, Cognitive Ergonomics, which is a
subfield of ergonomics whereby human thought processes are replicated to an automated
system. Researchers and engineers need to collaborate in the future to create more
advanced systems that can replicate the human mind, thoughts, and ideologies.
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Abstract. Data glasses can enable more efficient, mobile and flexible work pro-
cesses, but at the same time new hazards can arise for employees. A number of
questions in the context of safe and healthy work with data glasses and the associ-
ated application context have not yet been sufficiently investigated or represented
in a normative way. So how can work with data glasses currently be made safe
and healthy? The literature review analyzes over 2950 papers in regard to different
important OSH viewpoints concerning the new introduction of technology at the
workplace.

Keywords: Review · Ergonomics · Occupational · Safety · Health · Smart ·
Data · Glasses · Stress · Fatigue · Radiation · Efficiency · Eye · Logistics ·
Picking · Assembly

1 Introduction

Data glasses have been piloted in various areas of theworkingworld for several years and
are now also used under real conditions. The areas of application range from logistics,
the construction industry and the automotive sector. Because of their design, data glasses
are told to have specific advantages over digital work equipment typically used in these
areas. Although their functionality is comparable, they must be held in the hand when
in use and require the wearer to look away from the work process when recording
information.

Three application scenarios for data glasses can currently be identified for operational
practice: In intralogistics, employees picking with data glasses (Pick-by-Vision) receive
relevant information such as storage location, product details and route guidance through
the warehouse via data glasses in their field of vision.

In the assembly and production area, data glasses can be used for training and further
education (training on the job), as employees visualize context-based information on the
respective work steps via data glasses.
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2 Methods

Our literature review is based on the Cochrane guidelines for scientific reviews, with the
exception that our goal was not find the answer to a specific research question, but more
to give overview over findings in smart glass research concerning Occupational Safety
and Health as a whole. Because of the strong connection between OSH and questions
from the medical field papers from this field where also added to this review in specific
cases. A group of experts in the field of ergonomics and experts from the field of smart
glasses discussedwhat keywordswould yield good results for an overview over the topic.
These keywords where then used for a literature search on November 2 using Citavi.
The following platforms were included in the search:

• GBV Common Library Network • BasicBIOSIS (EBSCO)

• Swiss National Library • MEDLINE Complete (EBSCO)

• Austrian Library Network General Catalogue • Academic Search Premier (EBSCO)

• German National Library • Econlit with Full Text (EBSCO)

• PubMed • INSPEC [EBSCO]

• IEEE Biomedical Engineering Library (OvidSP) • Psyndex (EBSCO)

• National Library of Medicine • SocINDEX with Full Text (EBSCO)

• DAHTA database (DIMDI) • SPORTDiscus with Full Text (EBSCO)

• German Medical Science (DIMDI) • Scopus (Elsevier)

• EMBASE (Elsevier) • ScienceDirect (Elsevier)

• LIVIVO, ZB MED, Cologne

The result was nfull = 2965 papers including duplicates which were grouped into
categories using the keywords used for the search. From these duplicates where removed
ndupli = 1627 and papers from earlier than the year 2000 (nold = 101) where removed
resulting in ncleaned = 1237 left for title screening. The remaining papers titles were then
read by two experts in the field which each gave an advice own their own and in private,
if to include the paper into this review on the basis of if the title had anything to do
with smart glasses. If the two experts agreed in their advice the paper was included or
excluded following this advice. If the experts disagreed the papers title was presented to
a small council of five other experts which voted for or against the inclusion. Astonishing
for the experts was the fact that very many studies used the terms augmented reality,
virtual reality, mixed reality and assisted reality very liberally and without any further
definition. This resulted in exclusion of a large portion of the studies (ntitle screen exclude =
1172) due to their relevance to other kinds of simulated reality rather than to augmented
or assisted reality as these glasses are used predominantly in the occupational field of
logistics and warehousing. The abstract of the remaining nafter titlescreen = 65 papers was
read by the same two experts and the process was repeated in the same manner. The
exclusion criteria in this stage was to find out if authors presented results concerning
smart glasses which led to an inclusion into the final stage or did a presentation of an
ongoing project which lead to an exclusion. The remaining nfinal = 22 papers contained
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18 papers and 4 doctoral thesis of which latter is excluded for this paper due to the length
of presenting the contents.

Note: For discussing the results of these doctoral thesis please contact us directly.

3 Presentation of the Studies

3.1 Topic: Applications of Smart Glasses

Description of the Studies. In their qualitative review, Damiani et al. [1] examined the
application areas of Augmented Reality (AR) and Virtual Reality (VR) technologies
in an industrial context. In total they included 39 studies published until 2017 in their
article.

In the publication by Moon and Seo [2], a Google Glass application was prototypi-
cally implemented to facilitate data access when monitoring safety at construction sites.
In this case study, glasses was integrated into a safety management system where the
site manager could check the safety status via PCs, mobile phones and Google Glasses.

Berkemeier et al. [3] see an application for glasses in the area of self-service in
various industries such as logistics, production and technical customer service.

Borisov et al. [4] report on the use of smart glasses in the final inspection of electronic
components in the automotive industry.

In the publication by Niemöller et al. [19], the authors identify various fields of
application and related use cases for smart glasses and discuss the challenges involved.

Results. Damiani et al. [1] concluded that themain areas of application for smart glasses
are virtual training (22%) and remote maintenance (19%). Other areas of application
included product design, logistics, management of production systems and security of
production systems. The included studies name easier control of the production line as
well as the execution of fault diagnosis, safety and security of production processes
and systems, improvement of the planning processes, providing the required infor-
mation at both operational and corporate level, improvement of the human-machine
interaction/cooperation and safer learning of complex processes.

According to Moon and Seo [2], smart glasses are emerging as a new technology to
improve construction management. Photography and video filming with smart glasses
can also be used to record the construction process.

Niemöller et al. [19] identified the categories management, communication, value
added service and quality assurance aswell as phase-specific use cases as process groups.
These included prioritizing employees on the basis of process metrics, display instruc-
tions for action, display inspection plans, document damages, measuring and document-
ing objects, record stocks automatically, automated control of picking and display and
control packing list.

Summary. The analysis of the publications clearly shows that smart glasses are used for
different purposes in the most diverse areas e.g. logistics, construction and automotive
industry. In principle, almost all available publications focus on easy access to relevant
information and its adequate presentation for users. The main focus is therefore on
improving the human computer interface and interaction.
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3.2 Topic: Acceptance Analyses

Description of the Studies. The factors that determine the acceptance of smart glasses
were examined from two perspectives, product characteristics and user intention, in the
publication of Basoglu et al. [1] With regard to the product characteristics of smart
glasses, the effects of selected design features such as field of view and display tech-
nology on acceptance were analyzed in an experimental study. The factors enjoyment,
self-efficacy, external and peer influence, risk, attitude, usefulness, ease of use, anxiety,
health concern, intention and complexity were identified as decisive for the acceptance
of a new technology. The conjoint analysis was used to investigate the product proper-
ties. Various product descriptions were developed and presented to the participants for
preference evaluation. Different product characteristics and associated evaluation levels
were defined for this study tomeasure usability. A total of eight product alternatives were
generated from these product features. The total of 81 participants rated these alterna-
tives as most (1) to least (8) desirable. 122 persons were interviewed to investigate the
user intention.

The study by Berkemeier et al. [2], also contains an analysis of the acceptance
of smart glasses. In their study on the use of smart glasses in self-service, the research
questions concerning acceptance, usability and features for acceptance andusabilitywere
investigated. AnAndroid application for the smart glasses VuzixM100was developed to
perform a simulated maintenance process. The determination of acceptance included the
factors expected performance, expected expense, social influence, general conditions,
data protection concerns, trust, risk and intended use. The evaluation was based on a
seven-level Likert scale. Suitability was measured in point results between 0 and 100.
Results from 70 points upwards were rated as good. The sample comprised 29 student
subjects. The test persons had no experience with smart glasses.

Koelle et al. [14] report quantitative results from a multi-year study conducted in
2014, 2015 and 2016 to investigate user attitudes towards smart glasses. The forecasts
were also evaluated by 51 experts. The research questions were asked towards attitude
smart glasses and parameters forming this attitude towards this technology. This study
was intended to clarify under which conditions smart glasses can make the step to a
technology accepted in society. The Technology Acceptance Model (TAM) used in the
study defines the acceptance of new technologies by individuals on the basis of two
main factors: usefulness and perceived ease of use. The 118 participants aged between
18 and 58 years (47% female) evaluated 56 scenarios (28 with smart glasses, 28 with
smartphones) on the basis of a so-called semantic differential.

Based on expert opinion, the same paper examined whether these negative attitudes
towards smart glasses are related to a lack of social acceptance and whether the benefits
that can be gained fromusing smart glasses are able to overcome initial reservations about
smart glasses. The main part of the expert survey consisted of two two-stage questions
(Q1, Q3 with a 6-stage Likert Scale) and one question (Q2) in which participants were
asked to sort improvement criteria according to relevance. 51 experts (15 women) filled
out the questionnaire completely.

• Q1: Within the next 10 years: Do you expect smart glasses to be routinely worn by
people?
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• Q2: What would need to be improved to make smart glasses a tool that people use in
their everyday life?

• Q3: To what extent do you believe that social acceptance will be relevant for the
success of smart glasses?

In another acceptance study, the authors Kim et al. [13] examined the influence,
different HMD types (mono- vs. binocular), different forms of presentation (graphics
vs. text) and the duration of information availability (permanent vs. on-demand) towards
the subjectively perceived workload, the usefulness of the smart glasses, the eye strain
and the work performance and compared the results with a picking method based on
conventional paper lists. A total of 16 test persons took part in the study. Those who
wore glasses were excluded before the start of the study. During one run, the participants
performed four picking and four sub-assembly tasks with the aid of a paper list or smart
glasses on a reproduced picking workstation. Subjective parameters to determine the
subjective parameters included acceptance analysis, cognitive load, efficiency analysis,
efficiency analysis and signs for simulator sickness. Tomeasure the objective parameters,
the time taken to complete the tasks and the number of errors in completing the tasks
were measured.

In the project Glass@Service, in which smart glasses for industrial use in logistics,
assembly and optical quality control are developed and tested, the authors Terhoeven
et al. [24] examined the subjectively evaluated usefulness, usability and acceptance
of smart glasses. The subjectively expected usability or applicability was measured
by means of a quantitative questionnaire and contained constructs for suitability for
the task, learnability, self-descriptiveness, controllability, conformity with user expecta-
tions, error tolerance and suitability for individualization. The subjective usefulness as
well as the user acceptance were evaluated according to the questionnaire “Technology
Acceptance Model”. A total of 59 test persons participated in the study.

The experimental laboratory study by Wille et al. [28] examined the differences
between the use of a so-called Head Mounted Display (HMD) and a tablet display
with respect to mental workload, general subjective workload, visual system fatigue and
technical affinity of 41 subjects. The technique affinity of the participantswas determined
using the TA-EG questionnaire. Interviews were conducted with the test persons after
the end of the study regarding the use of the HMD and the tablet display.

Borisov et al. [3] developed six different human-machine interfaces (HMIs) in their
study in cooperation with a car manufacturer. In phase 1, the workplace was analyzed
by field observation and interviews. Phase 2 consisted of a field trial in which the six
newly designed devices were tested. In phase 3, two of the six devices were tested with
two workers under real working conditions. At the original workplace, the workers used
handheld devices that gave instructions via the test program. The devices provided by the
car manufacturer were heavy and unwieldy. As a result of the first phase, the authors of
the study found a high potential for increasing user-friendliness and user experience. In
phase 2, a rating concept was developed which enabled the newly developed interfaces
to be evaluated in a realistic study with 67 employees. Different combinations of input
and output devices were tested.
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Based on the results of phase 1, a so-called Device Score Model (DSM) was also
developed. Ergonomics and user interface were examined with questions about hands-
free working, weight and size of the devices, amount of eye movement required as well
as the interaction flexibility and interaction speed. The performance was determined by
analyzing eye-tracking data. The motivation an employee felt while working with the
device was queried. In addition, a questionnaire was designed to measure the acceptance
of the technology.

In phase 2 the 67 participantsworkedwith the newly developed devices and evaluated
them with the DSM. The entire field trial lasted 2.5 weeks and 12 working days. Each
employee used two of the six devices in succession. In phase 3, the aim was the direct
comparison of two HMIs with a new diagnostic device. Instead of a microphone a smart-
watch was used as input device for the smart glasses. The smartphone with additional
software options was chosen as the second comparison device. The field experiment
was carried out with only two persons. The whole process took about 300 min for each
employee.

The acceptance study of Rauschnabel and Ro [21] is based on the modified Tech-
nology Acceptance Model. The Microsoft Hololens and Google Glass were used in
the study. A survey of 201 randomly selected test persons was conducted in a German
shopping mall. The survey included the constructs knowledge of smart glasses, social
norms, expectation of simplicity of use, expectations versus benefits in self-expression,
expected functionality benefits, attitude towards the sales brands, image of the manu-
facturers in questions of private data protection, technical innovation, attitude towards
smart glasses and intention to use smart glasses.

Results. In the study by Basoglu et al. [1] the following results were obtained regarding
the desired product features of smart glasses and the user’s intended use.Accordingly, the
stand-alone devicewith a large field of view, speech recognition and touchpad interaction
take first place in the selection of eight product alternatives. The evaluation of the web
survey showed that “Enjoyment” received the highest score of 3.3 on the Likert scale,
which goes up to the numerical value 4. The participants also preferred self-efficacy
(3.1) when using smart glasses. They were strongly influenced by their friends, family
and neighborhood in their opinions about smart glasses (3.0). Participants were also
influenced by news, advertising and promotion (2.9). Some indicated that the use of
Smart Glass could pose a risk (2.7). Their attitude towards the use of smart glasses was
positive (2.6). Participants agreed that they were easy to use and useful (usability 2.4 and
usefulness 2.6). They were a little scared (2.1) when using smart glasses also because
of possible health risks (2.0). It also showed that their intention to use smart glasses was
not very pronounced (1.9). Finally, participants found that using smart glasses was not
a complex task (1.8).

The results of the study by Berkemeier et al. [2] can be summarized in the categories
acceptance, serviceability, observations and recommendations. The median values were
divided into the following classes: 1–3: rejection, 4: neutral attitude, 5–7: agreement.
The results in the acceptance category were expected performance (5), expected expense
(6), perceived risk (5), confidence (5), social influence (4), general conditions of use (4),
privacy concerns (3) and intended use (2). The serviceability was below average at
60. The authors also conclude some observations and comments. Three participants
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rubbed their eyes after using smart glasses. Seven users had to close one eye. Ten had
to adjust the Smart Glasses during use. Two participants put the smart glasses down
in the meantime. Three participants accidentally switched off the smart glasses. Eight
participants mentioned problems with information at the edge of the screen.

From this the authors derived recommendations for actions as to ensure increased
IT security, implement data economy to reduce the perceived risk, use robust hardware,
increase wearing comfort, allow flexible positioning of the display, facilitate navigation
to avoid incorrect entries, improving the legibility of information. To better process
management they propose to adapt the complexity of the process steps to the state of
knowledge and integrate feedback mechanisms for successful actions.

The evaluation of the multi-year study by Koelle et al. [14] did not reveal any sig-
nificance. The attitude towards smart glasses thus remained stable rather negative. The
expert survey also included interesting results. The majority of participants estimated
that smart glasses would be routinely worn within the next 10 years (median = 3).
Participants appreciated the advantage of hands-free function (n = 5), easy access to
information (n = 7) and natural interaction (n = 4). They also mentioned technological
and social issues that need to be solved before a wide use of smart glasses becomes possi-
ble. Participants expected that smart glasses will be successful in specialized application
areas (n = 18).

Factors that hinder the acceptance of smart glasses were according to the expert
survey are the lack of use cases and applications, lack of wearing comfort and ergonomic
aspects, too high acquisition costs, lack of user-friendliness, social shame, lack of data
protection and ethical problems. The answer to question Q2 resulted in this ranking:
usefulness, functionality, user-friendliness and lastly compatibility with daily routines.

Kim et al. [13] found that the average values of the Usability Satisfaction Question-
naire were significantly influenced by the availability of information. Thus, the average
values for the permanent presentation of information were higher than those for the
on-demand presentation. Twelve participants (75%) preferred the graphic-based per-
manent presentation of information. Six of the twelve respondents preferred binocular
smart glasses, five preferred monocular smart glasses, and one respondent indicated no
preference regarding the type of smart glasses. Ten respondents (62.5%) indicated that
they would least prefer the text-based on-demand information display. Five of the ten
respondents rejected monocular smart glasses and the remaining five rejected binocular
smart glasses compared to the other type of smart glasses.

Terhoeven et al. [24] came to the several results for the application case “picking”
in their Glass@Service project. The expected average values were 3.0 for all question-
naire items. For the dimension “error tolerance” was 0.76 significantly lower as was the
average value for the dimension “perceived usefulness” with 0.68. The other dimen-
sions showed no significant differences from the expected average value of 3.0. For the
application “fitting of an assembly line” they came to similar results. The average value
of the dimension “learnability” was 0.67 significantly higher. The average value of the
dimension “conformity with user expectations” was 0.33 significantly higher and the
average value for the dimension “perceived ease of use” was 0.38 significantly higher.
The remaining averages did not differ significantly from the expected average value of
3.0. In addition, the authors compared the results. The average values of the dimension
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“suitability for the task” of the use case “picking” were 0.70 significantly lower than the
average value of 3.17 of the use case “equipping an assembly line”. The average values
of the dimension “error tolerance” of the application “picking” were significantly lower
by 0.69 than the average value of 2.93 of the application “equipping an assembly line”.
The average values of the dimension “perceived usefulness” of the application “order
picking” were 0.58 significantly lower than the average value of 3.17 of the application
“equipping an assembly line”. Again, the other average values of the other dimensions
did not differ significantly from each other.

The results of the study by Wille et al. [28] regarding affinity for technology and
acceptance. A significant interaction between technology affinity and the display type
used could be shown. Subjectswith a lower affinity for technology showed both generally
higher stress values and a lower decrease in stress due to the use of the tablet display
than subjects with a higher affinity for technology. 40 of the 41 test persons preferred
working with the tablet display to working with the HMD.

In the experimental study by Sedighi et al. [22] the authors come to the conclusion
that the rankings were significantly gender dependent with p = 0.019; η2

p = 0.141.
Women preferred the smartphone and the paper-based system to the same extent. Men
preferred the smartphone more than the paper-based system or the smart glasses.

The study byBorisov et al. [3], shows that the smartphonewith an overall score of 2.1
is the winner of this comparison. The smart glasses with microphone input perform very
well in terms of performance, but the evaluation of the user experience and acceptance
of this HMI is rather mediocre. For devices with gestures and voice input, the authors
consider the reliability of recognition to be the greatest problem. Performance and error
ratewere independent of gender, age, gender andwork experience.However,well-trained
employees were less convinced of the combination of smart glasses.

The results of phase 3 suggest that smartphone again received the best marks. With
an overall score of 1.7, it leaves the new diagnostic device (2.8) and smart glasses (3.9)
far behind. Smart glasses were rejected mainly because of health concerns and their
weight and size. Headaches were reported in some cases. Workers’ attitudes towards
smart glasses did not change significantly during the field study.

In the survey by Rauschnabel and Ro [21] the authors found significant differences
between the sexeswith regard to previous knowledge. The attitude of younger age groups
towards smart glasses was also significantly better than that of the older participants, but
this did not lead to a significantly higher purchase intention.

Summary. The literature research revealed a large number of hits for the topic of accep-
tance of smart glasses. Many of the studies examined the acceptance of smart glasses
in the population [1, 21] and the fewest analyses were carried out with specialists in
companies [3] or experts [14]. By large, the authors agree on the methodology used to
measure acceptance. Some existing questionnaires were used [24] or modified [21] by
adding their own evaluation criteria. But also, web surveys [1] and expert interviews [14,
28] are used. In the synopsis of all results it becomes clear that the topics of data and
health protection [3] were critically evaluated. The wearing comfort, which is related to
the weight and the fixation of the smart glasses on the head, was also frequently criti-
cized. The users wanted flexible display positioning with high display resolution [14].
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As the result of a study, it was recommended to push the graphics-based information
[13].

Koelle et al. [14] saw no change in the rather negative attitude towards smart glasses
during their multi-year study. A survey conducted among 51 experts showed that a
change is expected to increase the acceptance of smart glasses by 2026. The experts
identified usefulness, functionality and user-friendliness as the most important factors
for long-term acceptance. In none of these studies were smart glasses ranked first during
comparison of display types.

Gross et al. [10] compared a tablet with two different types of smart glasses (monoc-
ular, binocular). The tablet received the highest score and the binocular smart glasses
the lowest.

In the study by Sedighi et al. [22] smart glasses were compared with a smartphone
and a paper-based system. The participants of the study preferred the smartphone over the
paper-based system or smart glasses. The least preferred display was the smart glasses.
Responses were equally divided between the two categories most and least useful. The
negative responses in terms of usefulness focused primarily on the design of the smart
glasses and not on the quality of the display. In particular, there were complaints that
the weight of the glasses was uncomfortable and difficult to balance. With regard to the
display, the smart glasses were considered the most useful.

The study by Borisov et al. [3], who were the only ones to examine the acceptance
of smart glasses in field tests. The smartphone received the best marks because its
lightweight and ergonomic design makes it a suitable tool for use in product control.
The authors see a high potential for use of smart glasses in the industrial environment by
addressing the health and hygiene issues that inevitably arise when using smart glasses.

3.3 Topic: Eye Strain

Description of the Studies. Gabbard et al. [8] examined in their experimental study the
effect of context switching and focal distance switching of the eyes when working with
smart glasses. The author showed different combinations of letter on different displays.
In addition, the distance between the displays was varied between 0.7 m, 2 m and 6 m.
Interviewswere conducted after the examinationwas completed. 24 students participated
in the study.

Huckauf et al. [11] conducted three different experiments. The first experiment was
intended to answer the question of whether the performance of the test subjects is greater
when displayed on only one screen (PC screen or AR display) than when displayed
simultaneously two screens. Performance was defined as reaction time and number of
errors during the search task to be performed. A 6 × 6 board with O’s and zeros was
initially displayed either on a computer screen or the AR display where participants had
to find the differences. Five people participated. The second experiment was designed
to answer the question of how well the participants perceive information emanating
from one medium while they are busy with another medium. The experimental setup
was the same as in experiment. Again, five people participated in this experiment. The
third experiment was conducted to determine whether the visual system processes the
information shown on different displays at the same distance as that shown at different
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distances. 10 subjects were equipped with both the HMD and an eye tracker. With the
help of the eye-tracker the position of the eye axes can be calculated.

In their study, Theis et al. [25] examined the influence of smart glasses in two
different configurations (transparent/opaque) on the musculoskeletal system, the visual
system, the subjective workload and the work performance in comparison to the use of
conventional (wall) displays. 60 participants carried out 3.5 h of assembly work. Muscle
activity was investigated by electromyography, vision by eye test, subjective workload
and head position/posture based on video recordings.

Results. Gabbard et al. [8] come to conclusions that context switching at a large distance
(6 m) from the screens has a significant impact on the number of tasks performed. The
context change at longdistance (6m) to the screens has a significant impact on the number
of correctly performed tasks. The context change has a significant effect on eye fatigue
at all distances. Participants rated the execution of the tasks in the real screen condition
as less tiring than in the HMD screen condition. The focal distance switching has a
significant influence on the number of tasks performed and on the number of correctly
performed tasks. Participants completed more tasks and were more accurate when no
focal length change was necessary. In the final interviews 87.5% of the participants
reported eye complaints. They also complained of headaches.

Kim et al. [13] found in their study that the average values of the Simulator Sickness
Questionnaire were significantly influenced by the interaction between information pre-
sentation and information availability. All experimental conditions led to higher average
values of the SSQ than the control condition.

The evaluation of the Visual Fatigue Questionnaire in the study by Wille et al. [28]
showed a significant increase in visual fatigue over time under all conditions, with a
stronger effect when using the HMD.

The three experiments conducted by Huckauf et al. [11] provided that the reaction
time for the PC display was significantly shorter than for the AR display. Simultaneous
display on both screens resulted in slower reaction times than when displayed on only
one screen. The interaction between the display and the type of display was signifi-
cant. When analyzing experiment 2, the authors concluded that the display used had a
significant influence and the change between the displays had a marginal influence on
the reaction time of the participants. The reaction time when using the PC display was
shorter than when using the AR display. Experiment 3 showed a significant difference
in the convergence point of the eyes when displayed on the AR display or the PC screen.

In the study by Theis et al. [25] it was found that the use of the different display
types had no significant effect on near vision or television. Also, long-term use (3.5 h)
had no significant influence on the sensitivity of the visual field.

Summary. In summary, Gabbard et al. [8] conclude on the basis of the results of their
laboratory study that both context and focal length changes of the eyes lead to signif-
icantly lower power. The repeated performance of work with the HMD display led to
increased discomfort such as eye fatigue and headaches. In the study by Wille et al. the
use of HMDs led to increased visual fatigue.

Huckauf et al. [11] found that the convergence point of the eyes differs significantly
when displayed on an AR display from that when displayed on a computer screen.
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Kim et al. has shown that the form of display (text vs. graphics) has an influence
on the development of nausea due to the movement feigned in the eye because of the
display being directly in front of the eyes. The findings of this study are in agreement
with those of Theis et al. [25] with regard to the influence of the different display types.

It should be noted that these results are based on experiments with a small number
of young subjects.

3.4 Topic: Effects on the Musculoskeletal System

Description of the Studies. Friemert et al. [7] examined the aspect of the change in
physical stress associated with the use of smart glasses at typical order picking work-
station which was reproduced. The information required for the sorting process was
presented randomly. It was assigned on a monitor in the first test run and projected onto
smart glasses in the second run or vice versa.

Results. The evaluation of the CUELA measurement data collected by Friemert et al.
[7] provided temporal joint angle curves that showed significant differences between the
two runs, especially in the neck and head area.

The study by Theis et al. [25] could not detect any significant change over time with
regard to the muscle activity of any of the muscles except the left splenius capitits.

Summary. Friemert et al. [7] results of the pilot study gave rise to the hypothesis that
smart glasses have at least partially a positive influence on posture during order picking
when used as an active biofeedback information system. This hypothesis has not yet
been tested in a larger field and laboratory study. Theis et al. [25] observed altered head
postures and changes in muscle activity in the neck when wearing smart glasses.

3.5 Topic: Radiation Exposure from Electromagnetic Fields

Description of the Studies. The contribution by Choi and Choi [4] proposes a novel
miniaturized antenna for smart glasses. The electromagnetic radiation emitted by the
antenna, which penetrates into the human body, was determined by simulation calcula-
tions and then partially validated by measurements. The calculated SAR value for the
proposed antenna was 0.557 W/kg on the left and 0.454 W/kg on the right side of the
head. These values did not exceed the Federal Communications Commission (FCC)
guidelines of 1.6 W/kg.

The exposure of the user of a Google Glass was also calculated in a publication
by Ferreira et al. [6] using numerical-dosimetric simulations for realistic use scenarios.
A maximum SAR value of 1.42 W/kg was specified (FCC report), which is below the
official threshold of 1.6 W/kg.

The publication of Ferreira et al. [6] presents an assessment of radiation exposure
for a user wearing smart glasses with a mobile phone connection. SAR values were
calculated for f our different usage scenarios with correspondingly different frequency
bands (0.9 GHz, 1.94 GHz, 2.6 GHz and 2.43 GHz).
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Avoxelmodel of a headwith 5mmresolutionwas used for the computer calculations.
A model of the Google Glass was imported into the simulation software.

The publication by Pizarro et al. [20] focuses on the computer-based calculation of
SAR values in the head caused by Google glasses. Apart from a simple head model,
which considers only two different materials (solid & liquid), realistic adult and child
head models were used. The model of Google Glass was equipped with two different
antennas in this study: a monopole antenna (MONO) and a Planar Inverted F antenna
(PIFA).

Likamwa et al. [16] looked at the power management and CPU utilization of the
Google Glass prototype for different use cases. To characterize the thermal behavior,
they used a surface thermometer and measured the temperature at the point where the
Google Glass comes into contact with the temple.

Results. Choi and Choi [4] assume that the miniaturized antenna they propose can be
attached to smart glasses.

According toFereirra et al. [6],most of the energy is absorbed in the head area near the
antenna. A comparatively higher energy absorption at the lowest frequency (0.9 GHz)
is reported. For the maximum permissible power EIRP (Effective Isotropic Radiated
Power) of 0.1 W, a peak SAR value of 1.65 W/kg for 1 g of tissue was calculated. This
value is comparable to that in the FCC report (1.42 W/kg averaged over 1 g). However,
this value slightly exceeded the limit set by the FCC (1.6 W/kg averaged over 1 g).

The maximum recommended SAR value of 2 W/kg was achieved at a radiation
power of 0.152 W for the 0.9 GHz (GSM) band. Since up to 8 GSM time slots are used
for data services and an EIRP of 2 W is defined in the standards (at an antenna gain of
0 dB), this resulted in a SAR value that was higher than the maximum recommended;
however, this maximum is not reached in normal operation. For the 1.94 GHz (UMTS),
2.43 GHz (Wi-Fi) and 2.6 GHz (LTE) bands, it was found that the SAR values were
below the recommended limit.

In the publication by Pizarro et al. [20] the SAR values for the Google Glass in the
2.45 GHz frequency band were simulated at an assumed normalized radiated power of
100mW (0.1 W). The percentages of power absorbed in the head are given below for
the three different head models.

The results of the calculations were all above the FCC SAR limit of 1.6 W/Kg
(averaged over 1 g of tissue) and almost all above the ICNIRP limit of 2W/kg (averaged
over 10 g of tissue).

Likamwa et al. [16] measured the heating of Google Glass smart glasses (1st gen.)
during a video chat. The thermometer shows a rapid temperature rise. After 120 s, the
temperature is 39 °C until it reaches a stable 51.9 °C.

Summary. In the publication by Fereirra et al. [6] a Google Glass with mobile phone
connection was examined in different frequency bands. This does not correspond to
the typical situation at the workplace, as only WLAN and Bluetooth connections are
available here. The recommended SAR limit for the human head was only exceeded in
the 0.9 GHz (GSM) mobile radio band. There were no exposure problems for UMTS,
LTE and Wi-Fi, as the maximum radiated power that meets the SAR requirements is
above the maximum permissible radiated power.
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In Pizarro et al. [20] the homogenic SAM phantom head model showed the highest
SAR values in the simulations compared to the two heterogeneous models for an adult
and a child. Some of the calculated SAR values were close to 8 W/kg, i.e. far above the
FCC and ICNIRP limits.

Likamwa et al. [16] assume that high temperatures exert stress on the human body.
According to the authors, the body’s stress-regulating responses lead to reduced well-
being and have the potential to cause cardiovascular problems. Blood vessel damage can
occur in contact with 38 °C–48 °C warm surfaces and can lead to skin damage.

Almost all authors of the studies cited here emphasize the fact that smart glasses are
typically used very close to the head over long periods of time. This should be taken into
account when assessing radiation exposure in future studies.

3.6 Topic: Effects on Gait and Posture

Description of the Studies. In the experimental study by Tegtmeier and Wischniewski
[23] the use of smart glasses was compared with the use of tablet PCs and clipboards
with paper sheets. A total of 36 volunteers had to walk down a 290 m long and 75 cm
wide corridor and completed various cognitive, dual tasks. One walk was carried out by
each of the participants without equipment. One half of the participants used monocular
smart glasses for the dual tasks, the other half received binoculars.

In the experimental study by Sedighi et al. [22] the influence of smart glasses on
different parameters describing gait variability in a dual-task setup was investigated. In
their study, the authors therefore examined the gait parameters identified as relevant in a
typical dual-task scenario. The authors formulate hypothesis concerning gait variability,
less negative effects on gait while using smart glasses and changes in sensitivity in gait
pattern. The study included 20 participants. Theywere healthy students who did not wear
glasses. The materials used in the study included a treadmill, a seven-camera system for
marker tracking, three different information display types. The experiment contained
three different cognitive tasks (Stroop test, Object categorization, Boston Naming Test)
and a mental arithmetic with increasing degree of difficulty.

Results. Tegtmeier and Wischnewski [23] observed that there were no statistically sig-
nificant differences between the information options with regard to running errors. How-
ever, when using digital media, the participants were able to complete the walking
distance faster with the solution of the dual tasks than with the paper version on the
clipboard.

Sedighi et al. [22] reported statistically significant results. There were significant
major effects of display conditions DC on the standard deviations both at the step time
and at the step speed. The standard deviations of the step times increased significantly
when the participants used the paper-based system. The comparison of single task and
dual task smartphone showed a significant reduction in the standard deviations of the
step speed. There was a significant main effect on the sample entropy (SaEn) of the
step times. Compared to the single task, SaEn was significantly higher in terms of step
times for dual task paper. Compared to the dual task paper, the SaEn value for dual task
glass was significantly lower and similar to the value for single task. SaEn (related to
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stride length) decreased significantly in women in the dual task paper. SaEn (related to
step length) was significantly higher in women in the single task condition compared
to the value for men. There were significant major effects of display type on almost
all cognitive performance test scores (except NASA TLX scores). Smart glasses were
perceived as less comfortable than the paper-based system and the smartphone.

Summary. Tegtmeier and Wischniewski [23] conclude on the basis of their study that
smart glasses and tablets can improve access to information in production with short
texts and adequate walking distances without an increased risk of accidents or a higher
subjective load compared to analog information on a clipboard.

Most of the results of the study by Sedighi et al. [22] support their hypothesis that
there is an increase in gait variability when using an information display while walking
compared to the single-task condition. However, in the area of linear evaluationmethods,
there was no uniform picture regarding the change in gait variability and the associated
risk of falling. On the one hand, an increased step length variability SLV was found in
all three dual-task tasks.

The nonlinear analysis (SaEn) gave clear indications of the walking behavior under
the different conditions. Higher SaEn values indicate higher complexity and less regular-
ity in the gait pattern. However, the cognitive studies do not support the results on motor
variability. In general, participants preferred to use the smartphone and the paper-based
system. In contrast, the study shows that the gait was less negatively affected when using
smart glasses (hypothesis no. 2). As assumed in hypothesis no. 3, there were differences
in the sensitivity of different methods for determining the variability of human gait. All
methods of analysis used had different “magnitudes” of effect, which means that these
measures had different sensitivities to changes due to different walking conditions. In
summary, it can be said that the gait performance is less affected by the smart glasses
than with the other two display types.

3.7 Topic: Effects on Visual Attention

Description of the Studies. In five experiments, Lewis and Neider [15] are investigat-
ing in a dual-task scenario the impairments caused during a primary visual search by
the fading in of secondary information on smart glasses. A visual search paradigm was
applied as the main task. In all experiments the main task was to find the letter T (target)
in a set of letters L (distractor) on a computer screen. The secondary information was
presented as a single word under different experimental conditions simultaneously on a
Google Glass. A total of five different experiments were performed from which 2 are
presented because of their close relation to OSH.

In experiment 1, the costs for primary task fulfilment, which arise due to the pre-
sentation of secondary information, were investigated. At the same time, the perceived
relevance of secondary information was manipulated by instructions to the participants.
The extent to which secondary task information was processed at all was analyzed with
a recognition memory task with surprise effect. Ninety students from the University of
Central Florida participated. All participants had normal or corrected visual acuity and
normal color vision. Five smart glasses conditions were linked to the secondary task.
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In order to establish a baseline and to detect a possible visual occlusion that may occur
when wearing smart glasses, there were two conditions in which no secondary informa-
tion is presented. In experiment 2, the context of secondary information was changed by
informing the participants in advance that they had to solve a recognition memory task.
It was expected that secondary information would be more disruptive to the main task if
the participants were aware that they were being tested on the secondary information. 72
participants without prior knowledge were recruited for experiment 2. All experimental
details were similar to those in experiment 1.

Tegtmeier and Wischniewski [23] conducted an experimental study with a total of
36 subjects. Monocular and binocular smart glasses were compared with the use of a
tablet and a DIN A4 clipboard as an analogue variant. As they walked, they had to read
aloud two-syllable words and name the accompanying background color of the display.
In the experiment, numbers and characters had to be announced on desktop computers
set up at eight stations along the route, with the additional indication of whether the
numbers were greater or less than “1000”. Following this task, one of twelve pictograms
representing emergencies, warnings or bans was shown on the display for 250 ms (ms).
The participants had to announce form, color and content.

Results. Lewis and Neider [15] present the following findings in their study. There were
no differences in the correctness of the answers in the conditions, but there was a major
effect of smart glasses conditions on response times (RT), indicating that participants
took longer to complete the primary search task when secondary information was avail-
able. In addition, increased response times were observed in the dual-task conditions
compared to both the control condition and the condition where no information was pre-
sented. There were no differences between the dual-task conditions. The analysis in the
memory task showed no differences between the dual task conditions, which means that
the participants processed secondary information independently of given instructions.
The results were similar to experiment 1, with no differences in the correctness of the
answers between the conditions. When secondary information was presented, the par-
ticipants took longer to perform the primary search task. Reaction times (RT) differed
significantly from those of the control conditions. The search RTs were longer when
supposedly useful secondary information was presented on the smart glasses. Memory
performance showed no difference between the conditions.

Tegtmeier and Wischniewski [23] observed that the mean error in maintenance task
was statistically significantly different, with higher mean errors for smart glasses and
tablet use. The number of errors did not differ in the comparison of the use of smart
glasses and clipboard, while the number of errors in character recognition was higher
for tablet use than for clipboard use.

Summary. Lewis and Neider [15] results are both surprising. Participants were not able
to block secondary information presented on the smart glasses, even if they wanted to
or were instructed to do so. If the participants were informed that the information on the
smart glasses could be useful, the reaction times were increased by about 86%.

Based on their results, the authors Tegtmeier and Wischnewski [23] conclude that
reading while walking led to a disadvantageous performance for the two digital media
they used.
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3.8 Topic: Effects on Workload

Description of the Studies. Three publications were found regarding the workload
associated with the use of smart glasses. Two of these studies [25, 28] have already
been presented.

In order to determine workplace hazards with a preventive approach, Gross et al.
[10] examined the effects of the use of smart glasses on forklifts with regard to cognitive
stress. For this purpose, the use of two types of smart glasses and a forklift terminal
was investigated. A standardized reaction test procedure, the Detection Response Task
(DRT) was used to assess the cognitive load while driving forklift.

For the study, a forklift simulator was used and three different digital display systems
were employed: a forklift terminal (tablet: 10.1-inch display with holder on the center
console of the forklift simulator) and two different smart glasses (mono-, binocular).

A total of 32male participants were invited to the study. Prerequisite for participation
was a valid forklift license; furthermore, the test personswere not allowed towear glasses
or drive a forklift without glasses. The remaining 23 test persons were between 23 and
53 years old with an average of 40 years.

The primary task was to drive through a virtual warehouse with numbered racking
lanes without other road users and to access racks with specific numbers in the driving
simulator. Driving errors were recorded for each run. The secondary task was carried out
in three consecutive randomized two-minute runs on the three digital display systems
used:The test subjectswere asked tonavigate to the displayednavigationdestinations and
confirm their arrival on the display. In addition, the degree of workload was increased by
constantly reading out numbers (1–10) that appeared on the display system every 5 s. The
reaction task was performed with an optical stimulus using the Detection Response Task
(DRT). During each run, the test subjects had to react to about 30 stimuli by pressing
a button on their index finger. A hit was counted and stored with the corresponding
reaction time if a reaction between 100 ms and 2500 ms occurred. In addition to the
reaction time, the hit rate was also recorded.

Results. Gross et al. [10] evaluated the three performance parameters. Driving errors
occurred in only 21 of 92 complete runs. There was no statistically significant correlation
between driving errors and cognitive load. The results for average response times were
lower for digital display systems than for runswithout additional tasks. But no significant
difference in response times or hit rates was found when using one display system
compared to another. In the assessment of the workload between the different devices,
the analysis showed no significant difference in workload.

The subjects of the study by Theis et al. [25] did not report any significant differences
in the subjectively perceived workload when using three different display types.

The evaluation of the NASA TLX in the context of the study by Wille et al. [28]
showed a significantly higher subjective workload when using the HMD compared to
the tablet display. The increase in perceived stress over time was also significant, but
there were no significant differences between the use of the HMD and the tablet display.
Furthermore, the Rating Scale of Mental Effort (RSME) showed a significantly higher
mental workload when using the HMD compared to the tablet display. A significant
increase in mental workload over time and higher stress values were found in the older
group of participants.



362 D. Friemert et al.

The study by Sedighi et al. [22] did not reveal any noticeable differences with regard
to the three display types, but with regard to user preference and their performance in
task solving, differences become clear.

Summary. Gross et al. [10] found that the cognitive load increases significantly when
using digital display systems. However, the results of the study do not show significant
differences in cognitive load between the three digital display systems investigated. This
is consistent with the findings of Sedighi et al. [22] and Theis et al. [25].

Wille et al. [28] found an increased subjective workload compared to a tablet.
Regarding the perceived stress, both display types were again found to be similarly
stressful.

3.9 Topic: Efficiency Analyses

Description of the Studies. The study by Ishio et al. [12] examined the working effi-
ciency of searching for information using smart glasses. The main interest was the age
dependency of a potential increase in efficiency through the use of smart glasses. A
specially designed test with visual search tasks was developed and used in a study, that
models a part of an assembly process. A total of 142 volunteers participated in the study.

Results. In the experiment by Ishio et al. [12] the search time, the convenience of the
search, the degree of fatigue and the correctness of the answers was measured. The
analysis focused on the correctness of the answers. In the case of the instructions on
paper, the percentage was very similar for all age groups (between 45% and 55% correct
answers). In the case of instructionswith smart glasses, the percentage of correct answers
was higher for all groups. The percentage of correct answers decreased with age.

The study byKim et al. [13] cited above arrives at the following results with regard to
efficiency. Presenting the information as graphics significantly reduced the time needed
to perform the task compared to presenting the information as text. The time saving
was greater when the information was displayed permanently compared to on-demand
display. Graphic-based information presentation led to significantly fewer errors in the
execution of tasks compared to text-based information presentation. The presentation
of the information had a significant influence on the subscales “Mental Demand”, “Per-
formance” and “Effort” of the NASA TLX. Thus, the graphic-based presentation of
information led to a decrease in the “Mental Demand”, “Performance” and “Effort”
subscales by 54.4%, 37.5% and 35% respectively.

Theis et al. [25] came to the conclusion in their study that work performance, mea-
sured by the time required for the performance, was significantly influenced by the use
of the different display types.

Summary. Scientific publications that examine the efficiency of workflows when using
smart glasses are rare. The research resulted in only one publication that dealt exclusively
with efficiency analysis. Ishio et al. [12] found a significantly improved work perfor-
mance when using smart glasses compared to the use of paper. This effect applied to
all age groups of the participants, although it decreased with increasing age. Theis et al.
[25] came to a different conclusion. When measuring time for a standardized production
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task, smart glasses performed approximately 15% to 20% worse than a conventional
wall projection. The study by Kim et al. [13] clearly indicates that when using smart
glasses, graphics-based information presentation is preferable in every respect (including
efficiency) to text-based presentation.
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Abstract. With the rapid advancement of computer andmultimedia technologies,
game-based learning has the potential to increase the effectiveness of learning.
One of the applications of game-based learning can be safety training. In this
study, a systematic literature review of both these topics has been conducted using
tools likeVOSviewer,MAXQDA,Harzing’s Publish or Perish,AuthorMapper and
Mendeley. A co-citation analysis was conducted to determine the most important
articles in the literature. It was found that there are very few examples of game-
based learning being used for safety training. To encourage the use of game-based
learning, it is essential to develop a better understanding of the tasks, activities,
skills and operations that different kinds of game can offer and examine how these
might match desired learning outcomes. Virtual reality (VE) technology is another
promising technology that can be used to increase the effectiveness of safety
training. Finally, it was concluded that a combination of cognitive, motivational,
affective, and sociocultural perspectives is necessary for both game design and
game research to fully capture what games have to offer for learning.

Keywords: Game-based learning · Safety management · Training · Bibliometric
analysis · Harzing · VOSviewer ·MAXQDA ·Mendeley · AuthorMapper

1 Introduction

In recent years, various issues of educational games have been widely discussed because
of the rapid advancement of computer and multimedia technologies (Sung and Hwang
2013). Game-based learning techniques have the potential to increase the effectiveness
of training. The study of gaming communities, from the perspective of education, is still
at a nascent stage. Educators could benefit by studying games as a social community
because increasingly games have become social activities, especially for the younger
generation (Studies 2004). Researchers have indicated that educational games can be
an effective way of providing a more interesting learning environment for students to
acquire knowledge (Sung and Hwang 2013).

The high rates of accidents in the construction industry are due to factors such as
lack of safety in design, poor construction planning, inadequate safety training, worker
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behavior, and lack of knowledge of site rules (SAEED 2017). In this study, an attempt
has been made to explore if any research has been conducted on the role of game-
based learning in safety management. In this context, the issue of human-computer
interaction (HCI) design becomes even more important. The aim should be to provide
access to training material to anyone, from anywhere and at any time, through a variety
of platforms and devices (Stephanidis et al. 2012).

2 Purpose of Study

The aim of this study is to conduct a systematic literature review of articles based on
game-based learning and see if game-based learning techniques can be applied to safety
management in general and safety training in particular. With emerging technologies
like virtual reality (VR) and other online training tools, there is an opportunity to reduce
costs and increase the effectiveness of safety training. This study tries to find out if efforts
in this direction have been made and the level of success achieved during these efforts.
Various tools like Harzing’s Publish or Perish, VOSviewer and MAXQDA have been
used in this study. Mendeley was used to cite the articles and generate a bibliography
(Mendeley, n.d.).

3 Research Methodology

3.1 Data Collection

Data required to carry out analysis of the literature was collected by conducting keyword
search in two different databases –Web of Science andGoogle scholar. The data acquired
from the web of science includes authors, title, source, abstract and cited references.
The information related to cited references is necessary for co-citation analysis which
has been described later in this paper. The data acquired from Google scholar does
not contain cited references. However, it encompasses a wider range of sources which
helps get better results for cluster analysis of keywords. “Harzing’s Publish or Perish”
which is a software tool used to collect data from different databases was used to get
metadata from the keyword search conducted in Google scholar. The maximum number
of results that this tool can give is 1000. Two separate searches were carried out using
the keywords “game based learning” and “safety management”. The search conducted
inWeb of Science core collection yielded 2960 and 7600 results respectively. The search
conducted through Harzing’s Public or Perish in Google scholar’s database for “game
based learning”was stopped at 450 results. For “safetymanagement”, the search stopped
at 1000 results which is the upper limit for Harzing’s (Harzing’s Publish or Perish, n.d.).

3.2 Trend Analysis

Trend analysis is based on the data from the web of science. Web of Science allows the
analysis of its data by providing various tools. The data from 2020 was excluded as the
year has just begun. This was done to get a better sense of the trend.
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Figure 1 shows the trend analysis for game-based learning. It was observed that
the first published article was dated June 2001 in the Web of Science database for this
particular keyword search. There was a steady rise in the number of articles published
after 2006. The number peaked in 2017. A similar trend was noticed when data from
Harzing’s was analyzed for trend (Harzing’s Publish or Perish, n.d.). The number peaked
in 2015. It is possible that there is a lag in the database and citation updates. It is also
possible there is a decline in the number of papers in 2018. One cannot tell with certainty
now. However, the upward trend through 2017 is clear.

Fig. 1. Trend analysis of articles on game-based learning (Web of Science, n.d.)

Fig. 2. Analysis of source titles for game-based learning (Web of Science, n.d.)

Top ten sources of titles for game-based learning have been shown in Fig. 2. This
analysis was done using tools provided by Web of Science. This figure shows that most
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of the titles have been sourced from various editions of the proceedings of the European
conference on game based learning.

Fig. 3. Trend analysis of articles on safety management (Web of Science, n.d.)

Fig. 4. Analysis of source titles for safety management (Web of Science, n.d.)

Trend analysis of articles on safety management is shown in Fig. 3. It can be seen
that there has been a steady rise in the number of articles published since 2004. The
higher number of articles published in 2013 indicates a temporary peak bucking the
trend because the number of articles published in 2014 is less than in 2013. However,
there is a steady increase in the number of articles published after 2013. Overall, the
trend indicates that interest in safety management has increased in the last 25 years.

Top ten sources of titles for safety management have been shown in Fig. 4. Unlike
game-based learning, the titles for safety management have been sourced from eclectic



A Systematic Literature Review of Game-Based Learning and Safety Management 369

sources. The sources indicate that research was carried out in various fields like process
safety, accident analysis and construction safety.

4 Results

4.1 Co-citation Analysis

“Citation analysis is used to examine the degree of connectivity between pairs of papers”
(Fahimnia et al. 2015). VOSviewer was used for co-citation analysis. Pairs of papers
which have been cited together form clusters. To determine important papers within
them, papers which have been cited the greatest number of times were selected. So, the
criteria to select the most important papers was the link strength (the number of times
they have been co-cited) and the number of times they have been cited individually. The
latest 500 papers in terms of date of publication were considered for this analysis.

Fig. 5. Co-citation analysis for game-based learning (VOSviewer, n.d.).

The data file exported from the Web of Science was imported into VOSviewer.
Figure 5 shows a co-citation analysis of game-based learning. For game-based learning,
the minimum number of citations of a cited reference was set at 36 to get the top three
research papers which were cited the greatest number of times. The top three papers had
55, 40 and 36 citations respectively.

Figure 6 shows the co-citation analysis of safety management. For safety manage-
ment, the minimum number of citations of a cited reference was set at 17 to get the top
three research papers which were cited the greatest number of times. Each of the three
papers had 18 citations. Full references associated with the nodes in Figs. 5 and 6 are
shown in the reference section.
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Fig. 6. Co-citation analysis for safety management (VOSviewer, n.d.).

4.2 Content Analysis

To analyze the content within the research articles, data collected through Harzing’s was
used. The data was imported into VOSviewer to create a map based on all the text data.
The terms were extracted from the title and abstract fields. The resultant map consists
of clusters of words which appeared the greatest number of times and the strength of
links indicate the number of times they appeared together. To map the most relevant
words, the minimum number of occurrences of words was increased so that around 150
words could be mapped in clusters. To determine keywords, the minimum occurrences
of words was further increased so that five words which occurred the greatest number
of times could be chosen. These keywords can be used to conduct a lexical search in the
articles obtained from co-citation analysis to determine if the articles are relevant to the
study.

Figure 7 shows the cluster map generated when data related to game-based learning
was analyzed. The minimum number of occurrences to map clusters was set at 10 by
default. Only 78 words fit this criterion. Words which occurred less than 10 times were
deemed to be irrelevant. Table 1 shows the keywords and the number of times they
occurred in the data that was analyzed. The table indicates that except the word “game”
which has expectedly occurred the greatest number of times, the rest of the words have
occurred fairly close to 150 times.

Figure 8 shows the cluster map generated when data related to safety management
was analyzed. The minimum number of occurrences to map clusters was set at 35
resulting in 157 words being mapped. Table 2 shows the keywords and the number of
times they occurred in the data that was analyzed. It can be seen that in general, the
number of times these words occurred is way more when compared with the number of
occurrences of keywords related to game-based learning. This can be attributed to the
fact that articles related to safety management have been published for much longer and
hence have a greater number of publications compared to game-based learning.
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Fig. 7. Cluster analysis for game-based learning (VOSviewer, n.d.)

Table 1. Keyword selection for game-based learning (VOSviewer, n.d.)

Keyword Occurrences

Game 913

Learning 184

Digital game 159

Environment 141

Student 140
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Fig. 8. Cluster analysis for safety management (VOSviewer, n.d.)

Table 2. Keyword selection for safety management (VOSviewer, n.d.)

Keyword Occurrences

System 1091

Safety 1002

Risk 412

Safety management 580

Accident 495
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4.3 Content Analysis Results from MAXQDA

To get the keywords from all the articles which are referred to in this paper, MAXQDA
was used. All the key articles selected through co-citation analysis and other reference
papers were imported into MAXQDA and a word cloud was generated. This gives us
the overall keywords which are important in the context of this study. The word cloud
has been shown in Fig. 9.

Fig. 9. Word cloud from MAXQDA (MAXQDA, n.d.)

5 Discussion

5.1 Game-Based Learning

Students’motivation towards games contrastswith their lack of interest in curricular con-
tent. To bridge this gap, games that encompass educational objectives and subject matter
have the potential to make the learning of academic subjects more learner-centered, eas-
ier, more enjoyable, more interesting, and, thus, more effective (Papastergiou, 2009). It
was found that simulations were by far the most frequently occurring genre in game-
based learning techniques. To encourage the use of games in learning beyond simula-
tions, it is necessary to develop a better understanding of the tasks, activities, skills and
operations that different kinds of game can offer and examine how these might match
desired learning outcomes (Connolly et al. 2012).

There are some issues which need to be resolved to make game-based learning
techniques effective. One of them is the capacity of a particular game to hold the player’s
attention over a longer period of time. It has been seen that players tend to get addicted
to a game until they are “played out” following which they move on to another game.
This indicates that simulation games become less effective when they are used over a
longer duration of time (Garris et al. 2002).
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A considerable amount of work has already been done by educational researchers
to make game-based learning techniques good for learning. However, this has not led
to widespread adoption of game-based learning techniques in the classroom (Denham
et al. 2016).

The trend analysis for game-based learning (in Fig. 1) based on the data from Web
of Science showed a decreasing trend in the number of articles being published after
2017. This seemed counter-intuitive and hence to verify this trend, data was obtained by
conducting a search in AuthorMapper. The keyword used was “game based learning”.
The search yielded 4446 results. The results from 2020 were excluded from the trend
analysis. The trend analysis cannot be exported directly. The other issue was that the
number of results that could be exported was limited to 2000. To get around this, the
number of publications for every year were manually entered into Microsoft Excel and
trend analysis was obtained which is shown in Fig. 10.
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Fig. 10. Trend analysis for game-based learning from AuthorMapper (AuthorMapper, n.d.)

It can be seen that the trend shows an increase in the number of articles published
year over year. This is contrary to the trend analysis obtained from the Web of Science.
One reason for this could be that there is a time lag between the publication of the article
and the date it is updated in Web of Science. However, a deeper analysis is needed to
ascertain the reason for the trend shown by the data fromWeb of Science. This analysis
is outside of the scope of this study.

5.2 Safety Management

Over the years, accidents and injuries have continued to plague the construction industry
notwithstanding the efforts made towards improving safety. Because of this, the number
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of peer-reviewed papers published, and the range of research topics has been increasing
over the years (Zhou et al. 2015). Greater attention needs to be given to the design
and selection of tools, equipment and materials (Haslam et al. 2005). Visualization
technology has been widely used in construction management research. Some studies
show that BIM-based 4D models created during the design process can help site safety
planning (Zhou et al. 2013).

Depending on the nature of the hazard, different risk management strategies have
evolved.Occupational safety focusses on frequent, but small-scale accidents (Rasmussen
Jens 1997). The root cause of worker injuries and illnesses can be addressed through a
workplace ergonomics programas part of a larger occupational safety andhealth program
(Lehto et al. 2012). Occupational safety is concerned not only with construction safety
but with workplace safety in general. Safety training is an important component of any
occupational safety and health program. Hence, an effective safety training program is
necessary to improve workplace safety.

6 Conclusion

Despite the optimism that games might be useful in promoting better learning outcomes,
the few papers which provide evidence to support this claim present qualitative rather
than quantitative analysis (Connolly et al. 2012). As researchers explore innovations in
visualization and apply them in new domains, effective information visualization has
the potential to improve the usability of information and to increase the generation of
valuable insight (North 2012). Although some examples of game-based learning being
used for safety training like fire safety training for children were found in literature, there
is scope for a lot more research in this area intersecting game-based learning with safety
training. It can be concluded that a combination of cognitive, motivational, affective,
and sociocultural perspectives is necessary for both game design and game research to
fully capture what games have to offer for learning (Plass et al. 2015).

7 Future Work

Apart from game-based learning, another interesting training technique that can be
explored is virtual environment (VE) consisting of unique I/O devices, perspectives,
and physiological interactions. However, there are certain factors that need to be consid-
ered before using VE as a training method. VE simulators are generally less effective for
initial training. High fidelity VE training can be used to reinforce acquired knowledge
and develop advanced strategic knowledge and tactical skills (Stanney and Cohn 2012).
The application of VE in safety training is something which can be explored further.

In one of the studies, a web-based Construction Safety Management Information
System (CSMIS) was developed for better management of safety. CSMIS can be uti-
lized for safety education and training. The CSMIS helped the construction managers
and workers to understand the possible risk factors better (Park et al. 2015). A virtual
environment (VE) training integrated into these types of systems has the potential to
increase the effectiveness of safety training.
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Abstract. Longwaiting time to appointmentmay be aworry for pregnantwomen,
particularly those who need perinatology consultation since it could increase anx-
iety and, in a worst case scenario, lead to an increase in fetal, infant, and maternal
mortality. Treatment costs may also increase since pregnant women with diverse
pathologies can develop more severe complications. As a step towards improving
this process, we propose a methodological approach to reduce the appointment
lead-time in outpatient gynecobstetrics departments. This framework involves
combining the Six Sigmamethod to identify defects in the appointment scheduling
process with a discrete-event simulation (DES) to evaluate the potential success
of removing such defects in simulation before we resort to changing the real-
world healthcare system. To do these, we initially characterize the gynecobstet-
rics department using a SIPOC diagram. Then, six sigma performance metrics
are calculated to evaluate how well the department meets the government target
in relation to the appointment lead-time. Afterwards, a cause-and-effect analy-
sis is undertaken to identify potential causes of appointment lead-time variation.
These causes are later validated through ANOVA, regression analysis, and DES.
Improvement scenarios are next designed and pretested through computer simu-
lation models. Finally, control plans are deployed to maintain the results achieved
through the implementation of the DES-Six sigma approach. The aforementioned
framework was validated in a public gynecobstetrics outpatient department. The
results revealed that mean waiting time decreased from 6.9 days to 4.1 days while
variance passed from 2.46 days2 to 1.53 days2.
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1 Introduction

Patient waiting time is commonly regarded as a key indicator of healthcare quality of
service. For the patients, longwaiting times can be viewed as a barrier to obtaining appro-
priate services, while healthcare professionals can fail to meet important targets and face
punitive action. However, waiting time reduction is a complex problem, involving diag-
nosis, patient prioritisation, monitoring and management of waiting times, in addition to
resource management. As such, long appointment lead-time remains a significant chal-
lenge across many healthcare specialties leading to delayed diagnosis and treatment as
well as increased mortality, morbidity and dissatisfaction. Also, lengthy waits can lead
to increased hospitalisation, as well as outpatient and emergency department visits.

Discrete Event Simulation (DES) has been widely used for many years to model
healthcare, with previous work providing and evaluating waiting time improvement
strategies [1]. For example, a fairly recent study has analysed the appointment schedul-
ing system in an Obstetrics Gynecology Department and developed a simulation-based
decision support system [2]. An example of usingDES to reducewaiting time in accident
and emergency departments can be found, for example, in Nuñez-Perez [3]. Such simu-
lation and analysis of patient flows can contribute to efficient functioning of healthcare
systems as well as achievement of key performance targets.

SixSigma is awell-knownProcess Improvement techniquewhich tries to improve the
quality of a process by identifying and removing the causes of defects, thus minimising
process variability. The main approaches utilise an empirical, statistical approach to
identify some problem issues, and then try to reduce or eliminate them with a focus
on, for example, reducing overall patient waiting time or appointment lead-time. Over
recent years, the use of Six Sigma in healthcare has been increasing, but work is still
needed to sell the idea to healthcare practitioners, to extract the lessons learned towards
sustained improvement and to identify barriers to advancement in healthcare processes.
To date, most of the work using Six Sigma in Healthcare applications has focused on
the Emergency Department, particularly with regard to reducing patient waiting time.
However, there has also been some previous application to Outpatient departments,
which are our current focus.

In this paper we concentrate on reducing appointment lead-times in gynecobstetrics
outpatient departments, where a long waiting time may be a worry for pregnant women,
particularly those who need perinatology consultation because of their high-risk preg-
nancy [4]. As a result, appointment lead-time can be regarded as a key performance index
for gynecobstetrics departments, where lengthy waiting times for an appointment could
increase patient anxiety and, in a worst case scenario, lead to an increase in fetal, infant
and maternal mortality. Treatment costs also may increase since pregnant women with
diverse pathologies can developmore severe complications. As a step towards improving
this process, we here propose amethodological approach to reduce the appointment lead-
time in outpatient departments of Gynecology and Obstetrics. The framework involves
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combining Six Sigma methods to identify defects in the appointment process with a
discrete-event simulation (DES) aimed at evaluating the potential success of removing
such defects in simulation before we resort to changing the real-world healthcare system.
Such a hybrid approach has received recent attention in Ahmed et al. [5] which high-
lights the importance of further work in this area. The novelty of our current research is
to develop a methodological tool based on combining DES and Six Sigma for applica-
tion to the field of Gynecology and Obstetrics; this represents a way of developing and
assessing better ways of managing outpatient appointment, especially in time-critical
specialties.

Nonetheless, relatively few studies to date have focused on the reduction of appoint-
ment lead-time in gynecobstetrics outpatient departments. As such, this paper proposes
the application of Six Sigma and Discrete-event Simulation (DES) to evaluate potential
improvement strategies aiming at reducing appointment lead-time for such patients. The
remainder of this paper is as follows. Section 2 reviews the related reported literature.
Section 3 describes the proposed methodology combining Six Sigma and DES whereas
Sect. 4 outlines the results of its application in a public gynecobstetrics outpatient
department. Lately, conclusions and future work are presented in Sect. 5.

2 Literature Review

Six Sigma has been around for some time but, in healthcare, has been slow to be adopted
and integrated into Process Improvement. For example DelliFraine et al. [6], carried out
an extensive literature review study in 2010 and suggested that the technique provided
relatively new, but popular, quality improvement tools already being used in the health
care industry They also stated that earlier research showed that often organisations
must undergo a cultural change before obtaining performance improvement through Six
Sigma. In a very recent literature review, it is concluded that the number of empirical
research articles on Six Sigma in healthcare is still increasing but work is needed to
understand how such approaches can be best implemented and sustained [7].

More recently, SixSigmahas been used in healthcare for decreasing the occurrence of
diagnostic errors in laboratory medicine [8]. Laboratory diagnostics are an essential part
of clinical decisionmaking, which routinely uses error reduction for qualitymanagement
and as such is well suited to the Six Sigma approach. Another suitable area for Six
Sigma is to help reduce the risk of hospital acquired infections in surgery departments
[9]. The authors conclude that the approach could be applied, inter alia, for redesign and
improvement of a wide range of healthcare processes.

Such healthcare topics have an obvious synergy with Six Sigma as there are under-
lying errors or other undesirable events that can be mitigated by focusing on and trying
to eliminate such unwanted outcomes. However, Six Sigma has also been used for pro-
cess improvement in Healthcare processes where waiting times may become excessive
with associated inefficiencies and patient dissatisfaction. For example, Hynes et al. [10]
describe the use of Use of Lean Six Sigma methodology to successfully reduce inpatient
waiting time for catheter placement in interventional radiology while Chang et al. [11]
describe Six Sigma based interventions to improve waiting times for hospital surgical
rooms, particularly with regard to reducing variability in the process.
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Discrete Event Simulation (DES) has been widely used in healthcare for many years
to model healthcare and predict the likely performance of proposed improvements. As
such it is a complementary technique to Six Sigma, providing powerful evaluation tools
for such approaches to reducing errors and improving service quality. With regard to our
current focus, some previous work has used DES to analyse waiting time improvement
strategies in general, and also in particular for outpatients [1]. For example, Aeenparast
et al. [12] describe a simulation model to improve the performance of a healthcare
facility by providing a strategy for reducing outpatient waiting times by concentrating
on healthcare schedules. A more recent example is provided by Jamjoon et al. [2] who
analysed the appointment scheduling system in an Obstetrics Gynecology Department
using a simulation-based decision support system for the evaluation and optimisation of
waiting times and scheduling rules. This model was used to extract some critical factors
that underlie patient waiting times and propose approaches to reschedule outpatient
appointments thus improving patient waiting times. In general, such DES of patient
journeys can make a good contribution to efficient functioning of a healthcare system;
this is further described in a recent paper which provides various contexts and also
describes some simulation tools [13].

3 The Proposed Methodology

The proposed approach aims to reduce the appointment lead-time in gynecobstetrics
departments by the integration of Lean Six Sigma and Discrete-event Simulation (DES).
The methodology is comprised of five phases (refer to Fig. 1):

Fig. 1. The five-phase methodology for modelling gynecobstetrics outpatient departments
through integration of DES and Six Sigma

– Phase 1 (Gynecobstetrics department characterization): To appropriately model
the outpatient gynecobstetrics department, it is critical to pinpoint their key sub-
processes, the data variables, and the process parameters followed by the identification
of endogenous and exogenous variables. This information is later consolidated in a
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Supplier-Input-Process-Output-Client (SIPOC) diagram detailing the patient journey,
existing interactions, and system constraints. In this step, the health service managers,
healthcare professionals, administrative staff, and stakeholders are required to provide
the information on the gynecobstetrics healthcare systemandwork closely tomodelers
so that realistic and robust DES models can be fully generated [14].

– Phase 2 (Process Measurement): In this phase, a capability study is performed on
the critical parameter “appointment lead-time (ALT)”. In particular, this study denotes
how well the gynecobstetrics department complies with the specification defined by
the Ministry of Health and Social Protection (Upper specification limit = 8 days). In
this regard, capability indices such as sigma level, Ppu, Ppk, and DPMO are estimated
to measure the current gap between the process performance and the desired status.

– Phase 3 (Cause-and-effect analysis): A cause-and-effect analysis is developed to
detect the potential causes of variations in the “appointment lead-time”. In this
respect, a Fishbone diagram-analyze is implemented considering six domains: mate-
rials, human resources, measurement system, patient, methods, and equipment. Then,
these causes are validated using the Analysis of Variance (ANOVA) test, regression
analysis, and Discrete-event Simulation (DES). In particular, DES is employed to
computationally model the behavior of the gynecobstetrics department and analyze
its performance under constraints [17].

– Phase 4 (Design and evaluation of improvement scenarios): One of the most
important advantages of the DES is its capability to represent and evaluate different
improvement scenarios targeting reduced appointment lead-times in the gynecobstet-
rics departments. Such scenarios should be designed with the participation of the
healthcare managers to ensure that the proposed initiatives are realistic and can be
developed without violating the system nature. The scenarios are initially run (n1 = 10
iterations) in the Arena 14.5® software to measure the system variability. The model
is later rerun considering the number of iterations fully covering the ALT variation.
After this, the results are compared with the real performance by implementing a test
between means or medians. If the p-value is below the predefined significance level
(α = 0.05), the scenario is recommended for implementation in the real department.
On the contrary (p-value > 0.05), the scenario should not be considered for further
implementation in the wild.

– Phase 5 (Control): In this phase, control plans are designed and deployed with the
purpose of maintaining the performance obtained through the DES-Six sigma app-
roach. Control is an essential step in this methodology due to the process variability,
especially in the healthcare services where plans and protocols should be effectively
deployed for tackling the special causes of variation [15].

4 ACase Study in a Public Gynecobstetrics Outpatient Department

The aforedescribedmethodologywas implemented in a public gynecobstetrics outpatient
department from South America. This institution offers consultations in a wide range of
specialties including cardiology, internal medicine, gynecobstetrics, and surgery with a
special focus on the binomialmother-child. Despite the tremendous efforts made by this
organization to propel the continuous quality improvement of its outpatient services,
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there is still too much room for interventions delivering timely gynecobstetrics care
to patients. Indeed, the average appointment lead time is 6.9 days/appointment with a
standard deviation of 1.6. In the next sub-sections, we will illustrate the step-by-step Six
sigma-DES procedure through which reduced ALT and unit operational cost was finally
achieved.

4.1 Gynecobstetrics Department Characterization

A 1-year dataset (pregnant women admitted from 1 January until 31 December) con-
taining information regarding the gynecobstetrics appointments was extracted from the
Appointment Scheduling software supporting the operations of the department. The
patients belong to different age groups ranging from underage to adults (Máx: 43 years
old). A SIPOC diagram (refer to Fig. 2) was drawn for characterizing the suppliers,
inputs, outputs, and clients relating to the gynecobstetrics outpatient department under
study.

Fig. 2. SIPOC diagram for the gynecobstetrics outpatient department

The key sub-processes (Scheduling, Billing, Medical care, Medication delivery)
can be identified in Fig. 2. Moreover, various process parameters were defined: i)
time between arrivals for first-seek appointments, ii) time between arrivals for moni-
toring appointments, iii) time between arrivals for gynecology appointments, iv) time
between arrivals for perinatology appointments, v) medical consultation time for first-
seek appointments, vi)medical consultation time formonitoring appointments, vii) med-
ical consultation time for gynecology appointments, viii) medical consultation time for
perinatology appointments, ix) number of gynecologists, x) number of perinatologists,
xi) number of schedulers, xii) number of billing operators, xiii) number of medication
deliverers, xiv) scheduling time, xv) billing time, and xvi) medication delivery time.
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On a different note, it was determined that the department normally operates from
8:00 to 17:00 (Monday-Friday) although the involved personnel present different shifts
(refer to Table 1). In this respect, five shifts were identified: FT1 (8:00–12:00 and 13:00–
17:00), FT2 (8:00–13:00 and 14:00–17:00), PTM (8:00–12:00), PTA (13:00–17:00), and
EM (8:00–14:00).

Table 1. Personnel shifts in the gynecobstetrics outpatient department under study

Monday Tuesday Wednesday Thursday Friday

Scheduler A FT1 FT1 FT1 FT1 FT1

Scheduler B FT2 FT2 FT2 FT2 FT2

Billing op1 FT1 FT1 FT1 FT1 FT1

Billing op2 FT2 FT2 FT2 FT2 FT2

Medication del1 FT1 FT1 FT1 FT1 FT1

Gynecologist A PTM PTM X PTM X

Gynecologist B X X X PTM X

Gynecologist C X X PTM X X

Gynecologist D X PTM X PTM PTM

Gynecologist E X PTA X PTA PTA

Gynecologist F PTM X X X X

Gynecologist G X EM PTM X X

Gynecologist H X X X X PTM

Perinatologist X X X PTM EM

4.2 Process Measurement

Initially, the Kolmogorov-Smirnov test supported the normality assumption of ALT (KS
= 0.134; p-value > 0.15). A capability analysis (refer to Fig. 3) was later performed
using Minitab 19® to verify whether the gynecobstetrics department complies with the
upper specification limit (USL= 8 days/appointment). The results revealed that 243466
out of 1million of pregnant womenwill have towait for over 8 days before being assisted
by the gynecologist. On the other hand, the Ppu and Ppk (0.23) were found to be lower
than the reference value (1.25) and the process is therefore concluded not to be capable
to meet the specification. Such finding is also confirmed by the sigma level (1.12) which
confirms that there is still much room for improvement in this department regarding the
ALT.
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10987654

USL = 8 days/appointment

Fig. 3. Current performance of the gynecobstetrics department in terms of appointment lead-time

4.3 Cause-and-Effect Analysis

Considering that the gynecobstetrics department is not capable to meet the specification,
the next step is to find the factors increasing the appointment lead time experienced by
patients. In this regard, we initially undertook a fishbone diagram to present the main
causes of the problem (refer to Fig. 4).

243466
DPMO =
Ppk = 0.23;

Patient

Measurements

Methods

Materials

Equipment

Human resources

agenda
cancellations of medical
Last-minute

perinatologists
Low availability of

ginecologists
Low availability of

gynecology equipment
Low availability of

consultation rooms
Low availability of

consultation
activities during
Presence of non-value

parametrization fails
Software

non-shows
High percentage of

Fig. 4. Fishbone diagram for the appointment lead-time problem

Following this, we decided to perform an ANOVA test to check whether the appoint-
ment lead time in perinatology strongly affects the total ATL. In this case, a p-value lower
than 0.05 provided enough support for the significance hypothesis. In fact, a regression
test revealed that this variable explains approximately 60% of the total ATL. Comple-
mentary to this activity, we modeled the process through ARENA 15.0® software. To
do these, we firstly evaluated the randomness assumption of the predefined variables
through run tests which, in all the cases, were found to confirm the independency nature
(p-value > 0.15). We next assessed the homogeneity hypothesis using ANOVA (α =
0.05). In this study, all the variables were found to be homogeneous and one probability
distribution is therefore concluded to be enough for representing their behavior. After
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verifying the homogeneity condition, goodness-of-fit tests were carried out to find the
probability distribution that best describes the variable performance (see Table 2).

Table 2. Probability distributions of process variables

Process variable Probability distribution

Time between arrivals for first-seek appointments EXPO (0.75) hours

Time between arrivals for monitoring appointments EXPO (0.81) hours

Time between arrivals for gynecology appointments EXPO (2.72) hours

Time between arrivals for perinatology appointments EXPO (0.26) hours

Medical consultation time for first-seek appointments UNIF (0.75, 1.05) hours

Medical consultation time for monitoring appointments NORM (0.58, 0.09) hours

Medical consultation time for gynecology appointments UNIF (1.05, 1.50) hours

Medical consultation time for perinatology appointments UNIF (0.33, 0.60) hours

The above-cited information was later entered in the simulated model whose replica-
tion length (30 days) and hours per day (9 h) were defined considering the current system
constraints. As specified in the “3. The Proposed Methodology” section, the model was
first run 10 times to estimate the process variance. After initial assessment, 40 iterations
were considered as sufficient to cover the variability range of ALT. The ALT values
derived from the simulations were then used for validating the virtual model. In this
case, a p-value over 0.15 verified the model reliability. On a different tack, the virtual
department allowed us to detect that the perinatology utilization is over 100% which
reveals that current capability is not further enough for dealing with the current demands
in this sub-specialty. In particular, it was found that the ALT in this appointment type is
ranging from 6 to 14 days.

4.4 Design and Evaluation of Improvement Scenarios

To tackle the abovementioned problem, three improvement scenarios were established in
conjunctionwith the stakeholders: i) Reorganize themedical agenda of the perinatologist
by assigning the tasks performed in emergency room and intensive care unit to other
gynecologists, ii) Increase the installed capacity of gynecology by hiring 3 new doctors,
and iii) Eliminate reinterrogation tasks during medical consultation.

All these scenarios were designed and simulated for further analysis before imple-
mentation in the wild. Table 3 summarizes the results emanating from comparing the
proposed scenarios and the current gynecobstetrics department. In this case, all the initia-
tives were found to be suitable for implementation in the wild (p-value< 0.05). Among
these alternatives, strategy i was concluded to be the most beneficial considering the
high sigma level variation that may be achieved if executed. After implementation of
strategy ii, the results revealed that mean waiting time decreased from 6.9 days to 4.1
days while variance passed from 2.46 days2 to 1.53 days2.
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Table 3. Summary of improvement strategies results

Strategy P-value Sigma level
variation

Conclusion

Strategy i <0.05 6.3 Recommended

Strategy ii <0.05 4.2 Recommended

Strategy iii <0.05 1.2 Recommended

4.5 Control

Acritical step towards the consolidation of improvements derived fromSix sigma imple-
mentations is the development of effective control plans. Such plans are expected to
provide a strong basis for launching new six-sigma projects whose starting point not to
be the same as the initial. In such a case, it is important to define suitable control actions
propelling continuous commitment of stakeholders while empowering six-sigma teams
to guide the gynecobstetrics department towards delivering timely care. In consequence,
I chart (refer to Fig. 5) for individuals has been designed for monitoring the ALT behav-
ior regarding its central tendency and variation. In addition, it was necessary to include
the aforedescribed changes in the Quality Management System so that the inherent pro-
cedure can be institutionalized, updated, and properly socialized. The control plan also
considers periodical visits of the Six-sigma black belt consultant to monitor the progress
of the process and consequently inform the presence of irregularities if detected.
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Fig. 5. I chart for appointment lead-time values in the gynecobstetrics department

5 Conclusions

In this document, we have developed a methodological tool based on the combination
of discrete event simulation (DES) and Six Sigma to reduce appointment waiting time
in outpatient gynecology departments. The results revealed that considering the current
system of a public gynecobstetrics department from South America 243.466 of 1 million
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pregnant women will have to wait more than 8 days before receiving assistance from
the gynecologist. Improving this indicator was critical considering that long waiting
times for an appointment could increase patient anxiety and, in the worst case, lead
to an increase in the fetus, the infant and maternal mortality. For this purpose, three
improvement scenarios were established in conjunction with stakeholders to address the
aforementioned problem. All these scenarios were designed and simulated for subse-
quent analysis before implementation, with the help of Arena 15® software, Minitab
19® and the knowledge provided by health service managers, health professionals, and
administrative staff.

When comparing the proposed scenarios, it was found that all the initiatives were
adequate for their implementation with a value of p < 0.05. Among these alternatives,
it was concluded that strategy i is the most beneficial considering the high sigma level
variation that can be achieved if executed. After implementing the strategy ii, which
contemplated increasing the installed gynecology capacity by hiring 3 new doctors, the
results revealed that the average waiting time decreased from 6.9 days to 4.1 days, while
the variation passed from 2.46 days to 1.53 days. This indicates a considerable decrease
and benefit for the forthcoming pregnant mothers.

On the other hand, after seeing the good results derived from this study, the managers
of medical centers should consider the feasibility of implementing the proposedmethod-
ology in other healthcare areas where waiting times are crucial. Thereby, changes in the
provision of healthcare services can be pretested to analyze their improvement potential
and impact on operational costs. This is relevant to avoid errors and cost overruns during
implementation in the practical scenario. However, it is necessary to work closely with
doctors and other health professionals to ensure that the models being simulated are
equivalent to the real-world system.

For future work in the area, new case studies implementing this methodology should
be proposed including an additional evaluation on the expected return on investment per
scenario. Similarly, it would be interesting to combine this methodology other lean man-
ufacturing tools (i.e. value stream mapping) so that better performance can be achieved
at a low investment. Finally, it is advisable to explore collaboration scenarios with other
gynecobstetrics departments so that potential benefits can be extended to the entire
healthcare system as stated in [16].
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Abstract. Parkinson’s disease (PD) is the second most common neurodegenera-
tive disorder which requires a long-term, interdisciplinary disease management.
While there remains no cure for Parkinson’s disease, treatments are available to
help reduce the main symptoms and maintain quality of life for as long as possi-
ble. Owing to the global burden faced by chronic conditions such as PD, Assistive
technologies (AT’s) are becoming an increasingly common prescribed form of
treatment. Low adoption is hampering the potential of digital technologies within
health and social care. It is then necessary to employ classification algorithms have
been developed for differentiating adopters and non-adopters of these technolo-
gies; thereby, potential negative effects on people with PD and cost overruns can
be further minimized. This paper bridges this gap by extending the Multi-criteria
decision-making approach adopted in technology adoption modeling for people
with dementia. First, the fuzzy Analytic Hierarchy Process (FAHP) is applied to
estimate the initial relative weights of criteria and sub-criteria. Then, the Decision-
making Trial and Evaluation Laboratory (DEMATEL) is used for evaluating the
interrelations and feedback among criteria and sub-criteria. The Technique for
Order of Preferences by Similarity to Ideal Solution (TOPSIS) is finally imple-
mented to rank three classifiers (Lazy IBk – knearest neighbors, Naïve bayes, and
J48 decision tree) according to their ability to model technology adoption. A real
case study considering is presented to validate the proposed approach.
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(DEMATEL) · Technique for Order of Preference by Similarity to Ideal Solution
(TOPSIS) · Healthcare

1 Introduction

According to theWorldHealthOrganisation, global average life expectancy increased by
5.5 years between 2000 and 2016, the fastest increase since the 1960s [1]. Major factors
contributing to these increases include advances in the economy, healthcare provision,
science, and technology. As people live longer, however, the growing burden of long-
term chronic diseases rapidly impacts upon society’s capability to delivery sustainable
care. In 2001, chronic disease was attributed to approximately 60% of the 56.5 million
total reported deaths in the world and approximately 46% of the global burden of disease
[2]. It is anticipated that this burden will increase to 57% by 2020.

One such chronic condition is Parkinson’s disease (PD). PD is a degenerative dis-
order, thought to affect around 1 in 500 people. It impacts the central nervous system
leading to impairments in motor skills and speech. Most people with Parkinson’s start
to develop symptoms when they’re over 50, although around 1 in 20 people with the
condition first experience symptoms when they’re under 40. Symptoms include tremors,
shuffledwalks, sudden jerkymovements appearing from time to time, continuous chorea,
or akinesia. Coping with movement disorders is reported to be physically exhaustive,
leading to the inability to perform very basic activities such as getting dressed or drinking
from a cup without spilling the water.

While there remains no cure for Parkinson’s disease, treatments are available to help
reduce the main symptoms and maintain quality of life for as long as possible. These
may include medication and surgery, however, often incorporation physical and mental
health self-management techniques [3]. Nevertheless, as the condition progresses, the
symptoms of Parkinson’s disease can become worse making it increasingly difficult to
carry out everyday activities without assistance. Consequently, investigating methods to
sustain independence and maintain an acceptance quality of life of people living with
PD is crucial. Owing to the global burden faced by chronic conditions such as PD,
Assistive technologies (AT’s) are becoming an increasingly common prescribed form of
treatment. Early studies investigating this usage ofATs have hinted at promising benefits,
including a greater level of independence and autonomy for individuals and, importantly,
their caregivers. The effectiveness of any AT, however, is inherently dependent upon the
usability and user acceptance of these ATs, in particular, among those baby boomers
born during the 1950 and 60s for whom technology familiarity is a relatively recent
phenomenon.

Unsurprisingly, this demographic cohort has, therefore, largely been reluctant to
adopt ATs as a sustainable low-cost replacement for human caregivers. Consequently,
low adoption is hampering the potential of digital technologies within health and social
care [4].

It is then necessary to employ classification algorithms have been developed for
differentiating adopters and non-adopters of these technologies; thereby, potential neg-
ative effects on people with PD and cost overruns can be further minimized. As several
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classifiers have been developed, modelers and practitioners should select the algorithm
better responding to the multi-criteria nature of technology adoption in people with PD.
Although several efforts have been made to address this problem, the evidence base is
still scant and only restricted to performance measures.

This paper bridges this gap by extending the Multi-criteria decision-making app-
roach adopted in technology adoption modeling for people with dementia [5]. First,
the fuzzy Analytic Hierarchy Process (FAHP) is applied to estimate the initial relative
weights of criteria and sub-criteria. The fuzzy set theory is incorporated to represent the
uncertainty of decision-makers’ preferences. Then, the Decision-making Trial and Eval-
uation Laboratory (DEMATEL) is used for evaluating the interrelations and feedback
among criteria and sub-criteria. FAHP and DEMATEL are later combined for calculat-
ing the final criteria and sub-criteria weights under vagueness and interdependence. The
Technique for Order of Preferences by Similarity to Ideal Solution (TOPSIS) is finally
implemented to rank three classifiers (Lazy IBk – knearest neighbors, Naïve bayes, and
J48 decision tree) according to their ability to model technology adoption. A real case
study considering 5 criteria, 16 sub-criteria, 8 decision-makers, and mobile smartphone
data from mPower study on Parkinson’s disease is presented to validate the proposed
approach.

The rest of the paper is organized as follows: Sect. 2 presents problem statement
and background trying to respond to the question “Digital Management of Parkinson
Disease: Is Technology the Future?”; Sect. 3 develops and explains the methodolog-
ical approach proposed in the present study; Sects. 4 and 4.1 summarize and discuss
the results respectively. Finally, the main contribution and scientific implications are
analyzed in Sect. 5.

2 Problem Statement and Background: Digital Management
of Parkinson’s Disease

Certainly, there is no doubt that in the near and recent future our modern life will be
characterized by the use of innovative digital technologies. It is evident and it is hoped
that there will be important implications also in the medical field [6].

Thus, it seems intuitive and simple enough to think that the answer to the question
“Digital Management of Parkinson Disease: Is Technology the Future?” is affirmative.

In fact, with the growing use of digital devices to provide personalized feedback
on measures of health, including those worn on the wrist or contained in shoes, it is
conceivable that similar tools could be designed to facilitate the continuous monitoring
of disease manifestations in patients with PD [7].

The Consumer Electronics Show CES which takes place every year in Las Vegas
(United States) is the world’s gathering place for all those who thrive on the business of
consumer technologies. CES shows new inventions and health technologies every year.
Here below are some technologies with the potential to help people with Parkinson’s.

ExoBeamWalking Assistive Device for Parkinson’s Disease by MedEXO Robotics
(Hong Kong) Company Limited helps the users maintain stable gait and balance by 3
types of cues (visual, vibration and sound) to strengthen assistive signals (Fig. 1).
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Fig. 1. ExoBeam Walking Assistive Device (CES)

Parkinson’s disease can cause problems with the sleep cycle. An “intelligent pillow”
has been proposed by ZEEQ. The pillow records natural sleep movements and can also
wake up at the ideal time for the sleep cycle (Fig. 2).

Fig. 2. ZEEQ smart pillow (CES)

This research field is being studied by many researchers around the world. Recently,
Marxreiter et al. [8] evaluate the use of digital technologies in different age groups of
PD patients while Espay et al. analyze an important issue. Despite advances in mobile
health technologies, authors point out that the implementation of digital outcome mea-
sures is hindered by a lack of consensus on the type and scope of measures [9]. An
interesting study was proposed by Amini et al. [10], in which a novel system incorporat-
ing the Microsoft Kinect v2 is used to monitor and to improve mobility in people with
Parkinson’s.

As stated by Cunningham et al. [11] AT can enable a person to carry out a task
which otherwise they would be unable to undertake independently. In other words, new
technology, digital devices and social media can provide a wealth of help and support
for people with Parkinson’s.

Relatively simple regression-based models have demonstrated the ability to identify,
with high levels of precision, those who are likely to wish to adopt technology based
solutions [12]. Refinement of the adoption models have been possible through inclusion
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of additional processing steps of selecting features which have aided in improving the
generalisation of the modelling process. Additionally, models need to be dynamic to
facilitate the changing behaviour of users as a result of how their disease may have
progressed. This may cause changes in personality, cognition and ability to engage
in social interactions, all of which need to be accommodated for from a technology
adoption process. For the latter, although many efforts have been undertaken within this
domain, little effort has been directed towards development of transferability functions to
allow models to be deployed in the context of more than one technology-based solution.
Based on the above considerations, the problem addressed in this study is to develop a
decision-support model for the adoption of AT for people with dementia.

3 The Proposed Methodology

A six-step methodology (Fig. 3) is proposed to choose the most suitable classifier for
supporting assistive technology adoption in people with PD:

Fig. 3. The proposed methodology for selecting the most suitable classification algorithm
supporting the assistive technology adoption in people with PD

Step 1: A decision-making team is chosen considering their expertise for dealingwith the
global decision. The experts will be involved in the classifier selection process through
FAHP and DEMATEL techniques.
Step 2: The criteria and sub-criteria are set considering the decision-makers’ opinion
and the related reported literature.
Step 3: FAHP is used to estimate the relative priorities of criteria and sub-criteria con-
sidering the vagueness of human thought. In this phase, the experts are required to make
paired judgments as detailed in [13].
Step 4:DEMATEL is applied to identify the deliverers and receivers as well as the influ-
ence strength among criteria/sub-criteria. The decision-makers here analyze the effect
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of each criterion/sub-criterion on the others by implementing the procedure described
in [14].
Step 5: FAHP and DEMATEL are later integrated to compute the final global and local
weights as outlined in [15].
Step 6: TOPSIS technique is used for ranking the classification algorithms and identi-
fying the best alternative for underpinning assistive technology adoption in people with
PD [16].

4 A Case Study Based on Mobile Smartphone Data

This application uses data from the mPower mobile Parkinson’s disease study [17] for
evaluating a set of three classification algorithms: Lazy IBK, Naïve Bayes, J48 decision
tree. In particular, 74 adopters and 307 non-adopters participated in this study. Each
one was asked to perform for activity categories: Memory, Walking, Voice, and Tipping
guided by the mPower app. More information about these experiments can be found
at [19] where the efforts were only focused on the classification accuracy. The next
subsections will present the MCDMmodel that has been designed for the same problem
but considering other criteria and sub-criteria that were not previously incorporated.

4.1 Establishment of a Multidisciplinary Expert Group

This project was discussed in advance with several members from the REMIND Con-
sortium [18] in order to gain a multidisciplinary view of the problem before launching
the study. The decision-making procedure was led by an academic researcher who also
designed the classifier selection model, introduced experts in the application of FAHP
andDEMATEL, collected the resulting data, and established TOPSIS indicators. In total,
eight experts related to assistive technology applications in people with PD participated
in this process. A short outline of the experts’ biography can be found below:

• Seven academic researchers with more than 10 years of experience in modeling tech-
nology adoption for people with PD. Furthermore, they have performed as consultants
of several companies focused on designing technologies alleviating the burden faced
by these people and their families when addressing this disease.

• One commercial director of a company specialized in smart solutions for quality and
certified outcomes. He is also a European Commission expert with approximately
30 year of experience in the creation and deployment of IT devices for upgrading
healthcare delivery.

4.2 Design of the Classifier Selection Model

The classifier selectionmodelwas discussed during two sessionswith the experts in order
to verify whether it was pertinent and understandable. The final MCDM arrangement
is presented in Fig. 4. In this respect, 5 criteria and 16 sub-criteria were considered to
rank three classification algorithms (Lazy IBK, Naïve Bayes, J48 decision tree). A short
explanation of each criterion is outlined in Table 1.
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Fig. 4. The classifier selection model

Table 1. Description of criteria

Criterion Sub-criteria Criterion description

Performance (C1) Prediction accuracy (SC1.1)
Time criticality (SC1.2)
Negative recall (SC1.3)
Positive recall (SC1.4)
Positive precision (SC1.5)
Negative precision (SC1.6)

It is considered as the classifier
capability of discriminating between
PD adopters and non-adopters

Usability (C2) Box type (SC2.1)
Easiness of interpretation (SC2.2)

It determines how easy the
classifier’s application is in the
clinical scenario

Scalability (C3) No sub-criteria It measures the replicability nature
of the classifier considering the cost
of implementation and PD context

Flexibility (C4) Handling of missing data (SC4.1)
Handling of continuous and discrete
data (SC4.2)
Adaption (SC4.3)

This criterion evaluates the
algorithm response when facing
constraints related to the availability
of high-quality datasets

Design (C5) Easiness of data-collection (SC5.1)
Overtraining (SC5.2)
Number of inputs (SC5.3)
Access to validated data (SC5.4)
Statistical modelling (SC5.5)

This factor covers aspects related to
the classifier parameterization
including training, data collection
and processing
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4.3 FAHP Implementation

A survey was used to collect the paired judgments required as input for the FAHP
technique. The experts responded to the following question: “How much important is
the criterion/sub-criterion on the left over the criterion/sub-criterion on the right?” Such
a question was answered by implementing the reduced as follows: Equally important
[1], More important [2–4], Much more important [4–6], Less important [1/4, 1/3, 1/2],
and Much less important [1/6, 1/5, 1/4]. The local and global priorities of all decision
elements are presented in Table 2.

Table 2. Local and global priorities of criteria and sub-criteria obtained from FAHP

Decision element Global priority Local priority

PERFORMANCE (C1) 0.241

Time criticality (SC1.1) 0.019 0.082

Prediction accuracy (SC1.2) 0.056 0.235

Negative recall (SC1.3) 0.035 0.148

Positive recall (SC1.4) 0.044 0.183

Positive precision (SC1.5) 0.043 0.180

Negative precision (SC1.6) 0.041 0.172

USABILITY (C2) 0.178

Box type (SC2.1) 0.027 0.155

Easiness of interpretation (SC2.2) 0.150 0.845

SCALABILITY (C3) 0.255

FLEXIBILITY (C4) 0.228

Handling of continuous and discrete data (SC4.1) 0.052 0.231

Handling of missing data (SC4.2) 0.145 0.639

Adaption (SC4.3) 0.029 0.130

DESIGN (C5) 0.098

Overtraining (SC5.1) 0.021 0.224

Easiness of data-collection (SC5.2) 0.019 0.201

Number of inputs (SC5.3) 0.013 0.135

Access to validated data (SC5.4) 0.029 0.302

Statistical modelling (SC5.5) 0.013 0.138

The consistency ratios (CR) were also computed to examine the reliability of judg-
ments provided by the experts (refer to Table 3). Considering that CR is not over 10%,
the calculated priorities can be then used for ranking the classification algorithms.
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Table 3. Consistency measures for matrixes

Consistency Ratio (CR)

Criteria 3.7%

Performance 0.2%

Usability 0.0%

Flexibility 5.6%

Design 1.4%

4.4 DEMATEL Application

A questionnaire was also implemented to gather the paired judgments required in the
DEMATEL method. In this case, the decision-makers responded the following ques-
tion: “how much impact each criterion/sub-criterion over the criterion/sub-criterion on
the left?” In this case, the question was answered considering the following scale: No
influence (0), Low influence (1), Medium influence (2), High influence (3), and Very
high influence (4). This procedure was iterated until finishing all the judgments.

The prominence (D + R) and relation (D− R) values are later generated from these
judgments by applying the DEMATEL method (refer to Table 4). The deliverers and
dispatchers were also pointed out in Table 4. In this case, Flexibility (C4) and Design
(C5) were categorized as dispatchers; whereas Performance (C1), Usability (C2), and
Scalability (C3) were classified as dispatchers. The results show that Flexibility (C4) has
the greatest C + R value (9.590), denoting that is the main generator of effects and the
most influencing criterion when selecting the best classification algorithm.

Also, impact-digraph maps were drawn for analyzing the interrelations within each
cluster. “Criteria” (Fig. 5a) and “Usability” (Fig. 5b) clusters are depicted as examples. In
particular, Fig. 5a evidences the presence of one-direction interrelations (green arrows)
and multiple feedback interactions (red arrows) between dispatchers and receivers. This
confirms the high influence that Flexibility and Design have in the behavior and easy
adoption of classifiers in the clinical scenario. The modelers should therefore focus their
efforts on these aspects to facilitate the implementation of technology adoption process
in people with PD. The same pattern is observed in Fig. 5b where all the relationships are
of two-sided nature. For instance, the procedures (models supporting the prediction of
mission values) used for handling themissing datawill depend on the type of data (either
discrete or continuous) considered in the algorithm; on the other hand, the availability
of suitable missing data models how the input data can be processed for increasing the
predictive ability of classifiers.

4.5 Combination of FAHP and DEMATEL

Table 5 presents the global and local priorities of criteria and sub-criteria after combining
FAHP and DEMATEL techniques. Figure 6 depicts the ranking of criteria based on their
global priorities. Based on the results, Flexibility and Design were found to be the most
important criteria with overall weights of 0.235 and 0.260 respectively. Such finding



Choosing the Most Suitable Classifier for Supporting Assistive Technology 399

Table 4. Dispatchers and receivers in the decision-making model

Criterion
(C)/sub-criterion (SC)

Prominence (D + R) Relation (D − R) Dispatcher Receiver

PERFORMANCE (C1) 9.017 −1.142 X

Time criticality (SC2) 5.603 −1.153 X

Prediction accuracy
(SC1)

7.311 0.733 X

Negative recall (SC3) 6.261 −0.343 X

Positive recall (SC4) 6.626 0.211 X

Positive precision (SC5) 6.309 0.219 X

Negative precision
(SC6)

6.299 0.333 X

USABILITY (C2) 9.234 −1.002 X

Box type (SC7) 35.000 1.000 X

Easiness of
interpretation (SC8)

35.000 −1.000 X

SCALABILITY (C3) 9.049 −0.106 X

FLEXIBILITY (C4) 9.590 1.258 X

Handling of continuous
and discrete data (SC9)

12.665 0.246 X

Handling of missing
data(SC10)

12.533 −0.627 X

Adaption (SC11) 12.531 1.122 X

DESIGN (C5) 9.555 0.991 X

Overtraining (SC12) 10.463 −1.940 X

Easiness of
data-collection (SC13)

12.508 0.470 X

Number of inputs
(SC14)

12.368 0.775 X

Access to validated data
(SC15)

12.450 1.151 X

Statistical modelling
(SC16)

12.052 −0.456 X

dictates that approximately a half (0.495) of the global importance backs into these
aspects. This is of paramount relevance even considering the high prominence related
to these criteria (see Sect. 4.4 Dematel Application).

On a different note, the top-five sub-criteria with the highest global priorities are
as follows: Box type (0.139), Adaption (0.109), Handling of continuous and discrete
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Fig. 5. Impact digraph maps for a) Criteria and b) Usability (Color figure online)

Table 5. Local and global priorities of criteria and sub-criteria resulting from FAHP-DEMATEL
approach

Decision element Global priority Local priority

PERFORMANCE (C1) 0.169

Time criticality (SC1.1) 0.021 0.123

Prediction accuracy (SC1.2) 0.034 0.200

Negative recall (SC1.3) 0.027 0.158

Positive recall (SC1.4) 0.030 0.175

Positive precision (SC1.5) 0.028 0.168

Negative precision (SC1.6) 0.030 0.176

USABILITY (C2) 0.162

Box type (SC2.1) 0.139 0.859

Easiness of interpretation (SC2.2) 0.023 0.141

SCALABILITY (C3) 0.174

FLEXIBILITY (C4) 0.235

Handling of continuous and discrete data (SC4.1) 0.092 0.391

Handling of missing data (SC4.2) 0.034 0.144

Adaption (SC4.3) 0.109 0.465

DESIGN (C5) 0.260

Overtraining (SC5.1) 0.033 0.126

Easiness of data-collection (SC5.2) 0.056 0.217

Number of inputs (SC5.3) 0.063 0.241

Access to validated data (SC5.4) 0.053 0.203

Statistical modelling (SC5.5) 0.055 0.213
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Fig. 6. Ranking of criteria considering their global weights

data (0.092), Number of inputs (0.063), and Easiness of data-collection (0.056). In
particular, white-box classifiers are advisable considering their easiness of interpretation
for clinicians and modelers. Moreover, it is also useful to count on algorithms capable of
evolving taking into account the ever-changing clinical context of PDand their associated
parameters. On the other hand, the ability of handling continuous and discrete data
makes classifiers more responsive to the aforementioned context while increasing their
discrimination ability between adopters and non-adopters. Lately, two sub-criteria to
be carefully considered in the implementation of technology adoption classifiers are
Number of inputs and Easiness of data-collection. First, it is highly recommended to
count on algorithms requiring the fewest possible input information to accelerate the
classification process in the practical clinical scenario. Regarding the data-collection
process, classifier features are expected to be gleaned through simple short questions or
extracted from decision support systems of hospital and clinics so that decision-making
on the adoption of an assistive technology in a particular PD patient can be further
optimized.

4.6 Ranking of Classifiers Through TOPSIS

In this study, the global priorities of criteria and sub-criteria derived from the FAHP-
DEMATEL approach were utilized as input for the TOPSIS method. The ranking of
classification algorithms illustrated in Fig. 7 was reached by implementing the standard
procedure explained in [16]. The results revealed thatNaïveBayes achieved the first place
with 67.7%while J48 decision tree obtained the lowest score (46.8%). Such findings also
evidence that there is much room for improvement in the design of optimal, scalable, and
easy-to-use classifiers for effectively discriminating between adopters and non-adopters
of assistive technology solution focused on people with PD.

Considering the gap detected between the ideal performance and each of the alter-
native classifiers (Fig. 8 and 9): Naïve Bayes (33.3%), Lazy IBK (42.4%), and J48
decision tree (53.2%); we decided to analyze the Euclidean distance to the positive
ideal solution (PIS) and negative ideal solution (NIS) for providing modelers with an
improvement guide underpinning their future interventions. For instance, the cost of the
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Fig. 7. Ranking of classification algorithms according to the TOPSIS method

learning process in J48 decision tree is over US$1000 (Euclidean distance= 0.0049882)
which diminishes its scalability in the wild. Prediction accuracy should be also signifi-
cantly improved by the modelers. In this case, the highest predictive ability was detected
in J48 decision tree (76.98%; Euclidean distance = 0.0000381). Other performance
measures like Negative recall (0.72; Euclidean distance = 0.0000325), Positive recall
(0.74; Euclidean distance= 0.0000420), Positive precision (0.73; Euclidean distance=
0.0000352), and Negative precision (0.73; Euclidean distance = 0.0000412) were also
concluded as potential improvement points in Lazy IBK since they are still far from the
ideal performance (A+ = 1). The rest of gaps can be further appreciated in Fig. 8 and 9.

Fig. 8. Spider diagram for Euclidean distances of classifiers to PIS
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Fig. 9. Spider diagram for Euclidean distances of classifiers to NIS

5 Conclusions

This article presents a combined FAHP-DEMATEL-TOPSIS technique to choose the
most suitable classification algorithm for supporting assistive technology adoption in
people with PD. The proposed methodology encompasses the design, validation, and
implementation phases of these solutions and it therefore tackles the limitations of
accuracy-based approaches by incorporating the knowledge-driven angle to technology
adoption.

The model here proposed is critical for discriminating PD patients to which assis-
tive solutions may provide support to complete everyday activities while maintaining a
certain level of independence and autonomy. This is limited for the capability of users
to integrate such solutions into their daily life, the family environment, and individual
engagement throughout the adoption process. From the hospital perspective, it is neces-
sary to direct investment and time resources towards PD patients who are likely to adopt
the solution in the long term. In this regard, it is important to understand the factors
behind the effective implementation of classifiers in the clinical scenario.

Two important issues emerged from this study: i) the identification of themost impor-
tant and influential criteria in the classifier selection problem which complements the
current technology adoption models used by clinicians and researchers and ii) the rank-
ing of alternative classifiers considering several aspects from the technology adoption
context including: design, flexibility, scalability, performance, and usability.

In particular, Flexibility and Design were concluded to be the most relevant criteria
with global weights of 0.235 and 0.260 correspondingly. These criteria were also found
to be the main generators of effects within the decision-making model with C + R
of 9.590 and 9.555. Such aspects must be therefore carefully addressed by modellers
when designing classifiers supporting technology adoption in people with PD. Finally,
Naïve Bayes was found to be most suitable classifier for this particular application with
a closeness coefficient 67.7%. Of note, there is, however, a wide room for improvement
in aspects related to performance and scalability.
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The results are limited to the set of classifiers considered in this study. Therefore,
future work may consider the inclusion of other algorithms that can better model the
technology adoption in people with PD. It is also advisable to implement this approach
in other diseases where assistive technologies may play a vital role for reducing the
current burden faced by patients and their families. On a different note, more complex
interrelations can be evaluated through the incorporation of fuzzy sets in the DEMATEL
method. Ultimately, feasibility studies can be proposed for complementing the classifier
selection problem here described.

Acknowledgments. This research has received funding under the REMIND project Marie
Sklodowska-Curie EUFramework for Research and InnovationHorizon 2020, underGrant Agree-
mentNo. 734355. The authors also acknowledge the contribution of users of the ParkinsonmPower
app as part of the mPower project developed by Sage Bionetworks and described in Synapse
[https://doi.org/10.7303/syn4993293].

References

1. The World Health Organisation, “Global Health Observatory (GHO) data”. https://
www.who.int/gho/mortality_burden_disease/life_tables/situation_trends_text/en/. Accessed
10 Mar 2020

2. The World Health Organisation: The world health report 2002: reducing risks, promoting
healthy life. 1st edn. World Health Organisation, Geneva (2002)

3. NHS Inform: Parkinsons disease in Illnesses, conditions and disorders of the nerves and
central nervous system. https://www.nhsinform.scot/illnesses-and-conditions/brain-nerves-
and-spinal-cord/parkinsons-disease. Accessed 10 Mar 2020

4. Cook, E.J., et al.: Exploring the factors that influence the decision to adopt and engage with an
integrated assistive telehealth and telecare service in Cambridgeshire, UK: a nested qualitative
study of patient ‘users’ and ‘non-users’. BMC Health Serv. Res. 16(137), 1–20 (2016)

5. Ortiz-Barrios, M., Nugent, C., Cleland, I., Donnelly, M., Verikas, A.: Selecting the most
suitable classification algorithm for supporting assistive technology adoption for people with
dementia: a multicriteria framework. J. Multi-Criteria Decis. Anal. 27(1–2), 20–38 (2019)

6. Klucken, J., Krüger, R., Schmidt, P., Bloem, B.R.: Management of Parkinson’s disease 20
years from now: towards digital health pathways. J. Parkinson’s Dis. 8(Suppl 1), S85–S94
(2018)

7. Hansen, C., Sanchez-Ferro, A., Maetzler, W.: How mobile health technology and electronic
health records will change care of patients with Parkinson’s disease. J. Parkinson’s Dis.
8(Suppl 1), S41–S45 (2018)

8. Marxreiter, F., et al.: The use of digital technology and media in German Parkinson’s disease
patients. J. Parkinson’s Dis. pp. 1–11 (2019, in press)

9. Espay, A.J., et al.: A roadmap for implementation of patient-centered digital outcome mea-
sures in Parkinson’s disease obtained using mobile health technologies. Mov. Disord. 34(5),
657–663 (2019)

10. Amini, A., Banitsas, K., Young, W.R.: Kinect4FOG: monitoring and improving mobility in
people with Parkinson’s using a novel system incorporating the Microsoft Kinect v2. Disabil.
Rehabil.: Assist. Technol. 14(6), 566–573 (2019)

11. Cunningham, L.M., Nugent, C.D., Finlay, D.D., Moore, G., Craig, D.: A review of assistive
technologies for peoplewith Parkinson’s disease. Technol.HealthCare 17(3), 269–279 (2009)

https://doi.org/10.7303/syn4993293
https://www.who.int/gho/mortality_burden_disease/life_tables/situation_trends_text/en/
https://www.nhsinform.scot/illnesses-and-conditions/brain-nerves-and-spinal-cord/parkinsons-disease


Choosing the Most Suitable Classifier for Supporting Assistive Technology 405

12. Chaurasia, P., et al.: Modelling assistive technology adoption for people with dementia. J.
Biomed. Inform. 63, 235–248 (2016)

13. Guneri,A.F.,Gul,M.,Ozgurler, S.:A fuzzyAHPmethodology for selection of risk assessment
methods in occupational safety. Int. J. Risk Assess. Manag. 18(3–4), 319–335 (2015)

14. Ortiz-Barrios, M.A., et al.: The analytic decision-making preference model to evaluate the
disaster readiness in emergency departments: the ADT model. J. Multi-Criteria Decis. Anal.
24(5–6), 204–226 (2017)

15. Ortiz-Barrios, M.A., Herrera-Fontalvo, Z., Rúa-Muñoz, J., Ojeda-Gutiérrez, S., De Felice, F.,
Petrillo, A.: An integrated approach to evaluate the risk of adverse events in hospital sector.
Manag. Decis. 56(10), 2187–2224 (2018)

16. Ak, M.F., Gul, M.: AHP–TOPSIS integration extended with Pythagorean fuzzy sets for infor-
mation security risk analysis. Complex Intell. Syst. 5(2), 113–126 (2019). https://doi.org/10.
1007/s40747-018-0087-7

17. Bot, B.M., et al.: The mPower study, Parkinson disease mobile data collected using
ResearchKit. Sci. Data 3(1), 1–9 (2016)

18. Ali Hamad, R., Salguero, A.G., Bouguelia,M.R., Espinilla,M., Quero, J.M.: Efficient activity
recognition in smart homes using delayed fuzzy temporal windows on binary sensors. IEEE
J. Biomed. Health Inform. 24(2), 387–395 (2019)

19. Greer, J., Cleland, I., McClean, S.: Predicting assistive technology adoption for people with
Parkinson’s disease using mobile data from a smartphone. In: 13th Conference on Data
Science and knowledge Engineering for Sensing Decision Support FLINS 2018, pp. 1273–
1280. World Scientific, Belfast (2018)

https://doi.org/10.1007/s40747-018-0087-7


Identifying the Most Appropriate Classifier
for Underpinning Assistive Technology Adoption

for People with Dementia: An Integration
of Fuzzy AHP and VIKOR Methods

Miguel Ortíz-Barrios1(B), Chris Nugent2, Matias García-Constantino2,
and Genett Jimenez-Delgado3

1 Department of Productivity and Innovation, Universidad de la Costa CUC, Barranquilla,
Colombia

mortiz1@cuc.edu.co
2 School of Computing and Mathematics, Ulster University, Jordanstown, Northern Ireland, UK

{cd.nugent,m.garcia-constantino}@ulster.ac.uk
3 Industrial Engineering Program, Institución Universitaria ITSA, Barranquilla, Colombia

gjimenez@itsa.edu.co

Abstract. Recently, the number of People with Dementia (PwD) has been rising
exponentially across the world. The main symptoms that PwD experience include
impairments of reasoning, memory, and thought. Owing to the burden faced by
this chronic condition, Assistive Technology-based solutions (ATS) have been
prescribed as a form of treatment. Nevertheless, it is widely acknowledged that
low adoption rates of ATS have hampered their benefits within a health and social
care context. It is then necessary to effectively discriminate between adopters
and non-adopters of such solutions to avoid cost implications, improve the life
quality of adopters, and find intervention alternatives for non-adopters. Several
classifiers have been proposed as advancement towards the personalisation of
self-management interventions for dementia in a scalable way. As multiple algo-
rithms have been developed, an important step in technology adoption is to select
the most appropriate classification alternative based on different criteria. This
paper presents the integration of Fuzzy AHP (FAHP) and VIKOR to address this
challenge. First, FAHP was used to calculate the criteria and sub-criteria weights
under uncertainty and then VIKOR was implemented to rank the classifiers. A
case study considering a mobile-based self-management and reminding solution
for PwD is described to validate the proposed approach. The results revealed that
Easiness of interpretation (GW = 0.192) and Handling of missing data (GW =
0.145) were the two most important criteria. Furthermore, SVM (Qj = 1.0) and
AB (Qj = 0.891) were concluded to be the most suitable classifiers for supporting
ATS adoption in PwD.

Keywords: Technology adoption · Dementia · Fuzzy Analytic Hierarchy
Process (FAHP) · VIKOR · Healthcare

© Springer Nature Switzerland AG 2020
V. G. Duffy (Ed.): HCII 2020, LNCS 12199, pp. 406–419, 2020.
https://doi.org/10.1007/978-3-030-49907-5_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49907-5_29&domain=pdf
https://doi.org/10.1007/978-3-030-49907-5_29


Identifying the Most Appropriate Classifier 407

1 Introduction

In recent years, the number of PeoplewithDementia (PwD) has been rising exponentially
globally, representing a challenge to governments and health services to provide the
most adequate and cost-effective care and treatment services. According to Alzheimer’s
Research UK, as of today, the number of PwD globally is estimated to be 50 million
and it is projected to nearly triple by 2050. While it is desired a type of care in which
carers look after PwD at most times during their working hours, in many cases the
growing number of PwD has outnumbered available carers, resulting in insufficient and
sub-optimal care. Technology has been used to alleviate the burden faced by PwD and
their carers, and, more importantly, to provide more personalised types of treatment.
Assistive Technology-based Solutions (ATS) have been commonly prescribed as a form
of non-pharmacological treatment to PwD to help them complete everyday activities
whilst maintaining a level of independence, bringing health and social benefits to them.
Some of the areas in which ATS provide support include: memory, mobility, indoor and
outdoor safety, independence and socialising.

However, it has been acknowledged that low adoption of ATS have hampered their
potential benefits over time, and might cause distress and anxiety on PwD. The main
causes of low adoption of technology-based solutions to assist PwDmay be the result of
not being the most adequate for particular individuals. It could be the case, for example,
that a certain technology provides support in a particular area but the implementation is
not user-friendly enough and/or disliked by the PwD, a scenario that typically results in
an early use of the technology that gradually decreases until it is no longer used. In this
respect, the personal needs and preferences of PwD have a crucial role in how ATS are
adopted and used for a successful treatment that provides themost possible benefitswhile
at the same time being cost-effective. In the context of personalised health interventions,
it is necessary to identify the most significant features of potential users in the form of
personal profile and individual preferences in order to obtain the most benefits of ATS
interventions. These significant features are thenused to effectively discriminate adopters
and non-adopters of ATS amongst potential users for the purposes of: avoiding cost
implications, improving the quality of life of adopters, and finding adequate intervention
alternatives for non-adopters. To support the identification of adopters and non-adopters
of technology, adoption model studies, also known as classifiers, have been used to
provide an insight on how successfully a PwD will adopt a certain ATS based on their
input criteria from different domains.

The performance of the classifiers used for adoption model studies is influenced
to a great extent by the set of features selected, hence the importance of selecting the
best set of features. Several classifiers have been proposed as advancement towards
the personalisation of self-management interventions for dementia in a scalable way.
It is then important to select the most appropriate classification algorithm to support
in the technology adoption task based on the different criteria available. Multicriteria
Decision Making (MCDM) methods are used to assign weights to the criteria and to
rank the classifiers considered. These methods can be deemed as appropriate tools to
support developers, healthcare professionals, and practitioners in the selection of the
most suitable classifiers for ATS in PwD. This paper presents an approach that integrates
the Fuzzy AHP (FAHP) and VIKOR methods to weight criteria to rank classifiers and
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to identify the most appropriate one for ATS adoption for PwD. FAHP was first used
to calculate the criteria and sub-criteria weights under certainty and then VIKOR was
implemented to rank the classifier alternatives. The proposed approach is validated with
the case study of a mobile-based self-management and reminding solution for PwD.

The remainder of the paper is organised as follows: Sect. 2 presents the related work
in the area of ATS for PwD focusing on the FAHP and VIKOR methods. Section 3
outlines the proposed methodology whereas Sect. 4 describes a case study considering
a mobile-based self-management and reminding solution for PwD. Finally, conclusions
and future work are presented in Sect. 5.

2 Related Work

There has been extensive work in the literature related to ATS in general [1, 2] and for
specific health problems like disabilities [3, 4], visual impairment [5], and dementia
[6–8]. The ATS for PwD studies are the ones that are of interest to the work presented.
This section provides an insight into recent relevant work in ATS for PwD.

Finding appropriate assistive technology to support PwD can be particularly chal-
lenging because of the range of cognitive abilities that impair the adaptation and use
from the users. As the prevalence of dementia is expected to increase in the near future,
it is necessary to find the most adequate ATS to alleviate the burden of patients and care-
givers. Zhang et al. [9] investigated the use of a predictive adoption model for a mobile
phone-based video streaming system for PwD, which considered features like users’
ability, preferences and living arrangements. In this case, seven classification algorithms
were used in models that were evaluated using multiple criteria of model predictive per-
formance, prediction robustness, bias towards two types of errors and usability. Zhang
et al. [9] reported that the best predictive model to support the adoption of assistive
technology was the one trained using the kNN (k-Nearest Neighbour) classification
algorithm, which obtained a prediction accuracy of 0.84 ± 0.0242.

The approach presented by Chaurasia et al. [7] uses cognitive prosthetics, in the
form of the Technology Adoption and Usage Tool (TAUT) reminder app, to identify a
subset of relevant features that could then be used to improve the accuracy of technology
adoption prediction. The data analysis considered 31 features from the Cache County
Study on Memory and Aging (CCSMA) that included range of age, gender, education
level, and health condition. The findings of Chaurasia et al. [7] are that relevant features
can provide an insight on the adoption of ATS by PwD. They reported that while features
related to the background of PwD (like job or education level) can have an impact in the
user’s ability to adopt a technology, other features related to the dementia condition (like
genetic markers and comorbidity) could decrease the adoption of assistive technology.
The best prediction model was obtained using the kNN classification algorithm, with an
average prediction accuracy of 92.48% when tested on 173 participants.

The study presented by Ortiz-Barrios et al. [8] introduced a multi-criteria framework
to select themost adequate classification algorithm for supporting the adoption ofATS for
PwD. This framework is based on the integration of a five-phase methodology based on
the FuzzyAnalyticHierarchy Process (FAHP) and the Technique forOrder of Preference
bySimilarity to Ideal Solution (TOPSIS): FAHP-TOPSIS.The case study consideredwas
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a mobile-based self-management and reminding solution for PwD. FAHP was used to
determine the relative weights of criteria (performance, usability, scalability, flexibility
and design) and sub-criteria under uncertainty. TOPSIS was used to rank the seven
classification algorithms considered. Similarly to the work of Zhang et al. [9], in Ortiz-
Barrios et al. [8] the best results were obtained using the kNN classification algorithm
to support the adoption of assistive technology, with a closeness coefficient of 0.804. It
was found that the most important criterion for classification selection was scalability.

The work presented in this paper extends the multi-criteria framework introduced by
Ortiz-Barrios et al. [8] by considering the VIKORmethod instead of TOPSIS to rank the
classifier alternatives. Interestingly, to the best knowledge of the authors there have not
been studies that consider an integrated approach of FAHP and VIKOR to support ATS
for PwD, hence the novelty of this study. There are, however, integrated approaches of
FAHP and VIKOR that have been used in other areas such as: manufacturing [10], sup-
plier selection [11, 12], and performance evaluation [13]. An integrated FAHP-VIKOR
that has been applied and used in other disciplines seems like a promising alternative
multi-criteria framework to support the adoption of ATS for PwD.

3 Proposed Methodology

The proposed approach aims to identify the most appropriate classifier for underpinning
Assistive Technology Adoption for PwD by integrating the FAHP and VIKORmethods.
In this regard, the methodology is comprised of three phases (refer to Fig. 1):

Fig. 1. The three-phase methodology for selecting the most suitable classifier for supporting
assistive technology adoption in people with dementia

– Phase 1 (Design of the proposed multi-criteria decision-making model): A decision-
making group is chosen based on their experience in the use of supporting assis-
tive technologies. Subsequently, the criteria and sub-criteria are determined with the
participation of the decision-making team and the pertinent scientific literature.

– Phase 2 (FAHP application): In this step, FAHP is applied to estimate the global and
local weights of criteria and sub-criteria under uncertainty. In this regard, the experts
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are invited to perform pairwise comparisons, which are later processed following the
FAHP method as detailed in Sect. 3.1.

– Phase 3 (VIKORapplication): In this phase,VIKOR is developed to rank the classifiers
in accordance with their closeness coefficient. The distances from the ideal and worst
solution are also incorporated into this study. Finally, we select the classifier that can
better support the assistive technology adoption in people with dementia (This is the
alternative with the highest closeness coefficient).

3.1 Fuzzy Analytic Hierarchy Process (FAHP)

The Fuzzy Analytic Hierarchy Process (FAHP) proves to be an advantageous method-
ology for multiple criteria decision-making under uncertainty and has been therefore
highly applicable in recent years [14]. FAHP tackles the disadvantages of the AHP
technique [15, 16] which cannot represent the vagueness of decision-makers during the
pairwise comparison process [17]. In FAHP, the paired comparisons are represented
through fuzzy triangular numbers ratios [18, 19]. According to the literature, the repre-
sentation of fuzzy triangular numbers and their correspondence with the scale of AHP
is as follows (refer to Table 1) [16].

Table 1. Correspondence between linguistic terms and fuzzy triangular numbers

Reduced AHP scale Definition Fuzzy triangular number

1 Equally relevant [1, 1, 1]

3 More relevant [2, 3, 4]

5 Much more relevant [4, 5, 6]

1/3 Less relevant [1/4, 1/3, 1/2]

1/5 Much less relevant [1/6, 1/5, 1/4]

The steps of FAHP algorithm are described below:

– Step 1: Perform pairwise comparisons between factors/sub-factors by applying the
scale exposed in Table 1. The outcome is a fuzzy judgment matrix˜Dk

(

dij
)

as outlined
in Eq. 1:
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d̃ k
ij indicates the fuzzy kth expert preference of ith criterionwith respect to jth criterion.

– Step 2: In group decision-making, it is necessary to calculate the geometric mean of
all comparisons according to Eq. 2. Here, K represents the number of participants in



Identifying the Most Appropriate Classifier 411

the decision-making process. The initial fuzzy judgment matrix is now updated taking
into account the average judgments of experts (Eq. 3).

d̃ij = K
√

d̃1
ij ∗ d̃2

ij ∗ · · · ∗ d̃ k
ij (2)
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– Step 3: Calculate the geometric mean of fuzzy comparisons values of each criterion
applying Eq. 4. Here, r̃i denotes the triangular numbers.

r̃i =
⎛

⎝

n
∏

j=1

d̃ij

⎞

⎠

1/n

, i = 1, 2, . . . , n (4)

– Step 4: Establish the fuzzy weights of each criterion (w̃i) using Eq. 5.

w̃i = r̃i ⊗ (r̃1 ⊕ r̃2 ⊕ . . . ⊕ r̃n)
−1 = (lwi,mwi, uwi) (5)

– Step 5:Apply the Centre of Area technique to defuzzify (w̃i) using Eq. 6. The outcome
of this step is the non-fuzzy number Mi. Then, use Eq. 7 to normalize Mi.

Mi = lwi + mwi + uwi

3
(6)

Ni = Mi
∑n

i=1Mi
(7)

– Step 6: Compute the Consistency Index (CI) to verify whether the weights of factors
and sub-factors are adequate for their use in the classifier selection problem. If CI ≤
0.10, the weights are then concluded as consistent [20]. Otherwise, the experts should
review their judgments perform the pairwise comparisons again.

3.2 Vlsekriterijumska Optimizacija I Kompromisno Resenje (VIKOR)

VIKOR is a technique that classifies a set of alternatives taking into account their close-
ness to the ideal scenario based on predefined decision criteria [21]. VIKOR uses a
multi-criteria ranking index describing the closeness of each alternative to the ideal
scenario [22]. The VIKOR procedure is detailed as follows:
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– Step 1: A set of m classification algorithms denoted as P1, P2…, Pm is established in
the context of the MCDM problem. Each alternative Pi is characterized by a number
of decision factors (n) as described inmatrix A (Eq. 8). The value of each sub-criterion
SCj is here represented by fij.

A =

P1

P2

P3
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– Step 2: Define the best (f ∗
j ) and the worst (f −

j ) values of each sub-criterion using
Eqs. 9–10.

fij =
{

maxi fij,
minifij,

for benefit criteria
for cost criteria

}

, i = 1, 2, . . . ,m (9)

f −
ij =

{

maxi fij,
minifij,

for benefit criteria
for cost criteria

}

, i = 1, 2, . . . ,m (10)

– Step 3: Use Eq. 11 and Eq. 12 to calculate the Si and Ri values respectively. In the
aforementioned equations, wj is the weight of each sub-criterion obtained from the
FAHP technique.

Si =
n

∑

j=1

wj

(

f ∗
j − fij

)

f ∗
j − f −

j

, (11)

Ri = maxj

⎛

⎝

wj

(

f ∗
j − fij

)

f ∗
j − f −

j

⎞

⎠. (12)

– Step 4:Apply Eq. 14 and Eq. 15 to determine theQi values. In the Eq. 13, v represents
the weight of the strategy for the maximum group utility [23].

Qi = v
Si − S∗

S− − S∗ + (1 − v)
Ri − R∗

R− − R∗ (13)

S∗ = mini Si , S− = maxj Sj , (14)

R∗ = mini Ri , R− = maxj Rj , (15)

– Step 5: Rank the classifiers taking into account the Si, Qi and Ri values.
– Step 6: Determine a compromise solution (P(1)) comprising of the best-classified

alternative considering the Qi ranking and the following conditions:
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• Acceptable benefit (As described to Eq. 16 and Eq. 17):

Q
(

P(2)
)

− Q
(

P(1)
)

≥ DQ, (16)

DQ = 1

(m − 1)
. (17)

Where Q
(

P(2)
)

is the classifier with the second highest priority in the Qi ranking.
In Eq. 17, m denotes the number of classifiers.

• Acceptable stability in decision making: The classifier or alternative
(

P(1)
)

must
be also the best-ranked in in Si, and Ri rankings.

If one of the above conditions is not complied, select one of these alternatives:
• (

P(1)
)

y
(

P(2)
)

if there is not an acceptable stability in decision making process.
• (

P(1)
)

,
(

P(2)
)

, . . . ,
(

P(m)
)

if there is not an acceptable advantage. Such an
advantage is defined as follows:

Q
(

P(m)
)

− Q
(

P(1)
)

< DQ, (18)

4 A Case Study of a Mobile-Smartphone Based Video Technology

A mobile-smartphone based video technology has been targeted for validating the pro-
posed FAHP-VIKOR approach. This reminding solution delivers videos assisting PwD
to function more independently. In particular, the videos are used as reminders with a
range ofmultimedia formats supporting theActivities ofDaily Living (ADLs) performed
by PwD. Such technology has progressed at a staggering pace due to its capability of
providing users with an interface to book and acknowledge reminders for a large set of
everyday tasks. This application is, however, useful in PwD with high adoption likeli-
hood. It is therefore necessary to effectively classify between adopters and non-adopters
of such solutions to avoid cost overruns, improve the life quality of adopters, and find
intervention alternatives for non-adopters. To do this, five criteria and sixteen sub-criteria
were proposed to evaluate seven alternative classifiers (NN, DT, SVM, NB, AB, CART,
and KNN). The next sub-sections will illustrate the decision-making process undertaken
for the classifier selection problem.

4.1 Establishment of a Multidisciplinary Expert Group

In this case, seven decision-makers were invited to contribute to the design of the multi-
criteria decision-making hierarchy supporting the classifier selection problem. In par-
ticular, they provided significant input for defining the criteria to be considered into
the technology adoption model. Moreover, they supported the implementation of FAHP
throughwhich the relative importance of criteria and sub-criteriawas properly calculated.

The experts are part of REMIND, a project whose primary aim is to create a mul-
tidisciplinary, international, and inter-sectoral network for progressing developments in
reminding solutions for PwD that can be implemented in smart environments. Such
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experts are a Consortium comprised of academic and non-academic partners commit-
ted to provide efficacious ATS using computational techniques, behavioral science, and
user-centered design techniques.

The decision-makers have been also involved in several projects targeting ATS for
assisting PwD. Furthermore, they have enough related experience (>10 years) to deal
with the adoption modeling context and can therefore serve as consistent experts when
defining criteria and sub-criteria weights. As a result, they have constructed win-to-win
relationships between the ATS-related companies and the academic sector, an aspect
also evident through different research publications.

4.2 Design of the Classifier Selection Model

After scanning the pertinent scientific literature and summarizing the input information
provided by the experts, a decision-making hierarchy comprising of five criteria (Design,
Flexibility, Scalability, Performance, and Usability) and sixteen sub-criteria was finally
established for selecting themost suitable classifier and subsequently supporting assistive
technology adoption in PwD. The list of sub-criteria is as follows:

• Computational time
• Accuracy
• Negative precision
• Positive precision
• Positive recall
• Negative recall
• Scalability potential
• Box type
• Handling of missing data
• Handling of discrete and continuous variables
• Number of input variables
• Cost of training.
• Easiness of interpretation by clinicians.
• Easiness of input data gathering.
• Online learning.
• Access to validated datasets
• Statistical-based processing

Each component of this hierarchywas further explained to the experts so that they can
undertake consistent pairwise comparisons on their importance for technology adoption
modeling in PwD. This information was also attached to the FAHP surveys for better
comprehension on the decision-making process.

4.3 FAHP Implementation

The next step in the proposed approach is the implementation of FAHP method. Ini-
tially, the decision-makers were invited to complete questionnaires containing pairwise
comparisons between criteria or sub-criteria. Specifically, the following question was
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stated: How important is the element on the left column over the element on the right
column when selecting the best classifier of ATS adoption in PwD? The decision-makers
responded by using the modified Saaty scale [24] described in Table 1. After collecting
all the judgments, we processed the information according to Eqs. 1–7. The final criteria
and sub-criteria weights under uncertainty, both global and local, were tabled in Table 2.

Table 2. The final criteria and sub-criteria weights under uncertainty

Criterion/sub-criterion Global priority Local priority

PERFORMANCE (F1) 24.1%

Computational time (SC1) 1.9% 8.2%

Accuracy (SC2) 5.6% 23.5%

Negative recall (SC3) 3.5% 14.8%

Positive recall (SC4) 4.4% 18.3%

Positive precision (SC5) 4.3% 18.0%

Negative precision (SC6) 4.1% 17.2%

USABILITY (F2) 17.8%

Box type (SC7) 2.7% 15.5%

Easiness of interpretation by clinicians (SC8) 15.0% 84.5%

SCALABILITY POTENTIAL (F3) 25.5%

FLEXIBILITY (F4) 22.8%

Handling of discrete and continuous variables (SC9) 5.2% 23.1%

Handling of missing data (SC10) 14.5% 63.9%

Online learning (SC11) 2.9% 13.0%

DESIGN (F5) 9.8%

Cost of training (SC12) 2.1% 22.4%

Easiness of input data-gathering (SC13) 1.9% 20.1%

Number of input variables (SC14) 1.3% 13.5%

Access to validated datasets (SC15) 2.9% 30.2%

Statistical-based processing (SC16) 1.3% 13.8%

Figure 2 depicts the ranking of classifier selection criteria considering their global
weights under uncertainty. While Scalability (F3) was ranked first (global weight =
0.26), it is also observed the small difference (0.08) between this criterion and the fourth
in the list (Performance –F1). Such a finding entails the applications ofmultidimensional
strategies considering the scalability, usability, flexibility, and performance of classifi-
cation algorithms for improving their suitability upon modelling technology adoption
in PwD. Furthermore, the healthcare system is interested in delivering ATS to appropri-
ate patients. Thereby, resource allocation can be optimized while fully complying with
delivering new alternatives for better healthmonitoring and care [25, 26]. Likewise, these
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results demonstrate the need for developing robust classifiers profile users considering
their engagement or lack thereof with the ATS.

Fig. 2. The ranking of criteria considering global weights

4.4 Ranking of Classifiers Through VIKOR

After estimating the final weights of criteria and sub-criteria under uncertainty, we
applied the VIKOR method followed by the analysis of parameters with significant
separation from the ideal scenario in each classifier. VIKOR allowed us to obtain a
ranking of classifier alternatives considering the Sj and Rj values (Table 3). Figure 3
describes the final ranking produced by VIKOR considering the Qj (v = 0.5) metric.

Table 3. The Sj and Rj values and rankings for each classifier alternative

Classifiers Sj Rank Rj Rank

NN 0.336 6 0.192 6

DT 0.266 7 0.192 6

SVM 0.722 1 0.255 1

NB 0.367 4 0.255 1

AB 0.623 2 0.255 1

CART 0.357 5 0.255 1

KNN 0.410 3 0.255 1

After this, the compromise solution was defined. As stated in Subsect. 3.2, two con-
ditions have to be evaluated: i) acceptable benefit and ii) acceptable advantage. Despite
that SVM achieved the first place in Sj (0.722) and Rj (0.255) rankings, the acceptable
benefit condition is not satisfied given that 0.109 ≤ 0.167. Therefore, the compromise
solution is composed bySVM(Qj = 1.0) andAB (Qj = 0.89).Additionally, the following
is a list of some aspects for potential improvement in each classifier:
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• AB: Computational time (117.25 s), Negative recall (18.59%)
• KNN: Negative recall (21.25%), Positive recall (25.26%)
• NB: Accuracy (34.9%), Negative recall (23.9%)
• CART: Computational time (467.25 s), Positive recall (13.28%)
• NN: It is not easily interpretable by clinicians and does not handle missing data.
• DT: It is not supported by statistical modeling and is a black-box classifier.

Fig. 3. The ranking of classifiers considering Qj (v = 0.5) values

5 Conclusions

In this paper, we used the FAHP-VIKOR approach for selecting the best classifier algo-
rithm as a support of ATS adoption in PwD. ATS have hinted at promising advantages
including an increased degree of autonomy and independence for PwD which alleviates
the burden faced by their caregivers and family members. The adoption of these sus-
tainable solutions, however, is restricted by external and internal factors hampering the
delivery of effectivemonitoring and healthcare of dementia patients. It is hence critical to
count on classifiers not only discriminating between adopters and non-adopters of these
technologies but can be effectively deployed by clinicians in the practical scenario. The
use of technology adoption models has then become a pillar for the optimal allocation of
resources, the definition of alternative interventions for non-adopters, and the increasing
in life expectancy of adopters.

The here described application considered five criteria and sixteen sub-criteria ema-
nating from the experts’ opinion and pertinent scientific literature. Three main contri-
butions arise from this intervention: i) the importance of criteria and sub-criteria under
uncertainty, ii) the ranking of classifiers and iii) the identification of potential improve-
ment areas for each classifier. First, with the aid of FAHP, Scalability (F3)was found to be
the most important aspect in classifier selection (global weight = 0.26). Nevertheless,
the small gaps detected among the four first criteria calls for multidimensional inter-
vention for improving the appropriateness of classification algorithms when modelling
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technology adoption in PwD. Second, the compromise solution provided by VIKOR
evidenced the suitability of SVM and AB for supporting the adoption of a mobile-
smartphone based video solution with Qj values of 1.0 and 0.89 respectively. Lately,
potential improvements were pointed out in reference to the negative recall obtained
from various classifiers.

Future studies may consider the inclusion of interactions among criteria and interval-
valued indicators supporting a fuzzy version of the VIKOR method. We will also apply
the proposed approach in other ATS for further validation in the wild. Finally, it is
expected to include more financial and sustainability criteria seeking for increasing the
applicability of our classifier selection model in the real healthcare context.
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Abstract. Considering that the SRC algorithm cannot solve the error offset prob-
lem between the testing and training samples, we propose one method as the
affine transformation and partition by integrating into the linear reconstruction
model, which were named as block adaptive multi-pose face recognition algo-
rithm (BA-SRC). In this method, we first model the pose change using the affine
transformation model for the face after the human face was blocked. Then we
estimate the initial value of the affine transformation parameter by minimizing
the image block reconstruction error, and then compensate the local area error
caused by pose change, so as to improve the performance of face recognition. The
experiments show that the algorithm proposed in this paper is very robust to pose
change, and has a good recognition result.

Keywords: Block adaptive · Affine transformation · Sparse coding ·
Multi-pose · Face recognition

1 Introduction

Face recognition is a hot issue in pattern recognition and computer vision research,
which is widely used in public safety and information security. Face recognition has
been successfully commercialized under certain conditions. However, the accuracy is
still not satisfactory under non-ideal imaging conditions such as illumination, pose and
object mismatch.

In view of the research on the pose problem in face recognition, the existing method
mainly includes:

A. Method based on 3D. As noted in [1], the face recognition is used as a three-
dimensional object recognition problem, and the model is constructed by drawing the
principal curvature and direction. Another method in [2] using 3D scanning to generate
depth images, aligning images by registration of salient feature points, then using PCA
to reduce dimensionality. Face image is the mapping of 3D face in 2D image, when the
imaging angle of view changes, the position of the 3D face feature point in the 2D face
image will also change, which will lead to the alignment errors. Therefore, pose can be
attributed to imaging angle change problems.
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B. Method based on image matching. In [3], a face recognition scheme based on actual
scene is proposed. The face geometry is used to align the image being identified with
the template, and the face recognition method is used to identify the face. In [4], the
distribution of image features of the same object in different poses was proposed.
C. Method based on pose normalization. In [5], the pixel requirements can be reduced
by using multi-scale and multi-directional Gabor filtering, and the interpolation of the
face image space is utilized to the greatest extent in another paper [6].

A two-step nonlinear view correction method was proposed, which finally verified
the face by directly calculating the similarity for the pose correction.

We propose to model the pose change of the entire face by using the affine transfor-
mation. Since the affine transformation model of the image can only describe the pose
change of the planar object, using the affine transformation model to describe the pose
change of the entire face will reduce the accuracy of the model.

In the process of affine transformation parameter estimation, the existing method
is actually linearing the affine transformation model, and gradually approximating the
optimal affine transformation parameters by continuously and iteratively updating the
affine transformation parameters.

This parameter estimation method is very sensitive to the setting of the initial value
of the parameter, which is easily falling into the local optimum. The initial value of
the affine transformation parameter is required to be as close as possible to the optimal
value. Therefore, the affine transformation model of the image is used to model the
pose change of the face image [7], and the optimal affine transformation parameters
are estimated by the Lucas-Kanade method [8]. The pose of the test image is corrected
based on the parameter, so as to improve the robustness of SRC algorithm when pose
changes. A Nearest Subspace Patch Matching algorithm to deal with illumination and
pose problems was proposed in [9], which achieved good results.

Based on the above analysis, we propose a block adaptivemulti-pose face recognition
algorithm (BA-SRC). Themain idea is to use the affine transformationmodel for the face
after the block tomodel the pose transformation.Meanwhile, the initial value of the affine
transformation parameter is estimated by minimizing the image block reconstruction
error, which compensates for the local error caused by the pose change and improves
the performance of the face recognition algorithm.

2 Block Adaptive Multi-pose Face Recognition Algorithm

2.1 Image Blocking and Affine Transformation Model

Given a face image P, the face images are represented by d image segments.
In this respect, the algorithm first aims at d points (xi, yi)(1 ≤ i ≤ d) in the image

P as the center point of each image block. A size of h × w neighborhood N (xi, yi) is
selected as a face image block around each center point, the pixel value corresponding
to the image block is recorded as P(N (xi, yi)) ∈ Rh×w. Ni represent the ith image block
N (xi, yi) for convenience.

In order to model the regional pose change, we use the affine transformation model
to establish the geometric transformation relationship of face images from different
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Table 1. The SRC Algorithm

The SRC Algorithm

1. Normalize the columns of A to have unit l2 - norm
2. Code y over A via l1 - minimization

∧
x = argmin ‖x‖1 s.t. ‖y − Ax‖1 < ε

3. Compute the residuals
rm(y) = ‖y − Aδm(x)‖2
Where δm(x) is the coding coefficient vector associated with class m
4. Output the person of y as
person(y) = argmin(rm)

m

perspectives according to the imaging model. We assume that P0(Ni) is the ith image
block of the face image under the reference angle of view, P

′
(Ni) is the corresponding

image block in the test image. According to the imaging model, we can use the affine
transformation model to describe the geometric transformation relationship between
them, which is as follows:

P
′
(Ni) = P0(T (Ni, t)) (1)

Where t is the affine transformation parameter.

2.2 Affine Transformation Parameter Estimation

Suppose that Pjm is the jth registered image of the mth user (1 ≤ j ≤ k),Pm
j (Ni, t) ∈

Rh×w is the best matching block corresponding to the ith image block of the test image.
V (Pm

j (T (Ni, t))) and V (P
′
(Ni)) respectively represent vectorization of image block pix-

els. If the user registration image forms a separate subspace partition, the strictly aligned
face image can be represented by a linear combination of registered images of the same
user. Image segmentation also has this linear relationship. so we have:

V (P′(Ni)) ≈
k∑

j=1

βjV (Pm
j (T (Ni, t))) = Am

i (t)β (2)

Where Am
i (t) represents the best matching block of the mth personal face registration

image vector set, β = [β1, β2, . . . . . . , βk ] represents linear fit coefficient. In order
to obtain the affine transformation parameter t, we solve the following optimization
expression:

(tmi , βm
i ) = argmin||V (P′(Ni)) − Am

i (t)β||22 (3)

First we get the linear representation coefficient β, then get the affine transformation
parameter t as follows.

β = ((Am
i (t))TAm

i (t))−1(Am
i (t))TV (P′(Ni)) (4)
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When given a linear representation coefficient β = [β1,, β2, . . . . . . , βk ]T , we can
solve the following optimization problems:

t = argmin
∑

X∈Ni

(P′(X ) −
k∑

j=1

βjP
m
j (T (X , t)))2 (5)

According to the initial value of the given affine transformation parameter t = tmstart ,
calculate the update step size of the current estimate �t, then iteratively update the
current estimate t = t + �t. Finally, we gradually approximate the optimal estimate by
multiple iterations:

�t = argmin
�t

∑

X∈Nii

(P′(X ) −
k∑

j=1

βjP
m
j (T (X , t + �t)))2 (6)

Experiments have shown that when the image resolution is 100 × 100, if the change
angle of face does not exceed 450, the displacement of the pixel of the face image will
exceed nomore than 5 pixels. Based on this prior knowledge, given an image partitionNi ,
within the range of 5 pixels around the center point (xi, yi) of the block, the reconstruction
error minimization technique can be used to find the registration image block which is
most similar to the test image block P′(Ni).

2.3 Classification Based on Sparse Representation Framework

For the ith test image block, after obtaining the affine transformation parameter tmi , the
image block that best matches the test image block in the R-type registration image
is obtained by calculation tmi to form a dictionary matrix A. Using the SRC algorithm
to calculate the sparse representation coefficient x of the test image block V (P′(Ni))

on the dictionary A. Finally, the difference from each type of registered image block
and V (P′(Ni)) is calculated, then the classification result will be obtained. When the
categories of all the blocks in the test image are determined, the category of the entire
test image will also be determined.

3 Experimental Results

In order to verify the effectiveness of the proposed algorithm, we choose the Extended
Yale B face database as the experimental data set. The Extended Yale B databases
contains face images taken by 38 people in 9 poses and 64 lighting conditions. As
shown in Fig. 1.

3.1 Parameter Setting

The setting of parameter in the BA-SRC algorithm mainly involves three aspects: the
block position, the block size, and the number of blocks.
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Table 2. The BA-SRC Algorithm

The BA-SRC Algorithm

Input: Testing image P′, Am = [Pm1 , . . . ,Pmk ], 1 ≤ m ≤ k.
Output: Test face Category
1. Let P′(Ni) (1 ≤ i ≤ d) be testing image block, where d represents the number of blocks.

2. For each P′(Ni) represents the ith test image block do
For mth image do
3. Initialize

Calculating the initial value of affine transformation, tmi = tmstart ;

While ||�t||22 ≥ ε do

tmi = tmi + �t

4. Block matching
Obtain the optimal block of signing image and testing image

A = [A1i (t1i ),A2i (t
2
i ), . . . ,ARi (tRi )]

5. Update the sparse coding coefficients

∧
x = argmin

X ,e
||x||2 + ||e||2 s.t. V (I ′(Si) ) = Ax + e

6. Calculating the fitting error

rm(V (P′(Ni))) = ||V (P′(Ni)) − Ami (tmi )
∧
xm ||2 , 1 ≤ m ≤ R

Fig. 1. The example of Extended Yale B databases

A. Block position. The experimental scheme is as follows: the size of the fixed image
block is 15 × 15 and the number of the image blocks is 64, the recognition rate of the
image block by grid distribution and random distribution is studied respectively. In the
process of studying the recognition rate of the random distributed image block, we do
five experiments and average the experimental results to obtain the final recognition
rate. When we study the recognition rate of image segmentation according to the grid
distribution algorithm, due to the mesh distribution according to the key information of
the face, the coverage is relatively fixed, sowe only do one experiment. In the experiment,
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Fig. 2 is the position distribution when the image block is grid distributed, Fig. 3 is the
position distribution when the image block is randomly distributed. Each sign of plus
in the figure represents the center point of an image block. The experiment results are
shown in Table 1. When the image is divided into grids, all image segments can cover
the key information of the entire face as much as possible, so the algorithm obtains a
higher recognition rate.

Fig. 2. Grid distribution Fig. 3. Random distribution

Table 3. The relationship between the position of the image block and the recognition rate

Distribution class Grid distribution Random distribution

Recognition rate 90.38% 88.23%

B. Block size. The experiment scheme is as follows: the number of fixed image blocks
is 64 and distributed according to the grid, then we study the relationship between the
image block size and the algorithm recognition rate. The experiment results are shown in
Fig. 4.When the image block size is 35× 35, the algorithm achieves the best recognition
performance. When the image block changes smaller or larger, the recognition rate
of the algorithm shows a downward trend. The image block size in this experiment
is 35 × 35.
C. The number of blocks. On the basis of determining the image segmentation position
distribution and the image segmentation size, the relationship between the number of
image segments and the algorithm recognition performance is further determined. The
experiment scheme is as follows: the size of the fixed image block is 15 × 15 and dis-
tributed according to the grid, and then we study the relationship between the number
of image blocks and the recognition rate of the algorithm. The experiment results are
shown in Fig. 5. When the number of image partitions is relatively small, the algorithm
recognition rate increases with the number of image partitions, while the image parti-
tion reaches a certain number (more than 60), the algorithm recognition rate is nearly
unchanged. In the experiment we set the number of blocks of the image to 64.
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4 Experimental Results Analysis

4.1 Performance Comparison on the Extended Yale B Database

In the experiment, we selected the frontal images (1st pose, Pose0) obtained under the
first 1, 6, 13, 15 and 19 kinds of illumination conditions as the registration set, and the
test images were the 4th (Pose3) and the 7th (Pose6). The face image of the first 28 kinds
of lighting conditions under the pose as shown in Fig. 1. Each face image is represented
by 64 image blocks, and the center points of each block are arranged in an 8 × 8 grid.
Table 2 shows the performance comparison results of the BA-SRC, SRC algorithm and
the literature [7] method in the Extended Yale B face database.

It can be seen from Table 2 that the BA-SRC algorithm achieved good recognition
results under different poses. When the pose change is relatively large, despite the SRC
algorithm, the recognition performance of the literature [7] algorithm drops sharply, and
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the BA-SRC can still have a good recognition rate. The literature [7] algorithm uses the
affine transformation model to model the whole face image pose change, but when the
pose changes greatly, the affine transformation model has failed, which results in a sharp
decline in its recognition performance. For the BA-SRC method, since the face image
is represented by block, each image block is approximated as a plane, even if the face
pose changes greatly, the affine transformation model can well model the pose change,
so it still gets a higher recognition rate (Table 4).

Table 4. Face recognition rates on the Extended Yale B database

Pose Pose3 (+10°) Pose6 (+20°)

SRC 61.93% 23.58%

Algorithm [7] 69.26% 29.76%

BA-SRC 98.28% 94.32%

4.2 Influence of Initial Value Estimation on Performance of BA-SRC Algorithm

Compared with the existing methods, the major improvement of the proposed algorithm
is to estimate the initial value of the affine transformation parameters by using the local
area reconstruction error minimization technique, which improved the accuracy of the
affine transformation parameter estimation. In order to investigate the importance of the
initial value estimation of parameters, we compare the recognition performance of BA-
SRC algorithm with initial value estimation and no initial value estimation, the results
are shown in Table 3. Here BA-SRC indicates that initial value estimation is performed,
and BA-SRC-none indicates that initial value estimation is not performed. It can be seen
from Table 3 that the recognition performance of the initial value estimation BA-SRC is
significantly better than that of the none-BA-SRC without the initial value estimation.
As the range of pose change increases, the performance gap between them becomes
more obviously (Table 5).

Table 5. Initial estimates on Extended Yale B database.

Pose Pose3 (+10°) Pose6 (+20°)

none-BA-SRC 96.86% 91.67%

BA-SRC 98.28% 94.32%

5 Conclusion

Aiming at the problem of face recognition under the condition of pose change, a block
adaptive face recognition algorithm (BA-SRC) was proposed. The algorithm improves
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the robustness to pose change by modeling the pose changes of the blocked face rather
than the entire face. By performing effective initial value estimation, the algorithm can
avoid falling into local optimal values, moreover, it improved the estimation accuracy
of affine transformation parameters, and the recognition performance. The experimental
results on the Extended Yale B database show that the BA-SRC algorithm is more
robust to pose change and has better recognition performance comparedwith the existing
methods.
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Abstract. This study aimed to research the relationship between input method
skin elements, kansei words and users’ preferences, optimize the input method
skin design and improve users’ satisfaction. The input method skin elements are
divided into six categories: toolbar, candidate area, shortcut keys, function keys,
keyboard background and button background. The twelve most representative ele-
ment levels were identified. Eight pairs of kansei words were screened to evaluate
those element levels. The results show that the toolbar and function keys with
unique shapes, the appropriate decorations for the candidate area, the color of the
shortcut keys that are consistent with the background, and the use of pictures as
the keyboard background conforms to users’ preferences, and bringing good user
experiences.

Keywords: Input method editor · Kansei words · User preferences ·Mobile
application

1 Introduction

An mobile input method editor (IME for short) is a mobile app that allows for using
numeric keypads onmobile phones to input various characters, such as English, Chinese,
Japanese or any other alphabet characters [1]. According to the survey of the big data
company Aurora, by June 2018, the amount of input method app users is nearly 700
million. Sogou, iFlytek and Baidu are the only three input method apps with a MAU
(monthly active users) of over 100 million. Sogou has a market share of 70%, and the
average value of MAU is 455.51 million [2]. Compared with the three apps, the market
share, MAU and coverage ratio of other input methods and the competitive advantage
are relatively small [3].With so fierce competition betweenmobile IME app providers, it
is crucial to IME app developers, operators and researchers to explore the determinants
that influence a user before installing an mobile IME [4].

According to the existing literature, the previous research focus mainly on the tech-
nical level of input method. Zhang [5] carried out a research about the UI design of
Sogou. Combined with the principles and methods of UI design, this research studied
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the size and shape of keys that fit in with a user’s click patterns, drew the drop point
map to calculate the click accuracy, refined the product concept and determined the
design style. Then, this study-pointed the design ideas of Sogou: standardization, unity,
orientation, habituation, leanness and aesthetics. Finally a new input method is designed
according to the idea. Wen [6] evaluated the usability of different types of the pattern
lock and full keyboard input method. In the usability evaluation experiment, the text
input time, state switching time and error times of four input methods with two kinds of
keyboard patterns were recorded, and a two-way analysis of variance that studied how
two kinds of keyboard patterns influence user input efficiency was carried out The results
showed that pattern lock was most suitable for Chinese characteristics and number, and
full keyboard for English. The availability and satisfaction of the method are affected by
the conciseness of state switch. Li [7] analyzed the gestures of mobile phones entering
Chinese characters to meet the emotional needs of users. It was found that the opera-
tion of mobile phones with both hands can improve the efficiency of inputting Chinese
characters, and this is also in line with the shortcut symbol key of input method inter-
face in the left hand, which performs relatively simple input tasks. Xu [8] believes that
Keyboards, and function keys are located on the right hand, which performs relatively
complex input tasks. In addition to the input area, adding decorations to the candidate
area, taking the picture as the keyboard back and setting the key background can enrich
the content of the input method interface design, and improve the user’s pleasure in the
use process.

With the development of technology related to IMEs, existing IMEs have similar
functions. Guo [9] consider that in order to improve their market competitiveness, users’
non-functional requirements, especially the emotional requirements, have received con-
siderable attention from scholars and designer. IMEs should provide customized and
personalized products for users to meet their emotional needs [10].

Kansei Engineering, originated in Japan, was proposed to explore the emotional
needs of “people” and the design concept of “things” [11]. As a product design tool,
Kansei Engineering is used to identify user emotional requirements and find out the
relationships between their emotional requirements and product design features [12].
At present, there are seven research methods of kansei engineering [13]: hierarchical
analysis, kansei system engineering, mixed kansei engineering system, kansei mathe-
matical model, virtual kansei engineering, collaborative kansei design system, combined
kansei engineering and concurrent engineering. Kansei engineering is widely used in
automobile industry [14] (Ford, Mazda), construction machinery industry (Komatsu),
office equipment (printers), electronic appliances (TV, voice box), cosmetics industry,
clothing, websites and so on. For example, used the Kansei Engineering to extract user-
centered emotional dimensions, identify the quantitative relationship between emotional
dimensions and key design factors, and find a near-optimal design [15]. However, so far
as we know, there is no research applied Kansei Engineering to the design of the skin
of mobile IME apps. Xu [16] obtained through research: The navigation background
color of clothing products of sub-commerce websites should be distinguished from the
background color of web pages. Ding [17] found in the study: the shape of the car should
be strong and the line should be soft, so as to meet the user’s kansei needs.
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This research aims to use the Kansei Engineering to extract kansei words of the skin
of mobile IME apps, identify the quantitative relationship between kansei words and key
design elements of the skin of mobile IME apps. By bridging the literature about mobile
IMEs app design and Kansei Engineering, this work extends the broader knowledge
of Kansei Engineering. The research found could provide theoretical reference to the
design of the skin of mobile IMEs.

2 The Selection of IME Samples and Design Elements

2.1 The Selection of IME Samples

The original samples - 15 skin interfaces of mobile IME apps were retrieved from the
mobile system application and APP Store. They were coded according to the 12 design
element levels that may affect users’ kansei image. Toolbar has unique shape (A1),
toolbar has common shape (A2), candidate area has decorations (B1), candidate area
has no decorations (B2), shortcut symbol key has the same color with background picture
(C1), shortcut symbol keyhas different color frombackgroundpicture (C2). Function key
has unique shape (D1), function key has common shape (D2), keyboard background is a
picture (E1), keyboard background is filled with pure color (E2), button has background
(F1), button has no background (F2) [18]. If a skin interface has a design element level,
the corresponding code of this element level was set to “1”, otherwise, it was set to “0”
[19]. The coding results of IME samples were analyzed using the hierarchical clustering
analysis by the statistical analysis software SPSS 18.0.

According to the results of the hierarchical clustering analysis [20], it is relatively
stable to gather 15 skin interface samples into three categories. Then one representative
sample was selected from each classification. Finally, three samples were selected as
representative samples. The skin interface of the three representative mobile IME apps is
shown in Fig. 1. The layout of the interface can be divided into four areas: the candidate
column, the functional area, the background area and the keyboard area.

Candidate area

Keyboard 
background

Candidate area

Keyboard 
background

Candidate area

Keyboard background

Function key Function keyFunction key

Fig. 1. The skin interface of the three representative mobile IME apps
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2.2 The Selection Representative Design Elements and Their Levels

Six design elements of the skin of mobile IME apps were selected by morphological
analysis through expert discussion. Each design elements has two corresponding levels.
The six design elements and their levels are shown in Table 1.

Table 1. The six design elements and its levels of the skin interface of mobile IME apps

IME design elements Element level

Toolbar Unique shape (A1)

Common shape (A2)

Candidate area Decorations (B1)

No decorations (B2)

Shortcut symbol key The same color with background picture (C1)

Different color from background picture (C2)

Function key Unique shape (D1)

Common shape (D2)

Keyboard background Picture (E1)

Pure color (E2)

Button background Filled button background (F1)

Empty button background (F2)

3 The Selection of Kansei Words

In this section, kansei words were obtained through semantic difference questionnaire.
After item and factor analysis, kansei words that can be used to evaluate IME is finally
determined.

3.1 The Collection of Kansei Words

80 kansei words were selected according to relevant literature, newspaper andweb-
sites. 24 kansei words were determined after an online survey. An bipolar adjective
was assigned to each word to form a pair of kansei words, which are shown in Table 2.

3.2 Kansei Evaluation and Analysis

80 undergraduate students (42 males, 38 females) from Anhui Polytechnic University
participated in the kansei evaluation of the skin interface of mobile IME apps. Their age
ranged from 21 to 26. They were asked to evaluate the three representative IME samples
in a seven-points questionnaire from −3 to 3 composed of 12 bipolar words
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Table 2. Primely screened kansei words

No Kansei words No Kansei words No Kansei words

B1 Various-Monotonous B2 Lovely-Disgusting B3 Warm- Cold

B4 Personal-Common B5 Novel -Obsolete B6 Ideal- Realistic

B7 Beautiful-Ugly B8 Relaxed- Reserved B9 Joyful- Sad

B10 Delicate-Coarse B11 Classical-Modern B12 Fancy- Sober

Data from the questionnaires were analyzed as following
(1) The negative value was transformed to a positive value. In turn, the kansei scores

were from 1 to 7 Then, the total score of each subject was calculated. (2) The total score
is divided into different groups. The first 27% is the higher group, and the last 27%
is the lower group. (3) Independent sample t test was used to analyze the difference
between the higher group and the lower group. The kansei words B3 B6, B10 and B12
were deleted according to the results of t test. (4) Factors analysis was used to find the
potential common factors of the kansei words. Three factors were obtained according to
the results of factors analysis, which is shown in Table 3.

Table 3. Kansei factors and kansei words

IME background IME interface IME function User preference

Relaxed- Reserved (B8) Lovely-Disgusting
(B2)

Personal-Common (B4) Like-Dislike

Joyful-Sad (B9) Various-Monotonous
(B1)

Novel-Obsolete (B5)

Classical-Modern (B11)

Beautiful-Ugly (B7)

4 Relation Between Design Elements, Kansei Words and User
Preference

Partial least squares regression is used to study the relationship between design ele-
ments, kansei words and users’ preference. The model is built with design elements as
independent variables and kansei words as dependent variables.

4.1 Relation Models of Design Elements and Kansei Words

Taking six IME elements as independent variables and the statistical data of eight pairs
of kansei words as dependent variables, the partial least square regression is used to
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Table 4. Statistical results

Kansei word Design element Element level Element score Partial correlation
coefficient

Various-Monotonous A A1 0.082 0.312

A2 −0.056

B B1 0.073 0.274

B2 −0.051

C C1 −0.047 0.534

C2 0.098

D D1 0.121 0.728

D2 −0.113

E E1 0.188 0.615

E2 0.046

F F1 0.139 0.497

F2 −0.096

F2 0.021

build the relationship model between design elements and kansei words. Taking “Rich-
Monotonous” as an example, the results calculated by MATLAB 2019 are shown in
Table 4.

As the Table 4 shows, to the kansei words “Various-Monotonous”, “picture in key-
board background (E1)” obtained the largest positive score,whichmeans that the element
level made users’ feel of various; “Common shape of function key (D2)” got the smallest
negative score,whichmeans that the design element levelmadeusers feel ofmonotonous.
As for the partial correlation coefficient of each design element, we found that Function
key (D)” obtained the highest partial correlation coefficient, which means that the design
element has the greatest impact on the user’s feeling of “Various-Monotonous”. While
Candidate area (B)” got the lowest partial correlation coefficient, which means that the
design element has the least impact on the user’s feeling of “Rich-Monotonous”.

Using the same way to get the most typical element levels s of each kansei word, as
is shown in Table 5.

According to the partial correlation coefficient of kansei words, the design elements
that have the greatest impact on users’ kasnei cognition are: Toolbar, Function key, Key-
board background, Keyboard background, Button background, Shortcut key, Function
key, Button background.
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Table 5. Most typical element level

Kansei word Vocabulary IME element Element level

Relaxed-Reserved Relaxed Toolbar Unique shape

Reserved Shortcut key The same color with background
color

Personal-Common Personal Function key Unique shape

Common Toolbar Common shape

Beautiful-Ugly Beautiful Keyboard background Picture

Ugly Function key Common shape

Joyful-Sad Joyful Keyboard background Picture

Sad Keyboard background Pure color

Novel-Obsolete Novel Button background Filled button background

Obsolete Keyboard background Pure color

Classical-Modern Classical Candidate area Decorations

Modern Shortcut key Different color from background
picture

Various-Monotonous Various Keyboard background Picture

Monotonous Function key Common shape

Lovely-Disgusting Lovely Button background Filled button background

Disgusting Function key Common shape

4.2 Relation Between User Preference and Design Elements Levels

The kansei word pair “Like-Dislike” was used as the dependent variable. The element
levels were used as the independent variables. The results of PLS showed that (E1) got
the highest score, that is to say, users prefer using a picture as keyboard background,
while common shape of function key (D2) will not be liked. Keyboard background (E)
had the highest corresponding partial correlation coefficient, which indicates that it has
the greatest impact on user preferences.

4.3 Relation Between Users’ Preference and Kansei Words

The kansei word pair “Like-Dislike” was used as the dependent variable, other kansei
word pairs were taken as the independent variables. The results of the PLS showed that,
the score of “Various” is the highest, indicating that users like various perceptual images.
The lowest score of “Ugly” indicated that users did not like ugly skin of IMEs. The
“Various-Monotonous” (B1) have the highest partial correlation coefficient, indicating
that the word pair have the highest impact on users’ preferences.
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5 A Case for Appearance of a Mobile IME Satisfying User
Preference

According to the analysis in the previous chapter, the skin design elements of input
method can be optimized as follows based on the previous design ofmobile inputmethod
editor. The following is the improved input method interface design (Fig. 2).

decorations

Keyboard 
background 
is a picture

Unique 
shape

unique shapes

The color of the shortcut symbol 
key is inconsistent with the back-
ground image

Fig. 2. A case of optimized IME

6 Conclusions and Limitations

This research aims to study the relationship between the skin elements of mobile IMEs,
kansei words and users’ references. The main conclusions are as follows:

1. Extract six design elements of the input method skin and obtain three input method
skin samples. Three representative input skin samples were obtained through cluster
analysis.

2. Using semantic difference method and factor analysis, eight pairs of kansei words
that can be used to evaluate the input method skin were screened out.

3. Construct a relationship model between the skin elements of mobile IMEs, kansei
words and users’ references, and optimize the design of the skin of mobile IMEs.

This study extend the research of Kansei Engineering to the interface of mobile
IEMs. The results demonstrate that the appearance of IEMs can be design according to
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users’ kansei needs to meet users preference, which can provide suggests for the design
of the interface of IEM according to users’ kansei needs.

There are at least two limitations of this study. Firstly, participants in this study were
university students. Further study should consider a more diversified group. Secondly,
the design elements of IEMs were selected according experts’ opinion based on mor-
phological analysis, which may be not comprehensive and accurate. A more objective
method, such as eye tracking, should be explored to obtain the design elements of IEMs.
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