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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19-24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

The HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis



HCI International 2020 Thematic Areas
and Affiliated Conferences

Thematic areas:

HCI 2020: Human-Computer Interaction
HIMI 2020: Human Interface and the Management of Information

Affiliated conferences:

EPCE: 17th International Conference on Engineering Psychology and Cognitive
Ergonomics

UAHCI: 14th International Conference on Universal Access in Human-Computer
Interaction

VAMR: 12th International Conference on Virtual, Augmented and Mixed Reality
CCD: 12th International Conference on Cross-Cultural Design

SCSM: 12th International Conference on Social Computing and Social Media
AC: 14th International Conference on Augmented Cognition

DHM: 11th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

DUXU: 9th International Conference on Design, User Experience and Usability
DAPI: 8th International Conference on Distributed, Ambient and Pervasive
Interactions

HCIBGO: 7th International Conference on HCI in Business, Government and
Organizations

LCT: 7th International Conference on Learning and Collaboration Technologies
ITAP: 6th International Conference on Human Aspects of IT for the Aged
Population

HCI-CPT: Second International Conference on HCI for Cybersecurity, Privacy and
Trust

HCI-Games: Second International Conference on HCI in Games

MobiTAS: Second International Conference on HCI in Mobility, Transport and
Automotive Systems

AIS: Second International Conference on Adaptive Instructional Systems

C&C: 8th International Conference on Culture and Computing

MOBILE: First International Conference on Design, Operation and Evaluation of
Mobile Communications

AI-HCI: First International Conference on Artificial Intelligence in HCI
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HCI International 2021

The 23rd International Conference on Human-Computer Interaction, HCI International
2021 (HCII' 2021), will be held jointly with the affiliated conferences in
Washington DC, USA, at the Washington Hilton Hotel, July 24-29, 2021. It will
cover a broad spectrum of themes related to Human-Computer Interaction (HCI),
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2021.hci.international/.

General Chair

Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece

Email: general_chair@hcii2021.org
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Abstract. Analysing complex phenomena, such as the world we live
in, or complex interactions, also requires methods that are suitable for
considering both the individual aspects of these phenomena and the
resulting overall system. As a method well suited for the consideration
of complex phenomena, we consider agent-based models in this study.
Using two programming languages (Netlogo and Julia) we simulate a
simple bounded-rationality opinion formation model with and without
backfire effect. We analyzed, which of the languages is better for the cre-
ation of agent-based models and found, that both languages have some
advantages for the creation of simulations. While Julia is much faster in
simulating a model, Netlogo has a nice Interface and is more intuitive
to use for non-computer scientists. Thus the choice of the programming
language remains always a trade-off and in future more complex models
should be considered using both programming languages.

Keywords: Agent-based modeling + Simulation - Julia - Netlogo -
Programming languages

1 Introduction

Today, we live in a world, that is more complex than years ago. We are almost
always and everywhere on the mobile Internet, using cloud storage or cloud
computing and Al technologies such as deep learning. Also, when humans inter-
act with each other or with digitized technology we speak of complex systems.
The interaction of humans in such systems, for example in opinion-forming pro-
cesses, leads to consequences that we cannot yet overlook or understand. An
important component of socio-technical complex systems are single individuals
that appear as human-in-the-loop [6]. To look at people, their interactions and
the resulting overall behaviour, we need suitable methods, such as simulations.
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Simulations make it possible to observe the resulting overall system or the result-
ing behaviour by representing individual processes, procedures and behaviour.
In addition, simulations make it possible to identify tipping points that lead to
a different outcome of the overall system.

Agent-based models are a form of simulation. As the name implies, they
always consist of agents. In addition to the agents, the environment in which the
agents are located and with which they interact is also modelled. However, agents
can be designed in different ways, depending on the context to be considered.
For example, agents can be more than just people interacting with each other. If,
for example, traffic jams are to be considered, cars are used as agents, if it is con-
sidered how possible forest fires can be avoided, the agents are trees. The agents
differ not only in their form, but also in several other dimensions. For example,
the agents can be completely or to a lesser extent autonomous. Their interests
and character traits can also be different. For example, they can act selfishly or
in favor of the totality of all agents. They can be outgoing or prefer to remain
separate. Some agents are able to learn from their experiences or observations.
Agents can also be of varying degrees of complexity [8]. Despite the potential
complexity of agents and the possibility to model them in very different ways,
most agent-based models tended to focus on simple, local rules [10]. Further-
more, there is a view that the simulations are mainly randomly implemented to
run on a computer [14].

Various frameworks have been developed for creating agent-based models.
The most established language or program of these is Netlogo [27]. But while
Netlogo was authored by Uri Wilensky in 1999, the spread of the Internet also
resulted in the evolving of different programming languages [6]. Thereby more
languages can be used to create agent-based models. So far, it has not been con-
sidered which language is actually best suited for creating agent-based models.
Therefore, in this study we investigate whether Netlogo or Julia is better suited
for creating agent-based models.

2 Related Work

In this study, using agent-based modelling we consider opinion formation pro-
cesses, thus we look at a complex system. We want to know, whether it is possible
to create an agent-based model with the programming language Netlogo and the
programming language Julia. We further consider, how the two languages differ,
which are the strengths for creating agent-based models of each programming
language and which are the disadvantages. Contentwise, we built a bounded
rationality model to simulate opinion formation.

Therefore, we explain, which aspects lead to complexity, we introduce the
method agent-based modelling and the two programming languages Netlogo and
Julia. Besides, we eplain what is known in theory about opinion formation or
the spread of information.
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2.1 Complexity and How to Model It

When examining opinion-forming processes, we look at a complex system. Such
complex systems can be divided into several ontological levels or interacting
subsystems on a micro- or macro-level [9] We first have to look at how sys-
tems are structurally designed in order to deduce what leads to complexity [6].
Further, complex systems lead to emergent phenomena. These complex systems
and emergent phenomena are difficult to understand, because while it is easy to
observe the individual system components, the resulting overall system cannot
be considered as the sum of its parts. Instead, understanding the system behavior
requires more than understanding the individual parts of the system [6].

Complex vs. Complicated. When we look at complex systems, we do not
necessarily mean complicated systems. A system consisting of components can
initially be both complicated and complex. However, while the term complicated
is always related to human understanding, the term complex is not necessarily
so. If something is complicated, such as a mathematical differential equation,
this means that it is difficult for us humans to understand. To be complex at
the same time, the equation would have to contain many small parts. However,
it is also possible that an equation consists of few parts and is therefore not
complex, but is nevertheless complicated to understand. The two terms therefore
both refer to a system consisting of components, but mean different aspects of
the system and a system which is complicated does not necessarily have to
be complex system and vice versa. A complex system consists of many sub-
components, whose interactions make it difficult to predict the behaviour of the
system. The number of components as well as the complicated interactions of the
parts are considered complex [4,24]. Another characteristic of complex systems,
which is particularly important for our study, is that complex systems are always
dynamic. If a system consists of many parts, but does not show dynamics but
remains static, it is never complex. It is easy to investigate it comprehensively [6].

Emergence. Typically, we look at individual components of a system. From
these subcomponents we then often infer the behavior of the overall system.
However, as Aristotle said, the whole is more than the sum of its parts, and
it is therefore not really correct to observe only the components and conclude
on the overall behavior. However, it is problematic that we can usually observe
and understand individual components or individual behavior, but the overall
behavior is often more difficult to observe. If the interaction of the individual
components results in a system that cannot be described by the sum of the
individual components, we speak of emergence.

With agent-based models we can make emergent behavior visible. We can
model the individual agents and design them according to individual rules that
they follow at the micro level. When the agents interact with each other and
with their environment, unpredictable social patterns, i.e. emergence, occur [3].
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2.2 Agent-Based Modelling

To analyse complex systems we need a suitable approach, such as simulations,
which enable to model the individual parts of a system and thus make the overall
behavior visible. For the simulation of complex systems, agent-based models are
very well suited [11].

Agent-based models always consist of the agents or individuals and the envi-
ronment in which the agents reside [2]. They are neither a representation of
reality, nor fully realistic or even complete. Instead, they show a simplified real-
ity. Nevertheless, agent-based models show behaviour on an individual level close
to reality. By mapping the individual behavior, the behavior of the overall sys-
tem can then be qualitatively observed [20]. Agent-based models are well suited
to replicate data and present the results to non-experts [17]. The use of a method
always requires an evaluation of the method. Evaluating agent-based models is
not easy. In order to evaluate them, independent replicating and comparing with
other model as well as a validation are necessary [20].

The basis of agent-based modeling is the single agent or the individual. This
agent is modelled programmatically as a template. In simulation, due agents
make their own decisions based on how they perceive the environment in which
they are situated. The perceptions of an agent usually determine the behav-
ioral intent of the agent. If the agents are in a social network, as in our model,
they influence their neighbours in the next iteration by their behavioural inten-
tion or the behaviour they show. To determine the probability of organizational
acceptance, we analyze the results of several agent-based simulations.

A simple way to create agent-based models is to use software toolkits devel-
oped for the creation of simulations. These include the Netlogo toolkit considered
in this study. With the use of such toolkits, it is easy to formulate the behavior
of the individual agents. They also usually contain some useful interfaces. The
interfaces allow to visualize the simulation states, interact with the simulation
parameters and export the simulation results. In addition, they usually contain
a batch mode. This is used to run a large number of simulations. Optimization
strategies, such as genetic algorithms, help to find the most suitable parame-
ters [7].

To create agent-based models, Netlogo [27] is the language most commonly
used. Nevertheless, there are some other programming languages that are also
suitable for creating agent-based models and that seem to be partly more intu-
itive, at least for people with programming experience. Therefore, in this study
we compare two programming languages with respect to their suitability for
creating agent-based models.

2.3 Opinion Formation and Bounded Rationality

In describing social phenomena, social scientists traditionally have tended to
employ causal modeling techniques. That is, phenomena are explained by
causally linking different variables. However, when describing phenomena like
opinion formation in groups, repeated interactions between people appear to be
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more influential than static variables [21,22]. Analytical models for the process
of opinion formation therefore focus on group dynamics. They employ agents
whose opinion develops over time as they interact with other agents whose opin-
ion may be similar or different from their own. Computer simulations can be
used to explore how varying different parameters, like the number of agents or
the way agents interact with each other, will affect the distribution of opinions.
Hegselmann and Krause [15] give an overview over how different models mathe-
matically describe the process in varying complexities. One distinction between
models is how opinion is represented. For continuous opinion dynamics, the
assumption is that opinions are one-dimensional in that they can be described
as a number. The smaller the difference between two numbers is, the closer are
the opinions they represent. Another main distinction between the models is
the way in which other agents’ opinions influence one agent’s own opinion, i. e.,
the weight which one agent puts on others’ opinions. In the easiest case, this
weight is modelled as constant, but it might also be modelled as differing, e.g.,
dependent on the susceptibility of each agent or as dependent on the dispar-
ity between two agents’ opinions. This last case can be described by so-called
bounded confidence models which have been proposed by both Hegselmann and
Krause [15] and Nadal [18]. With a bounded confidence model, the agent will
only interact with agents whose opinion is relatively close to their own. To put
it another way, they will only put weight on similar opinions. The threshold for
similarity is defined as the bounds of confidence epsilon which, assuming conti-
nous opinion dynamics, represents the maximum difference between the numbers
ascribed to the opinions where the other’s opinion will still be considered. An
extension to this model of bounded confidence is something we call the backfire
effect. As described by Jager [16], if an agent interacts with another agent whose
opinion is very dissimilar, they will not just ignore that opinion. Instead, they
will shift their opinion to be even further away from the other agents’ dissimilar
opinion. To summarize, for a bounded confidence model with backfire effect, an
interaction between two agents has three possible outcomes: 1. If the difference
between their opinions is smaller than or equal to a certain confidence interval
epsilon, their opinions will converge. 2. If the difference between their opinions
is bigger than or equal to a certain backfire threshold (which might be equal to
epsilon), their opinions will diverge. 3. If epsilon and the backfire threshold are
not equal and the difference between their opinions is between epsilon and the
backfire threshold, their opinions will remain unchanged.

3 Method

Using two different programming languages (Netlogo and Julia language), we
created two identical agent-based models that simulate opinion formation. Since
our primary aim was to find out whether agent-based models could be imple-
mented equally well in the two programming languages, we chose the most basic
model of opinion-forming: bounded rationality.

We built the agent based models using the Atom editor of the Julia pro-
gramming language and version 6.0.4 of the multi-agent programming language
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Netlogo, which was developed by Wilensky [27]. For the following analysis of the
results we used R Markdown.

3.1 First Steps in Agent-Based Models

While we have previously (see Sect.2) explained what agent-based models are
and what they are used for, we following describe how they are structured pro-
grammatically. We start with the most basic components.

An agent-based model usually contains a “setup” and a “go” procedure.
The “setup” procedure defines a kind of basic state at the beginning of the
simulation. The “go” procedure then specifies what happens in a single step of
the simulation.

In Netlogo the “setup” procedure usually looks like in Fig.1. In Netlogo,
procedures always start with “to” and end with “end”. Clear-all makes the world
go back to its initial, empty state. For example, if colors were assigned to the
spots where the agents are located, they will now turn black again. Create-turtles
creates the specified number of turtles, here 100. The turtles usually start at the
origin, i.e. in the middle of patch 0.0. The code in the square brackets after create-
turtles here indicates that the turtles start at a random x and y coordinate. The
square brackets could also be used to create other commands for the agents.
Reset-ticks makes sure that the tick counter starts. Once this code is created,
the simulation starts in the interface by clicking the “Setup” button. In Julia
the setup includes an additional configuration.

Additionally, the agents and their environment are designed before the simu-
lation starts. For example, properties are assigned to the agents and the agents’
environment is designed to resemble the reality of what is being observed. In our
case, the agents do not have specific properties and the environment is also in
its default state.

to setup
clear-all
create-turtles 100 [ setxy random-xcor random-ycor ]
reset-ticks

end

Fig. 1. Setup procedure in Netlogo

3.2 Bounded Rationality Model

Since our primary goal was to compare the two programming languages with
each other, we designed the parameters of the Netlogo model and the Julia
model the identical way. Thus, we increased the comparability of the results of
both models and reduced the complexity as much as possible. In the beginning
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of our bounded rationality model, we defined the maximum number of agents,
the maximum steps of the simulation, the seed, an epsilon as well as whether a
backfire effect takes place or not. The epsilon indicates how different the opinions
of two people can be, so that they still include the other person’s opinion in their
opinion formation. We further defined from the beginning, that each agent has
an (floating) opinion between 0 and 1. In each simulation step, every agent
compares his opinion with the opinion of an other agent. For example, if Anna
compares her opinion with Ralf and the distance between the opinion of Anna
and Ralf is smaller than the defined epsilon, then the two converge in their
opinions. Additionally we defined in the beginning, whether an backfire effect
takes place or not. When the simulation includes the backfire-effect and Ralf’s
opinion deviates more than the epsilon indicates from Anna’s opinion, then the
opinion of Anna distances from the opinion of Ralf.

While in Netlogo the parameters for the simulation runs are determined in
the Behavior Space (see Fig.4), in Julia the initial settings are determined in
the “main” procedure, what can be seen in Fig. 6.

As can be seen in Fig.6 and 4, we set the number of agents 100 to 500
in increments of hundreds (100:100:500). We varied the epsilon between 0.1
and 1 in increments of 0.1 and varied between with backfire-effect and without
(true/false). We set the maximum number of steps to 100.

Go Procedure. Here we compare the “go” procedures, so what happens in
each step of the simulation, of Netlogo and Julia (see Fig.2 and Fig.3). Both
codes look similar. In Netlogo (see Fig. 3), the procedure starts by addressing the
agents (ask turtles). The next line of code says, that the addressed agent gets
the opinion of one random other agent. The subsequent lines of code determine
what happens to the (new) opinion of the agent. If the other agent’s opinion
differs less from his own opinion than the epsilon (see above), the agent assumes
the average opinion of the two opinions. This means that the opinions of the two
agents are added together and divided by two. However, if the opinion of the
other agent is further away than the respective (may vary) epsilon indicates, it
checks whether the backfire effect exists. If the simulation is set to show that the
effect exists, the opinion of the agent is half the distance away from the opinion
of the other agent. At the end, the code indicates that the color of the agents
depends on the opinion. However, this is only for illustration in the interface.
Before the procedure ends, one more “tick” is counted as one time unit.

The “go” procedure in Julia is very similar. One difference is that the proce-
dure is passed a configuration (config) at the beginning. Furthermore, an agent
list with the agents in random order is passed.

3.3 What Do We Compare

To find out whether both programming languages are equally suitable to sim-
ulate our bounded rationality model, we look at several measurable criteria.
These criteria include the outcomes and performance of both models. They fur-
ther include how many lines of code are necessary to program the simulation.
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function go(config, rng, agent_list)
for one_agent in shuffle(rng, agent_list)
idx = rand(rng, 1:config.agent_count)
other_agent = agent_list[idx]
if abs(other_agent.opinion one_agent.opinion) < config.epsilon
one_agent.opinion = (other_agent.opinion + one_agent.opinion) / 2
else
if config.backfire
if one_agent.opinion < other_agent.opinion
one_agent.opinion = one_agent.opinion - abs(other_agent.opinion - one_agent.opinion)/2]

else

one_agent.opinion = one_agent.opinion + abs(other_agent.opinion - one_agent.opinion)/2

if one_agent.opinio 0
one_agent.opinion = @

if one_agent.opinion > 1
one_agent.opinion = 1

agent_list

Fig. 2. Go procedure in Julia

to go
ask turtles [
; get the opinion of one random other turtle

’

let otheropinion [opinion] of one-of other turtles

; 1s opinion in range
ifelse abs ( opinion - otheropinion ) < epsilon [
;then take average opinion
set opinion ((opinion + otheropinion )/ 2)
1
[ ; do we have backfire
if backfire [
; shift away half the distance
ifelse (opinion < otheropinion) [
set opinion opinion - ( abs ( otheropinion - opinion ) / 2 )
1
set opinion opinion + ( abs ( otheropinion - opinion ) / 2 )

]

if opinion < 0 [set opinion 0]
if opinion > 1 [set opinion 1]
]
1
; set color to red range
set color 11 + opinion x 8
1
tick
end

Fig. 3. Go procedure in Netlogo
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Another aspect, that we take into consideration, is, if learning Julia and Netlogo
is equally difficult. For this aspect we consider both computer scientists who are
familiar with other programming languages and a person who has no previous
experience with programming languages. We further compare the explorability
and scalability of both languages.

4 Results

Before we present the results of our bounded rationality model, we reflect on the
extent to which the two languages Julia and Netlogo are suitable for developing
agent-based models and how easy it is to get started with the two languages.

4.1 Getting Started with both Languages

Both Julia and Netlogo are languages that address both researchers and begin-
ners. Netlogo is derived from Logo a language that is aimed at children to lern
programming. The core aim of Netlogo is agent-based modeling and it has several
primites for this purpose. Julia is aimed at scientists that require both perfor-
mance and understandable code. The core aim of Julia is to make code fast,
reusable and easy to understand. This quick introduction by no means covers
the breadth of both of these languages, it aims to provide a high-level overview.

Netlogo. Netlogo as a modelling language for agent-based modeling is very well
suited for beginners wanting to use agent-based modeling. It comes with a rich
variety of example models that users can explore and provides a graphical user
interface and a graphical user interface toolkit to create models that even non-
experts can use. Thus, Netlogo is visually appealing and the interface enables
users to create and test agent-based models and also simplifies the initial creation
of a model. Figure 5 shows the Interface of our simulation. Netlogo also provides
methods for inspecting the model (reporters and visualizations) and for exploring
the impact of model parameters on system behavior (i.e. the behavior space
feature, which allows the user to run any number (usually several hundred) of
simulations). The latter allows turning of the GUI for faster simulations (see
Fig. 4).

Vary variables as follows (note brackets and quotation marks):
["num-turtles" [100 100 500]]

["epsilon" [0.1 0.1 1]]

["backfire" true falsel

Fig. 4. Behavior space in Netlogo



12 L. Burbach et al.

Netlogo provides immediate visual feedback for the user of an agent-based
model and has easy to understand primitives that allow modelling of agent
behavior, agent interactions, and agent-environment interactions. It provides an
API for extensions, to allow other researchers to complement the functionality
of Netlogo.

num-turtles 100
epsilon 0.1

@ion .
'Off backfire

Opinions

Fig. 5. Interface of our bounded rationality model in Netlogo

Overall, it is very easy to start using Netlogo. However, creating complex
models requires understanding of usage contexts in the language. People coming
to Netlogo with a computer science background may find some of the language
concepts unintuitive and clunky. Several of the authors of this paper have found
Netlogo syntax to be confusing and unnecessary simplistic.

Julia. Julia was initially introduced by a group of computer scientists and math-
ematicians at MIT under the direction of Alan Edelman. Compared to other pro-
gramming languages Julia is considered fast, easy to learn and use and it is open
source. Further advantages of Julia compared to other programming languages
are that it supports parallelization or practical functional programming and can
be easily combined with other programming languages and libraries. Finally,
there is already a group of active users who develop packages (and thereby add
functions to the base language; as of April 6, 2019, there are 1774 registered
packages).

Julia is not a language specifically written for agent-based modeling. Julia
is a general purpose programming language that uses a just-in-time compiler to
generate low level machine code (using LLVM). This means there is no native
support for typical agent-based modeling tasks. There is a library for agent-
based modeling called agents. However, our intention here was to compare the
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programming language itself without the use of a library. It is unclear whether
the library is going to be maintained in the future, whereas Julia’s support is
not likely to expire soon.

This means the user has to design all tools for agent-based modeling them-
selves. However, this is not necessarily very hard. It depends on the complexity
of the model. When this barrier has been overcome, writing a model becomes
easier. The language is very similar to python.

function main()

agent_counts = 100:100:500
epsilons = 0.1:0.1:1
max_steps = [100]
replications = 1:50

my_config = generateBatchConfig(agent_counts,
epsilons,
max_steps,
replications)

startandsave(my_config, "results.csv")

Fig. 6. Main procedure in Julia

4.2 Comparison of Agent-Based Modeling Results of Julia and
Netlogo

Following, we present some exemplarily results of our bounded rationality model.
We also show, if the model created with Netlogo showed the same or different
results as the model created with Julia. Based on these results, we compare the
two considered programming languages and show their advantages and disad-
vantages.

Opinion Change of Agents. Following we consider, how the opinion of the
agents changed during the simulation steps of the bounded rationality model
with and without backfire effect. At this point we do not distinguish between
the two programming languages used.

We use four examples (see Fig.7) to illustrate how the agents change their
opinion during the simulation and how different the opinions look at the end of
the simulation. As can be seen at the top left of Fig. 7, one possible outcome is
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Opinion change of agents over time
4 examples from the data set

epsilon = 0.1 & backfire epsilon = 0.3 & no backfire
1.00 -
0.75-
f2) 0.50-
© 0.25-
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Fig. 7. Four exemplarily examples
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Fig. 8. How language, epsilon and backfire influence the opinion count
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Table 1. Comparison of the ten most different settings for both languages

Epsilon | Backfire | agent_count | t-value p-value Degrees of freedom
0.3 FALSE | 200 —2.245263 | 0.0269995 | 97.95147
0.1 TRUE | 200 2.103480 | 0.0386304 | 78.40132
0.4 FALSE | 200 1.989794 | 0.0494162 | 97.43888
0.3 FALSE | 400 —1.606152 | 0.1115634 | 94.89243
0.1 FALSE | 200 1.601283 | 0.1126316 | 95.08476
0.1 TRUE | 100 —1.564258 | 0.1221526 | 71.82311
0.2 FALSE | 200 1.412877 | 0.1609382 | 95.62983
0.5 FALSE | 300 1.416342 | 0.1630015 | 49.00000
0.4 FALSE | 100 1.392850 | 0.1669769 | 93.25748
0.1 TRUE | 300 —1.301375 | 0.1965824 | 86.58427

that the opinions of the agents diverge completely and only two extreme opinions
are formed. After less than 15 simulation steps, every agent has either opinion
0.00 or opinion 1.00. In this example, the epsilon is low and the backfire effect
takes place.

In comparison to this example, in the third example (bottom left) no back-
fire effect takes place. In both examples, the epsilon is 0.1. Comparing the two
examples, it becomes clear that the backfire effect increases the divergence of
opinions. While in the first example two clear opinions quickly establish, in the
third example there are more different opinions for a longer time. After 20 simu-
lation steps, two groups of agents form whose opinions are similar to each other.
Nevertheless, even after 30 simulation steps, these agents still have similar opin-
ions, but not one uniform opinion.

In example 4 (bottom right), also no backfire takes place. Here, the different
opinions converge to a consensus of opinion. After around 20 simulation steps
each agent has the opinion 0.5.

In contrast, in example 2 (top right) no majority opinion develops, but several
groups with the same opinions form. In this example, the epsilon is higher than
in the other examples, which leads the agents to accept opinions that differ more
from their own than in the other examples.

Influence of Programming Language, Epsilon and Backfire on Opinion
Count. After we looked at the opinion formation of the agents itself, we now
consider, whether the epsilon, if the backfire effect takes place or not and the
programming language has an influence on the existence of different opinions. To
look at the influence of the enumerated factors, we consider (see Fig. 8) how many
different opinions exist (y-axis). We further consider the standard deviations of
the opinions (color) to analyse how different the opinions are.

As Fig. 8 shows, if the epsilon is higher than 0.55, practically all agents have
only one opinion (sd =0.0), regardless of whether the backfire effect takes place



16 L. Burbach et al.

or not and which programming language is used. When the epsilon is lower than
0.55 and the backfire effect takes place, there are two opinions among the agents
that diverge to the two extremes of opinion (sd =0.5). In comparison, when the
epsilon is lower than 0.55 and no backfire effect takes place, the agents have more
different opinions, but the standard deviations of the opinions are lower (less
bright) than in the simulations with backfire effect. The lower the epsilon is, the
higher is the amount of opinions. Comparing the two programming languages,
the amount of different opinions is a bit higher when NetLogo is used, but
the difference is small. Overall, the two programming languages showed almost
the same qualitative results. As Table 1 shows, the quantitative comparison of
both languages showed, that except of three simulation runs, the t.test wasn’t
significant. Thus the languages showed the same results.

4.3 Comparison of Julia and Netlogo After Our Bounded
Rationality Simulation

When comparing both programming languages to create an agent-based model
that simulates the bounded rationality model, Julia proved to be a faster lan-
guage. The whole simulation took only 82.23s, whereas the Netlogo simulation
took 36 min. While the model calculation in Julia is much faster, Netlogo required
less than half the lines of code. To write the bounded rationality model in Julia
97 lines of code were necessary, in Netlogo only 44 lines of code were necessary.

When we consider how difficult it is to learn the two programming languages,
we also have to take into account the previous knowledge of the users. Thus
Netlogo proved to be a language that is easier to learn for people without pro-
gramming skills. In contrast, people with previous programming skills reported,
that it is easier to learn Julia, because it is more similar to other already used
programming languages (for example Python).

An advantageous feature of Netlogo, is that the platform contains an easy
to use, clear and attractive interface. These interface makes it easier to get
started with and learn the language for people without previous programming
experience. The interface offers the user direct feedback, as the simulation runs
visibly if he has written the code correctly and also immediately reports back
error messages if the code is wrong. In addition, the interface allows the user to
try out and change various things in the process.

Also, the fact that there is already a large library of existing agent-based
models in Netlogo, since the language is used exclusively for this method, makes
it easier to use, since existing models can be built upon or users can orient
themselves on them.

In addition to the interface, the Logo programming language, which Netlogo
uses, is also easy to use because there is only a manageable number of structurally
different commands and users can quickly get a feel for which procedures and
functions always need to be set when creating agent-based models.
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5 Discussion

In our study, no language turned out to be the perfect programming language
for creating agent-based models, but the choice of language seems to be a trade-
off between various advantages and disadvantages and also between different
potential users and use cases.

For people who have never used a programming language before and are
not supported by people with previous programming experience, the entrance
to the Netlogo language is certainly easier than to the Julia language. Likewise,
starting with Julia is easier for people with programming experience, because
they already know, how the language is probably organized. It can be assumed
that modelers who are already very familiar with the language they use also
develop more complex simulations than simulation based on simple rules [10].
So less effort in learning a language can certainly increase the complexity of the
models.

One other aspect, that could be taken into account, is the time, that is needed
to run the simulation. Here Julia turned out to be much faster. But, in many
research areas or for many research questions it does not really matter, whether
the language is really fast. One aspect, that is probably more important is,
that very big simulations in Netlogo require high computing power and that the
computers sometimes crash, making it impossible to calculate the model In this
case Julia makes it possible to calculate the simulation without any problems.

Of course, we have only focused on one very simple bounded rationality
model, so that we would have to create further simulations with both languages
to be able to make statements about the generality.

Historically, the basis for analytical opinion dynamics models is given by
psychological research and philosophical theories about social influence (e.g.,
[13,23]). And simulations based on those models have frequently proven to reli-
ably enough reproduce real-life phenomena [22]. However, as Flache et al. [12]
argue, there is a lack of recent empirical studies reassessing and replicating the
assumptions underlying those models, let alone studies examining the size of
epsilon in real-life interactions. In future research, finding a way to link analyti-
cal opinion dynamics models with contemporary empirical psychological findings
would be desirable.

6 Conclusion and Outlook

The results of our research have shown that, although Netlogo has been estab-
lished for a longer time, both programming languages are well-suited to create
agent-based models. Comparing the two languages, we could not find one per-
fect language, but each language is the better choice for creating an agent-based
model in some aspects. The decision for a programming language depends on
different trade-offs (previous experience vs. support; time to create the model
vs. time used for simulation run; nice interface vs. higher functionality). In the
end, however, it does not make sense to decide in favor of one language against
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the other, but to take advantage of both languages and thus use Netlogo for
prototyping and Julia for larger simulations based on these prototypes.

With this study we compared Julia and Netlogo to create a very simple
bounded rationality model. In the future, we would like to extend this compari-
son by using both languages for more complex simulations. We further plan to
pursue with studies, that combine both languages.
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Abstract. In recent years social media platforms have experienced
increasing attention of researchers due to their capabilities of provid-
ing information and spreading opinions of individuals, thus establishing
a new environment for opinion formation on a societal level. To gain a
better understanding of the occurring opinion dynamics, the interactions
between the users and the content that has been shared in those envi-
ronments has to be investigated. With our work, we want to shed light
on the part played by the underlying network structure as information
spread relies directly on it and every user of social media is affected by it.
Therefore, we analyzed the role of network properties and dealing with
friendships in such networks using an agent-based model. Our results
reveal the capability of such models for investigating the influence of
these factors on opinion dynamics and encourage further investigation in
this field of research.

Keywords: Opinion dynamics - Social networks analysis -
Agent-based modelling - Network evolution

1 Introduction

In the past decade, the evolution of the internet and social media platforms
raised new forms of social networks that changed our interpersonal communi-
cation and the methods of information procurement considerably [14]. It has
become very easy to connect to existing friends online, making new friends and
exchange information with them, for example, using platforms like Facebook or
Twitter. Looking at the formation of political opinions in our digital society it
becomes evident that such social media platforms do also play an important
role in that process as those social networks facilitate information and opinion
sharing tremendously. Through Facebook, for example, it is now very easy to
voice the own opinion, even with just liking or sharing posts of others [25].
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One problem that arises through social media platforms is that certain behav-
iors and heuristics of humans like selective exposure and spirals of silence can
interfere with an independent opinion formation process as individuals tend to
surround themselves with like-minded others [37] and opinion minorities are
harder to perceive in such environments. As a consequence, echo chambers in
social networks may lead to reducing the tolerance of other opinions and reinforc-
ing the own political stance, thus hampering important democratical processes
like consensus formation and acceptance of other opinions [19].

On the other side, social media can also provide an opportunity to enhance
political information and participation among citizens as those platforms can
encourage discussions and opinion exchange among individuals who would not
meet in the real world. Besides providing a public discourse and revealing more
diverse political opinions that would not have been voiced offline, social networks
like Facebook or Twitter can also help with promoting offline political events and
actual political participation. However, current research shows that the potential
for this has not been exhausted yet [5].

Through analyzing online social networks and their users’ interactions it is
possible to understand how certain political campaigns may influence the public
discourse and the opinion formation of social media users [21]. But besides pas-
sively analyzing the influence of social networks, it is also important to actively
develop approaches for facilitating an independent political opinion exchange
online which can be done through adjusting the mechanisms of information
spread, friendship maintenance and providing further clues for credibility evalu-
ation of particular posts.

For gathering better knowledge about the effects that occur in such social
networks, it is necessary to develop simulation models that allow for replicating
the reality and also testing imaginable assumptions about the effect of individual
behaviors on the overall system.

Online social networks consist of human beings who are very different from
each other in terms of behavior, information reception, networking and lots of
other factors due to their particular personality. Thus, it seems rather impossible
to create an equation-based model that would aggregate all individuals’ behavior
into one singular kind of acting. Agent-based modeling (ABM), in contrast,
provides a toolbox for modeling the desired behavior bottom-up, starting at an
individual’s or rather agent’s called behavior space. A particular agent can hold
its own beliefs and will act in the simulation according to them, while she is still
interdependent with other agents. Through their adaptivity and the dependency
on the past, agents’ behaviors in sum lead to so-called emergent behavior. This
means that the overall system behavior evoked by bottom-up modeling is harder
to describe by a formula that summarizes all individual behavior [20].

Therefore, we decided to implement an agent-based model that consists of an
environment and behavior space comparable to realistic social media platforms.
Our study contributes to the existing research on opinion dynamics in social
networks by combining existing theories about opinion dynamics in agent-based
systems with topologies and mechanisms of real-world social media platforms. It
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serves as a first insight into modeling such systems and reveals the interplay of
particular mechanisms and behaviors of the network members with the actual
network structure.

2 Related Work

Our work implements the state of the art knowledge about how opinion for-
mation happens and how friendship networks evolve in online environments.
This section supplies the prerequisites for creating such a simulation model by
looking into the dynamics that occur, indicating how they can be modeled and
investigating how the surrounding network can be replicated appropriately.

2.1 Opinion Dynamics in Social Media

In their initial purpose, social media services as Facebook and Twitter were
created to open up an online space for interacting with current friends and finding
new ones. Nowadays, those services provide far more features as news media
entered these environments and people started to not only share their everyday
activities and cat photos, but also are voicing their opinions and perceiving the
reactions of others.

It has been shown that social media platforms expose their users to a larger
range of diverging opinions and information that may or may not fit their initial
beliefs than other media could do [1]. While this increased exposure could be
suspected as a positive influence on the opinion formation, this type of media also
shows more vulnerability for misleading the public discourse on certain topics
like it got evident for events as the Brexit [12] or most recently the spread of
wrong information about the coronavirus [23].

Furthermore, it is crucial to consider the imbalance of activity of social media
users. As Romero et al. found, the majority of users passively consume content
on social media platforms and rarely take part in interactions, while only a
little part of the users utilize those platforms to actively contribute new content
and spread their opinions which transforms them into secondary gatekeepers
of information spread [29,32]. Those individuals are also referred to as opinion
leaders [6]. Besides a higher intention to share news and other information via
social media [31], opinion leaders also get apparent through their prominent
position in social networks as they show more ties to other users and a higher
influence on information spread [15].

This serves as motivation to take a closer look at the underlying network
structure of social media platforms as the structure impacts both active and
passive users equally. Looking at the influence of network dynamics, Szymanski
et al. revealed an effect on the formation of political opinions among multicultural
societies. They found that both sociocultural factors and network dynamics steer
the opinion formation of an individual as the initial ties a certain individual holds
keep influencing her opinion formation permanently. These initial ties evolve due
to cultural factors, ethnicity, and gender [33].
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Azzimonti et al. showed that the vulnerability of a social network to the
propagation of misinformation and polarization depends on its structure and
the features that are provided to the users. They investigated multiple fac-
tors that could lead to opinion polarization and spread of misinformation in
an agent-based network and showed that particular network characteristics and
the behavior of the central agent can foster those two effects. Higher clustering,
for example, increases polarization while it does not affect the spread of misin-
formation. Regarding centrality it is the other way round: if potential spreaders
of misinformation occupy positions in the network with high follower count, the
dissemination of misinformation is facilitated whereas the polarization is not
significantly promoted [2].

In addition to the deception that is initiated through particular users, the
algorithms that are used by social media platforms for presenting relevant con-
tent can also lead to misguided perceptions of the opinion climate [26]. To reveal
the true effect of such algorithms it is inevitable to precisely analyze their inter-
action with the users [8].

2.2 Modelling Opinion Dynamics

After shedding light on the role of social media platforms on providing social
ties and their importance for information and opinion spread it is also central
for our research approach to understand, how opinion dynamics can be modeled.
Therefore, we take a closer look at research that deals with the operationalization
of opinion on the one hand, and the modeling of social networks in simulation
environments on the other hand.

It is necessary to transform the opinion of a social network member into a
value that allows for comparing it to others based on mathematical operations.
Only in this way we can implement mechanisms for the interaction and mutual
influence of opinions inside the simulated network community.

The initial idea for turning opinion into a concrete value derives from the
objective to measure promoting factors in the process of consensus finding. For
this Degroot [11] replicated the beliefs into subjective probability distributions
which allowed to perform the required calculations that are modeling the opinion
formation.

Another approach for modeling opinion dynamics is to build an agent-based
model that directly allows for manipulating various factors in the process of
opinion formation.

Deffuant et al. developed such a model and implemented a bounded confi-
dence approach. Their work shows how a fixed threshold in which opinion change
occurs alters the overall opinion distribution in a simulation. They chose to opin-
ion is modeled on a one-dimensional, continuous scale from 0 to 1. Besides the
condition that the agents talk to each other randomly and each conversation
is considered for a possible opinion change, they also applied a network model
for regulating communication partners within the agents. Using square lattices
as underlying topology, the agents were restricted to only talking to four oth-
ers directly adjacent to them. In comparison with a model that uses complete
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mixing of agents, the network version shows that consensus is no longer found
for a major group of agents but rather depends on the connectedness of agent
clusters, especially for low opinion thresholds [10].

The research of Weisbuch et al. continues the evaluation of network influence
on a bounded confidence model by comparing the original fully mixed mode of
Deffuant et al. with a model that incorporates scale-free networks as limiting
environments for the agent communication. They also found that a scale-free
network structure does not have a radical influence on opinion dynamics. Most
prominent, the use of scale-free networks leads to far more isolated agents and
the role of the most-connected node provides useful information. It could be
shown that such supernodes were most influential compared to all other nodes
and processed themselves also a significant opinion change during the clustering
process. With decreasing density, differences to the standard mixed variant get
more visible. Further motivation for investigating the effect of Barabdsi-Albert
networks is given by the research of Stauffer et al. who also differentiated between
directed and undirected networks. They discovered that especially for small € <
0.4 for the bounded confidence intervals the opinions of the simulated agents
show stronger deviations from each other. For € > 0.4 their agents always end
up finding a consensus. Studies of Fortunato et al. show equal indications that
for € < 0.5, an opinion dynamics model based on the approach of Deffuant et
al. always leads to the formation of a consensus, independent of the underlying
network structure [34].

Later on, Hegselmann and Krause extended the complexity of the bounded
confidence approach by implementing dependencies on symmetry and individ-
ual agent properties for the confidence value. Looking at the continuous scale
of opinions, the threshold for bounded confidence therewith can adapt to the
actual position of an agent on this scale and the direction of potential consensus
finding. Besides, agents can also hold now individual confidence which allows for
implementing different types of agent personalities [17].

2.3 Modelling Structures of Online Social Networks

Several approaches were made to incorporate network structures that are close to
real social networks. The previously mentioned study of Deffuant et al. showed a
comparison of fully connected agents and a square-lattice topology [10]. Further
research shows the importance of an accurate model of the network topology as
all examined interactions in such simulations are influenced by the underlying
structure [28]. The review of Mastroeni shows three prominent approaches for
dealing with the interaction of individuals in an agent-based simulation model:
Pairwise interaction (Every agent only talks to one other agent in a certain time
step), any-to-any interaction (Every agent talks to every other agent within a
time step), and closest neighbors approach (An agent talks only to other agents
that are in her neighborhood) [22]. We decided on the last approach as it allows
for implementing a network and certain dynamics that are similar to those in
existing social media platforms.
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In the following, we will describe how we implemented the desired opinion
and network dynamics and show how we analyzed the results of our simulation
models.

3 Method

We chose the programming language Julia to conduct our research. With the
Light Graphs package, this language provides performant network simulation and
the required network generators for our agent-based model. We also implemented
random seeds so that the performed batch runs can be repeated with reaching
the same results as in our analysis.

In our research, we focused on the variation of limited parameters for answer-
ing our research questions:

— Size of the network: How do network and opinion dynamics interplay with
the size of a social network?

— Adding friends: What is the difference between randomly making friends in
the network and choosing only from the friends of existing friends?

— Removing friends: How does the threshold for accepting opinion differences
interfere with the overall opinion and network dynamics? The distribution
of opinions throughout the agents was not varied but uniformly distributed,
because their variation would have blurred the effect of the examined param-
eters on the network evolution.

To analyze the effect of our parameters, we chose different approaches of
social network analysis and evaluated the resulting networks and their nodes
regarding their degree distribution, centrality, community structure, and the
opinion dynamics.

3.1 The Network Model

We designed a network in which agents interact with each other through pub-
lishing posts to their followers and receiving content through their followees.
Currently, most of the popular social networks allow for unidirectional relation-
ships therefore we chose a directed network for our simulation. The different
edges represent the direction of information spread: outgoing edges from agent
x show to which agents the posts of agent x will be sent while incoming edges
show from which agents the agent x receives posts.

The initial network is created by using the Barabdsi Albert Network gener-
ator of the LightGraphs package in Julia. We decided on the Barabdsi Albert
topology as it provides an artificial network structure that is similar to real-world
social networks [38]. This generator allows defining the size of the network and
an initial average edge count per agent that follows a power-law distribution.
Through following a preferential attachment algorithm, the degree distribution
of the nodes sticks to the power law, including very few nodes with high degrees
and a long tail of nodes with rather low degrees [3].
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After creating the network, the agents are generated with the following
attributes:

— Opinion [—1, 1]: The Main attribute to change their network of incoming edges
(followees). Initially, the opinion is uniformly distributed over all agents.

— Perceived Public Opinion [—1,1]: The mean opinion a particular agent per-
ceives in its neighborhood through seeing the posts of in-neighbors. If the
absolute distance between the public and its own opinion is within a defined
threshold, the agent’s opinion converges towards the public opinion. If not,
the agent’s position will move into the opposite direction of the perceived
opinion (therewith increasing the distance). If an agent ends up having no
neighbors, the perceived public opinion mirrors its own opinion.

— The inclination to Interact [0, Inf]: The willingness of agents to share posts.
A distribution function sets 80% of the agents to passive receivers who rarely
share a post. Very few agents have a higher inclination to interact than 1
and share multiple posts per simulation step. After its initial generation, this
attribute is fixed.

— Feed (Array of max. 15 posts): Storage of received posts. The feed of agent x
contains all shared posts from agents who are in-neighbors of agent x.

The perceived public opinion is the only factor that has an influence on an
agent’s opinion and is driven by the posts that are visible to this agent. The
most important attributes of a post are:

— Opinion [—1,1]: A post’s opinion is generated from the opinion of the agent
who publishes it. Its opinion is randomly varied by applying a random addi-
tion between [—0.1,0.1].

— Weight: The weight of a post represents the influence of an agent as it is equal
to the count of outgoing edges of the posting agent. Posts with high weights
are perceived as more important and influential through the receiving agents
compared to posts that have been published from agents with low outdegree.

3.2 The Simulation Architecture

A simulation consists of an initiating phase that creates the required initial
network and agents with their properties, the main simulation phase where the
agents interact and time steps are performed and a data saving phase. Every
simulation timestep follows the same order of actions. First, the agent list is
shuffled to ensure that the order in which the agents perform their interactions
don’t have an impact on the simulation outcomes. Following, the actions of a
certain agent in a simulation step are described:

1. Update the feed: The posts that were received in the previous step get sorted
by their weight and the weight of all posts in the feed is reduced by the
factor 0.5 to provide higher visibility to newer posts. The feed is limited to
the 15 highest-weighted posts, all other posts are dropped and not further
considered for calculation of the perceived public opinion.
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2. Update perceived public opinion: The updated feed is used to calculate the
perceived public opinion. The opinion of posts with higher weights have a
higher influence on the calculation. If the feed of the agent is empty, the
perceived public opinion mirrors the opinion of the agent.

3. Update the opinion: With the perceived public opinion an agent now updates
its own opinion. If the absolute distance between public opinion and own
opinion is inside a defined threshold, the agent approaches the public opinion
by a factor of 0.05. If the absolute distance lies outside the range, the agent
moves into the opposing direction and therewith increases the distance what
we call the “backfire effect”.

4. Drop ingoing edges: Regarding its updated opinion, an agent checks if the
current posts in his feed are in an accepted absolute distance to the own
opinion. If not, the agent also checks the real opinion of the source agent
and if this opinion is also outside the accepted range, the agent drops the
incoming edge so that it won’t receive further posts of the former followee.
In one step, an agent can only drop a tenth of his current number (rounded
up) of ingoing edges so that a realistic behavior is maintained.

5. Add ingoing edges: After disconnecting from agents that are outside of the
accepted opinion range, an agent adds new ingoing edges if his in-neighbors
count is below the desired value. All agents try to maintain an indegree that
equals a tenth of the network size. Adding edges is based on the configuration
either done by selecting candidates from the neighbors of the agent’s in-
neighbors without regarding the opinion or selecting candidates randomly
from the whole network that lie inside a defined absolute distance from the
own opinion. In the third configuration, both approaches are combined. From
the selected candidates, an agent always chooses the one with the highest
outdegree first and creates a new directed edge towards itself. This process
is continued until the number of new in-neighbors is reached or the list of
candidates is empty.

6. Publish posts: When the network maintenance is finished, an agent starts
to publish posts concerning its inclination to interact. A post is gener-
ated through multiplying the own opinion with a randomly chosen factor in
[-0.1,0.1] and setting the post-weight equals to the own current outdegree.
After generating the post it is shared with all feeds of the current agent’s
out-neighbors.

The actions described above are performed by every agent during a simulation
step. After all agents are finished, their current states and network measures
are logged for analysis. After all steps are done, the simulation object is saved
containing the initial and final state, intermediate states at each 10% of the
simulation, agent and post logs and the configuration of the certain run.

3.3 Implementation of Opinion Dynamics

As shown in the previous section there are several ways to model the dynamics
in opinion formation. We decided to implement a variant of the bounded confi-
dence model proposed by Hegsemlann et al. that relies on an initially randomly
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generated social network. When in a certain threshold, agents approach towards
the perceived public opinion regarding the outdegree of the other agents who
influence them. Outside this threshold, a backfire effect is triggered that leads
the agent to reinforce her own opinion by increasing the distance between her
own and the perceived public opinion. As a result, the agent will tend to discon-
nect from others who are too far apart in their opinion and thus again reducing
the distance between the public and their own opinion.

3.4 Network Analysis

For an appropriate analysis of the resulting social networks, we investigated
various measures to evaluate effects on the distribution of degrees, centrality
and community structure. Our chosen measures comprise the following:

— The density of the networks, the standard deviation of degrees for ingoing and
outgoing edges, the ratio of outdegree to indegree for the analysis of degree
distribution

— Closeness betweenness, and eigenvector centrality for the understanding of
centrality features

— Clustering coefficient and community detection through label propagation for
gaining insights on the community structure

We looked on multiple measures to detect the effect of network structure and
the investigated factors on opinion dynamics in the network:

— Standard deviations of opinions

— Opinion Change Delta Mean (Opinion Change from initial to the final opinion
of an agent)

— Difference between an individual’s opinion and its perceived public opinion

Besides calculating the means of all aforementioned measures we also inves-
tigated them for the most important node in the networks in particular.

The measures were all calculated from the final state of the simulation runs
and averaged over all repetitions of the same run so that we can calculate con-
fidence intervals for the outcomes of the simulation runs.

4 Results

We performed a total of 13 different simulation runs that cover the following
variations of factor configuration:

— Network Size in 100, 200, 300, 400, 500 Agents
— Add friends Method as Neighbors, hybrid and random
— Unfriend Threshold of 0.4, 0.6, 0.8, 1.0, 1.2
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This allows us to examine subsequently the influence of the factor levels
separately. Each distinct simulation configuration was repeated 100 times to
eliminate effects that are due to the usage of random number generators in the
simulations. The results that are reported in the following are always averaged
over the repetitions of a particular configuration run.

The influence of the factors was evaluated with various measures that can be
classified into the following facets:
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Fig. 1. Overview of the factor influences on exemplary measures of the analyzed facets.

Figure 1 shows the influence of each factor on one representative measure of
those facets. As can be seen, the network size did not affect the community struc-
ture and opinion dynamics significantly. In comparison, the add friends method
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had additional on the opinion dynamics and only the unfriend threshold showed
an influence on all facets. Subsequently, the particular effects are examined more
detailed and separately per factor.

4.1 Impact of Network Size

In our simulation, the size of a social network is especially influential for the
deviation of network parameters and opinions throughout the members of a net-
work (see Table 1). While the density of a network decreases significantly from
10.3% in a network of 100 agents to 8.6% for n =200 and further on to 8.2% for
n=>500, the standard deviations of outdegree and indegree increase (outdegree
from 5.48 for n =100 up to 28.09 for n =500, indegree from 5.18 for n =100 up to
23.13 for n =500) which shows that the preferential attachment algorithm over-
runs the pursuit of each agent to connect to one-tenth of the network members.
In terms of network centrality, only the closeness centrality increases through
more agents while betweenness and eigenvector centrality decrease. This shows
that while the agents’ connectivity to each other agent in the network rises, the
agents have on average less influence on their neighbors.

The influence and the outreach of the supernode in a network depend on
the overall network size. While in a network of 100 agents every third follows
the supernode directly, this value increases continuously for networks with more
agents. In a network with 500 agents already every second agent is a follower of
the supernode. Regarding the other centrality measures, the supernode shows
higher closeness centrality for larger networks (from 0.55 for n=100 to 0.63 for
n=>500), but lower betweenness (from 0.12 for n=100 to 0.04 for n=500) and
eigenvector centrality (from 0.28 for n=100 to 0.16 for n=500) with higher
network size. This shows that while the supernode is more central in terms
of connectedness to all other nodes, its importance as a connector between all
other agents is decreasing. The network size did not affect the opinion difference
between the two agents with the highest outdegrees as their opinions were always
rather conforming with each other.

The network size did not influence the cluster and community structure
within a network consistently. The opinion dynamics did not differ significantly
regarding network size either. The opinion diversity in the network had a slight
upgoing trend for larger networks. The mean difference between an agent’s own
opinion and its perceived public opinion in the final state increased slightly with
network size as well.

4.2 Impact of the Add Friends Mechanism

The mechanism for adding new friends shows an influence on the network and
the opinion distribution in it (see Table2). When picking new friends only from
friends of current friends, the density of a network stays with 7.7% lower than
for picking randomly from all agents in the network concerning the opinion
difference (8.2%) and for a hybrid approach of both methods (8.2%). While
the standard deviations of outdegree and indegree for each agent to not differ
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Table 1. Influence of the network size.

Network size 100 200 300 400 500
Densities 0.103 0.086 0.085 | 0.084 | 0.082
OutdegreeSD 5.483701 | 11.163 16.946 |22.654 |28.092
IndegreeSD 5.182528 | 9.722809 | 14.309 |18.885 |23.130
OutdegreelndegreeRatioMean | 0.503 0.495 0.493 |0.491 0.491
ClosenessCentralityMean 0.396 0.430 0.448 ]0.455 | 0.461
BetweennessCentralityMean | 0.016 0.007 0.004 |0.003 |0.002
EigenCentralityMean 0.082 0.055 0.045 ]0.038 |0.034
ClustCoeff 0.069 0.056 0.056 |0.056 |0.055
CommunityCount 3.010 3.020 3.090 |3.420 | 2.960
OpinionSD 0.062 0.065 0.063 0.082 0.105
OpChangeDeltaMean 0.484 0.498 0.498 ]0.493 |0.487
PublOwnOpinionDiff 0.020 0.021 0.021 0.023 0.026
SupernodeOutdegree 32.83 75.74 121.670 | 161.250 | 210.860
SupernodeCloseness 0.551 0.609 0.625 0.625 0.633
SupernodeBetweenness 0.126 0.082 0.060 |0.047 |0.043
SupernodeEigen 0.283 0.238 0.205 |0.178 |0.164
Supernodelst2ndOpdiff 0.023 0.007 0.009 | 0.009 | 0.032

significantly between the different approaches, the mean ratio between outdegree
and indegree per agent is less balanced when agents only choose from neighbors
of neighbors (0.48) compared to random and hybrid approaches (both 0.49).

The least influence of the add friends mechanism can be perceived in terms of
network centrality of each agent. Only the closeness centrality is slightly higher
for the random and hybrid approach (0.45 for neighborhood and 0.46 for random
and hybrid approach), while betweenness and eigenvector centrality do not show
significant changes. Concerning clustering and community structure, the cluster-
ing coefficient increases slightly by using the random approach (0.055 compared
to 0.052 for the neighborhood approach) while the number of communities is
higher for networks where agents only pick neighbors of neighbors (6.41 com-
pared to 3.47 for the random approach).

The node with the highest influence and outreach in the network is not
affected by the add friends mechanism. The opinion difference between the two
nodes with the highest outdegree shows more extreme outliers for the random
add friends method but no significant difference to the other approaches. The
opinion distribution, on the opposite, is significantly higher if the agents only
connect to others that are already in their indirect neighborhood. The sum of
opinion changes per agent is slightly higher when agents pick their new friends
randomly and according to the opinion difference (0.49 for random and 0.44 for
neighborhood approaches). Looking at the distance between perceived public
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and own opinion in the final state, those two values are significantly closer to
each other when the random or hybrid approach for choosing new friends is used
(0.03 for random and hybrid approach and 0.04 for neighborhood approach).

Table 2. Influence of the addfriends method.

Addfriends method Neighbors | Hybrid | Random
Densities 0.077 0.082 |0.082
OutdegreeSD 29.148 28.074 |28.230
IndegreeSD 24.148 23.102 |23.263
OutdegreelndegreeRatioMean | 0.483 0.491 0.491
ClosenessCentralityMean 0.451 0.461 0.460
BetweennessCentralityMean | 0.002 0.002 |0.002
EigenCentralityMean 0.034 0.034 ]0.034
ClustCoeff 0.052 0.055 | 0.055
CommunityCount 6.410 3.820 |3.470
OpinionSD 0.226 0.106 0.110
OpChangeDeltaMean 0.442 0.488 10.489
PublOwnOpinionDiff 0.041 0.026 | 0.026
SupernodeOutdegree 206.700 209.100 | 207.850
SupernodeCloseness 0.626 0.631 0.630
SupernodeBetweenness 0.043 0.042 ]0.041
SupernodeEigen 0.165 0.165 |0.163
SupernodeOpinion —0.019 —0.007 | 0.000
Supernodelst2ndOpdiff 0.090 0.028 |0.047

4.3 Impact of Unfriend Threshold

The threshold of an agent to accept diverging opinions (in the following abbre-
viated as ut) was influential for both the network structure and the opinion
distribution in a network. If the agents in a network are more tolerant in keep-
ing friendships, the density of the network increases significantly from 6.3% for
ut =0.4 to 11.5% for ut = 1.2 and with it also the variety of outdegrees and inde-
grees within the network members. The ratio between outdegree and indegree
gets more balanced for networks of agents with higher opinion tolerance (0.48
for ut =0.4, 0.50 for ut =1.2).

The centrality of each agent in the network changes with the unfriend thresh-
old as closeness and eigenvector centrality increase with higher tolerance of
friends with diverging opinions. The betweenness, in contrast, decreases with
a rising threshold. The clustering and community measures show that while
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clustering increases through higher unfriend thresholds, the number of separate
communities detected through label propagation decreases.

The role of the agent with the highest follower count also depends on the
unfriend threshold (see Table 3). While outdegree and closeness centrality stay
rather equal for a threshold from 0.4 to 1.0, in a network with an unfriend
threshold of 1.2, both values increase significantly. So the supernode profits only
in terms of post reach when every agent is very tolerant with keeping fellowships
that bear a high opinion difference. The betweenness and eigenvector centrality
decrease continuously with rising unfriend threshold, but this trend seems to
turn around at least for the eigenvector centrality with an unfriend threshold of
1.2. Comparing the opinion of the most important and second most important
agent we observe a significantly higher difference for unfriend thresholds of 0.8
and 1.2 whereas for the lower and higher thresholds the opinions of them are
close to each other.

With changing the unfriend threshold it is possible to subsequently influence
the opinion distribution within the network. While in networks with low thresh-
olds the standard deviation of opinions is below 0.1 on average, this measure
rises notably up to 0.5 for a network with an unfriend threshold of 0.6 and even
continues with higher thresholds to 0.6 for a threshold of 1.2. Meanwhile, the
mean delta between the initial and the final opinion of all agents in the networks
shows the opposite trend. While the opinion change is with 0.5 rather large for
thresholds below or equal to 0.6, it falls below 0.3 for networks with a larger
threshold. The least opinion change occurs for a threshold of 1.0 while with 1.2
the opinion change starts to increase again. With rising unfriend threshold also
the distance between perceived public and own opinion increases significantly.

5 Discussion

Our work revealed several results that call for further investigation. Subse-
quently, we will discuss the results concerning other research and look into the
lessons learned from our initial approach and possible further steps.

As we could show, the overall model configuration was capable of simulating
the opinion dynamics in a social network and suitable to perform experiments
regarding specific factors of the network size and behavior. The programming
language Julia proved robust as a simulation environment and provided all nec-
essary flexibility to implement our approach as well as enough performance to
run several configurations and repetitions in a reasonable time.

With changing the overall agent count in the network, we wanted to observe
how a higher availability of possible friends in a network and the strengthen-
ing of supernodes through the preferential attachment mechanism will change
the structure and dynamics in the network. The obtained results indicate that
through increasing the network size, the agents grow closer together although
the overall network density decreases significantly. This counterintuitive result
can be explained with the significant influence growth of the supernode in the
network. We interpret the absent influence of network size on all measures of
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Table 3. Influence of the unfriend threshold.

Unfriend threshold 0.4 0.6 0.8 1.0 1.2
Densities 0.063 |0.082 |0.094 |0.108 |0.115
OutdegreeSD 26.693 |27.921 | 29.209 |31.545 |36.109
IndegreeSD 19.050 | 23.133 |26.923 |30.335 |35.134
OutdegreelndegreeRatioMean | 0.479 | 0.491 0.496 |0.498 | 0.498
ClosenessCentralityMean 0.426 |0.460 |0.482 ]0.499 0.521
BetweennessCentralityMean |0.003 | 0.002 |0.002 |0.002 |0.002
EigenCentralityMean 0.031 |0.034 0.036 |0.038 |0.038
ClustCoeff 0.051 | 0.055 |0.055 |0.058 |0.060
Community Count 6.700 |3.200 |1.170 |1.350 |1.290
OpinionSD 0.070 |0.096 |0.470 |0.582 |0.589
OpChangeDeltaMean 0.496 0.487 0.256 0.215 0.274
PublOwnOpinionDiff 0.021 |0.025 |0.120 |0.170 |0.184
SupernodeOutdegree 208.030 | 205.920 | 201.590 | 206.360 | 244.780
SupernodeCloseness 0.629 0.628 0.624 0.631 0.663
SupernodeBetweenness 0.054 |0.041 0.033 |0.029 |0.037
SupernodeEigen 0.183 |0.164 [0.152 |0.139 0.148
Supernodelst2ndOpdiff 0.005 |0.027 |0.252 |0.362 |0.085

opinion dynamics except for the higher deviation of opinions in larger networks
as confirmation for the robustness of our implementation.

Looking at the other two factors we were able to establish significant influ-
ences on both network and opinion dynamics. While the unfriend threshold
depicts the effects of direct individual behavior of the agents, the add friends
mechanism can be seen as indirect individual behavior as a certain platform
could provide recommendations for new friends in various ways and therewith
lead the user to establish new connections more locally (through looking into
neighbors of neighbors) or more globally (through looking randomly in the whole
network). Being limited to the local environment naturally leads to lower net-
work densities as the number of agents who hold similar opinions decreases. As a
consequence, the opinion deviation increases and so does the difference between
the own opinion and the perceived public opinion. The higher delta of opinion
change in networks with random or hybrid add friends mechanisms compared to
the other mechanism can be reasoned with the effect of bounded confidence: if
agents act in an environment that is closer to their own opinion, they will more
likely approach to the opinions of the others and the higher density of networks
with randomly chosen friends allows for more opinion fluctuation. The restriction
to local neighbors, on the other hand, leads more often to local environments
where the public perceived opinion is too distant from their own opinion and
alternatively the backfire effect is triggered.
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The unfriend threshold showed the most diverse influence on the measured
network and opinion dynamics. Inherently, the density of a network increases
when its members are less rigorous with cutting unsuitable friendship ties. Also,
the effects on centrality and clustering of the network seem rather obvious and
the decrease of opinion change delta orthogonal to the rise of the distance
between public and own opinion shows again the incidence of the bounded con-
fidence dynamics. More interesting, however, is the sharp change of measures
for unfriend thresholds of 0.6 and 0.8. Previous research suggests that members
of online social networks tend to unfriend other individuals due to offensive or
counter-attitudinal posts but it shows simultaneously that a large share of users
is rather lazy in cutting their weak ties [18]. John et al. also found that cutting
ties because of political posts happens more often around individuals who hold
stronger political inclinations and with the reason to increase homogeneity in
their Facebook Newsfeeds. For less politically interested individuals the primary
motivation in cutting those ties lay in reducing the number of political posts in
their feed.

With our initial approach, we were able to target proof of concept for an
agent-based model that provides more closeness to reality through implementing
certain dynamics of real-world social media platforms like Facebook and Twit-
ter. Concurrently, our results motivate for further investigation of the examined
factors and inclusion of further dynamics into the network model. Like other
research showed it is difficult to set a limit on fitting the model to real-world
dynamics as almost every effect that occurs can be implemented with more or
less complexity into a certain simulation environment. Han et al. for example
considered more precisely the personality of agents and focused specifically on
the effect of adding “stubborn” agents to a simulation. For simulations with a
higher share of agents who stick stubbornly to their opinion, they found that
the number of opinion clusters decreased [16].

As Dunbar et al. found, people tend to interact on social media platforms
within certain communicational layers [13]. That means that our connections
to other individuals hold similar connotations to those in the offline world and
that we would differentiate between our interactions with friends, colleagues
and more distant acquaintances. For introducing such dynamics into simulation
models Salehi et al. showed an approach through varying additional trust levels
for the friendship connections of the agents [30]. Along with the implementation
of more complex friendships connections, we will also strive to incorporate more
features of social networks like the function to share a post from the individual’s
news feed into her friendship network.

Another important question while simulating opinion dynamics is how one
assumes a simulation state to be final or converged. While in cases with con-
sensus formation the answer seems trivial, other cases with unstable opinion
distributions in the network might hardly get into a stable final state. Meng
et al. found that the convergence time of models operating under the bounded
confidence approach of Deffuant et al. strongly depends on the underlying net-
work structure. Also, they stated that there is a critical border for the bounded
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confidence of € = 0.5 for certain network topologies. When this border is crossed,
the convergence time of simulation runs increases significantly [24]. Hence, for
advancing our approach in the future it will be also inevitable to investigate the
convergence behavior of our simulation.

The last consideration has to be given to the modeling of the network struc-
ture. As we aim to simulate the opinion dynamics in real social networks it is also
crucial to run our models on suitable network structures that are capable of repli-
cating the real-world conditions. An extensive analysis of the friendship relations
in Facebook of Wilson et al. shows that the actual structure of the social graph
shows similarities and a power-law distribution of degrees like in Barabdsi-Albert
networks. Nevertheless, fitting of the model parameters is required to facilitate
the generation of a realistic artificial network and additional factors as network
growth have to be taken into account [38].

In conclusion, there is still a lot do be done for simulating the opinion dynam-
ics on social media platforms as realistic as possible. Nevertheless, this process is
worth tackling all the obstacles as it will facilitate the understanding of opinion
formation in online social networks and help with designing social media plat-
forms in a way so that they actually will support an independent and democratic
opinion formation in online environments. As shown by De et al., the prediction
of opinion dynamics in social media platforms is a solvable problem and will be
of high value for reaching this goal ultimately [9].
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Abstract. Communication between the speaking and the non-speaking commu-
nity has always been a difficult task. Millions of people in India suffer from the
hearing or speaking impairment. This project provides a solution for these peo-
ple to communicate with everybody else without any problem. It is an IoT based
project, which converts hand gestures into synthesized textual format. The device
consists of a glove with flex sensors all over the fingers to understand the orien-
tation of the hand. When hands and fingers moved, words and numbers detected
according to the movement. A bluetooth speaker attached to a Raspberry Pi that
converts this text to speech. The device needs to be tested on a number of subjects
for standardization of gestures. In current work only one hand is used for a gesture
to speech conversion.

Keywords: Bio robotics - Sign language - Speech recognition - Sign language
translation - Cognitive robotics

1 Introduction

Humans communicate with each other by expressing their thoughts and ideas and the
best way to do so is through “speech” but some people deprived of this necessity. The
only way by which the deaf and dumb people communicate is through sign language
[1]. Sign languages (also known as signed languages) are languages that use the visual-
manual modality to convey meaning. Sign languages are full-fledged natural languages
with their own grammar and lexicon [2]. Wherever communities of deaf people exist,
sign languages have developed as handy means of communication and they form the core
of local deaf cultures. Although sign language is used primarily by the deaf and hard of
hearing, it is also used by hearing individuals, such as those unable to physically speak.
The sign language used in India is the Indian Sign Language. As per Census 2011,
in India, out of the 121 Cr population, about 2.68 Cr persons are ‘disabled’ which is
2.21% of the total population. Out of this 2.68 Cr population, 19% of them are impaired
from hearing. In an era where ‘inclusive development’ is being emphasised as the right
path towards sustainable development, focussed initiatives for the welfare of disabled
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persons are essential. This emphasises the need for strengthening disability statistics
in the Country [3]. Lot of work has been done over the past couple of years to uplift
the hearing-impaired people. Post-independence, State Government and Municipalities
have started special schools for the deaf in many states. But, the number of schools
has remained inadequate compared to the number of children between the age group
of 0—14 years [4]. Even though measures have been taken by the Government and the
NGO’s to uplift the deaf and dumb community, there is not much work done to bridge
the communication gap that exists between the non-speaking people and the speaking
people.

Google has introduced a wearable wristband which will detect the gestures and is
connected to their mobile device for communication, but it is approved only as theoret-
ically not implemented as such. TOSHIBA is also trying to develop a robot-like sign
language interpreter which is used for communication. There are various android appli-
cations that are released to provide the communication facility to the mute people [5].
Real time conversion of sign languages using desk and wearable computer-based video
has also been done for the communication of mute people [6]. There are also works
related to the real time recognition of sign languages in videos as well [7]. Our model
proposes a glove-based system that will help translate the gestures into speech. This data
glove consists of flex sensors over the fingers that detect the hand orientation. The data
which is obtained from the data glove is then communicated to the Raspberry pi using a
Wi-Fi module and then decoded to translate the gesture into speech. A Bluetooth speaker
is used to say the gesture out loud. Our device has been interfaced with the Indian Sign
Language. ISL is predominantly used in India, Pakistan and Bangladesh. It uses both
hands to communicate. We have come up with this device in the hope that the deaf and
dumb community can be benefitted from it (Fig. 1).

ALPHABETIC CHART (INDIAN SIGN LANGUAGE)
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Fig. 1. Alphabets in Indian Sign Language [8]
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2 Objective

The project is aimed to overcome the communication barrier between the non-speaking
and speaking community through the data glove that converts sign language to speech.
Data gloves consist of sensors to recognize any gesture and then converted to speech.
In this paper the aim is to convert gestures from one hand to speech. The scope of this
project as of now is to depict numbers in the Indian Sign Language from 1-9 in the form
of audio output.

3 Methodology

Our system has five flex sensors, a Wi-Fi module and an accelerometer attached at the
backside of the glove. Flex sensors work on the principle of variable resistance whose
terminal resistance increases when the resistor is bent. It is used to sense changes in
linearity [9]. The resistance of the strip is foldable and a range of resistances are produced
depending on the bent angle. these analog values are converted into digital values using
analog to digital converters. The device used to convert these analog values into digital
values is an Arduino Pro mini. These values are then classified as high, medium or
low depending on the orientation of the hand. It is depicted high when the finger is
completely stretched out and low when the finger is completely bent. These values
along with the accelerometer values are combined and sent to the raspberry pi over Wi-
Fi. The accelerometer used in this device is a 3-axis Gyroscope, 3-axis Accelerometer
and Digital Motion Processor, all in small package. The 3-axis gyroscope detect the
rotational velocity along the x, y and z-axis. When the hand is rotated about any of
these axes, Coriolis Effect causes a vibration that is detected in the device. The 3-axis
accelerometer detects the inclination of the angle along the x, y and z-axis [10]. Since the
accelerometer used is very sensitive, a range of values is given for a particular gesture
to be recognised. All these values are then combined to send it to the Raspberry Pi over
Wi-Fi using a Wi-Fi module. The Pi is set up as a server and data is sent to it. This data is
processed in the Raspbian. If the data generated when a gesture is performed matches with
the pre-existing gesture data in the memory the pi using a Bluetooth speaker announces
the gesture. We start gesturing with our fist clenched. This is the starting point. All the
fingers clenched means that all the fingers are depicted as low. (according to the logic
we are using). So, for all the five fingers, the starting point will be [I/I/I/l/l] (leftmost
- thumb and rightmost - little finger and 1 depicting low). See Fig. 2. Here [, m, and
n represent low, medium and high respectively. When the finger is completely bent, it
represents low and when fingers are stretched then it depicts high. Figure 2: The fingers
is clenched tightly. This is the position where all the fingers are depicted as low and we
are assuming this to be the starting position for all the signs (Fig. 3).

Now when we consider the number 7 in the Indian sign language. It is depicted a
posture as shown in the Fig. 4. Here all the fingers are clenched except for the index
finger which is bent a little but not completely stretched. From the figure we can see
that all the fingers are clenched except for the index finger which is neither completely
clenched or completely stretched out. Therefore, according to the logic, we are using,
the thumb, middle, ring and the little fingers should all be depicted low and the index
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Fig. 2. The fingers is clenched tightly.

blll' blll' blll' blll' blll, bll'
blll’ bl‘ll’ blll’ bl‘ll, bl‘ll' bll:
blll' blll' blll' blll' blll' bll‘
blll' blll’ blll' blll' blll’ bll-
blll' blll' blli’ blll' bl'll' bll'
blll’ blll' blll' blll’ blll’ bll-
blll' blll' blll' blll' blll' bll:
blll' blll’ blll' blll' blll' bll'
blll’ bll" blll' blll' blll' bll.
bl‘ll' blll' blll' b'll' blll' bll‘
blll’ blll' blll' blll’ blll' bll-
blll' blll, blll, blll' blll' bll:
blll’ blll' blll' blll' blll’ bll'
blll' bll!, blll' blll' blll' bll‘

Fig. 3. This shows how each finger is depicted as low when the first is clenched.
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finger should be depicted as medium. This means that the pattern which we are looking
at is ideally [1/m/I/I/I/1]. but because of the sensitivity of the flex sensors, the flex sensor
reading of the thumb finger sometimes shows m and sometimes shows low. So, in our
database we have put [I/m/l//1] and [m/m/I/I/] as number 7. The same has been done for
other numbers as well so that they can be identified accurately. When we are depicting
the number 7, the fingers are clenched in the beginning and the index finger is raised a
little.

The reading for the index finger changes from low to medium and the remaining
fingers remain at low. This pattern [1I/m/l/l/I] matches with our database of numbers
which are predefined and the number 7 is depicted. All the numbers from 1-9 are
depicted this way. The data from the flex sensors and the accelerometer is sent to the
raspberry pi for processing using socket programming.

Fig. 4. Number 7 in the Indian Sign language.

The same has been done for other numbers as well so that they can be identified
accurately. When we are depicting the number 7, the fingers are clenched in the beginning
and the index finger is raised a little. The reading for the index finger changes from low
to medium and the remaining fingers remain at low. This pattern [1/m/l/1/1] matches
with our database of numbers which are predefined and the number 7 is depicted. All
the numbers from 1-9 are depicted this way. The data from the flex sensors and the
accelerometer is sent to the raspberry pi for processing using socket programming. A
server client scenario is established and the data is sent. The data of the signs is stored
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in the form of arrays. Each array contains five sub arrays for the five fingers. In each of
the sub array, there are three values (Fig. 5).

Shell
jv'm’, o'W, DL, DL, DL, D)
[blml, b'm', blll' b'l', b'll, bvv]
[blmll blmo’ D.l', boll' b'll’ bll]
[b'm', b'm', b'l', b'l', bvlll bnv]
[p'm', b'm', D'L', D'L', b'L', b'']
else
7
[blmll blml' blll, blll' blll' bl']
[blml, blml' blll' blll' b'll, bll]
[blml’ blml' bl'll' blll' blll' bll]
blml’ blml, bll" bllll b'll' bll
[b'm'; b'm', b'1', b'L', b'L', b'"]
[blmll blml’ blll, blll' bllll bl']
[blml’ blml' blll' blll' b'll, bll]
[blmll blml' blll' blll' blll' bll]
[blml, blml’ bll!’ bllll b!ll' bll]
[b'm'; D'm', D'1', b'L', b'L', b'"]
else
7
[b'm', blml’ blll' blll' blll bll]
[b'm', b'm', D'V’ A I (O IS I

Fig. 5. This shows how the index finger is depicted as m to communicate the number 7

There are three values in the sub array for the three levels-low, medium and high.
Again, to depict the number 7, the way in which it is stored is [[1, O, 0], [1, 1, O], [1, O,
0], 1,0, 0], [1, 0, 0]]. The zeroth indexed element in the sub array is for low and the first
and the second indexed element are medium and high respectively. The zeroth element
of the zeroth sub array depicts that the thumb finger is at low. The first element of the
first sub array depicts that the index finger is at medium and similarly from looking at
the rest of the sub arrays we understand that the middle, ring and the little finger are at
low. Due to the sensitivity of the flex sensors we have assumed [[1, O, 0], [1, 1, 0], [1,
0, 0], [1, O, 01, [1, O, O]] and [[1, 1, O], [1, 1, O], [1, O, O], [1, O, O], [1, O, O]] as 7 for
accuracy. The starting point for any gesture again is [[1, O, O], [1, 0, 0], [1, O, 0], [1, O,
0], [1, 0, 0]] - when all the fingers are at low. To depict number 7, the value of the index
finger becomes medium which means that the first element of the first sub array changes
from O to 1. It is programmed in such a way that when the resistance value of a particular
finger generated corresponds to medium, the value changes from O to 1.

4 Hardware Components

The hardware components used in this project are the flex sensors, a Wi-Fi module and
an accelerometer.
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Flex Sensors. Flex sensor has multiple applications like most sensors. Even though it
is widely used as a goniometer in rehabilitation research, its applications can be seen
in different fields like, human machine interfaces, geology and musical instruments. In
each application, the sensor identifies the flexure in terms of varying resistance that can
be recorded digitally and the data is then used differently depending on application [11].
There are three types of flex sensors, namely, optical flex sensors, conductive ink-based
flex sensors and capacitive flex sensors. In this project we have used the capacitive
flex sensors. A capacitive bend sensor includes a first element having a comb-patterned
portion of conducting material, and a second element having a comb-patterned portion
of conducting material. A dielectric material is disposed between the comb-patterned
portion of the first element and the comb-patterned portion of the second element. The
first element is bonded to the second element such that the comb-patterned portion of the
first element slides relative to the comb-patterned portion of the second element when the
first and second elements are bent. Bend angle is measured according to the alignment
of the comb-patterned portion of the first element and the comb-patterned portion of the
second element [12]. These sensors work on the principle of variable resistance. The
resistance of this changes when the finger is bent. Ideally, the more the finger is bent,
the resistance of this increases. Using this principle, we place the flex sensors along
the fingers to measure the degree of bending of the fingers. We use the capacitive flex
sensors for this project because it is more economical and easier to interface with the
other devices used in this project (Figs. 6 and 7).

Fig. 6. Capacitive flex sensor which is used in the device [11]

Accelerometer. The Accelerometer used in this project is an integrated 6-axis Motion
Tracking device that combines a 3-axis gyroscope, 3-axis accelerometer, and a Digital
Motion Processor™ (DMP) all in a small 4 x 4 x 0.9 mm package. The accelerometer
features three 16-bit analog-to-digital converters (ADCs) for digitizing the gyroscope
outputs and three 16-bit ADCs for digitizing the accelerometer outputs. For precision
tracking of both fast and slow motions, the parts feature a user-programmable gyroscope
full-scale range of 250, =500, £1000, and £2000°/s (dps) and a user-programmable
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Fig. 7. Interfacing Arduino with a flex sensor

accelerometer full-scale range of +2 g, +4 g, 8 g, and £16 g. [13] the Accelerometer
in this project is used to measure the movement of the hand and its alignment. The data
from this is collected and depending on the data, a symbol or movement is depicted

(Fig. 8).
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Fig. 8. 3-axes accelerometer and a 3-axes gyroscope

Raspberry-Pi. The model of Raspberry Pi used in this project is a Raspberry Pi model 4
model B. itis a Quad core 64-bit ARM-Cortex A72 running at 1.5 GHz witha2 GB RAM
and it supports dual HDMI display output up to 4Kp60. We can interface this Raspberry Pi
with Bluetooth and Wi-Fi. This microcontroller also consists of 2x USB2 ports 2x USB3
ports 1x Gigabit Ethernet port (supports PoE with add-on PoE HAT) 1x Raspberry Pi
camera port (2-lane MIPI CSI) 1x Raspberry Pi display port (2-lane MIPI DSI). There are
about 28 user General Purpose Input Output Pins supporting various interface options
which are UART, SPI, I12C and so on. The software for this microcontroller includes
ARMVS Instruction Set [14]. The Raspberry Pi is used to gather information which we
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get from the flex sensors and the accelerometer. It is communicated to the Pi using a
Wi-Fi module. Depending on the hand movements, the gesture performed is depicted
(Figs. 9 and 10).
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Fig. 9. Raspberry Pi 4
Programming
Header

3.3v regulated
voltage Ground

Fig. 10. Arduino Pro Mini

Raw input voltage

Arduino. The device used to convert the analog values coming from the flex sensors to
digital values is the Arduino pro mini. This device has been used as opposed to Arduino
uno since it is compact and can fit into the hand easily. The Arduino pro mini operates at
3.3 V as opposed to Arduino Uno which operates at 3.3 V as well as 5 V. The Pro Mini
3.3 V runs at 8§ MHz. the resonator on the Pro mini is slower to ensure safe operation of
the ATmega. Pro mini’s pins surround three of the four sides. The pins on the short side
are used for programming. The pins on the other two sides are an assortment of GPIO
and power pins [15].

5 Results and Discussion

This project mainly aimed at easing the problems faced by the deaf and dumb society.
Developing technology like this enables people with disabilities to participate fully
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in all activities without any problem. In the case of the deaf and dumb people, the
problem arises when their thoughts or ideas cannot be conveyed to other people due to
limitation of sign language understanding to public. This project aims at overcoming this
communication barrier. The flex sensors used in this project are the 4.5” in. capacitive flex
sensors. The 4.5” flex sensors are used for the index, middle and the ring fingers. The 2.2
flex sensors are used for the little finger and the thumb fingers since they are shorter. But
since the 2.2” flex sensors are not producing accurately; it is better to use the longer flex
sensors on the thumb and the little finger as well. The longer ones were used so that the
sensor can cover the Metacarpophalangeal (MCP) joints and Proximal Interphalangeal
(PIP) joints [16]. Since the accelerometer is not enough to perfect the hand orientation, a
3-axis accelerometer gyroscope is used. The data received communicated using a Wi-Fi
module since it has a longer communication range when compared to bluetooth. As of
now we are not using any Machine Learning or Deep Learning processes to predict the
signs. We are performing the gestures which are already pre-existing in the database. We
have used a Raspberry-Pi in this project because we were initially wanting to perform
only few of the signs and to decode those few gestures a Raspberry pi was sufficient.
The next step of this project is to couple both the hands and perform a greater number
of gestures.

6 Conclusion and Perspective

We have done this project in the hope that many people can benefit from our work. The
gesture glove device work well to generate instructions in the form of number and some
texts. In future, we would like to interface our project with deep learning and machine
learning concepts to make it more efficient. A set of machine learning algorithms are
deployed on raspberry Pi which analyse the output from sensors, reduce the noise in
the data using templates of hand movements. The machine generates the text to the
corresponding hand movement using LSTM algorithm. The text is converted to speech
using a TTS (Text to Speech) module. The workload on raspberry is divided using
threading concept. The device to raspberry communication is asynchronous. We would
also like to use touch sensors of some sort because there are a lot of gestures in the Indian
Sign Language that have the same hand orientation but different positioning of the hand.
For example, the letter ‘I’ and a ‘woman’ do not have much difference in the gesture.
Both are depicted by stretching the index finger completely while the remaining fingers
are kept clenched. So, to depict such gestures with such subtle differences, touch sensors
or a greater number of accelerometers should be used to get the positioning right.

In Fig. 11 and Fig. 12, we can see how a “woman” and the letter “I” respectively.
From the figures we can see the subtle differences in the gestures. With the model
we have right now, it is difficult to differentiate between them. Our future goal is to
come up with a method that can differentiate between them and identify the gestures
accurately. One method through which such subtle gestures can be identified accurately
is by incorporating touch sensors that triggers different values when different parts of
the body are touched. Another way is to use more number of accelerometers to get the
positioning accurately. This problem may also be solved by using Machine Learning
or Deep Learning techniques to predict the gesture depending on the context of the
situation.
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Fig. 11. In Indian sign language, a “women”. Sign is depicted by touching the index finger to the
index nose [17].

4

Fig. 12. The letter “I” in the Indian language is shown by stretching out finger and touching it to
cheek [18]
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Identification of Target Speech Utterances
from Real Public Conversation
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Abstract. We are developing a conversation support system that can estimate
the smooth progress of human-to-human conversation. When the system senses
there has been little progress in the conversation, it attempts to provide a topic to
lead a smoother discussion and good atmosphere. The conversation atmosphere
is estimated using the fundamental frequency (FO) and sound power (SP). In its
practical use, the following problems occur:

1. Ambient noises, especially nonstationary speech signals of a person behind
the target speaker, decrease the conversation-atmosphere estimation rate. It is
difficult to cancel this speech noise, even when using current noise cancelling
methods.

2. Laughter utterances in which acoustic characteristics are quite different from
usual speech utterances are often seen in daily conversation, which causes a
decrease in the conversation-atmosphere estimation performance.

In this paper, we propose an identification method for target speech utterances
from ambient speech noises or laughter utterances using the standard deviation
value of SP and Mel-Frequency Cepstral Coefficients (MFCC).

Keywords: Conversation support system - Ambient speech cancelling -
Laughter utterance identification

1 Introduction

Recently, with the spread of network devices, such as personal computers and smart-
phones, various pieces of information can be easily obtained, and the opportunity to
obtain information by talking with people has decreased. The number of people who
are living alone and are reclusive is increasing, and the lack of communication between
humans has become a big problem.

The creation of some communities has been promoted to support the communica-
tion between the elderly, especially disaster-stricken elderly people. However, it is not
easy to provide communication support to people who once missed the opportunity for
interaction with others. When they are not confident in communicating with others or
they have a negative impression of the community themselves, it is difficult to get people
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to immediately participate in communication support activities. Therefore, a different
approach to solving this problem is necessary.

Many robots that communicate with humans have been developed for elderly per-
sons [1-3]. They are effective at being interested in conversation; however, they have
a problem in that the user becomes tired of their conversation for reasons such as lack
of conversational flexibility and adaptability. It would be difficult to change their top-
ics, expressions, utterance timings, or talking speeds according to the situation of the
user and the conversation atmosphere. We have already proposed a conversation sup-
port system for the public community [4]. The system can understand whether or not
the human-to-human communication proceeds smoothly. When sensing there has been
little progress during the conversation, the system attempts to provide a topic to lead a
smoother discussion and good atmosphere. We have already confirmed that the funda-
mental frequency (FO) and sound power (SP) values for each utterance are effective in
estimating the conversation atmosphere using a free conversation database recorded in a
recording studio. Figure 1 shows the structure of the conversation smoothness estimation
process. The system extracts FO values from input utterances and calculated the standard
deviation of the FO values (SD-F0). When the SD-FO values of some utterances in the
conversation are detected to be under the threshold value, the system decides that the
conversation is not progressing smoothly and provides a new topic to liven up the con-
versation. However, the system was evaluated using conversations recorded in a studio,
and we have not solved the problems of conversation support in real-world use.

Acoustic Calculation of F0's ge:";:::;:i::‘
Analysis FO  |»| Ave. & SD for each >
. smoothness
extraction utterance
degree

Not Smooth

3
Offer new topic
value

Fig. 1 Conventional process of a conversion support system

We think that if we use our system in a real restaurant or lounge, the following fatal
problems will occur and decrease the estimation performance:

1. Ambient noise decreases the estimation performance. In particular, it would be diffi-
cult to exclude nonstationary noise, such as a person’s speech from behind the target
speaker, even when we use current noise cancelling methods.

2. Non-language utterances (e.g., laughter, cough, and clicking tongue) are often
included in daily conversation more than in the conversations recorded in studios.
The error rate of conversation atmosphere estimation increases when using real daily
conversation because the FQ characteristics are different from those of normal speech.
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In this paper, we describe an identification method for target normal speech utterances
from ambient speech utterances and laughter utterances, which are frequently included
in daily conversation.

2 Our Conversation Support System

The left side of Fig. 2 shows a scene of use of our conversation support system listening
to a conversation between two speakers and estimating whether the conversation is
progressing smoothly. The plush-doll on the table is our conversation support system. The
two right pictures in Fig. 3 show the microphone for recording speech. The microphone
is a small directional condenser microphone. Several microphones are placed just in
front of the chairs on the sides of the table. Furthermore, it is desirable that the position
of the microphone is adjustable according to the sitting positions of the speakers. In such
locations, even if the microphone is installed near the user, background conversations
of other people are frequently inputted.

Fig. 2 Usage scene of conversation support Fig. 3 Location of the microphone for
system (left) recording conversation utterances (right)

3 Identification Method for Differentiating Between Ambient
and Target Speech

We used our conversation support system in a restaurant during lunchtime to evaluate it
for practical use. The system regarded signals as target utterances when the power level of
signals exceeded the threshold. Over a three-minute period, over seventy utterances were
extracted as target voices. However, the rate of target speech extraction was only 65%.
The extracted utterances included several inputs from people sitting at the neighboring
table and employees of the restaurant. It is necessary to distinguish between the speech
of ambient speakers and the target speaker.

To exclude background speech, several sound source separation methods have been
proposed using microphone-arrays [5, 6]. There are also several identification methods
for the separation of sound sources based on the use of a single microphone, such as
binary masking using a Bayesian network and non-negative matrix factorization [7,
8]. These methods are effective for separating target sounds from background noise.
However, the associated system tends to be complex, and the separation of target sound
sources from nonstationary noise, such as ambient speech, is typically insufficient.

We use the standard deviation values of SP (SD-SP) for each utterance to identify
the target speaker located near a microphone. In previous our paper [9], we found that
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the SD-SP of each utterance when speakers talk near the microphone tends to be larger
than that when speakers talk far from the microphone. However, we confirmed this using
only male speakers. In this paper, we report the experience results using both males and
females.

3.1 Free Conversation Recording in a Restaurant Environment

To analyze the difference between the acoustic characteristics of speech originating
near a microphone and that originating far from a microphone, we recorded several
conversations in an experimental room.

To reproduce the acoustic environment of a restaurant, two loudspeakers were placed
behind the speaker and noises from actual restaurants were played. We asked a speaker
and a partner to talk to each other freely amidst this noise. The partner stood behind the
microphone, and its position was fixed. One speaker (Speakerl) stood at two different
positions: one was 30 cm from the microphone and the other (Speaker2) was 120 cm
from it. We recorded the speaker’s utterances for each spot. When the speaker’s distance
is 30 cm from the microphone, the system regards the speaker as the target, whereas
when the distance is 120 cm, the system does not regard the speaker as the target due
to environmental noise. The former is the conversation that should be accepted by the
system, and the latter is the conversation that should be excluded.

Table 1 lists the recording conditions. Figure 4 shows the experimental layout used
to record the conversations.

PC for recording PC for playback

Partner

‘ Speakerl Speaker?
oo @ ®

120cm

Playback of
restaurant
noise

microphone Loudspeaker

Fig. 4 Schematic diagram of experimental layout

3.2 Acoustic Analysis and Extraction of Each Utterance

We extracted the speaker’s utterances from the recorded conversation. The threshold
level was decided using Eq. (1), and only parts above the threshold level are extracted
as utterance parts.

Threshold level = (Average of ambient sound power) + 5 dB €))]

We calculated the FO values and SP values of each utterance as acoustic parameters.
The analysis conditions and specifications are listed in Table 2.
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Table 1. Conversation recording conditions

Speakers 4 males and 2 females
Conversation period 2-4 min/conversation
Conversation condition Free dyadic conversation
Distance between microphone and speaker 30 cm/120 cm

Ambient sound Sound recorded in a restaurant
SP value of the ambient sounds at location 120 cm: 59.3 dB

of each speaker 30 cm: 56.7 dB

S/N values at the location of microphone 120 cm: 4.2 dB

Signal: each speaker’s sound 30cm: 13.3dB

Noise: ambient sound

Table 2. Parameter extraction details

Sampling frequency [Hz] | 16000

Frame length [ms] 128
Frame shift width [ms] 10

3.3 Standard Deviation of FO or SP Value of Each Utterance

We calculated standard deviation values of SP (SD-SP) as well as the SD-FO of each
utterance. Their relationship is shown in Fig. 5. A comparison was made between the
values obtained for utterances originating near the microphone (distance of 30 cm) and
those for utterances originating far from the microphone (distance of 120 cm). The line
in Fig. 5 represents the boundary calculated using the LDA method. Figure 5 indicates
the following:

e The SD-SP values at 30 cm are higher than those at 120 cm. The difference between
the two sets of values is significant, based on the F-value analysis (confidence level
of 95%). The tendency of the relationship is independent of male and female.

e The difference in the SD-FO values between the 30 cm and 120 cm cases is small, and
the difference is not significant based on the F-value analysis.

We confirmed that the SD-SP values at 30 cm were higher than those at 120 cm as
follows:

(1) The SD-SP values for each utterance decrease as the distance between the
microphone and the loudspeaker is increased.

(2) The SD-SP values of loud utterances tend to be smaller than those of normal
utterances.
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Fig. 5 Relationship of the standard deviation between FO and SP

To clarify the reason why the SD-SP values of loud utterances are smaller than that
of normal utterances, we compared the changes in the time axis of SP values between
loud utterances and normal utterances. We recorded two kinds of utterances. One was
the normal utterance recorded in the room without noise, and the other was the loud
utterance spoken while listening to the restaurant’s noises with headphones

Figure 6 shows examples of the two kinds of utterances. The left figure shows an
example of a loud utterance’s SP, and the right figure shows an example of a normal
utterance’s SP. The dotted lines in these figures represent the threshold levels when each
utterance is spoken in a noisy restaurant. When comparing the shapes of the changes on
the time axis of SP values, the flat part indicated dotted circle is found only in the upper
threshold of the loud utterance for the Lombard effect. In a normal utterance, the shape
of the SP has a tendency to change constantly. This is the reason the SD-SP of the loud
utterance is smaller than that of the normal utterance.

b s | "y

6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.5 6.55 6.6 6.65 6.7 6.75 6.8
Time[s] Timel[s]

loud utterance normal utterance

Fig. 6 Examples of waveform and sound power for loud utterance and normal utterance
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3.4 Evaluation of Identification of Target Speech Using SD-SP and SD-F0

We estimated the distance between the speaker and the microphone for each speaker
using the support vector machine (SVM) function for the other three speakers, and we
evaluated an estimation performance by calculating the recall rates, precision rates, and
F-measure rates (harmonic average value). Table 3 lists the values of each rate. The
talker A-D are males and the talker E and F are females. Although the recall rate and
precision rate varied depending on the speaker, the average rate across all four speakers
was 80.5%. This result suggests that the realization of a conversation support system
that can extract only the utterances of a target speaker near a microphone is feasible,
even in an environment with ambient noise.

Table 3. Estkmation performance of each speaker

Person A |B C D E F Average
Recall [%] 90.0 | 80.0 | 70.0 | 90.0 | 60.0 | 70.0 | 76.7
Precision [%] | 81.8|88.9|87.5|100.0|75.0|77.8|85.2
F-measure [%] | 85.7 | 84.2 | 77.8 | 94.7 |66.7 | 73.7 | 80.5

4 Differentiation Between Laughter Utterances and Normal
Speech Utterances

Daily conversation includes several non-language utterances, such as laughter, cough-
ing, and tongue clicking. The rates of non-language utterances in the free conversation
database are 19%. The utterances of the elderly include many types of non-language
utterances, but 83% of utterances are “laughter”. We have already proposed an iden-
tification method between laughter utterances and normal speech utterances using the
standard deviations of F0 values for each utterance [8]. However, the identification per-
formance was not high. The FO values and SP values characteristic of laughter utterances
depend on the speaker, and it was not easy to detect the boundary between normal speech
and laughter utterances independent of speakers. In this paper, we report the identifica-
tion experiment results for laughter speech using the MFCC in addition to FO and SP
parameters.

4.1 Free Conversation Recording

We recorded six sets of daily conversations by six males as participating speakers. They
met for the first time with each other. Figure 7 shows the location of the conversation
recording. We used two microphones and a video camera for this purpose. Figure 8
shows an example photo extracted from the video data. The conditions of the recordings
are listed in Table 4.
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Fig. 7 Location of recording conversation

Fig. 8 Example photo extracted from the video data

Table 4. Conditions of conversation: estimation performance of each speaker

Speakers

6 males

Ages

62-82 yours old

Number of conversations

6 conversations

Conversation periods

Three minutes/conversation

Conversation condition

Free dyadic conversation

4.2 Laughter Utterance Extraction

59

We extracted both normal speech utterances and laugher utterances from the recording
data. The laughter utterances were classified into three types according to social function
in Tanaka’s paper [10]. Table 5 indicates the number of utterances for each type of

extracted utterance.
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Table 5. Number of extracted utterances of laughter and normal speech

Number of speech utterances 81

Number of laughter utterances | Mirthful | 45 (63.38%)
Polite |20 (28.17%)
Derisive | 6 (8.45%)

4.3 Acoustic Analysis Conditions

We calculated the FO, SP, and MFCC values of both normal speech and laughter utter-
ances shown in Table 5 as acoustic parameters, and the standard deviations of these
parameters were calculated. In a practical noisy environment, the threshold should be
set above the SP of noise, and only the part of the input signal over the threshold is
regarded as utterances. In the experiment, we calculated the average SP value of each
utterance and regarded it as a threshold. We calculated the acoustic parameters of only
the utterance parts above the threshold. The analysis conditions and specifications are
listed in Table 6.

Table 6. Parameter extraction details

Sampling frequency [Hz] 16000
Frame length [ms] 128
Frame shift width [ms] 10
MFCC dimension [dimension] 8

4.4 Normal Speech Identification from Laughter Utterances by SVM

We confirmed the identification performance between the normal speech and laughter
utterances using FO, SP, and MFCC. We used an SVM for identification. In particular, to
confirm the effectiveness of MFCC, we compared the performance using only FO and SP
with that using FO, SP, and MFCC. Tables 7 and 8 show the identification performances
in terms of recall, precision, F-measure, and accuracy of normal speech extraction from
the database shown in Table 4.

To improve the conversation-atmosphere estimation performance, it is important that
all extracted utterances are normal speech utterances. When the “True Positive (TP)”,
“True Negative (TN)”, “False Positive (FP)”, and “False Negative (FN)” are counted on
the side of normal speech utterances, the accuracy rate is defined by Eq. (2).

Accuracy = (TP + FN) /(TP + FP + FN + TN) 2)

Tables 7 and 8 show the following:
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Table 7. Identification rates of each speaker using FO, SP, and MFCC

Person A B C D E F Average
Recall [%] 77.78 | 63.64 | 50.00 | 88.24 | 52.94 | 80.00 | 68.77
Precision [%] | 70.00 | 77.78 | 66.67 | 78.95 | 75.00 | 70.59 | 73.16
F-measure [%] | 73.68 | 70.00 | 57.14 | 83.33 | 62.07 | 75.00 | 70.20
Accuracy [%] | 68.75|73.91|55.00 | 81.25 | 60.71 | 75.76 | 69.23

Table 8. Identification rates of each speaker using FO and SP

Person A B C D E F Average
Recall [%] 77.78 1 63.64 | 75.00 | 88.24 | 58.82 | 80.00 | 73.91
Precision [%] | 77.78 | 53.85 | 64.29 | 60.00 | 71.43 | 50.00 | 62.89
F-measure [%] | 77.78 | 58.33 | 69.23 | 71.43 | 64.52 | 61.54 | 67.14
Accuracy [%] | 75.00 | 86.52 | 60.00 | 62.50 | 60.71 | 54.55 | 61.55

e The accuracy rate was approximately 69.23%. When using MFCC parameters in
addition to FO and PS, the accuracy rate increases compared to using only FO and PS
(from 61.55% to 69.23%).

e For our conversation atmosphere estimation, a high precision rate is desirable. The
precision rate was improved by approximately 10% by using MFCC (from 62.89%
to 73.16%).

e The performance depends on the speaker. In particular, the accuracy rates are decreased
for speakers B and C. However, the differences in the accuracy tend to decrease when
using MFCC.

4.5 Discussion

For the conversation atmosphere estimation, all extracted utterances should be normal
speech utterances without laughter utterances, and the precision rates are important. As
a result, the precision rates were 73.16%. This is insufficient for identification perfor-
mance. However, if we extract all the utterances as normal speech, the precision rate is
53.29% (number of normal speech utterances/number of all utterances shown in Table 5).
The results suggest that the precision rate would be improved drastically. In addition,
the MFCC parameters are quite effective in improving the precision rates.

To clarify the reason for the effectiveness of MFCC, we compared the standard devi-
ation of MFCC (SD-MFCC) values between the normal speech utterances and laughter
utterances.

Figure 9 shows the comparison results between normal and laughter utterances using
SD-MFCC values of the 2" dimension values and the 4" dimension values. The SVM
method was used for identification. The curved line in Fig. 9 indicates the boundary
between normal speech and laughter by SVM.
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This figure indicates that the area plotted by the MFCC values of laughter utterances
is small. Almost all values of both the 2" dimension and 4™ dimension are plotted
within the SVM boundary. However, the area in the case of normal speech is wide. The
results indicate that it is difficult to separate both areas, but it is possible to decide the
area plotting only normal speech utterances. The results suggest that MFCC values are
only useful for extracting normal speech utterances.

The identification performance shown in Fig. 9 depends on the speaker. In the future,
it is necessary to develop a speaker adaptation method to improve its performance.
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Fig. 9 Comparison between normal and laughter utterances using SD-MFCC values (the 2nd

dimension and the 4th dimension).

5 Conclusion

We studied an identification method of target speech utterance to use a conversation
support system in a lounge environment. We found that the standard deviation of the
SP values is effective for identifying the target speech utterance from ambient speech.
As a result of an identification experiment using the SVM method, although the recall
rate and precision rate varied depending on the speaker, the average rate across all six
speakers was 80.5%. We also confirmed the identification performance between normal
speech and laughter utterances using FO, SP, and MFCC. The identification rate of normal
speech utterances was 73.1% as the precision rate.

These results indicate that these acoustic characteristics would be effective in con-
versation atmosphere estimation and suggest that our conversation support system could
be useful in practical scenarios.
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Abstract. This research paper focuses on the effectiveness of the Line Num-
bered Concordant Basic Text (LNCBT) of Narcotics Anonymous as an interactive
neurocommunicative and gamificated technique to generate empathic emotions
through its process and application. The LNCBT is studied as an effective educa-
tional, neurocommunicational and behavioral change technique for recovery from
addictions. Firstly, it was analyzed through Facial Action Coding System (FACS)
using the iMotions Software. Secondly, the FACS results were also contrasted with
text-based content analysis to confirm the relationship between empathic emotions
and the prose contained in the LNCBT, which the subjects selected through an
interactive communicative and game-based learning process: writing the num-
bers of their favorite sentences that they related with and sharing about them.
The analyzed data suggest that LNCBT technique activates emotional empathy,
including the ability of identifying through written text and verbal and nonverbal
expressions. Results confirmed multiple complex emotional flow from recogniz-
ing negative emotions, at the beginning, to more positive emotions, at the end of
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the technique. From middle time of the technique to the last moments the research
observed more balanced emotional states, once the negative experiences were rec-
ognized and shared at the beginning. At the end of the experience joy predominates
(75%—-85% of time) while emotions like anger or disgust tend to diminish. Finally,
the text-based content analysis method found data that also suggests that the sub-
jects, during the completion of the LNCBT technique, felt a positive emotional
flow towards empathy, a collective, nonjudgmental and shared balance emotional
state. The results suggest that the interactive neurocommunicative technique of
LNCBT therapeutically supports recovery from the addictive process, from the
isolated self-centered obsessive and compulsive emotional state towards a more
empathic collective state.

Keywords: Neurocommunications - Social brain - Connective intelligence -
Empathic imagination - Narcotics anonymous - Recovery from addictions -
Interactive communications - LNCBT - FACS - iMotions - Empathy and
emotion - Gamification - Automatic facial emotion recognition - Emotional
Text-based content - Behavior change techniques

1 Introduction

The Line Numbered Concordant Basic Text (LNCBT) of Narcotics Anonymous is stud-
ied as an effective educational, interactive neurocommunicational and behavioral change
technique for recovery from addictions. In the present research empathy is analyzed,
based on the emotions found automatically through software in the faces of individuals
that are part of addiction recovery groups based on the 12 Step technique. Specifically, for
this study, audiovisual recordings have been made during the use of the tool of LNCBT
technique, to be analyzed by the IMotions software.

It is intended to find what emotions appear in the most important moments at the
presence of empathy, and the tendency of these emotions to appear at a global level
through the process of the tool.

It started by using the observation of facial expressions because it is a less intrusive
method than electroencephalography (EEG) or Functional Magnetic Resonance Images
(FMRI). Also, it is considered an important tool of behavior measuring for the study
of emotions, cognitive processes and social interactions [1]. Also, it is used in different
areas like job interviews and personalized marketing of products [2].

Addictions have a neurobiological basis and the mesocortical-limbic system
anatomic substrate is the most important in relation to the addiction behavior [3].

Currently, addiction studies include, apart from associated chemical substances,
some of them of behavioral character, known as non-chemical addictions or toxic [4].
Most of them are included on the list of the denominated behavioral addictions by the
DSM V [5].

The pharmacological treatment for addictions by itself is not enough, because it is
centered on reducing symptoms of depression, anxiety, concern, and sleep difficulties;
in previous studies it has been proved that non-pharmacological techniques as group
therapies, cognitive-behavioral and motivations help to reinforce social behaviors that
modulate the addict brain [3, 6-10], allowing the person to maintain a lifestyle without
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drug consume and engendering abstinence [9] that is why it is interesting to study how
the 12 steps technique, LNCBT is able to generate empathy which can be recognized
and analyzed with software.

2 Materials and Methods

2.1 Emotions

They are actions that respond to external stimulus, perceived or remembered [11].
According to P. Ekman it is possible to find 7 terms that represent families of related
emotions: joy, sadness, anger, disgust, fear, mean, and surprise [12]. Each basic emo-
tion has a distinctive facial expression and for most of them have evidence of different
physiological responses, changes in the voice and cognitive phenomena evidence as
concentrating attention in the emotion stimulus [12—14]. Based on the knowledge about
basic emotions it is possible to build up first signs of more complex and interesting emo-
tions, mainly for philosophers. Other authors for generating a more general theory about
the fundamentals of the basic emotions a distinction between “primary” and “secondary”
emotions [15-18].

The “primary” ones are part of the evolutionary heritage that are shared by all healthy
humans and related to specific types of stimulus. The “secondary” ones are acquired
during the development of each individual and respond to more complex and abstract
characteristics and stimulus.

This approximation identifies each emotion with a type of somatic evaluation and is
centered on the functions of emotions on the internal cognitive economy of the organism
[12, 17].

Also, according to Damasio & Carvalho, the neurophysiological comprehension
of feelings can be conducive to the development of more efficient treatments against
depression, addiction to substances and untreatable pain [11].

2.2 Facial Expressions Recognition

There are four types of facial signs systems: static, slow, artificial, and fast. The static
signals include the size, the shape and the relative localization of the characteristics and
the contour of the bone structure that are related to identity and beauty. The slow signals
can be wrinkles or dark circles that carry information about age. The artificial signs such
as make up, plastic surgery or extra elements as wigs or glasses try to decrease the slow
signs of age. The fast signs include the actions produced by muscles, typically called
expressions, and the blood flow on the skin temperature and color [19]. It is about this
last type of signs in which the following systems described are focused on.

There are several methods to measure recognizable facial actions visually by humans,
around 14 techniques according to P. Ekman in a period of 55 years since 1924 [19]. For
automatic categorization, three recognition steps are necessary: detection of the face,
extraction of the facial expressions, and classification of the expressions. Most of the
studies about facial expressions analysis are based on the emotional classification vision
of Ekman of facial expressions, even though it does not mean that all the possible facial
expressions can be categorized within the 7 basic emotions [20]. There are two important
groups of parameters used to represent facial expressions:
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e The one developed by Ekman and Friesen in 1977 [21, 26], denominated FACS,
(Facial action coding system).

e And another group of parameters of muscular actions called FAPs (Facial animation
parameters), part of the MPEG-4 standard, developed in 1998.

The problem of the automatic classification is difficult at first, because the descrip-
tion of the emotions by Ekman is linguistic, not based totally on the action units; second,
because the classification of multiple basic emotions must be possible (complex emo-
tions); third, because it must be independent of the physiognomic variability of the indi-
viduals; fourth, because of the difficulty of recognizing the context; and fifth, because
there is an increase on the psychological research that time measurement is an important
factor for the interpretation of facial expressions [20].

According to Bassili [22], a trained human observer can classify correctly faces
within the six emotions, apart from content, on average of 87%. The software iMotions
presents a proven performance in a subgroup of data CK+ of the Carnegie Mellon
University [23] presented on Fig. 1 [24]. Moreover, an interesting conceptual framework
for analyzing emotions through face to face communication is developed by Hellmann
[25] and the web of the software IMotions [26] includes a large amount of related
researches from the last years that used it.
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Fig. 1. Performance of iMotions with CK+ .

For a long time, psychologists and neuropsychologists have discussed if the recog-
nition of faces is by underlying components or by an integral process. While Biederman
proposes the theory of recognition by components, under the premise that as well as
the oral language is composed by simple phonemes, the vision can be understood as
the composition of diverse figures [27]. In that regard, Ekman [28] was a pioneer in
studying and classifying the spontaneous expression in the faces generating its FACS
system, Facial Action Coding System, which is one of the few agreed system that it is
still used in modern research tools such as FACET 2.0 [24] of IMotions . Farah et al.
[29] suggest that the face recognition is an integral process that results with more pre-
cision to recognize the complete face with each one of the characteristics, therefore the
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researchers use a holistic focus as a PCA technique (Principal Components Analysis).
Until now, there has not been an agreement about this [30], but recent deep learning
approaches using convolutional neural networks and recurrent neural networks leads to
an integral process [31]. D. Li et al. [32] reported that the fusion of video with electroen-
cephalography outperform the use of each modality separately. Thus, future work with
the integration of electroencephalography could improve the emotions recognition.

2.3 Line Numbered Page Concordant

The tool and technique LNCBT, based on the program of 12 Steps for addiction recovery
is predicated on the recollection of collective experiences of people around the world
in different phases of addiction and recovery. The text is structured through numbered
phrases for each chapter. During the application of the technique, an individual reads a
phrase and says the number of the next phrase; the process is repeated until the chapter
is finished. During the reading the individuals write down the number of the phrases
that they identify with by any motive related to their own experiences. Then, everyone
has a three-minute period to share about the selected phrases. The main variable that
is studied is Empathy and how it is expressed through basic emotions (joy, sadness,
fear, anger, disgust, surprise, and mean) [12] that activate by realizing the 3 independent
activities of reading, sharing and listening experiences of addiction recovery that the
LNCBT technique presents. There is also a sub-variable that refers to the frequency
of the numbered phrase selection, the ones that have sentimental content that can be
classified as positive or negative and related to basic emotions [33].

Sample. An audiovisual recording about the application of the LNCBT was made to
the following individuals for their posterior analysis:

e 9 New Individuals in the recovery group
e 6 Veteran Individuals that attend the group

Within the 15 recordings, apart from the complete analysis of the video, signs of
empathy and emotions were studied in 5 main moments of the LNCBT technique: at
the beginning with the reading of collective experiences, at the end of the reading, at
the beginning of the phrase sharing that made them feel identified, at the middle of the
sharing times, and at the end of the sharing times.

The dependent variable, empathy, and the sub-variables, basic emotions, and inter-
actions with the independent variables, reading, sharing and listening there have been
identified by being different and significant moments of the technique:

e There is a period around 5 to 12 min for the Reading. In this time, it is observed
empathy if there is any annotation of any phrase or expression of facial gestures
related with a basic emotion concordant or in relation to the meaning of the text read.

o After that, the participants share experiences in first person statements, using “I”’ or
“we”, in turns of 3 min each. It is evident the empathy through the observation of basic
expressions during the identification and citation of phrases of the text that called the
attention of each participant. Empathy is also evident when the sharing is related with
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the words shared by another person, for that expressions like “I feel identified”, “me
too”’, “as he said” are considered.

e During the previous periods of time the phases of listening are alternated, so this
empathy is observed in basic emotions expressed facially when another person is

sharing or reading.

2.4 Keywords Trend

In the five years charted, there are flat and regular search trends shown in Fig. 2 of the
technological terms: iMotions and Automatic Facial Emotion Recognition. In other way,
the keywords most related to Recovery from Addictions show that Narcotics Anonymous
keeps a high trend along the time and a peak in the searches of recovery from addictions
at 2017. Interestingly, Neurocommunications and Social Brain, neuroscience related
keywords, show peaks at only certain times and it is not clear if there is a periodicity in
the Social Brain searches.
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Fig. 2. Search trends. Top left: technical keywords. Top right: recovery keywords. Bottom left:
neuroscience keywords. Bottom right: psychology keywords.

Empathy and Emotion and Behavior Change Techniques shows some peaks, but the
trends are almost constant along the last five years.
2.5 Data Collection

From the recordings, the time dedicated to reading and sharing are separated. Addition-
ally, time is divided to each activity in three parts: beginning, middle, and end. In this
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way it is possible to observe the emotional and empathic process of the individuals in
different moments of the LNCBT technique. Also, the main moments are extracted on
intervals of 10 s, obtaining a sub-recording of 50 s by individual.

Further, for confirming the correlation among the text phrases and the emotions
experimented on different moments of the technique applications, the number of the
most written phrases at that moment of reading and sharing were collected. A feeling
analysis of the selected phrases with higher frequency was made. The feeling analysis
of the texts can be grouped in four categories: to highlight keywords, lexical affinity,
statistical methods, and approximation in a concept level [33]. For the searching of
feelings in the text of the LNCBT technique, the lexical affinity has been used because it
is more sophisticated than highlighting keywords, because it assigns words with affinity
for each emotion.

2.6 Analysis of Empathy and Basic Emotions

The present study uses the module Emotient FACET of the iMotions software, comple-
mentary home-use and demonstration license to analyze the complete recordings and the
5 main moments of the LNCBT technique application. This software is based on FACS,
including 19 units of action [24]. The results in values related to the evidence of emotion
presence, 8 in total, are collected in tables where averages were made in the periods of
time described previously. The averages are transformed in a probability value using the
Eq. 1 given by the software developer:

PP = 1/(1 + 10" (~LRR)) (1)

Where LRR is the value of evidence in the average of one period of time and PP
is related with the probability of a human expert in facial expression recognition using
FACS recognizes the emotion of that moment [24]. The values of evidence depend of a
base line for each individual. This base line adjusts by taking a part of the recording in
which the individual maintains his or her face with a neutral expression.

The Emotient FACET software has been used in different studies [24—26]; not only in
its current commercial version, but also in its former academic version CERT [34] where
it is mention in the use of Gabor filters for the extraction of the image characteristics. So,
in a work for analyzing video recorded interviews to obtain the base line, the individuals
were asked to be relaxed for 5 s [2]. On the other hand, studies made about: discussing
answers and washing hands in different meals of different cultures [35], and about
evaluating the performance at the moment of talking in front of an audience [36]; use
similarly the average of the evidence obtained as a significant data for the results.

Figure 3 shows facial expressions of joy and the corresponding results of iMotions
software.

3 Results

InFig. 4, is plotted the probability of the average obtained at the most significant moments
of the technique application. The tendency of the time on different emotions is observed.
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Fig. 3. Top. Expressions recognized as Joy in iMotions software from two different subjects.
Bottom. Time series of emotion recognition. Joy is in the first row. The vertical bar indicates the
current frame.

Joy predominates over the rest of the emotions, followed by disgust. Anger, confu-
sion, and frustration follow a similar temporal tendency, with a maximum value at that
moment of the final reading, and a minimal value at the moment of the middle sharing.

Figure 5 plots the probability of the evidence average of the different emotions for a
visualization of the tendency in the time. Joy predominates over the rest of the emotions.
Surprise and fear share a similar tendency with a maximum in the middle of the reading
and a minimum and the beginning of the sharing.
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Probability of the mean of emotions presence evidence
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DISGUST 57,00% 63,66% 66,17% 57,99% 64,22%
ANGER 54,01% 57,44% 53,72% 39,39% 53,33%
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Fig. 4. Top. Temporal tendency of the different emotions’ observation. Bottom. Tabulated data
of the plot and identification of the LNCBT technique in five moments.

The most selected phrases in the different activities, with their respective frequency
are presented on Table 1. For the reading activity the total time of the activity is consid-
ered. For the sharing it is considered the division made by the three parts of the beginning,
middle, and end.

4 Discussion

During the following discussion the analyzed emotions and sentences are considered
individually and in conjunction during the different moments of the techniques. This
is because this research considers empathy as a complex emotion, neither positive nor
negative in terms of emotions we like and dislike to feel, but as the result of the con-
junction of different emotions interacting with each other in a way that they tend to
balance. As a result, this emotional balance generates a general balance increment in
the positive emotions over the regulation of the strong negative ones. See for instance
on Fig. 5 81,74% of Joy in contrast with the following negative emotions of 62,42%
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Fig. 5. Top. Temporal tendency of the different emotions’ observation. Bottom. Tabulated data
of the plot and identification of the LNCBT technique in six moments.

of Disgust, 51% of Anger and Contempt. Joy emotion is reduced at the end in contrast
with the beginning of the LNCBT technique from 85,41% to 81,74%, Fig. 5, but it is
much higher and suffers less reduction than the second more probable such as Disgust
that goes from 66,22% to 62,42%, anger 69.51% to 51.81% or contempt from 65,645 to
51,86%.

The observations of Fig. 4 and Fig. 5 show that joy is the predominant emotion over
the others during all the moments of the technique. Joy is the ideal emotion to generate
empathy, in terms of the basic save emotion that can motivate the trust to share and
release safely other negative emotions with another individual or group.
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Table 1. Frequency of phrase selection of LNCBT

READING SHARING
FR PHRAS FREQ. FREQ. PHRAS FREQ.
PHRASE EQ. E START PHRASE MIDDLE E END
2,6,37, 13, 34, 41,
Y | 4 2 8 s 3 85 8
2,4,21,
2325, 28,
5,7,15,
18,33, | 3 10 5 31,32, 44, 2 50,63 | 6
e 57, 59, 74,
83
3,4,9,
12,21,
26,27,
29, 30,
31, 35,
42,51, | 2 27 3 84 5
58, 59,
62, 63,
64, 65,
68, 79,
83
19, 41,
45, 46,
51, 60,
61,62, | 3
67,71,
72,75,
83

At the beginning of the reading, during the 10 most significant seconds there is a
probability of 75.42% while in the average of the moment there is a probability of 85.41%.
In the middle of the reading, the average probability that the expressions represent
happiness increases and it goes up, Fig. 5, even higher than at the beginning, and at
the end of the activity. During the reading the individuals maintain a higher level of
probability of being happy than at that moment of sharing. It is curious that sadness,
fear, and surprise have similar behaviors of being higher during the reading than during
the sharing. The collective concentration that happens in the middle of the collective
reading seems to increase emotions generating another empathic moment.

The involution of anger of being the second emotion at the beginning, and being
far below in probability than happiness and disgust, in Fig. 4, can be an indication
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that the individual experiences more confidence and participate with less anger while
the shared experience of the technique starts, and in conjunction with others with the
same problem, allowing more rational thinking and consciousness in relationship with
recognizing him/herself/themselves as a sick person, an addict, in need for help and who
is alone facing a collective disease. This is also verified in some another way, with the
help of the words found in the LNCBT because the most frequent phrases selected during
the beginning of the reading are, according to Table 1, by 4 individuals the sentences
numbered: 2, 6, 37; by 3 individuals: 5,7, 15, 18, 33, 46; and by 2 individuals: 3,4,9, 12,
21,26,27,29,30, 35,42. Those are phrases that include words such as: admit, powerless,
can't, no power, addiction, convince, inability, disappointed, frustrated, open, recovery,
psychiatrist, hospital, physical- mental and spiritual pain. The meaning and context of
these words can be easily associated with feelings of impotence and reject, or disgust, to
addiction that the individuals experiment at that moment of being aware of the disgusting
consequences of the active addiction.

At the end of the reading the sentences most frequently selected are 4 times the
phrases numbered: 56, 76; by 3 individuals: 46 and by 2 individuals: 51, 58, 59, 62,63, 64,
65, 68,79, and 83. These phrases include words as: family, power, admit, fixed, recovery,
triumph, change, clean, learn; related to the emotion of happiness, and words such
as: impotent, drugs, addiction, rendition, what we don't like, disappointed, frustrated,
rejected, abandoned, rescued from insanity, depravation, and death that have the ability
of generating rejection or contempt, an emotion that increases in % of probability at the
middle moment of sharing on both Fig. 4 and 5. If the final moment of the reading is
considered, Fig. 5, including how the increment of contempt can be a way to balance the
reduction of the disgust emotion, this could also mean that there is more acceptance for
the text content at the end, less rejection but still feeling contempt when they recognize
they are addicts. Then, we could observe how the shared reading can also help to break
denial in certain degree, decreasing the disgust of something exterior, the experiences
read on the text, and taking it more as contempt, like a more personal problem, with
feelings of shame or worthlessness but more personal, a despicable problem that is
happening to them. With all, it can be observed that the empathic communication happens
also within the expressions of negative feelings. Although it is a complex process, it is
still useful to have a communication technique that transforms the individuals from an
emotional attitude of disassociation of the addiction problem towards a more embodied
problem attitude that the self-contempt emotion generates, since it is a more inward
personal emotional experience that disgust.

Taking those observations of the emotions during the reading period and contrasting
with other emotional fluctuations, for instance how the joy and surprise increase in the
middle of the reading in contrast of the sadness and anger decreament, Fig. 5, it could
be affirmed that reading of the LNCBT, and the identification with the experiences
contained on it, generate a higher relief and acceptance of the sickness. This happens
also through the modulation of the emotions for instance by reducing at the end of the
reading the surprise and fear, Fig. 5. On the other hand, an increment of acceptance and
conscience about addiction could be indicated through the increament of contempt and
the reduction of disgust and anger, Fig. 5. Anger and disgust together can denote also a
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type of emotional rejection to the technique, but if that would be the case then there will
be no an increment and prevalence of the feelings of happiness during the technique.

The beginning of the sharing is where the less probabilities of finding happiness are
observed. From these data it can be inferred that at the moment of the sharing start there
is logically a fear of being exposed, as it is seen in Fig. 4; nevertheless, in a global way,
fear is lower than the % found during the reading. The joy is logically at its least level
since it is a moment of breaking the ice to start sharing more intimate moments. It can
be inferred that the reading section of the technique prepares the individual reducing its
fear toward the sharing section of the technique, at that moment they have been sharing
the reading dynamic of reading a line at a time in turns like if it would be a shared
game where everybody participate equally. Moreover, the most selected phrases at this
beginning of the sharing are number 2 by 8 individuals: 10 by 5 individuals; 27 by 3
individuals; 5, 6,28, 61, and 71 by 2 individuals. In these phrases there are words such as:
powerless, unmanageable life, inability, control is impossible, that are related with fear.
There are also included words as denial, substitution, pretenses, justifications, distrust
of others, guilt, embarrassment, dereliction, degradation, isolation, and loss of control
that evoke memories in which they may recognize themselves in the experiences of the
text and others sharing, generating a little bit of confusion before continuing the more
deeply empathic process.

During the middle of sharing, it is observed the biggest rise of joy emotion, from
65,41% to 77,36% on Fig. 4 and from 67,66% to 76,04% on Fig. 5. This can easily
have been accomplished because is the part of the technique where people come from
being introduced and encouraged to the new idea of sharing in first person I or We
statements and share the lines they feel related with, to the moment where they observe
that they selected similar lines and have similar experiences in the recovery process
from addiction. In the moments observed in the middle of the sharing the most selected
phrases by the individuals were 13, 34, 41, and 69 by 3 individuals; 2, 4, 21, 23, 25, 28,
31,32,44,57,59, 74, and 83 by 2 individuals. Phrases that include words as: against our
will, change completely our way of thinking, destroying our life, surrender, and talent
for manipulating the truth, words that can generate anger or disgust, that increase also
in contrast with the beginning of the sharing moment of the technique, from 55,33%
to 59,99%, and from 57,24% to 61,64% respectively as seen in Fig. 5. There are also
included words such as: benefits, work, family, being accepted by society, program, the
ones that have a link with the social relationships that can help the physical, mental and
emotional isolation of addiction, provoking happiness in the individuals.

Finally, at the end of the sharing it can be observed how joy is the emotion with the
highest percentage, 67,49% in Fig. 4 and 81,74% in Fig. 5, although it is lower than at
the beginning, probably higher because the tendency of humans to please when we first
meet, it could be said that is a more authentic and empathic joy, since it is the result of
having shared intimate negative experiences of the consequences of addiction. The most
selected phrases are 85 by 8 individuals; 50 and 63 by 6 individuals; 85 by 5 individuals;
64, 77, and 81 by 4 individuals; 27, 28, 53, 57, 59, 73, and 76 by 3 individuals. These
phrases contain the words: hope, freedom, and expressions as “where we go,” “break
our chains,” and “we accept life as it is” that evokes happiness on the individuals. In
contrast there are words such as: consuming and redemption, and expressions like: admit
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our full defeat, ask for help and the power of become someone that we didn’t want to
be, that are related to disgust, contempt and anger of the individuals at the moment of
recognizing their impotence of healing themselves from addiction. However and over all,
the interactive communication technique of the LNCBT serves its purpose of breaking
the denial that the disease of addiction generates and open the emotional and intellectual
perspectives for addressing it through generating an empathic environment to motivate
the end isolation, main characteristic of this disease, and to motivate a behavior change
through collectively sharing experiences of what works and does not for recovering from
addiction.

This practice of reading, annotating and sharing true experiences about the conse-
quences of drug usage and recovery from addiction activates what we call the Empathic
Imagination (EI). This EI is based on envisioning the other recovering addict’s experience
as one’s own experience. Empathic Imagination acts as a mental bridge of compassionate
communication that breaks the self-centered isolation of addiction. It allows the brain
to imagine the other person’s experience similar to oneself, through the mechanism of
comparing, imagining, and changing the names of specific narrative elements, such as:
places, times, characters or actions, involved in that experience. Paradoxically, Empathic
Imagination is based in the trust that builds up from sharing truthful and personal histo-
ries. EI transforms the me into we in a way that the isolation of the self-centered addiction
is broken. This type of imagination focuses and serves to connect people mentally and
emotionally within visualized and felt common experiences, which may share different
narratives elements but that contain similar feelings, resolutions and life lessons.

All these observations make us face a foundational concept, sustained by the theory
of the connective intelligence, suggested by De Kerchove and Rowland [37] and later
refined by Sober6n [38] in their publications, where they make reference to the “new
media” (the great net or web), suggesting the existence of a connective intelligence
as a tool that can be established a the basis for the collective evolution, or the social
homeostasis as described more recently by Damasio [11, 16, 39]. The complexity of
the disease of addiction [40] requires also complex but effective solutions and tools
to motivate its recovery. From the actual research an observation emerges and calls
attention the final findings, in which the sharing in different moments, focused on a
common problem and solution from addiction, can allow through that empathic shared
and collective process the improvement of the individuals. Retroactively, they also share
their experience for the common good of the group so they can keep remembering to
practice what they learned that really works and to avoid what does not.

5 Conclusions

After having contrasted and compared the data, during the discussion section, to observe
the tendencies of each emotion and between emotions, in the different moments of
LNCBT, it can be inferred that the LNCBT technique serves to develop empathic com-
munications related with the recovery from addictions. All emotions tend to decrease
from the beginning of the experience towards the end in Fig. 5. The joy prevails as the
higher % emotional response during the LNCBT technique. The negative emotions tend
to balance and decrease from the beginning much more than joy. Joy has a decrease on
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percentage of 85,41% (beginning) —81,74% (end) = 3,67%, in Fig. 5. In contrast Anger
has decrease from 69,51% (beginning) — 51,81% (end) = 17.7% in Fig. 5. At the end of
the application of the technique, Fig. 5 shows how Joy manifest 81,74% probability in
contrast with the negative emotions such as Anger 51,81%, Disgust 62,42%, Contempt
51,86%.

With all, the data collected and the observation discussed it can be concluded that
the interactive communication technique LNCBT generates empathy, understood as
described at the beginning of the Sect. 4, a complex emotional state of mind generated
by the conjunction of basic emotions that tend to balance the emotional states decreasing
in general the negative arc of the emotions (anger, disgust, contempt, frustration...) and
letting the positive arc of the emotion (joy) to rise over all the emotional complex
experience.

As seen during the discussion the contrast between Figs. 4 and 5 results contains
coincidences between them, but also indicate that the most significant moments, where
empathy is presumed by the interaction of the participants, are not necessarily an ade-
quate sample of the global emotional evolution during the technique development. In
other words, emotions at the moments of higher empathy of the LNCBT technique do
not exactly correspond in its totals to emotions found during its development.

Finally, it is necessary to underline that more research projects need to be developed
around the different interactive communication techniques used in 12 Step programs
for recovery from different addictions, and specifically of the LNCBT technique from
Narcotics Anonymous, in order to firmly confirm these results and conclusions. The next
researches could include bigger groups and control groups and could use complementary
research methodologies, from the most social classic such as: one’s questionnaires,
personal interviews and group discussion; to the most interdisciplinary and personalized
such as: fMRI, EEG... It will be also important to have personalized follows up to
observe the maintenance of “clean time” and the quality of live and recovery that the
people persistently using the recovery techniques have through time.

Acknowledgements. This work was supported by the Prometheus Project, SENESCYT,
secretary of Higher Education, Science, Technology & Innovation of the Republic of
Ecudor, by the DIUC, Direction of Research of the University of Cuenca, through the
Research Group NEUROSYNAPSIS I+D+i, School of Medicine, Universidad de Cuenca, and
Research Group UNACH IAMNCEDC R+D+C+I/MANICECDE I+D+C+I, Interactive Arts
& Media, Narrative Convergences & Edutainment in Digital Communications & Cultures
R+D+C+I (Research+Development+Creation+Innovation), Vice-chancellor of Research, Univer-
sidad Nacional de Chimborazo, Ecuador. It also counted with the precious collaboration of the
Arthur C. Clarke Center for Human Imagination, University of California San Diego, USA, and
Laboratory of Digital Culture & Hypermedia Museography-Research Group Museum I+D+C,
Universidad Complutense de Madrid, Spain.

References

1. Stewart, M., Hager, J., Ekman, P., Sejnowski, T.: Measuring facial expressions by computer
image analysis. Psychophysiology 44, 253-263 (1999)



10.
11.

12.

14.
15.

16.

17.

18.

19.

20.

21.

22.

23.

24.
25.

IMotions’ Automatic Facial Recognition & Text-Based Content Analysis 79

. Chen, L., Yoon, S.Y., Leong, C.W., Martin, M., Ma, M.: An initial analysis of structured video

interviews by using multimodal emotion detection. In: Proceedings of the 2014 Workshop on
Emoion Representation and Modelling in Human-Computer-Interaction-Systems, pp. 1-6.
ACM (2014)

. Velasquez-Martinez, M.C., Ortiz, J.G.: Abuso de drogras, generalidades neurobiolégicas y

terapéuticas. Actualidades en Psicologia 28(17), 21-25 (2014)

. Blas, E.S.: Adicciones psicoldgicas y los nuevos problemas de salud. Revista Cultura, pp. 111—

145 (2014)

. American Psychiatric Association Diagnostic and Statistical Manual of Mental Disorders,

(DSM-5), 5th edn. American Psychiatric Association, Washington (2013)

. Robbins, T.W., Everitt, B.J.: Limbic-striatal memory systems and drug addiction. Neurobiol.

Learn. Mem. 78(3) 625-636 (2002)

. Belujon, P, Grace, A.A.: Hippocampus, amygdala, and stress: interacting systems that affect

susceptibility to addiction. Ann. N.Y. Acad. Sci. 1216, 114-121 (2011)

. Ding, W.N, et al.: Trait impulsivity and impaired prefrontal impulse inhibition function in

adolescents with Internet gaming addiction revealed by a Go/No-Go fMRI study. Behav. Brain
Funct. 10(1), 1 (2014)

. NIDA. Principios de tratamientos para la drogadiccién: Una guia basada en las investigaciones

(2010). https://www.drugabuse.gov/es/publicaciones/principios-de-tratamientos-para-la-dro
gadiccion. Accessed 16 Apr 2006

Strang, J., et al.: Opioid use disorder. Nat. Rev. Dis. Primers 6(1), 1-28 (2020)

Damasio, A., Carvalho, G.: The nature of feelings: evolutionary and neurobilogical origins.
Neurosciences 14, 143-152 (2013)

Ekman, P.: Emotions Revealed. Recognizing Faces and Feelings to Improve Communication
and Emotional Life. p. 75. Estados Unidos, New York, St Martin’s Griffin (2003)

. Griffiths, P.E.: Basic Emotions, Complex Emotions, Machiavellian Emotions. University of

Pittsburgh, Pittsburgh (2003)

Ekman, P.: Emotions in the Human Face. Pergamon Press, New York (1972)

Charland, L.C.: Emotion as a natural kind: towards a computational foundation for emotion
theory. Philos. Psychol. 8(1), 59-84 (1995)

Damasio, A.R.: Descartes Error: Emotion, Reason and the Human Brain. Grosset/Putnam,
New York (1994)

Damasio, A.: Toward a neurobiology of emotion and feeling: operational concepts and
hypotheses. Neuroscientist 1(1), 19-25 (1995)

Prinz, J.: Emotional Perception. Oxford University Press, Oxford

Ekman, P.: Methods for measuring facial action. In: Scherer, K.R., Ekman, P. (eds.) Handbook
of Methods in Nonverbal Behavior Research, pp. 45-135. Cambridge University Press, New
York (1982)

Pantic, M., Rothkrantz, J.M.: Automatic analysis of facial expressions: the state of the art.
IEEE Trans. Pattern Anal. Mach. Intell. 22(12), 14241445 (2000)

Ekman, P., Friesen, W.: Facial Action Coding System: A Technique for the Measurement of
Facial Movement. Consulting Psychologists Press, Palo Alto (1978)

Bassili, J.: Emotion recognition: the role of facial movement and the relative importance of
upper and lower areas of the face. J. Pers. Soc. Psychol. 37, 2049-2059 (1979)

Lucey, P., Cohn, J.F,, Kanade, T., Saragih, J., Ambadar, Z., Matthews, I.: The extended Cohn-
Kande dataset (CK+): a complete facial expression dataset for action unit and emotion-
specified expression. In: Third IEEE Workshop on CVPR for Human Communicative
Behavior Analysis (CVPR4HB 2010) (2010)

FACET 2.0 Performance Evaluation, Emotient, iMotions software

Hellmann, A., Ang, L., Sood, S.: Towards a conceptual framework for analyzing impression
management during face-to-face communication. J. Behav. Exp. Financ. 25, 100265 (2020)


https://www.drugabuse.gov/es/publicaciones/principios-de-tratamientos-para-la-drogadiccion

80

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.
40.

J. Mora-Fernandez et al.

Publications using iMotions Facial Expression Recognition. https://iMotions.com/publicati
ons/?page=1&category=publications&modalities=facial-expressions. Accessed 19 Feb 2020
Biederman, I.: Recognition-by-components: a theory of human image understanding. Psychol.
Rev. 94(2), 115-147 (1987)

Ekman, P., Rosenberg, E.L.: What the Face Reveals: Basic and Applied Studies of Sponta-
neous Expression Using the Facial Action Coding System (FACS). Oxford University Press,
New York (1997)

Farah, M.J., Wilson, K.D., Drain, M., Tanaka, J.N.: What is ‘special’ about facial perception?
Psychol. Rev. 105(3), 482498 (1998)

Bettadapura, V.: Face expression recognition and analysis: the state of the art, Technical
report, arXiv preprint:1203.6722 (2012)

Ko, B.C.: A brief review of facial emotion recognition based on visual information. Sensors
18(2), 401 (2018)

Li, D., et al.: The fusion of electroencephalography and facial expression for continuous
emotion recognition. IEEE Access 7, 155724-155736 (2019)

Poria, S., Cambria, E., Winterstein, G., Huang, G.B.: Sentic patterns: dependency-based rules
for concept-level sentiment analysis. Knowl.-Based Syst. 69, 45-63 (2014)

Littlewort, G., et al.: The computer expression recognition toolbox (CERT). In: 2011 IEEE
International Conference on Automatic Face & Gesture Recognition and Workshops (FG
2011), pp. 298-305. IEEE (2011)

Pellegrino, R., Crandall, P.G., Seo, H.S.: Hand washing and disgust response to handling
different food stimuli between two different cultures. Food Res. Int. 76, 301-308 (2015)
Wortwein, T., Chollet, M., Schauerte, B., Morency, L.P., Stiefelhagen, R., Scherer, S.: Mul-
timodal public speaking performance assessment. In: Proceedings of the 2015 ACM on
International Conference on Multimodal Interaction, pp. 43-50 (2015)

De Kerckhove, D., Rowland, W.: Inteligencias en conexion: hacia una sociedad de la web,
Gedisa (1999)

Sober6n, L.: La inteligencia conectiva en la Red Informadtica de la Iglesia en América Latina
(RITAL). Signo y pensamiento, XX VIII, 54 (2009)

Damasio, A.: Self Comes to Mind. Pantheon Books, p. 26, New York (2010)

Ruiz Sénchez, J.M., Pedrero, E.: Neuropsicologia de la Adiccién. Espafia. Editorial Médica
Panamericana (2014)


https://iMotions.com/publications/%3fpage%3d1%26category%3dpublications%26modalities%3dfacial-expressions

®

Check for
updates

User Behavior and Awareness of Filter
Bubbles in Social Media

Nils Plettenberg®™), Johannes Nakayama, Poornima Belavadi,
Patrick Halbach, Laura Burbach, André Calero Valdez, and Martina Ziefle

Human-Computer Interaction Center, RWTH Aachen University, Aachen, Germany
{plettenberg ,nakayama,belavadi,halbach,burbach,
calero-valdez,ziefle}@comm.rwth-aachen.de

Abstract. To counter information overflow, social media companies
employ recommender algorithms that potentially lead to filter bubbles.
This leaves users’ newsfeed vulnerable to misinformation and might not
provide them with a view of the full spectrum of news. There is research
on the reaction of users confronted with filter bubbles and tools to avoid
them, but it is not much known about the users’ awareness of the phe-
nomenon. We conducted a survey about the usage of Facebook’s newsfeed
with 140 participants from Germany and identified two user groups with
k-means clustering. One group consisting of passive Facebook users was
not very aware of the issue, while users of the other group, mainly heavy
professional Facebook users were more aware and more inclined to apply
avoidance strategies. Especially users who were aware of filter bubbles
wished for a tool to counter them. We recommend targeting users of the
first group to increase awareness and find out more about the way pro-
fessionals use Facebook to assist them countering the filter bubble and
promoting tools that help them do so.

Keywords: Social media - Filter bubbles - User factors : Professional
communication

1 Introduction

Social media has become a dominant factor in everyday communication. Face-
book alone had a user base of over 2.2 billion users in 2018. This means that
besides private and social communication, also professional communication is
to a large extent present in social media channels. Social media, in contrast to
traditional media channels, is comprised of user-generated content. Anyone can
become a broadcaster in social media. The participation of world wide users has
led to an amount of information that no individual user can process, thus making
the use of algorithms to filter and recommend content to the users inevitable.
One class of algorithms, so-called recommender systems, pick items in accor-
dance with previous user choices and those of similar users. While this approach
leads to very accurate recommendations from a users perspective, on a societal
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level recommendations can have critical effects on the flow of information. By
recommending items that users are likely to interact with, users are also less
likely to receive information that is outside their political alignment, their scope
of interest, and in contrast to their held beliefs. This causes problems in profes-
sional communication when e.g., decision makers need to get information from
a full spectrum of sources. However, little is known about the users awareness of
filter bubbles and possible avoidance strategies to combat the negative influence
of filter bubbles. To identify whether there are different user groups with different
degrees of awareness of the phenomenon, we conducted a study that examines
demographics, the big 5 personality traits and the reasons to use Facebook influ-
ences as well as the awareness of filter bubbles and the use of possible avoidance
strategies. With this information, we clustered the users into two groups showing
both different motives to use Facebook and awareness of filter bubbles.

2 Related Work

This chapter will briefly describe the terms filter bubbles, echo chambers and
the algorithms that are causing them. Furthermore, strategies to avoid them and
to increase users’ awareness are discussed.

2.1 Filter Bubbles and Echo chambers

The rise of digital and social media lead to an unprecedented amount of infor-
mation available to individual users. Virtually anyone can spread news via social
media, offering users a broad choice [23]. As there is too much information to
consume, users need to choose which sources or channels they use to receive their
news.

According to the confirmation bias [18], individuals seek or interpret evidence
in ways that are partial to existing beliefs, expectations, or a hypothesis at hand.
The cognitive dissonance theory describes the psychological stress an individual
experiences when it holds two or more beliefs, ideas or values that contradict
each other [11]. To avoid this discomfort, people will always try to keep their
views consistent. So when they have the choice, users usually select content that
is in accordance with their personal beliefs and opinions while trying to avoid
content that contradicts them [3,8].

As there is too much content available in social media, it is close to impossible
for a single individual to overview all information and select the relevant ones. To
help users with this challenge, social media and news websites use reccomender
systems to present a personalized selection of all available information to each
user, based on their personal history and interests as well as the content similar
users were interested in [21].

The term “filter bubble” was introduced by Pariser [19] to describe the per-
sonalization in social media and online searches to an extent where users only see
content similar to their history, reducing the diversity to a high degree. While in
the real world, people are usually confronted with opinions and facts not strictly
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in concordance with their views, filter algorithms in online media and social
networks are much more likely to produce filter bubbles as they try to show
users content similar to what they were previously interested in. The algorithms
also favor another distinct phenomenon called echo chambers. Filter bubbles are
the result of people not being exposed to all relevant information, possibly by
accident. An echo chamber is a structure from which other voices have been
actively excluded or discredited [17]. While echo chambers might also benefit
from recommender algorithms, this paper focuses on filter bubbles, that might
occur without the users noticing. However, sometimes there is no clear distinc-
tion between echo chambers and filter bubbles in literature, therefore research
concerned with echo chambers might be relevant to understand the effect of filter
bubbles.

Dubois and Blank [10] examined the effect of political interest and media
diversity on true echo chambers and concluded that only a small part of the
population might be impacted by them. Similarly, a study on the political polar-
ization on Twitter came to the conclusion that the effect of echo chambers in
social media may be overestimated [1]. However, previous research has demon-
strated that filter bubbles are present in search engines and social media content
[9]. While the effect of recommender systems on personalization was rather mod-
erate in Google News [12], another study found empirical evidence for stronger
personalization in Facebook’s newsfeed [20]. The existence of filter bubble leaves
users’ newsfeeds vulnerable to systematic misinformation or competitor attacks
on information flow.

2.2 Filter Bubble Awareness and Avoidance strategies

So far, only few research has been conducted on the users’ awareness of filter
bubbles. This information might be relevant as users who are not aware of the
filtering mechanisms might not notice that their results possibly do not have
the desired diversity [5]. There is a study on how users react when they are
confronted with the issue by Nagulendra and Vassileva [16]; they designed a
tool to show how filter bubbles work in online peer-to-peer social networks. The
visualization increased users awareness and the understanding of the underlying
filter algorithms. However, it is still unclear which users actually are aware of the
phenomenon. Identifying user groups might help reaching people in their filter
bubble for professional communication.

It is possible to burst through the filter bubble, when users understand the
mechanisms of the underlying algorithms [21]. According to Bozdag and Hoven
[4], there are several digital tools to combat the filter bubble, some by increas-
ing awareness and others by presenting unbiased results. For example, Munson,
Lee, and Resnick [15] developed a tool that tracks users’ reading behavior to
visualize their biases. According to the authors, this increases awareness of the
filter bubble because even users who are familiar with the concept actually do
not realize that it might apply to themselves to quite a high degree.
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The browser add-on Scoopinion' follows a similar approach but visualizes the
“media footprint” instead of just biases, so users can actually see how frequently
they visit different providers of news. Bobble [28], another browser add-on, com-
pares the personalized Google results of a user to those of users world wide.
This way, not only awareness is increased, but users are also shown a broader
spectrum of results, giving them the opportunity to actually escape the filter
bubble. Confronted with a visual comparison of the content a user consumes
vs. the content all users in a system consume, users are more inclined to discover
new content outside their bubble [13].

There are several ways for users to decrease personalization. Many websites
and services use cookies to identify users, deleting them regularly or using the
browser’s incognito mode makes it harder to track and identify users [14,21].
However, this is not possible for services that require users to log-in, e.g. Face-
book. Here, users would need to actively try to like content from various sources
to enforce diversity in their newsfeed as recommender algorithms try to match
content the user has liked in the past [24].

While there is already some research on the effects of users’ awareness and
tools to increase it or even escape the filter bubble to some extent, it is unclear
how many users are actually aware of the phenomenon. There is even less
research to what degree users are using tools and strategies to combat filter
bubbles. Research into user characteristics could help develop counter strategies
against filter bubble phenomena adapted to the users individual needs.

3 Method

We conducted a survey study with 149 participants in order to measure both user
attributes and awareness of filter bubbles. All items were measured on 6-point
Likert scales. We used convenience sampling to establish a sample in an online
survey. Nine participants who did not complete the survey were removed from
the dataset. Apart from demographics we also extensively measured the users’
Facebook usage. As an additional characteristic we measured big five personality
traits to investigate whether they have an impact on filter bubble awareness and
avoidance.

To measure awareness of filter bubbles we used the items “I have already
heard of the filter bubble theory.”, “I believe the filter bubble exist.”, “The filter
bubble affects me personally.”, “I take deliberate action against the filter bubble.”.
All these items were summarized to the scale filter bubble awareness (r=.65).

We further measured whether users employed any methods to counter fil-
ter bubble effects. To do this, we suggested some methods that require some
understanding of how recommender systems work, for example that internet
companies could identify users and their interest by cookies and that this can be
prevented by using the incognito mode of a browser. In particular, we used the
items “I delete my browser history and cookies.”, “I use the incognito function

1 WWWw.scoopinion.com.
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of my browser.”, “I click and like different posts to enforce diversity”, “I use
the ‘explore’ button in Facebook to get different news.”, “I unfollow some of my
friends/pages”. All of these items were used for the scale filter bubble avoidance
strategies (r=.60).

3.1 Statistical Methods

Using the data from the survey we conducted a cluster analysis on the social
media usage attributes in order to identify patterns in user behavior. We used
the elbow-plot to identify the right amount of different clusters and clustered
the users based on their reasons to use Facebook with k-means. Using the result-
ing clusters we tested the members of clusters for differences in characteristics
and filter bubble awareness using analysis of variance (ANOVA). The data was
normally distributed for all cases where we tested for correlations, thus we used
Pearson correlation. To test for differences between the clusters in ordinal data,
Wilcoxon signed-rank test was used. We selected @ = .05 as the significance
level. We report means, standard deviations as well as confidence intervals to
characterize the resulting user clusters.

4 Results

4.1 Sample Description

The sample was taken from a previous study published by Burbach et al. [6].
The participants in this sample were on average 25.9 years old (SD = 7) and all
of them were Facebook users. Exactly 80 participants were female and 61 were
male. Education was rather high (83 university degree, 47 Abitur, 11 other) and
users were rather open (M = 4.5, SD = 1.07), conscientious (M = 4.1, SD = 0.88),
extraverted (M =4.14, SD=1.1), and agreeable (M =3.81, SD=0.77). Users
on average did not score high on neuroticism (M=38.23, SD=1.01). 55% of
the participants reported that they used Facebook at least once per day. How-
ever, 66% felt that they use it less often, 33% that the frequency of their usage
remains unchanged and only 2% were using it more. Most users prefer to use their
smartphone for Facebook (M =4.35, SD =1.58), followed by laptop (M = 3.08,
SD =1.48). Tablets (M =1.60, SD=1.21) and desktop computers (M =1.63,
SD = 1.27) were only rarely used.

4.2 Cluster Generation

Cluster analysis was conducted using dendrograms and elbow-plots. These meth-
ods help identify how many different clusters yield sufficiently different clusters
in the data. As clustering variables we used variables of behavior in individual
Facebook use (“professional use”, “meeting people”, “keeping in touch”, “post-
ing”, “sharing”, “inform others”, “express opinion”, “passive use”).

Both methods indicated that between 2 and 4 clusters yield sufficiently dif-
ferent user groups for a clustering approach. After inspecting usage behaviors for
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these three cases we decided to rely on two different clusters that are sufficiently
different and allow for a meaningful description from the clustering variables.

4.3 Cluster Description

From the two clusters we derived the two cluster definitions using the clustering
variables (see Fig. 1). Users in cluster one were generally less active than users in
cluster two. This refers to both passive use (reading only (M =2.07, SD =1.27
vs M=3.9, SD=1.16)), active use (sharing (M =1.45, SD=0.73 vs M =2.59,
SD =1.08), inform others (M =1.26, SD =0.59 vs M =2.51, SD = 1.16), express
opinion (M =1.09, SD=0.82 vs M=2.1, SD=1.05) and posting (M =1.54,
SD=0.88 vs M=2.45 SD=1.02)), as well as professional use (M =1.85,
SD =1.28 vs M=3.29, SD = 1.5). In both clusters keeping in touch with friends
was the highest characterizations of usage behavior, users in both clusters use
the social network for that purpose to a similar degree (M =4.2, SD=1.4 vs
M=/.35 SD=1.22). Only passive use showed similar agreement in cluster 2.
Cluster 2 also claimed to have a stronger use of Facebook for meeting new people
(M=1.51, SD=0.83 vs M=2.1, SD=1.18).

Cluster 1 had 92 members and cluster 2 had 49. While the number of friends
(p=0.21) and groups (p = 0.97) did not vary significantly between the two clus-
ters, the Wilcoxon-Mann-Whitney test showed that users in cluster 2 liked more
Facebook pages than those in cluster 1 (p <.001).

The genders were balanced in the first cluster, in the second one there were
only 14 male participants (29%). As the vast majority of the complete sam-
ple was highly educated, there were no differences between the clusters in that
regard. There were no significant differences between the clusters for any of the
Big Five personality traits (openness: p = 0.108, extraversion: p = 0.684, consci-
entiousness: p = 0.19/4, agreeableness: p = 0.552, neuroticism: p = 0.616).

Cluster 2 contains more active users

passive use

express opinion
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—
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©  informothers-  TE——
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sharing .—-|__'
g g I—— e
8 posting 4 o 1
E keeping in touch i
: =
meeting people - mn
; ——
professional use F
T T T T T T
1 2 3 4 5 6

Agreement (1-6)
Error bars denote 95% confidence intervals

Fig. 1. Differences in users between clusters.
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4.4 Awareness of Filter Bubbles

Next, we were interested in determining whether differences exist between both
clusters regarding filter bubble awareness and possible avoidance strategies.

Comparison of means between clusters Comparison of means between clusters

4.4 4 3.4 4

3.24

3.0 4
2.8

1 2

4.2 4

4.0 1
3.8 1

1 2

filter bubble awareness
filter bubble avoidance strategies

Cluster Cluster
Error bars denote 95% confidence intervals Error bars denote 95% confidence intervals
Fig. 2. Differences in users between clus- Fig. 3. Differences in users between
ters regarding filter bubble awareness. clusters regarding avoidance strategies.

When we look at filter bubble awareness, we see that cluster 1—the pas-
sive users—show lower awareness of the phenomenon (M =23.9, SD=10.89 vs
M=4.31, SD=0.61). This difference is significant in a one-way ANOVA
(F(1,139) = 8.36, p =.004, see also Fig.2).

A similar result can be seen for the presence of avoidance strategies regard-
ing filter bubbles. Here, a difference is significant in a one-way ANOVA
(F(1,139) = 8.0, p = .005, see also Fig. 3), showing also more strategies of avoid-
ance in cluster 2 (M =2.84, SD=0.87 vs M =3.27, SD =0.85). There were no
significant gender differences for both filter bubble awareness and filter bubble
avoidance strategies. Also, the awareness of filter bubbles does not seem to have
an influence on whether or not users apply avoidance strategies (r(139)=.01,
p=.227).

4.5 Applied Avoidance strategies

Overall, the participants did not make particularly intensive use of any of the
strategies to burst the filter bubble. Users in cluster 2 were generally more
inclined to apply avoidance strategies, but there were differences which strategies
were used in particular (see also Fig. 4).

The most common strategy was to delete cookies and browser history which
was applied by both cluster 1 $M =3.98, SD =1.46) and cluster 2 (M =4.24,
SD = 1.38) rather frequently. Other strategies that were applied by users of both
clusters are to unfollow certain friends or pages in order to increase diversity
in the Facebook newsfeed (Cluster 1: M =3.24, SD =1.61, Cluster 2: M =3.63,
SD =1.48) as well as the use of the browser’s incognito mode that does not store
any data like cookies and history beyond the current session (Cluster 1: M = 3.11,
SD =1.61, Cluster 2: M = 3.2/, SD = 1.41). Neither cluster made much use of the
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explore button in Facebook (Cluster 1: M =1.92, SD = 1.22, Cluster 2: M = 2.35,
SD =1.2). Users in cluster 1 (M =1.96, SD=1) did not deliberately like and
click various posts to enforce diversity in their news feed while the second group
was more inclined to apply this strategy (M =2.9, SD =1.49)).

Most users wish for a tool to that shows them different topics, opinions
and ideas (M =4.00, SD =1.28). The desire for such a tool is associated with
the awareness of filter bubbles (r(139) =0.19, p=.021). As users in cluster 2
are generally more aware of filter bubbles they were more interested in a tool
(M =4.44, SD=1.10) than users in cluster 1 (M =3.76, SD = 1.30). The differ-
ence between the groups is significant in a one-way ANOVA (F(1,139) =9.89,
p=.002).

Applied avoidance strategies
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Fig. 4. Differences between clusters in applied avoidance strategies.

5 Discussion

The results presented in the previous section suggest that the awareness of filter
bubbles in general is rather high. However, there are severe differences between
users, therefore it is worth taking a closer look on how different user types differ
in terms of awareness and avoidance strategies in order to burst the filter bubble.

Awareness of filter bubbles is associated with both professional and heavy
Facebook use. However, these variables do not correlate with avoidance strate-
gies, therefore it is important to look at all the user factors to understand why
people try to avoid the bubble. In order to do so, we identified two types of users
that show differences in user behavior on Facebook. These differences relate to
both private and professional use of social media. The first type uses Facebook
passively to keep in touch for private purposes for the most part. In contrast,
the second type does not only use Facebook much more, but also posts, shares
and informs others to a much higher degree. Facebook is used professionally by
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many of these users. The heavy users of the second type seem to be more aware
of filter bubble problems in social media and are also more inclined to apply
strategies to counter them. Higher awareness alone does not lead to the applica-
tion of strategies to avoid the bubbles, therefore other user factors in the cluster
might play a role. One of them could be the professional use of Facebook, which
is much more common in the second group. The professional necessity to get a
broader view of the spectrum of opinions on one hand, and the need to reach
people from outside their filter bubbles on the other might force users to think
about the bubbles and how to overcome problems related to them. Our survey
did not cover the nature of the professional Facebook use, but it might be worth
looking into for further research for a better understanding why professionals
are more aware of the phenomenon.

Some users seem to be familiar with strategies to avoid filter bubbles like the
deletion of cookies and browser history. In general though, avoidance strategies
are not very common and users seem to be unaware of how to escape the filter
bubble phenomenon. Many of them express the wish for a tool helping them do
so0, especially when they are more aware of the phenomenon. This indicates that
even those people who are aware of the problems and like to overcome them in
many cases do not have the required knowledge or motivation to do so. Here,
communication strategies can be developed that help users understand how the
underlying algorithms work in a first step. Making people aware of the issue and
its causes might increase the wish for tools to overcome the problem. In fact,
research presented in Sect.2 suggests that users who are confronted with the
problem are much more likely to burst their bubble.

In a second step solutions on how to overcome the pitfalls of personalization
in social media and web-applications could be promoted. As some of the current
mechanisms to counter the filter bubble require some technical knowledge it
might be necessary to bundle them in tools that are easy to use for users without
technical background. For example, it requires several clicks through some sub-
menus to delete cookies and browser history. As this option is not very easy to
find and it can be annoying to repeat the process frequently, it could help to
promote a browser extension that does it with one click or even automatically.
Of course some of the tools that were introduced earlier could provide the user
with a broader view of the spectrum of news without requiring any background
knowledge. Unfortunately, they usually only work for one specific service like
Google or Facebook, so users would need to utilize multiple tools and techniques
to effectively combat filter bubbles.

Another improvement that might help users to understand the cause end
effects of filter bubbles is transparency of services. For example, Facebook’s
explore button uses a recommender system that might not increase diversity in
content. On the contrary, it recommends content based on the users interest,
hence it is very likely that the users only see similar content that affirms their
opinions. Software companies might not be willing to disclose information about
their algorithms as they are a crucial part of their business model, but there
are some third party solutions that demonstrate the way the algorithms work
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to some extent. Some of them were also mentioned in Sect.2. As many users
of social media and other online services might not be familiar with them, it
is important to promote these, especially to professional communicators and
decision makers who rely on social media for information gathering.

6 Conclusion

In our exploratory study, we found that many users already know about the
filter bubble. The application of the k-means clustering algorithm helped us to
identify two different user types. The first type uses Facebook mainly passively
and to stay in touch with private contacts, while the second type makes heavier
use of Facebook and shares, posts and likes content to a higher degree. The
users of the second group also use Facebook for professional reasons. Both the
awareness of filter bubbles and the application of avoidance strategies is higher
among the heavy, professional users. Higher awareness alone does not encourage
users to apply strategies to avoid filter bubbles, so the question opposes why
users of the second group are not only more aware, but are also more likely
to try to counter the filter bubble. A possible explanation is their professional
use of social networks, which requires them to reach people in their bubbles.
For further research, it might be interesting to look how they use Facebook in
particular to further understand why users try to escape the filter bubble. For the
first group, the question remains on how to reach them and increase awareness
of the phenomenon.

While not all users might want to burst their filter bubble, especially among
those who are aware of it, there are many who would like to have a tool to
avoid it. This shows that the current technical solutions to do so are either not
sufficient or not known to many users.

We recommend to develop communication strategies to inform those users
in the first group about the underlying algorithms of recommendations in social
networks and their consequences to increase awareness of filter bubbles among
all users, especially the ones who do not use Facebook that much.

In a second step, existing and tools techniques to avoid filter bubbles should
be promoted to users. Additionally, it might be necessary to design new user
interfaces to simplify the process. More transparent communication on behalf of
social networks how their recommender algorithms work could further increase
the users’ understanding of the problem, but might not be desired by the social
networks.

For the private passive users, the question remains whether they really want
to burst their filter bubbles. The expression of desire for a tool to do so does
not mean that the users would prefer the unbiased presentation of content that
includes opposing opinions. For the heavy professional users who actually need
a view of the full spectrum of information in order to make decisions, we sug-
gest further research on how they use Facebook in particular. This knowledge
might help to develop strategies to communicate effective methods assisting the
professional users to get a broader view of social media content.
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Abstract. Many countries are facing aging societies where loneliness
and decreased number of communication seriously limit older adults from
maintaining a decent quality of life. To tackle this problem, we have
designed a chat-bot system to provide more communication chances for
older adults, especially those who have fewer opportunities to converse
with actual people (e.g., those living alone). With our system, the user
converses about a story or topic presented in a photo in a manner and
style that are familiar to the user. This approach is based on the orig-
inal “coimagination method” protocol, which is a group conversation
method designed to maintain a balance between listening and speak-
ing with strict rules. Previously, we conducted a preliminary user study
with several participants and the prototype system to confirm its work-
ing processes, and the initial results indicated that the protocol seemed
to work well. However, we did not integrate nor evaluate our system
using performance indicators when we conducted the experiment (e.g.,
how many users can connect to the system at once, etc.). Therefore,
in this paper, we explore a dialog system called TACOS (Text-oriented
Artificial Chat Operation System), which is an intermediate program
that communicates with many applications and a variety of dialog sys-
tems. We measure the performance of the system by simulating three
essential aspects: the number of virtual users, the frequency of the ques-
tion data, and the total experiment time. The simulated results show
that currently, the system can process the requests of 40 users, where
each user asks a question to the system every 5 s during a 5 min period.
Our results indicate that the proposed system can effectively process the
amount of requests that will be tested in future experiments. In terms
of data storage, the proposed system can handle datum quantities from
ten thousand to one hundred thousand, and there seems to be no critical
performance delay when the emulated client interacts with TACOS.
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1 Introduction

In recent years, many societies have started to face rapidly aging populations,
and as such, maintaining the quality of life (QoL) of elderly people has become
an important concern. Social isolation and loneliness are major problems within
older adult populations; to stay mentally and emotionally fit, older adults need to
have positive social interactions and communication. Since many social activities
require activating cognitive functions, they have the potential to prevent cogni-
tive decline [1]. One research has found that communication with others balances
sympathetic nerve activity, leading to more emotional support [7]. Moreover,
another research has suggested that older adults sometimes encounter difficul-
ties in communication because of physical and cognitive issues [2]. Such findings
reveal the potential value of further research regarding the role of the social
environment in protecting against cognitive decline at older age.

To ensure that the QoL of older adults is being maintained, knowing the sta-
tus of various cognitive functions and the rate of cognitive decline over time are of
key importance. Currently, there are several testing methods, such as the Wech-
sler Memory Scale-Revised and Montreal Cognitive Assessment for Japanese
(MoCA-J) methods, which have been applied to healthy older adults. Using
the MoCA-J, Suzuki et al. [9] detected the presence of delayed verbal memory
through a randomized controlled trial. However, such testing requires a long
time to collect sufficient data, and it is also expensive, which can be a burden
for older adults and their caregivers. Moreover, long-term testing methods such
as these were designed for experimental settings, and they can be difficult to use
on a daily basis. Finally, testing is aimed at checking the current status of the
participant, so if we would like to carry out cognitive training proactively and
sustainably, we need a method that does not burden the older adults and their
caregivers.

A wide variety of technologies are being explored that have the potential to
provide safe and early detection of cognitive decline for older adults. Tanaka et al.
[10] developed a screen-based software agent that could judge with high accuracy
whether or not the participant had dementia. Yu et al. [14] proposed assessing
cognitive impairment with speech-based prediction methods. Along this line,
Otake-Matsuura and her team [5,6] developed a monthly group conversation
method system called the coimagination method (CM) that aims to prevent
age-related cognitive decline. However, we are aware of no standard method for
cognitive training to build resilience against cognitive decline that can be used
on a daily basis.

Toward this end, we proposed a dialog-based system that aimed to provide
cognitive training for healthy older adults on a daily basis [12]. We designed the
system to meet the requirements discussed previously (i.e., not burdening the
participant and their caregivers), and some items were added to track the content
of the experiment in detail [13]. Previously, we introduced a general model of our
system without providing details of the system design, and we did not evaluate
its performance. Therefore, in this research, we present the detailed design of
our Text-oriented Artificial Chat Operation System (TACOS) and some key
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features, such as user management features and how it manages relationships
between users and bots. We then test the system’s performance using simulated
experiments and show how well the system can handle the message rate from
the vast amount of users (e.g., we simulate the requests arising from 40 users at
a rate of five requests per second, and we determine the total time to it takes
the system to handle these requests). Finally, we discuss how we can improve
the performance of TACOS on the basis of the results of the system evaluation.

2 Preliminary

2.1 Coimagination Method

The CM was developed by Otake-Matsuura and her team [5,6], which is a
group conversation method designed to prevent the decline of cognitive function
through highly structured and managed group conversation. Figure 1l shows an
overview of the CM. There are four participants, and the center of photo shows
the robot chairperson Bono. The group conversation is almost entirely moderated
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by the robot. The CM mainly consists of two phases: a topic-conversation phase
and a question-and-answering phase. The participants partake in a conversation
by looking at a photo that was taken by themselves. Moreover, each conver-
sation can have a theme, i.e., the older adults take a photo on the basis of the
theme and speak about it on that particular day. In the topic-conversation phase,
the participants talk about the photo sequentially, i.e., the first speaker finishes
his/her talk, and then the second speaker begins speaking. In the question-and-
answering phase, the participants converse with the presenter sequentially, i.e.,
the participants finish speaking with the first presenter, and then begin speaking
with the second presenter.

However, conducting group conversation has two limitations, one is older
adults must gather in one place at the same time and another is hard to manage
group characteristics and mitigate group effects, such as gender imbalances et
al. To cope with such limitations, we previously proposed a new one on one style
coimagination method using a dialog system through a robot (See Fig. 2) [12,13].

2.2 Dialogue System

A dialog system is a system whose essential feature is that when the user speaks
a sentence or phrase with the chat system, the voice is recorded and uploaded to
the internet where it is translated into text. The system then responds with the
most appropriate reply. There are two main types of dialog systems: information
retrieval-based (IR-based) and knowledge-based [4]. The former IR-based dialog
system receives a user’s question and then finds relevant documents using infor-
mation retrieval techniques. The latter knowledge-based system queries datasets
of facts that are stored on the internet. For example, the user may ask the
question: “When was Taro Okamoto born?” This phrase is converted into a log-
ical format such as birth-year (Taro Okamoto, ?x) so that the question can be
queried easily by the system. Moreover, most dialog systems have confidence
values that determine whether the given input value is similar to one in a data
set. If a confidence value is near to 1, then the input utterance is very similar to
one in the existing data set. Additionally, dialog systems contain some logical
separators that are specialized to some topics (e.g., favorite movie and music).
To understand this concept, let us consider the following example: Perhaps the
user would like to use the dialog system to ask the chat-bot about business travel
in the company. In this scenario, the dialog system’s workspace will be set to
“business travel.”

In this research, we focus on IR-based dialog systems because of their sim-
plicity and adaptability for our proposed system.

2.3 System Design Concept

We designed a distributed dialog management system in order to provide one-
to-one conversations with an original robot. The most significant difference of
our system compared with general dialog systems is that our approach has been
adapted to accommodate and facilitate stories spoken by elderly participants
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using an original conversation-based system called Fonobono Panel introduced
by Otake-Matsuura [6]. Our system consists of two main components. The first
is a chat-based user interface (UI) for older adults called Native Application
of Coimagination-Driven Human-centered Orchestration System (NACHOS).
NACHOS was designed to provide a UI that is specialized for displaying photos
and providing time management (e.g., 1 min). The second component, NACHOS,
was developed so that the user can easily use the inner microphone on the device
that was specially adapted for talking and that uses the essential Text-To-Speech
(TTS) and Speech-To-Text technologies. We also designed TACOS to serve as
the main server program that manages relationships between the user and the
dialog system. TACOS also records the dialog with the users as a log. Moreover,
we introduced the concept of the “bot,” which provides loosely coupled interac-
tions with the dialog system and allows some common data to be extracted.

During operation, the dialog system first learns the data associated with the
story in the CM. This requires the dialog system to adapt to a wide variety
of dialog topics. A response threshold needs to be set, which allows the dia-
log system to determine if it has enough confidence to answer a question. For
example, currently, some smart speakers may respond with the phrase “I can-
not understand you” if the dialog system does not have enough confidence to
appropriately reply to the speaker’s utterance. To extract common data from
various dialog systems, the bot will seek to obtain data via a welcome message,
help messages, and user names in order to identify each bot. We designed our
distributed system on the basis of the concept of both SOA [8] and Enterprise
Integration Patterns [3]; hence, each system has a loosely coupled designed, and
individual system has advantage of maintenance.

2.4 Sequence Diagram of Distributed System

Figure3 shows a diagram of our system’s data transmission sequence. First,
the user requests authentication with his/her own user_id and password. Once
the user is authenticated, their initial screen name is displayed on the tablet
(see Fig.3). On the display, the user can see a photo and the conversation time
limit. In our system, authentication is performed by the Fonobono Panel, where
NACHOS transfers the authentication request from the user to Fonobono Panel.
After authentication, NACHOS receives stories and photos (i.e., data) that orig-
inate from the Fonobono Panel (see #7 in Fig. 2). NACHOS then sends a request
to TACOS, called a UserBotRelationship, which sets the association between the
user and a specific bot. Then, the dialog system is engaged that generates specific
stories and photos that are discussed among the older adult users [13]. Hence,
the user has an association with a valid configuration in the dialog system; in
our system, this means the user has a relationship with the bot, which is relevant
to the story. For instance, when the user talks with our system, perhaps about
their favorite food, then before the conversation begins, the user establishes a
relationship with the food bot via the UserBotRelationship. Each bot has a
one-to-one relationship with both a story’s topic and the dialog system because
the dialog system has learned the conversation topic beforehand, as explained
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Sequence diagram of distribtued system
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Fig. 3. Sequence diagram of proposed system

in Sect.2.2. For example, if the topic of conversation is set to “food,” then the
dialog system will learn about food topics before the conversation is initiated.
In a practical sense, due to the internal processing design of the system, TACOS
first registers an association with the “FoodBot,” and the dialog system learns
about the topic of food. Then, NACHOS receive a response to the UserBotRe-
lationship from TACOS. Then, a photo will appear on the screen of NACHOS,
which initiates the question-and-answering session with the user. Based on both
the conversation topic and the displayed photos, NACHOS participates with the
conversation using TTS. Then, NACHOS monitors the question-and-answering
time (denoted as “QA-time”), which represents the internal loop diagram shown
in Fig.2. During the QA-time, the users converse with NACHOS using STT
technology, where the received data are converted to text format (TxtMes-
sage), which NACHOS then receives, interprets, and responds using TTS. Each
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question asked by the user has a unique message identifier (MessageID), and the
data format is issued a unix timestamp [11]. In addition, the response from the
server to NACHOS also has an identifier with the same format (i.e., a ReplyID).
The former MessagelD is used by the client program NACHOS, and the latter
ReplyID is issued by the server. Hence, the response time between the start of a
request and the generated response from the server can be measured. The QA
procedure ends once the timer has expired.

3 System Implementation

3.1 Implementation of TACOS

Figures5 and 6 represent the appearance of TACOS. Figure5 shows the chat
history feature that consists of the user’s dialog log. Using this feature, both a
researcher and an experiment operator can confirm the results of the chat logs
during the experiment. In addition, the questions and answers are recorded as a
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Fig. 6. Relationship between the users and bots.

pair in a relational database, so that the data are stored permanently. Figure 6
displays the feature that confirms the current associations between the users and
bots. After NACHOS sends a UserBotRelationship request to TACOS, and the
process completes successfully, the relationship between the user and the bot
is updated. Hence, using this feature, we can confirm the current relationship
between the user and the bot during an experiment.

3.2 Development Environment

We developed TACOS using the following technical stack to provide real-time
bidirectional communication. For example, when the user asks a question to some
bot (e.g., about food), the response should be a correct reply to the answer. To
achieve this requirement, we used Node.js, TypeScript, and SocketIO. Moreover,
we adopted a PostgreSQL database because some of the data have relationships
with other data (e.g., relationships between the user and bot), and we wanted
to store the data consistently. Finally, log data needed to be collected with-
out blocking other processes in NACHOS; hence, our system also adapted the
asynchronous messaging system RabbitM(@Q because of its advantages of trace-
ability and decoupling the program. The following list provides a summary of
the languages, databases, etc. used in TACOS:

— Development Language: TypeScript: 3.4.5, Node.js: v10.16.0, JavaScript
— Main Library: Express (Web Framework) & SocketIO (Realtime Engine)
— Database: PostgreSQL 9.2.24

— Messaging Middleware: RabbitMQ 3.7.5.

4 System Evaluation

4.1 Design and Implementation of Testing Script

In this section, we show how we evaluated TACOS from the viewpoint of
system performance. It is necessary to conduct cases of large numbers of
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simultaneous users so that we can confirm whether the system can handle such
a load or whether it might crash or produce errors because of the high traffic
rate. We evaluated the system from the viewpoint of how it could process trans-
mitted data from many simultaneous clients. When devising the system perfor-
mance evaluation, we estimated the approximate number of users that could be
expected to access the system at any one time (estimated here as 70 to 80).
Thus, the server is required to process many requests at the same time. There-
fore, our testing script was written to emulate the number of expected users. In
addition, during an experiment, the users may ask questions at random intervals
during the QA-time period. Hence, when we designed the script, we considered
both the frequency of the transmitted data and how long the script should run
(i.e., the experiment time). As a result, we designed our testing script to have
three parameters, NumberOfUser, FrequencyOfTransmission, and RunTime, as
follows:

— Parameter NumberOfUser: Set number of clients which simulates the number
of connected users.

— Parameter FrequencyOfTransmission: Set the frequency of transmitted ques-
tions from the users (e.g., one request per 5 s).

— Parameter RunTime: Set execution time to run the scripts.

As the first parameter, the NumberOfUser represented the emulated num-
ber of virtual users. Hence, with the script, we emulated the system’s response
and behavior to many virtual users (up to 80). Second, the FrequencyOfTrans-
mission parameter controlled the frequency of the transmitted data sent by the
virtual users. Hence, we simulated the system’s load as well as how many ques-
tions the system received from the participants during regular intervals (in units
of seconds). Third, RunTimeparameter represented the total simulated time of
the experiment. Using these three parameters, the script emulated NACHOS’s
procedures (i.e., steps #12(JoinUser’s Room request) to #23(Response with
ReplyID and ReplyTxtMessage) in Fig.reffig:NACHOS). Based on the above
basic requirements, we have implemented the testing script with following pro-
gramming language.

— Development Language: Node.js: v10.16.0
— Library: socket.io-client: 2.3.0, which is used to communicate with TACOS
— Database: MongoDB: 4.2.2.

4.2 Experiment Condition

Using the testing script described in Sect. 4.1, we conducted a preliminary system
performance evaluation to confirm how the main system could process requests
from the simulated clients. We set the NumberOfUser parameter to 40 and 80.
We formerly conducted a user study to confirm the Ul of our dialog system
with actual older adults [13]. On the basis of these results, we determined that a
participant asks a question about once every 20 s. Thus, we set the Frequency-
OfTransmission parameter to 20. Finally, we set the RunTime to 300 s because
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we plan to conduct an experiment using this 5-min period with actual partici-
pants during a future long-term study (e.g., a month or more). We conducted
the experiment using the following equipment:

— OS: Windows 10 64 bit professional (16GB memory)

— CPU: Core i7 7th Gen

— Software: Docker version 18.09.1 which mainly focuses on creating containers
for database system.

4.3 Experimental Result

As mentioned in the previous section, we set the NumberOfUser to 40 and 80 to
emulate the conditions of future experiments that will be run with actual users.
During the experiment, FrequencyOfTransmission was set to 20 s and RunTime
to 300 s. We then implemented that TACOS to store a question and answer as
a single pair. This means that if TACOS has no problem handling the requests,
the number of storing datum should be equal to number of transmitted datum.
This allowed us to judge whether all requests were processed successfully based
on the number of stored datum (Table 1).

Table 1 shows the results of the emulated experiments using the test script.
We confirm that the total number of stored datum in the database was equal
to the expected number of transmitted datum for both NumberOfUser scenar-
ios (40 and 80 users). This result indicates that TACOS will be able to process
the expected requests from clients in our planned future experiments. Moreover,
we also measured the delay time arising when NACHOS transmitted data and
TACOS produced a response through the dialog system. On the basis of this
delay, we evaluated whether the stored number of records affected the response
time to a user’s question (see Table 2). Although the number of recorded datum
increased by factors of 10 to 100,000, no discernable delay was detected. There-
fore, based on these results, our future experiment plan seems very feasible from
the viewpoint of storing data arising from 40 or 80 users. In addition, we think
we can ignore the performance delay when the number of stored records is less
than 100,000; however, we may have to revise the system if the number of records
exceeds one million.

Table 1. Relationship between NumberOfUser and the amount of stored data.

#NumberOfUser | #stored data
40 600
80 1200
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Table 2. Relationships Number of preliminary stored data and response time

#Preliminary stored data | # delay time(milliseconds)
10,000 476
100,000 486

4.4 Limitation

We also explored the limitation of our proposed system. The designed emulating
script had a limitation in that the simple frequency of the transmitted data was
emulated as burst requests, such as the requests simultaneously arising from 40
users. However, in this study, we did not have to care about it, because we tested
the system with the worst-case scenarios. If we would like to emulate the actual
random behavior of users, one simple approach would be to add some random
intervals before the script emits a pseudo request to TACOS. Moreover, to repro-
duce the data, we applied fixed-question data as pseudo requests to NACHOS
(e.g., “What do you think of this food?”) to communicate with TACOS in the
testing script. Finally, currently, we only evaluated system from the viewpoint of
its performance. However, we also need to evaluate the dialog system, the usabil-
ity of the system for different users, and how natural the users feel when they
use our proposed system. In addition to this, currently we just ignore detailed
metrics such as CPU and memory usage and network latency et al. if we have
to measure the detailed system performance continuously, we have to measure
them.

5 Conclusion

In this paper, we introduced our system called TACOS, and its system per-
formance was tested with a script that emulated expected user scenarios. The
script was based on three key parameters: the number of users, the frequency
interval of the transmitted data, and the total time taken to run the script. As
a result, we confirmed that our system can process the amount of requests from
the client program expected during future planned experiments. Our future work
is to conduct a long-term experiment to evaluate our system.
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Abstract. With the wide implementation of safety management system in civil
aviation industry, the implementation efficiency of safety management system has
been paid more and more attentions. Safety performance management is the core
of safety management system because of its important role in providing operation
data to verify the implementation efficiency. By considering the management
mechanisms of safety management system in civil aviation, a big picture of civil
aviation safety management is illustrated. In this big picture, the processes of
hazard identification, risk assessment, safety control measures, operation monitor
and review in the civil aviation operation stage are presented and discussed. A novel
operation risk assessment model is proposed to evaluate a certain civil aviation
organization with several branches which have a number of departments based on
the safety performance indicator system. A case of an aviation fuel company with
five branches and twenty-five departments in these branches is studied to verify
the flexibility of the proposed model. The assessment results are consistent with
the actual operation state of the aviation fuel company.

Keywords: Civil aviation safety management - Risk assessment - Safety
performance management - Aviation fuel supply

1 Introduction

As an important part of integrated transportation system, the civil aviation industry plays
a significant and irreplaceable role in serving national socio-economic development.
Safety is the foundation of civil aviation industry’s long-term development. According
to Aviation Safety Network, there are a total of 8 fatal airliner (14+ passengers) accidents
involving commercial flights, resulting in 234 fatalities from January 1, 2019 to June 30,
2019. The statistics of these fatal accidents is showed in Fig. 1. But the numbers of fatal
accidents and fatalities of the five-year average are 6 and 192, respectively. Obviously,
the numbers of fatal accidents and fatalities are higher than the five-year average.

Civil Aviation is a very complex and dynamic system. To operate safely, the coop-
eration of airlines, airports, air traffic controllers, and other service providers is very
important. Most of hazards in a certain organization or department can be identified and
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Fig. 1. The statistics of fatal accidents from January 1, 2019 to June 30, 2019 (Data from the
Aviation Safety Network)

controlled easily. New hazards continuously emerge at the interfaces between these ser-
vice providers. These hazards are hard to identify and control. According to the statistics
safety data collected through various initiatives, there are a number of serious incidents
and general incidents occurred because of poor interface management. The civil aviation
safety management is a dynamic and continuous promotion process.

The evolution of civil aviation safety can be summarized as follows: technical era,
human factors era, organizational era, and total system era. From the early 1900s, civil
aviation emerged as a form of mass transportation. Safety occurrences were identified
as related to technical factors and technological failures. Therefore, civil aviation safety
endeavours was placed on the investigation and improvement of technical factors. By
the early 1970s, human factors were recognized as important and the focus of safety
endeavours was extended to human factors. During the mid-1990s, it became clear
that organizational factors plays a key role in achieving the effectiveness of safety risk
controls. From the beginning of the 21st century, a recognition and emphasis on the role
of total civil aviation system emerged [1, 2].

Safety performance management is an important part of safety management system.
It has been paid more and more attention because it can verify the effectiveness of risk
control measures and test the implementation efficiency of safety management system.
In order to present a comprehensive literature review of safety performance-related
articles, papers were filtered with keyword as ‘safety performance’ in the paper title
which published from 2008 to 2019 in Elsevier ScienceDirect. The distribution of safety
performance-related articles in Elsevier ScienceDirect database is presented in Fig. 2.

According to the search result, we can find that the general trend to increase is well
pronounced in the period of 2008-2019.
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Fig. 2. Distribution of safety performance-related articles in Elsevier ScienceDirect database

With the wide implementation of safety management system in civil aviation indus-
try, safety performance management has been paid more and more attention from aca-
demic institutions and civil aviation industry. In the domain of establishing safety per-
formance indicators, a number of research groups adopted different methods to develop
safety performance indicators in safety-critical organizations from various perspectives
[3-5]. In the domain of classifying safety performance indicators, safety performance
indicators have been classified as high-consequence indicators and low-consequence
indicators, outcome indicators and process indicators, reactive indicators and proactive
indicators, lagging indicators and leading indicators, and so on [6—11]. In the domain
of safety management effectiveness, different research groups adopted various meth-
ods to evaluate the effectiveness of safety management and performance management
for airlines, airports, air traffic controllers, etc. from different dimensions and aspects
[12-22]. In the domain of risk management based on safety performance indicators,
some research groups established risk assessment model based on safety performance
indicator system for different types of organization [10, 11, 23, 24].

The remaining of this paper is organized as follows. The big picture of civil aviation
safety management is presented in Sect. 2. Then, Sect. 3 introduces the risk assessment
model based on safety performance indicator system. In Sect. 4, a case study of an avia-
tion fuel company is provided to verify the proposed model. Finally, some conclusions
are given in the last section.

2 Civil Aviation Safety Management

Safety is typically managed through a risk management cycle which includes the stages
of hazard identification, risk evaluation, risk mitigation and risk monitoring [25]. Acci-
dents are prevented by identifying, measuring, analyzing, and adjusting key activities
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or indicators [26]. The big picture of civil aviation safety management is illustrated in
Fig. 3.
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Fig. 3. The big picture of civil aviation safety management

Safety is typically managed through continuous risk management, including hazard
identification, risk evaluation, risk mitigation and risk monitoring. According to ICAO,
hazard is defined as ‘A condition or an object with the potential to cause or contribute to
an aircraft incident or accident’. Hazard identification is the first step in the civil aviation
safety management process. In the civil aviation industry, there are many hazards from
people, equipment, environment, and management. There are two processes to identify
hazards: forward analysis process and backward analysis process. Forward analysis
process, which from hazard identification to unsafe events, includes: system and job
analysis, What-if analysis, event tree analysis (ETA), hazard and operability analysis
(HAZQP), etc. Backward analysis process, which from unsafe events to direct or indirect
causes, include: Reason model, SHELL model, fault tree analysis (FTA), etc.

For each hazard, there are many possible scenarios that could result in different
consequences. Risk evaluation is the process of identifying and measuring risk. In order
to carry out risk evaluation, the probability and potential consequence for each scenario
should be confirmed. There are many methods proposed to evaluate risk. These methods
can be divided into qualitative and quantitative risk evaluation methodologies.

In order to control risk, control measures are used to prevent the occurrence of unsafe
events and mitigate the consequence of top events. Control measures should be identified
and selected from technology level and management level. Then, the control plan should
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be developed and implemented. The effectiveness of these control measures should be
confirmed to determine whether they continue to provide protection. Control measures
can be divided as preventative measures and mitigative measures. Risk should be reduced
to the lowest reasonably practicable level by taking preventative measures and mitigative
measures. As formalized by professor Trevor Kletz, the five commonly used inherent
safety principles include: simplification, substitution, moderation, minimization, and
elimination [27]. The control measures that are the most feasible and effective should
be selected according to the hierarchy of controls measures: elimination, substitution,
engineering measures, administrative measures, and the personal protective equipment.

Once top event occurs, it means that some control measures fail. Then, the inves-
tigation should be carried out to identify failures in the control measures. The risk
management program should be reviewed to check the design and suitability of control
measures.

3 Risk Assessment Model Based on Safety Performance

As mentioned above, safety performance indicators can be classified according to dif-
ferent standards. In this paper, all the identified safety performance indicators in a civil
aviation organization are classified as occurrence indicators, foundation indicators, man-
agement indicators, and operation indicators. Safety performance indicators used to
monitor and measure unsafe events belong to occurrence indicators. Foundation indi-
cators and management indicators refer to the safety performance indicators used to
monitor and measure safety foundation status and the implementation of safety manage-
ment, respectively. Operation indicators refer to the safety performance indicators used
to monitor and measure precursor events.

As illustrated in the big picture of civil aviation safety management, risk evaluation
process includes the analysis of the likelihood of the consequence occurring and the
seriousness of the consequence if it does occur. Risk evaluation process should use
whatever safety data and safety information is available. Then, data from the safety
performance indicator system can be used to evaluate the probability of the consequence
occurring. Statistical value of each safety performance indicator will be collected every
month. The statistic value of safety performance indicators should be normalized because
the units and data ranges are various. For each safety performance indicator, the range of
statistic value will be divided as ‘very poor’, ‘poor’, ‘average’, ‘good’, and ‘very good’.
In order to obtain a numerical value in the hundred-mark system, the values representing
these five grades are assigned as 100, 80, 60, 40, and 0.

The severity of the consequence if it does occur can be evaluated based on the safety
performance indicator system because it includes occurrence indicators, management
indicators, foundation indicators, and operation indicators. Heinrich’s Law is used as
baseline by considering that the severities have small differences even within the same
level. According to Heinrich’s Law, severity coefficients for different safety performance
indicators can be given to represent the differences for occurrence indicators, foundation
indicators, management indicators, and operation indicators. Severity scores for different
safety performance indicators are assigned based on experts’ experience to represent
the small difference in the same safety performance indicator classification. Severity
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coefficients and severity scores for different safety performance indicators are presented
in Table 1.

Table 1. Severity coefficients and severity scores for different safety performance indicators

Safety performance indicator Severity coefficient Severity score
Occurrence indicator Accident 1000 [1, 2]

Serious incident 300 [1, 2]

General incident 100 [1,1.5]
Foundation indicator 30 [1, 3]
Management indicator 30 [1, 1.5]
Operation indicator 1 [1, 5]

In some civil aviation organizations, there are a number of branches located in differ-
ent areas. In these branches, there are some departments to deal with various businesses.
In this research, the risk assessment model has three levels: the operation risk of depart-
ments, the operation risk of branch, and the operation risk of a civil aviation organization.
In the department level, different departments’ operation risk should be calculated based
on the safety performance indicator system. In the safety performance indicator system,
there are a number of occurrence type, foundation type, management type, and operation
type of safety performance indicators. In the branch level, all departments’ operation
risk of this branch will be synthesized as operation risk of the branch. In the civil aviation
organization level, all branches’ operation risk will be calculated as operation risk of the

organization. The risk assessment model based on safety performance is illustrated as
Fig. 4.

‘ Operation risk of an organization ‘

Operation risk Operation risk
of branch 1 of branch o

e D

Operation risk
of branch p

I

Operation risk | | Operation risk Operation risk | | Operation risk Operation risk | | Operation risk
of department 1 of department r of department 1 of department s of department 1 of department ¢
Occurrence Foundation Management Operation
indicators indicators indicators indicators

Fig. 4. The risk assessment model based on safety performance
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At the department level, safety performance indicator system includes all classifi-
cations of safety performance indicators. Statistics values for all these occurrence indi-
cators, foundation indicators, management indicators, and operation indicators can be
obtained every month. According to the value assignment criteria mentioned above, there
will be a value Ly; in the hundred-mark system assigned for each safety performance
indicator. Then, the operation risk of a certain department can be calculated as:

m

Ry =) Sei x Sy x Ly (M)

i=1

where, m represents the number of safety performance indicators identified for the
department, S.; and Sy; are the severity coefficient and severity score for the ith safety
performance indicator, respectively.

For a certain branch, different departments face different hazards and risks. Then,
the weights for different departments are different in the risk evaluation of the branch.
The weights for different departments in the branch can be assigned by experts as:

wg = (Wa1, Wa2, Wa3, ..., Wai) ()

where, wg; is the weight of the jth department in the branch.
At the branch level, the operation risk can be calculated as:

1
Ry, = Z Wi X Ry 3)
j=1
where, [ is the number of departments in the branch, Ry; is the operation risk of the jth
department in the branch.

For a certain civil aviation organization, the identified hazards and risks for different
branch are different. Then, the weights for different branches are different in the risk
evaluation of the civil aviation organization. The weights for different branches in the
civil aviation organization can be assigned by experts as:

wp = (Wpl, Wp2, Wh3s « -+ Whp) 4

where, wpy is the weight of the kth branch in the civil aviation organization.
At the civil aviation organization level, the operation risk can be calculated as:

n
Ro = > Wy x Ru ®)
k=1

where, 7 is the number of branches in the civil aviation organization, Ry is the operation
risk of the kth branch in the organization.

4 Case Study

Aviation fuel support ability is very important for airport ground support services. Avi-
ation fuel is a kind of dangerous chemical with the characteristics of explosive and easy
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to produce static electricity. In order to verify the proposed operation risk assessment
model, an aviation fuel supply company is used as a case study. There are five branches
in this aviation fuel supply company. Each branch has a number of departments. For each
department, there are several occurrence indicators, foundation indicators, management
indicators, and operation indicators. The numbers of different classifications of safety
performance indicators are listed in Table 2.

Table 2. Numbers of safety performance indicators for different branches and departments

Branch | Department Number of SPIs
Branch A | Emergency command center | 16
Aviation fuel tank farm 1 22
Aviation fuel tank farm 2 22
Aviation fueling station 1 18
Aviation fueling station 2 18
Equipment maintenance center | 20
Branch B | Aviation fuel tank farm 22
Aviation fueling station 37
Quality inspection center 10
Branch C | Aviation fuel tank farm 21
Aviation fueling station 21
Measuring and testing lab 17
Q supply station 16
H supply station 15
T supply station 20
Z supply station 21
CD supply station 20
Branch D | Aviation fueling station 34
Measuring and testing lab 31
D supply station 19
L supply station 13
Branch E | Aviation fueling station 30
Measuring and testing lab 28
B supply station 21
CF supply station 20

As mentioned above, the probabilities and severities of occurrences in different
branches and their departments are different. The weights for five branches and their
departments are list in Table 3.
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Table 3. Weights for different branches and departments

Branch | Weight | Department Weight
Branch A | 0.25 Emergency command center | 0.1
Aviation fuel tank farm 1 0.15
Aviation fuel tank farm 2 0.15
Aviation fueling station 1 0.25
Aviation fueling station 2 0.25
Equipment maintenance center | 0.1
Branch B | 0.1 Aviation fuel tank farm 0.3
Aviation fueling station 0.5
Quality inspection center 0.2
Branch C | 0.25 Aviation fuel tank farm 0.09
Aviation fueling station 0.14
Measuring and testing lab 0.07
Q supply station 0.14
H supply station 0.14
T supply station 0.14
Z supply station 0.14
CD supply station 0.14
Branch D | 0.2 Aviation fueling station 0.2
Measuring and testing lab 0.14
D supply station 0.33
L supply station 0.33
Branch E | 0.2 Aviation fueling station 0.2
Measuring and testing lab 0.14
B supply station 0.33
CF supply station 0.33

According to the operation risk assessment model mentioned above, one month’s
monitoring data of all safety performance indicators is used to calculate the operation
risks of the aviation fuel company, five branches, and twenty-five departments. The
operation risk assessment results are presented in Table 4.

Based on the collected one month’s data of all safety performance indicators, the
operation risks of the aviation fuel company, its five branches, and their departments
have been assessed. It is found that these operation risk values are in the same magnitude
because there is no accident, or incident happened in this month. With the accumulation
of collected data of all safety performance indicators, the operation risk trends of the
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Table 4. Operation risk for aviation fuel company, branches and departments

Company Risk Branch Risk Department Risk

Aviation fuel company | 275.57 |Branch A | 276 Emergency command 260
center

Aviation fuel tank farm 1 | 320

Aviation fuel tank farm 2 | 220

Aviation fueling station 1 | 300

Aviation fueling station 2 | 280

Equipment maintenance | 240
center

Branch B 274 Aviation fuel tank farm 280

Aviation fueling station 300

Quality inspection center | 200
Branch C | 267.4 | Aviation fuel tank farm 280

Aviation fueling station 300

Measuring and testing lab | 220

Q supply station 260
H supply station 240
T supply station 280
Z supply station 260
CD supply station 280

BranchD |289.8 | Aviation fueling station 320

Measuring and testing lab | 340

D supply station 280

L supply station 260
BranchE | 271.8 | Aviation fueling station 300

Measuring and testing lab | 240

B supply station 260

CF supply station 280

aviation fuel company, its branches, and their departments can be used for decision
making.

5 Conclusion

As an important part of safety management system, the implementation of safety per-
formance management can promote the risk management and safety assurance process.
In order to assess operation risk of a civil aviation organization, the big picture of civil
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aviation safety management is illustrated to discuss the risk assessment and risk control
process. In this big picture, the sources of safety performance indicators are presented.
All identified safety performance indicators have been classified into four classifications:
occurrence indicators, operation indicators, management indicators, and foundation indi-
cators. The severity coefficients and severity scores for these four classifications of safety
performance indicators have been assigned based on Heinrich’s Law and in conjunc-
tion with experts’ evaluation. A novel operation risk assessment model based on safety
performance is proposed. The operation risks of a certain civil aviation organization, its
branches, and their departments can be assessed according to the proposed operation
risk assessment model. An aviation fuel company with five branches and twenty-five
departments is used to illustrate the efficiency and flexibility of the proposed model.
The operation risk values for the aviation fuel company, five branches, and twenty-five
departments are calculated based on one month’s data of all safety performance indi-
cators. The operation risk trends can be given by accumulating of data of all safety
performance indicators month by month.
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Abstract. Industrial services as i.e. maintenance are essential for asset-intensive
industries. Just as the physical assets become smarter, there is also a change towards
digitalization within the workplaces of service technicians. Within service opera-
tion, automation scenarios are constantly increasing. No doubt, this will influence
the sociotechnical system of service technician, asset and service tools. Research
on the effect of digitalized work processes in the field of industrial service are
rudimentary, especially its effect on occupational safety and health.

In the context of technological adjustments, the paper focuses on short-term
effects on Occupational safety and health (OSH) with special regard towards
changes in the mental workload. Under the use of the NASA-TLX the paper
sums up the results of an empirical study comparing paper-based vs. Augmented-
Reality-based work instructions. How the increase in human-machine interactions
work as stressors or enablers seen from the perspective of service technicians will
be analyzed.

Keywords: Service technician - AR work instruction - Mental workload

1 Smart Service Operation

1.1 Augmented-Reality

Augmented Reality (AR) is a technical option very much hyped for industrial use. AR is
the form of Mixed Reality, where virtual content as computer generated virtual objects or
environments is blended into the real world [1, 2]. The user therefore stays connected to
the real world which is mandatory for service operation. For industrial service operation
AR allows an interactive way of presenting i.e. maintenance information along the service
procedure, typically under the use of smartphone, tablet or Head-Mounted-Displays
(HMD). It is a new way for equipment manufacturers to deliver maintenance instructions
for maintenance specialists and/or equipment users [3]. AR seems a promising tool
to ensure a proper, quick and safe maintenance fulfillment and may enrich a service
technicians’ workplace with modern technique.

However fundamental research on the positive or negative, on the enabling or stress-
ing effects of AR use within service operation is missing. Research of AR-use in typical
manufacturing tasks as i.e. show positive effects of AR use [4, 5] But does AR ease the
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work circumstances and therefore supports a safe and healthy workplace and increases
performance for service technicians? To find about this, the authors executed a first
experimental study comparing differences in workload, performance and operational
safety when using paper-based work instructions vs. AR-based work instructions within
a maintenance scenario.

1.2 Industrial Service Operation

Industrial services must assure a safe, economic and compliant operation of industrial
assets as i.e. paper mills, power plants or trains. As there is an increase of automation
and human-computer-interaction in the asset operation, there are comparable changes
within the service operation of these assets. Smart technologies as i.e. Head-Mounted-
Displays, exoskeletons or smart gloves are promising tools to lower work strains [6].
However, the effects of automation on workplace, OSH and work motivation are even
more relevant in the industrial service domain. Due to a low level of repetitive tasks
and heterogeneous, highly customized service operation, the human worker will not be
completely replaced. Therefore, studying the effects of automation on industrial service
technicians is of long-term interest.

Work instructions play an important role for a safe, successful service operation
because

e As the variety of problems due to an increase of physical assets (i.e. manufacturing
machines) and asset properties (i.e. programming language, functionality) increases
the number of customer-driven service tasks for which the technicians has to look for
instructions increases.

e Another phenomenon in some regions and industrial service sectors is the employment
of low-qualified workers for whom work-instructions are the only way to fulfil the
service task.

e Industrial service technicians often have to work in a more hazardous work environ-
ment. Safety instructions coming along the work steps are sometimes numerous, must
be confirmed by the technician and filed by the employer.

AR offers a smart information providence supporting the service technicians. AR-
working instructions give an automated step-by-step guidance depending on the service
object and previous working steps. It can be understood as a solution with a low level
of automation (LOA) [7, 8]. Through the use of object recognition the technician gets
detailed, accurately fitting information helping to fulfil the work routine which the tech-
nician confirms and executes. Following Parasuraman and colleagues’ (2000), the third
LOA (out of 10) is therefore implemented [7].

In comparison, within paper-based work instructions the technician must decide on
himself which information is relevant in each working step. There is no situation-adapted
automated information providence.

AR-use is a form of human-computer-interaction, where a change in workplace, its
procedures and safety issues are to be expected.
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1.3 Workload and OSH

Workload is the entirety of all requirements and external conditions at a workplace, which
could influence a person physically and/ or psychologically [9]. Workload defines the
strain of a task. Both can be understood as synonyms. Within the NASA-TLX the identi-
fied components of workload are mental, physical, temporal demand, effort, performance
and frustration level [10]. Especially mental workload is of interest in industrial service
operation. Heterogeneous work conditions defined trough differences in the assets, the
customer requirements and an increase in asset complexity causes mental strain. Tem-
poral demand is as well typical for service operation. In addition, service technicians’
workplaces are typically noisier and dustier [11].

Mental workload is seen as the sum of all external parameters influencing the
employee mentally [12] and is described as “the degree or percentage of the opera-
tor’s information processing capacity which is expended in meeting system demands”
[13]. Operational features causing mental workload are amongst others

Lack or overflow of information
Difficulties in information acquisition
Conflicting task assignment

Work discontinuity [14].

Mental workload has a direct input on the task output (Fig. 1.) This is defined by the
work quality in relation to the time needed for fulfillment [15]. Service quality is defined
by a reliability, assurance, tangibles, empathy and responsiveness [16] and strongly
depends on the manpower’s capabilities [17]. Therefore service quality incorporates
operational safety and health (OSH) as a crucial factor for reliable service operation.
OSH can be achieved through (a) good ergonomics, (b) active or passive safety features
and (c) personnel qualification and organization. Working instructions have an influence
on the personnel qualification and should reduce the effect of the outlined operational
features causing mental workload.
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Fig. 1. Output and mental workload [18, 19]
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1.4 Hypothesis

If AR has the positive effects on mental load factors and gives automated information
on-demand, the following hypothesis are made

H1: AR will cause a significant reduction in the amount of time to complete a service
task compared to paper-based work instructions.

H2: The number of errors done by the technician is reduced by using AR compared to
paper-based work instructions.

H3: Subjective workload measures indicate a decrease in mental workload for the
technicians

H4: The positive effects are appreciated more by younger workers.

HS: Safety instructions are followed better by the use of AR.

2 Study

This study took place January 2020. In total, 20 subjects took part - all of them non-
service-technicians in real life. The subjects were grouped in two — paper and AR.
The two groups showed the following age and gender characteristics (Fig. 2). Gender
and age were selected corresponding to the characteristics in real world, where female
technicians are rare [11].

paper AR
(100% male) (10% female, 90% male)

=Age iS4 WAgeBSE0 = fgenles = Age18-34 = Age35-50 = Age 51-65

Fig. 2. Subject groups characteristics

The survey included the NASA-TLX by Hart et al. [10], time, quality and safety
observations, and demographic variables. The subjects were asked to rate all six demand
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categories (mental, physical, temporal, effort, performance and frustration) using a 100-
point scale. The subjects were then asked to perform pair-wise comparisons to give an
individual feedback on which of the load categories of the TLX are more important.
The rates of each category and the result of the pair-wise comparisons lead to a mean
weighted workload score — the overall task load index.

2.1 Experimental Setting

20 subjects were asked to repair a chain saw whose starter pull cord has been broken
(Fig. 3). They were asked to fulfill the task as quick as possible. None of the subjects
had ever done this repair before. 10 test persons were asked to fulfil the repair scenario
under the help of a printed work-instruction, 10 persons could use the help of an AR-
work-instruction installed on the Microsoft Hololens®.

Fig. 3. Experimental setting

7 out of 10 subjects who used the AR-implementation had no experience with AR
at all, 3 had low experience. All 10 got a brief introduction in how to use the Hololens®
and were asked to go through the gesture control app preinstalled on the Hololens® by
Microsoft.

2.2 Findings

Time of Completion. Time of completion is a crucial factor evaluating service output.
In general, while service is done, the industrial asset is not available. Unavailability means
financial loss due to reduced earnings. Remarkable, the average time of completion using
AR-based work instructions is about 35% less compared to subjects using paper-based
work instructions (Fig. 4).
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Fig. 4. Effect of instructional medium on time of completion.

However, ANOVAs (using an alpha level of 0, 05) comparing the effect of instruc-
tional medium on time of completion showed no statistical significance, F(1,18) = 3,265,
p = 0,199. The age has as well no significant influence on the time of completion.

In addition, not only time of completion is a lot less using AR-based instructions,
also the subjective evaluation on how well the repair process was completed shows
differences even though all subjects completed the maintenance task successfully. 80%
of the subjects using AR-based instructions rated their work result as good or very-good,
only 50% of the participants using the medium paper rated their work result as good,
none as very good (Table 1).

Table 1. Subjective feedback on how well task was fulfilled

Paper-based | AR-based
Very good | 0 2
Good 5 6
Medium |5 3
Bad 0 0
Very bad |0 0

Workload. There is a noticeable difference in mental workload between the two medi-
ums. Descriptive statistics show an average mental workload of 56 when using paper-
based instructions compared to 27, 5 (Fig. 5). A one-way ANOVA shows a statistically
significant effect of instructional medium on mental workload, F(1,18) = 13,048, p =
0,571. Due to the interference of computer-generated overlaid, animated objects, it is of
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less cognitive demand to find out about what is meant by the working steps and which
parts and tools are needed.

100
90

7
70 6,25

50

40
30 LZS
20 20

[F Mental Demand (paper based) [l Mental Demand (AR based)

Fig. 5. Effect of instructional medium on mental workload

A one-way ANOVA on the effect of age on mental workload showed no statis-
tical significance. However, Post hoc comparisons showed that there is a statistically
significant effect between ‘age group < 35’ and ‘age group > 50’ (p = 0,085).

For the overall TLX there is still a difference in favor for the AR-based work instruc-
tions (Fig. 6), however this difference is not statistically significant, F(1,18) = 3,884, p
= 0,875. This is mainly because besides the mental workload there is only a noticeable,
but not statistically significant difference in temporal demand (Fig. 7). The other four
demand categories are very much independent of the used medium.
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Fig. 6. Effect of instructional medium on overall TLX
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Fig. 7. Effect of instructional medium on temporal demand

Operational Safety. The service scenario was successfully completed by all 20 sub-
jects. However, only during the use of the paper-based instruction most subjects needed
help by the instructors (8 out of 10 subjects) as they were unsure in certain steps. As
with the chain saw a realistic object was used, the instructors interfered in cases where
there was a potential risk to damage the chain saw. In AR computer-generated instruc-
tions are overlaid to the real object. This makes it much easier to figure out correct
positions, orientations, parts and tools (compare mental workload). None of the subjects
got a technical instruction to the chain saw. But the noticeable difference in queries
show that the level of safety relevant knowledge is higher after the same time when
instructed by AR compared to paper-based work instructed. The findings underline pre-
vious research where it is stated that AR applications “are cheaper and more efficient
ways to enhance human safety” [20]. AR allows a better safety relevant qualification
in shorter period of time for untrained employees. The participants using AR-based
work instructions declared the work-instruction much more helpful than the participants
who had to use paper-based work instructions. A one-way ANOVA was conducted on
the effect of instructional medium on how helpful the instruction was. The effect is
statistically significant, F (1,18) = 6,4, p = 0,913.

Safety Devices. Looking at the usage of protective clothing as passive OSH measure-
ments, no differences could be seen. In both groups 60% of all subjects put on the
required safety devices gloves and glasses. AR-use seems to have no influence - neither
positive nor negative - on the use of safety devices. This result is unexpected as the AR-
work instruction did not only include safety information like in the paper-based work
instruction, but also asked the subjects to confirm the information by gesture or voice
command.

3 Conclusions and Outlook

AR-based work instruction can be understood as an enabling technology in service
operation. Service output defined as the work quality in relation to the time needed for
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fulfillment is enhanced. Even though paper-based work instructions are well established
and standardized, AR offers a big advantage for untrained staff as task-relevant informa-
tion is overlaid to the physical object. Uncertainty in what and how to do each service
step does not arise. Time of completion and mental workload are reduced by AR-based
assistance. The self-assessment regarding the task output, a potential motivator, is more
positive. However, AR implemented even in the MS Hololens®, as one of the most
advanced solution available right now, still has some obstacles hindering the technician
in the tool use: (a) the field of view of MS Hololens® 1 is very small — the user finds it
difficult to see all animations and the control panel in the field of view at the same time,
(b) the weight of the HMD (579 grams) is heavy for long-term use - some subjects felt
pain after a short period of time of approximately 20 min.

AR can be a good alternative to the well-established but rather laborious printed
handbooks. Looking at the hypothesis, following conclusions can be made from this
study:

HI1 may be neglected. There is evidence that AR causes a significant reduction in the
amount of time to complete a service task compared to paper-based work instructions.
However, the effect is not statistically significant. Further research and a bigger sample
should be done for verification.

H2 may be neglected. No subject did an error, all completed the repair process success-
fully. However, the number of queries is significantly higher in the paper-based instructed
work. Without the interference by the instructors the number of errors is expected to be
much higher in the paper-instructed service operation. For further studies adoption in
the scenario should be made.

H3 is confirmed. There is a significant decrease in mental workload for the technicians
using AR-based work instructions.

H4 is confirmed. The positive effects are appreciated more by younger workers. The
participants younger than 35 had a significant lower mental workload then the ones
older than 50 years old.

H5 must be neglected. Safety instructions are not followed better by the use of AR. Even
the necessity to confirm safety instructions didn’t lead to a higher degree of safety device
use. In addition, as all subjects completed the work task successfully, there is no direct
effect on OSH by an observed decrease in the number of errors. However, if instruction
are understood as a safety tool, AR is much more appreciated then paper-based work
instructions.

This study has only looked at the changes from printed to AR-based work instruc-
tions. For further research, video instructions as a reasonable, wide-spread option should
be included in an evaluation on how smart information use within industrial service
operation causes positive and/or negative effects in the technician’s workplace.

Further did this study only focus on short-term effects. Long-term effects also with
regard to the customer who normally is somehow involved in the service operation has
been left aside for this study.

In addition, further research should address possible influences on work motivation
coming along with smart information use in service operation. As service performance
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increases, there might be a positive long-term effect on work motivation leading to many
more effects than the ones looked at within this paper.

Notes. As the study is based on a realistic maintenance scenario, the results have to
be understood as a comparison between (A) the standardized, well-established medium
paper-based work instruction, which was provided by the manufacturer and is so far
used for the chain saw maintenance and (B) a prototypic, non-standardized AR-based
work instruction whose animated information sequences are based on the paper work
instruction.

References

1. Milgram, P., Colquhoun, H.: Mixed Reality-Merging Real and Virtual Worlds. Springer, New
York (1999)

2. Barfield, W., Caudell, T.: Basic concepts in wearable computers and augmented reality. In:
Barfield, W., Caudell, T. (eds.) Fundamentals of Wearable Computers and Augmented Reality.
Lawrence Erlbaum Associates, Publishers, Mahwah (2001)

3. Droll, C., Gutsche, K., Kaesemann, F., Koristka, K.: Mixed reality within maintenance support
services — a user-centered design approach. In: eMaintenance, Sweden, Stockholm (2019)

4. Tang, A., Owen, C., Biocca, F., Mou, W.: Comparative effectiveness of augmented reality in
object assembly. In: Bellotti, V., Erickson, T., Cockton, G., Korhonen, P. (eds.) Proceedings
of the Conference on Human Factors in 