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What This Book Series Is About

Current Healthcare: What Is Behind the Issue?

For many acute and chronic disorders, the current healthcare outcomes are con-
sidered as being inadequate: global figures cry for preventive measures and per-
sonalised treatments. In fact, severe chronic pathologies, such as cardiovascular
disorders, diabetes and cancer, are treated after onset of the disease, frequently
at near end stages. Pessimistic prognosis considers pandemic scenario for type 2
diabetes mellitus, neurodegenerative disorders and some types of cancer over the
next 10–20 years followed by the economic disaster of healthcare systems in a
global scale.

Advanced Healthcare Tailored to the Person: What Is Beyond
the Issue?

Advanced healthcare promotes the paradigm change from delayed interventional to
predictive medicine tailored to the person, from reactive to preventive medicine and
from disease to wellness. The innovative Predictive, Preventive and Personalised
Medicine (PPPM) is emerging as the focal point of efforts in healthcare aimed
at curbing the prevalence of both communicable and non-communicable diseases,
such as diabetes, cardiovascular diseases, chronic respiratory diseases, cancer and
dental pathologies. The cost-effective management of diseases and the critical role
of PPPM in modernisation of healthcare have been acknowledged as priorities by
global and regional organisations and health-related institutions, such as the United
Nations Organisation, the European Union and the National Institutes of Health.
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viii What This Book Series Is About

Why Integrative Medical Approach by PPPM as the Medicine
of the Future?

PPPM is the new integrative concept in healthcare sector that enables to predict
individual predisposition before onset of the disease, to provide targeted preventive
measures and to create personalised treatment algorithms tailored to the person. The
expected outcomes are conducive to more effective population screening, prevention
early in childhood, identification of persons at risk, stratification of patients for
the optimal therapy planning, prediction and reduction of adverse drug-drug or
drugdisease interactions relying on emerging technologies, such as pharmacogenet-
ics, pathology-specific molecular patters, subcellular imaging, disease modelling,
individual patient profiles, etc. Integrative approach by PPPM is considered as the
medicine of the future. Being at the forefront of the global efforts, the European
Association for Predictive, Preventive and Personalised Medicine (EPMA, http://
www.epmanet.eu/) promotes the integrative concept of PPPM among healthcare
stakeholders, governmental institutions, educators, funding bodies, patient organ-
isations and public domain.

Current book series, published by Springer in collaboration with EPMA,
overview multidisciplinary aspects of advanced biomedical approaches and
innovative technologies. The integration of individual professional groups into
the overall concept of PPPM is a particular advantage of this book series. Expert
recommendations focus on the cost-effective management tailored to the person
in health and disease. Innovative strategies are considered for standardisation of
healthcare services. New guidelines are proposed for medical ethics, treatment of
rare diseases, innovative approaches to early and predictive diagnostics, patient
stratification and targeted prevention in healthy individuals, persons at risk,
individual patient groups, subpopulations, institutions, healthcare economy and
marketing.

http://www.epmanet.eu/
http://www.epmanet.eu/
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Preface

Predictive, Preventive and Personalised Medicine (3PM) is a new paradigm for both
bio/medical sciences and management of medical services created and promoted by
the expert groups of EPMA in early twenty-first century.

On the other hand, Information Technology (IT) comprises essential tools for
many aspects of societal organisation at individual and population levels, being
therefore instrumental for the development and implementation of advanced 3PM
concepts benefiting healthy individuals, patients, healthcare system, and the society
as a whole.

Potential IT/3PM benefits could be well exemplified by the current Covid-19
Pandemic challenge, when optimal policy-making decisions could be made only
by application of predictive IT algorithms for cost-effective targeted preventive
measures saving lives and considering the entire spectrum of socio-economical
issues related to this complex situation.

Contextually, this book addresses the IT-generated solutions for practical
implementation of 3PM concepts. It presents innovative methods, algorithms and
approaches which synergistically demonstrate a potential to advance 3PM concepts
and implementation. A spectrum of relevant IT solutions is considered such as
predictive and prognostic tools, health monitoring for targeted prevention, Internet
of Things (IoT), Artificial Intelligence (AI), big data analysis and personalisation
of treatment algorithms.

Toulouse, France Lotfi Chaari
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Introduction

Keywords: Predictive Preventive Personalised Medicine (PPPM, 3PM); eHealth;
IoT for Health; Artificial Intelligence; Big Data Analysis; Deep Learning; Health
Monitoring; 3D Visualization; Covid-19 Pandemic Monitoring

Introducing Information Technology (IT) tools in today’s and future medicine is
being increasingly considered all over the world, especially in developed countries.
Indeed, these countries are suffering the most from population aging and chronic
diseases. This induces original challenges not only for healthcare but also for well-
being. In this sense, Predictive, Preventive and Personalised Medicine (3PM) has
been identified since more than a decade as a research avenue having huge potential
for developed societies.

From Traditional to 3PM

The history of medicine[1] is rich in important events and discoveries. For cen-
turies, medicine has regularly faced important challenges. Evolution has therefore
happened relatively to historical events, but also with respect to the practice method-
ology. Regarding events, there is no better example than the current Coronavirus
Pandemic, which is demonstrating that healthcare systems in both developed and
developing countries are not adapted to such situations.

In terms of practice methodology, medicine moved from Traditional (T) practice
to Complementary and Alternative Medicine (CAM) and then to Person-Centred
Medicine (PCM), Individualised Medicine (IM), Stratified Medicine (SM), Person-
alised Medicine (PM), and more recently Predictive, Preventive and Personalised
Medicine (3PM). 3PM is becoming today one of the main priorities of the European
Commission (EC) to solve current health challenges [2]. Although these challenges
are to a large extent due to population aging trends, chronic and severe diseases,
earlier considered as being linked to the elderly, nowadays occur more and more
frequently to younger generations, such as diabetes mellitus type 2, some types of
aggressive cancers and ‘young’ stroke, among others [3,4,5,6]. Contextually, inno-
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xiv Introduction

vative population screening programmes based on advanced concepts of prediction,
targeted prevention and personalisation of medical services have to be investigated.

3PM Meeting IT

Today, the paradigm of handling chronic diseases is facing a shift from reactive
to Predictive, Preventive and Personalised. Recent studies clearly established this
evidence in general [7] and specific chronic diseases such as heart failure [8].

This paradigm shift has been conducted by handling more patient-related data.
As most of today’s applications, these data may be of very large volumes. It
is mostly collected from sensors either related to people’s physiological state or
environment.

To analyse the generated data volumes, it is not possible any more to rely on
manual or operator-based tools. Hopefully, research during the last two decades in
the field of IT has led to the development of many automatic and efficient tools to
collect, process and analyse data. The 3PM community has therefore managed to
formulate unsolved problems to be investigated using IT tools [9, 10].

IT Meeting 3PM

On the other hand, IT has completely changed our lives. Starting from homes,
vehicles or even work and restaurants, we use IT tools throughout the day. On the
other hand, IT today is contributing to the understanding and monitoring of the
current Covid-19 Pandemic [11]. This allowed countries to adapt their prediction
and prevention strategies either through non-pharmacological interventions (NPI)
or personalised imagery-based testing [12]. 3PM is therefore being adopted as a
paradigm to handle both the pandemic and post-pandemic phases.

In the context of healthcare, IT has a lot offer, such as patients management
at hospitals, exploration tools like imagery, telemedicine, and data-driven clini-
cal decision systems (CDS). More recently, Artificial Intelligence (AI) is being
investigated deeper despite the sensitivity of the medical field [13]. Specifically,
the AI community [8] has investigated solving 3PM problems. In parallel, similar
contributions in the field of 3PM have been made by other scientific communities
such as Internet of Things (IoT) [14].

This book addresses new contributions in the field of IT regarding 3PM.
It therefore contributes to document how IT is meeting 3PM to solve current
problems and give new perspectives for the future. The book’s content covers tools
serving personalised prediction, tools for diagnosis and prevention, monitoring,
visualisation, data analytics, AI and personalized medical systems.
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The reported original contributions have been presented to the second Inter-
national Conference on Digital Health Technologies (ICDHT 2019). This book
therefore provides one with a technical idea about future trends using IT tools for
3PM.
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A New Scalable and Comprehensive
Real-Time Evaluation System
of Dependence

Marie-Claude Mendo, Julien Mistrzak, Vincent Peirolo,
and Laurent Billonnet

1 Context

According to the latest projections of the French population, in 2050, one in three
inhabitants should be more than 60 years old in France. Every country in Europe
is concerned with 2.3 million of dependent elderly. In 2016, 7500 nursing homes
hosted about 600,000 seniors. Other seniors have chosen or not to stay at home [1].

The French caregiver Association counts 8.3 million caregivers. To improve
the daily life and the accompaniment of people in loss of autonomy, the French
government has developed several plans (old age, Alzheimer’s) and laws, the most
recent of which is the law ASV (adaptation of society to ageing). This includes the
physical environment (habitat), the social environment (family caregivers) and the
traditional AGGIR grid (gerontological autonomy iso-resource groups) [2].

The AGGIR grid evaluates the level of dependence of people over 60. The GIR
index found is used to adapt the Personalized Autonomy Allowance. This index
goes from 1 to 6 and one is the highest level of dependence. GIR 1–4 indices allow
to benefit for an assistance plan funded by the county council, including human,
financial, technical (home automation for example) for the seniors and their families.

However, this tool do not take into account several parameters; such as caregivers
(while they are essential for efficient home support and to maintain social link),
neurodegenerative diseases (such as Parkinson and Alzheimer) or emotions and
affects of the people with loss of autonomy [3].

There is also a problem of temporality between evaluations. In the current model,
the AGGIR grid is evaluated only once every 2 years. The medical status and the
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dependence level of the user can decline in a few days, which should rationally
require a new immediate evaluation.

2 How to Overcome All of These Shortcomings?

To solve all these weaknesses, we propose a global scalable system for evaluation
of the people with loss of autonomy without age restriction. Based upon activity
monitoring, the goal is to set up an intelligent system with sensors that can detect
in real-time changes that occur after the initial evaluation using standard grids [4].
Parameters referred by the process are: transfers, movement inside and outside the
house, urinary and faecal elimination, feeding, tracking and orientation in living
space and time, communication, dressing and undressing. It is also possible to
rate the evolution of pathologies, emotions of the user and the people around him
(family, caregivers), falls and global physical activity.

According to the literature, there are different means of fall detection and
activity monitoring for the elderly. One concerns “direct detection” [5] solutions,
which detect a sudden change in the position of the body (drop) thanks to the
accelerometers or equivalent sensors. The second refers to environmental sensors
to monitor and analyse the activities (or absence of activity also called “peripheral
sensing”) of the person [6].

The RE-AGGIR (react) system aims to integrate the AGGIR grid and its multi-
dimensional assessment into the habitat [7]:

• Feeding is one of the primary needs of life. Appetite reduction is one of the main
factors in the loss of autonomy. Therefore, monitoring the diet on a daily basis
can detect when the persons are no longer able to feed themselves.

• Approximately 78% of incidents and accidents usually occur overnight in
seniors. So monitoring night activities must be part of our system.

• Falls are among the causes of hospitalization and mortality in the elderly. The
post-fall syndrome leads to a reduction in the activities of the elder and the latter
will adopt other postures to avoid falling again.

• Monitoring the grasping abilities enables to monitor the dressing and the onset
of neurodegenerative diseases.

• Monitoring the outward comings and goings will allow us to know if the persons
in loss of autonomy continue to have relations and/or activities outside their home
thus maintaining a reasonable level of social link.

• Monitoring the attendance of the bathroom and the toilets allows having informa-
tion on the hygiene of the elderly person (it is also one of the items of the AGGIR
grid). Natural elimination is one of the items evaluated by the Aggir grid.

In terms of ethics and privacy respect, the system has to be practically invisible to
the inhabitants since the success of our system is based first on its acceptance by the
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users. The data collected by the sensors will be analysed and processed intelligently
by a central system. This will be connected to a monitoring interface that can issue
alerts autonomously in case of emergency. The system will stay connected to the
AGGIR grid’s algorithm so that the GIR index can be automatically refreshed in
real-time and transmitted to care services, prescribers and caregivers.

3 A Real-Time Evaluation System

3.1 Expected Benefits

Our goal is to consider the actual AGGIR grid, adding social and family environ-
ment parameters.

The re-AGGIR system has several advantages such as the daily monitoring of the
evolution of pathologies in real time. It helps to reduce the delays in the intervention
of professionals and prevent the loss of autonomy. It complements the remote
assistance services and operates in autonomy without interaction.

RÉ-AGGIR makes it possible to re-adapt services and home support according
to needs while monitoring the parameters that are part of the primary needs of the
people.

Our proposal therefore consists of a panel of four types of sensors. We describe
the role and implementation strategy of the different sensor types (see Fig. 1) further.

3.2 Central Unit

Pure and discrete, the design of this central unit (see Fig. 2) allows it to be placed
anywhere in the house without being imposing or too intrusive. This unit collects
the data of all sensors and processes it to send alerts to caregivers and professionals.

3.3 Presence Sensors

In general, a motion detector is a sensor placed at a strategic location to detect
intrusions into a house. On the one hand, we use its ability to detect a presence, help
daily lighting of the lamps in case of motion detection. This is essential for night
walking. On the other hand, it allows monitoring the frequency of these movements.
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Fig. 1 Example of sensors implantation into a house

3.4 Contact Sensors

A contact sensor is a simple and effective solution for detecting for example opening
of household appliances or doors/windows. In our system, it will be used to monitor
three parameters: eating habits, natural elimination and hygiene, outside activities.
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Fig. 2 Design of the central
unit 11,0cm

8,2cm

3.5 Bed Support Sensor

Sleep cycle changes during normal aging of people. However, for the elderly, the
night is the time when the risk is important. As nocturnal ambulation is a precursor
to Alzheimer’s disease and needs to be monitored. In this case, the contact sensors
placed in the kitchen, coupled with the bed sensor, will detect and signal the action.
The contact sensor will also be installed in the toilet.

The support sensor is a plate with sensors that slides under the mattress. It can
detect a presence by contact with the person. Equipped with an intelligent system,
He is able to differentiate the sitting position from the lying position. What makes
the sleep measurement readings of the person more reliable.

3.6 Seismic Sensor

This sensor is the size of a two-euro coin and is placed directly on the floor of each
room and in the centre. Thanks to its extreme thinness, it does not feel almost under
foot when walking on it. This apparel records and analyses in real time the slightest
vibrations that the soil propagates. Thanks to its precise parameterization, it is able
to analyse the weight of an impact and thus to diagnose if the vibration is due to an
object fallen to the ground or a person falling.
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3.7 Limits of the System

Like any human work, the re-AGGIR system has some limitations, such as the
grasping measurement that is part of the AGGIR grid. RE-AGGIR is going to need
human help to monitor these settings. The system is not also able to identify the
person who is the victim of a fall when there are several inhabitants in the house.
Actually, only people who reside in areas covered by an internet network can use
RE-AGGIR. The others will have to wait for network coverage throughout the
territory. Finally, the affects cannot be evaluated without human aid.

4 Conclusion

Our system not only complements tele assistance services, but also secures the
elderly, prevents loss of autonomy by monitoring daily changes in pathologies
and facilitates the intervention of professionals. RE-AGGIR is a global evaluation
system that combines discretion, comfort and technology. RE-AGGIR accompanies
seniors as well as anyone without age distinction. However, for some parameters
like affects, dressing / undressing, grasping, RE-AGGIR will need to use intrusive
devices such as the cameras to work efficiently. It will also need a human interaction
to estimate and accompany the seniors at best.

The system estimates the dependence in real time and makes it possible to adapt
the different supports according to the evolution of the needs of the people with loss
of autonomy. RE-AGGIR presents several advantages: the safety of the aidant, the
prevention of the loss of autonomy, the serenity of the caregiver and the relatives. It
is a comprehensive complement to the tele assistance services. With the increasing
impact of IoT in several domains, possibilities of application extensions seems
infinite.
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An Ontology Based Authentication
Framework for Healthcare Monitoring

Amira Henaien and Hadda BelHadj

1 Introduction

Nowadays, the widespread use of smart devices is producing a radical changes in
our daily life activities. As one of the fields the most affected is healthcare attending
more than 40% from the hole investments of the market of WoT [2, 4]. Several
successful industrial or research works are developed with a very efficient design
to track and monitor the health of a patient continuously and ubiquitously. The
principle idea of WoT Healthcare Applications consists in involving a set of smart
devices connected to daily life objects in the body of the patient or its environment.
The main job of those devices is to collect the necessary data for an ubiquitous
healthcare monitoring. And it may includes any sensing data about the user’s
health situation and the environment situation, the medical history of a patient, a
device information and any health domain-specific data. It is very necessary and
challenging to create new standardization and develop good practices to improve
the usability, the maintainability, and the security of healthcare applications. As it is
discussed in [3, 4], form this list, security is a priority. Any lost or fake information
can leads to a dangerous situation and even to the death of human being. For a
cardiology patient in a critical situation, any missing vital sign, as its heart beat,
can delay an alert or completely loose it and deprive him from getting any aids.
The wrong information or the missing data are not always technical bugs. It is
absolutely possible that they are a willfully human being made errors spontaneously
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or deliberately. For this reasons, the system should be enhanced enough to protect
its data. As the most first action that can be taken is a strong authentication system
to limited the access using a powerful authentication methods.

Different authentication solutions are efficiently used and approved for informa-
tion systems in general and medical systems in particular. However, new ubiquitous
and continuous healthcare monitoring applications have a very particular type of
users like: people with special needs, handicaps, old persons, new born babies. For
this reason, common methods, viz, knowledge-based or possession-based methods
are no more feasible. An old person with Alzaheimer probably is never able
to remember the password. It is becoming necessary to create a standardized
authentication technique supporting the variety of health situation of users and
providing the highest guaranty of protection for the data. A technique taking on
consideration the health and mental situation of a user should specify for each user
his situations, specify the different possible means of authentication and associate a
semantic interpretation to each one. Finally, this technique should be able to reason
and interpret the best authentication technique for each user.

This paper presents a new ontology based authentication methodology for
healthcare monitoring in a predictive, preventive and personalized medicine system.
The main idea consists on allowing different and adapted methods of authentication
depending in the health and mental situation of the user. The system allow for a
caregiver or a doctor to define the different abilities and capabilities of a patient.
Based on those information, the system is able to define the appropriate method to
be used for the user to authenticate and is able to provide this method ubiquitously to
be identified. This paper is organized as the following: Sect. 2 is a presentation of the
background of this work. Section 3 is an overview of this framework. In Sect. 4 we
present the main component of this framework, the knowledge management system.
Finally, Sect. 5 is a conclusions and perspectives.

2 Related Work and Background

Context and Rules Based Authentication In a very general way, the process of
the authentication is confirming that a specific attribute claimed by an entity in a
system. This confirmation is in many cases an identification of an entity that claims
using credentials. Usual identification methods are knowledge-based methods, i.e. a
password, answer question, generated code, etc. Traditional authentication methods
have been enhanced with different techniques, viz, location based authentication
[1], bio-metric information based authentication [11], context-awareness based
authentication [1, 5, 13, 14], shared authorization and authentication rules across
network based authentication [17].

Security and Medicine Ontologies Ontologies are becoming a powerful tool in the
development of interdisciplinary systems as e-healthcare systems since their are able
to represent and interrelate many types of knowledge.
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Based Context Modeling for Healthcare Applications During the last years, dif-
ferent medical ontologies have been proposed to summarize medicine terms and
concepts, viz, Systematized Nomenclature of Medicine Clinical Terms (SNOMED
CT) [15], International Classification of Diseases (ICD)-10 [9] and International
Classification Nursing Practice ICNP [10]. The ontology ICNP is a formal structure
containing terms and definitions providing a formal nursing terminology for the
construction of nursing diagnoses, interventions, and results. Ontology is not only
used for terminology, it is also involved in different healthcare applications, viz, [6]
proposing a context-aware system for antihypertensive drug recommendations or
[8] designing a diabetes diagnosis framework.

Ontology Based Security Approaches Besides to medicine ontologies, some secu-
rity approaches have been proposed based on ontologies viz, [12] an ontology base
authorization enabling semantically matching diverse authorization requests and
semantic rule reasoning on requested access; [7] an ontology-based interoperation
service translating security attributes from local security vocabularies into the
attributes recognized by the central vocabulary. Souad et al. in [16] propose a
classification into eight families of existing security ontologies for the different
requirements definition.

3 Overview of the Proposed Ontology Based Authentication
Framework

The proposed framework is designed to allow different types of identification. It
express the abilities of a patient with a formal specification. For each user, the
system determinate a personalized method of authentication. The data is collected
from different devices like: body sensors worn by the user, ambient sensors
surrounding the user or smart devices, as phone, tablet, etc. Body sensors are
used to capture the health profile of the patient, viz, vital signs, motion, location,
etc. Ambient sensor reflect an image of the patient’s environment, viz, ambient
temperature, lightness, existence of a caregiver, etc. Smart devices are basically
used to allow the communication between the user and the system and between
users, viz sending an alert to user about a patient’s situation, monitoring a patient,
etc. We suppose that a caregiver or doctor is authorized to enter the mental situation
the abilities of the patient and edit it in case of any changes. Thus, the basis of
the designed system is to provide the appropriate identification method for each
user deduced from its role (Patient, Doctor, Caregiver, FamilyCaregiver, etc), the
collected data of its current situation, the already described data of its mental
situation and abilities and security-related knowledge. As described by Fig. 1, the
general architecture of this framework is containing:

Sensing Component: a set of sensors and smart devices related directly to the user.
Their role is to collect all the context data: health data, ambient data, location,
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Fig. 1 General architecture of ontology based authentication framework
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motion, personal information, etc. This set of sensors are related to one user and
they are composing a smart platform.

Networking Component: a set of networking device allowing the communication
between the different physical elements and the connection of those elements
to the internet. Networking elements also allow the data exchange between the
sensing layer and the knowledge component.

Data set Component: is a server hosting all the data: current data collected in real
time and saved information about the user. It is providing instances enriching the
ontologies from the knowledge component.

Application Component: is the implementation of all the features of the health-
care application providing all the services for ubiquitous and continuous medical
monitoring. It is a MVC1 application.

Knowledge Component: is playing a fundamental role in this architecture because
it is the responsible for the knowledge base and the reasoning. It is composed of
four ontologies and a reasoner engine (Pellet). This component is the responsible
to provide the appropriate authentication method. The Fig. 2 explains the general
process of authentication.

4 Ontology Based Knowledge Management System

The main part in the general architecture of the proposed framework, presented
in Sect. 3, is the knowledge Management System. It decides the identification
method associated to each user. It is composed basically from a set of ontologies:
personal profile ontology, sensor ontology, medicine ontology, security ontology
and a reasoner. Our ontologies are the extension of standard ontologies such as
FOAF for personal profile, SSN and SOSA for sensors ontology and ICNP for
medicine ontology. Those standard ontologies are merged with the security ontology
containing basically a set of SWRL rules corresponding to the security rules. In the
following, we present the different ontologies and the links between their entities.

Personal and health profile: we are using FOAF to present the personal profile
of users. FOAF:person is representing all information related to the user, viz,
account details, name, familyName, age, gender, etc. In the same time the
ontology ICNP is providing an entity Individual presenting the health profile
of a user as height, weight. We have specified FOAF:person equivalent to
ICNP:Individual. ICNP is also describing an entity Role precising if the indi-
vidual is Patient, Doctor, Caregiver, Nurse, etc. The property named hasLocation
from ICNP associates a location to each patient.

Sensor ontology: The ontology SSN is providing an entity named Platform. It is a
concept used to gather different entities as sensors, actuators, other platforms

1MVC: Model View Control
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Fig. 2 Flow chart of authentication process

hosted in the same platform. SSN:Platform is associated to a user using the
personalized property hasPlatform. The class SSN:Sensor is specified with two
sub-classes BodySensors presenting sensors worn or attached to the body of the
user and AmbientSensors presenting sensors existing in its environment. For
each entity from the platform, we define its location using the same property
hasLocation.
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Medicine Ontology: ICNP provides an entity AbilityStatus with a set of sub-
classes defining all the possible abilities of a person. Each ability contains two
sub-classes an actual positive ability, in the case of safe ability, and actual nega-
tive ability, in the case of lost ability. For instance, ActualNegativeAbilityToSee
is defining the disability of a patient to see. The property hasAbsoluteJudgeState
is expressing the state of each ability for a user.

Security Ontology: the class IdentificationMethods contains a sub-classes for
each identification methods. This list contains the different following enti-
ties: ByCareGiver, ByCornea, ByDoctor, ByEnteringPassword, ByFingerPrint,
ByLocation, ByVoicePrint. The relation implementedBy related each method to
its implementation. The property IdentifyBy is relating a user to his identification
method.

SWRL Security Rules This ontology contains a set of SWRL rules used later by
the reasoner to calculate the appropriate identification method and they are mainly
authentication rules. For example, if all the abilities of a patient have ActualPositive
for the hasAbsoluteJudgeState property, the authentication can be processed using
classical authentication method using password, i.e. the property IdentifyBy for
this patient is ByEnteringPassword. However, if a patient is blind, the property
IdentifyBy for this patient is ByFingerPrint, ByCareGiver or ByDoctor.

5 Conclusions and Perspectives

This paper presents a new ontology based framework to personalize the authenti-
cation method to each user of a healthcare ubiquitous and continuous monitoring
PPPM system. This new technique is very helpful for users with limited abilities
or particular health situation. The identification method is defined depending on
different parameters, viz, the user’s personal information, his health situation, his
mental situation, the possible identification methods, the available device to the user,
etc. This work is based also on context and rules based authentication specified with
SWRL. As a continuation of this work, we are aiming to develop the complete
components constituting the system. We will also evaluate the performance of our
system and compare it to other identification methods.
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DeepLCP: Towards a DeepLearning
Approach to Prevent Lung Cancer

Mayssa Ben Kahla, Dalel Kanzari, and Ahmed Maalel

1 Introduction

Lung cancer is considered to be one of the leading causes of death, mainly because
of the late detection of the disease’s symptoms and the lack of prevention‘s means.
According to the National Cancer Institute: lung cancer is the fourth most common
cancer in France. Also, according to the International Agency for Research on
Cancer: Lung cancer is the second most common cancer in Tunisia with a 14.2%
incidence and 21.1% mortality. This disease has many (a) risk factors, for example
personal history of disease, family history of cancer, diet, smokers, etc., and many
(b) symptoms, for example chest pain, persistent cough, Spitting blood, etc. The
aim of our approach is to accurately calculate the probability of having lung cancer
disease based on (a) and (b) by combining two technologies; the natural language
processing (NLP) [1, 2] and the convolutional neural network (CNN) [3]. This paper
describes in Sect. 2 the related work in Sect. 3 our approach, named DeepLCP, and
in Sect. 4 the experimental validation of DeepLCP.
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2 Related Works

Several works deal with the cancer disease using the Deeplearning [4] paradigm, we
quote, for example, the work of Gruetzemacher et al. [5] which use the architecture
DNN for a revolutionary image recognition method to distinguish large and small
pulmonary nodules from potentially malignant lung nodules.Besides uncertainty
and high cost of computation, this work achieves high false positive in the detection
step. Esteva et al. [6] deal with the CNN technique to classify the skin lesion and to
detect the cancer disease by giving the probability of malignancy or benignity. But,
this work complains by the variance of accuracy. Park et al. [7] develops a Deep
learning algorithm, called DeepNEAT-Dx, to predict the presence or absence of
lung cancer in a chest X-ray. The problem of “DeepNEAT-Dx”, spend 40 h to train.
Also, the study by D. Yang et al. [8], presents advanced AI (artificial intelligence)
technology for the early detection of lung cancer and a classification model based on
the DCNN system. Bychkov et al. [9] chose to combine convolutional (CNN) and
recurrent (RNN) architectures to form a deep network to predict colorectal cancer
outcomes from images of tumor tissue samples. But, this work has obtained low
accuracy. All these works use image as input data, furthermore, there exist other
works that use text as input data, such as those of Baker et al. [10] that apply
the convolutional neural network (CNN) to classify the biomedical input texts.
The disadvantages of this work the Cost of calculation and complexity. Also, John
et al. [11] deal with the convolutional neural network (CNN), to extract ICDO-3
topographic codes from a corpus of breast and lung cancer pathology reports. The
limitation of this corpus study included pathology reports for which the truth on
the ground came only from the final diagnostic section of the report We summarize
the different works that deal with deep learning, associated with text or image input
data, to detect the cancer disease in Table 1.

The works presented in Table 1 contain a lot of limits like precision problem,
cost calculation and complexity. Moreover, we note that most of these works apply
convolutional neural networks (CNN) to detect only the lung cancer. They use CNN
in a delayed phase where the patient made the diagnosis by imaging. For example,
[7] used CNN to detect lung cancer from CXRs images and [11] use the CNN with
medical reports after diagnosis. The problem with imaging, in case of lung cancer,
is that the disease can’t be discover early and the remedy is hardly difficult.

3 Proposed Approach

Inspired from Zhang Y. & Wallace (2015) [12] works, our approach, aim to
combine two advanced methods; the natural language processing (NLP) and the
convolutional neuronal network (CNN). As illustrated in Fig. 1, our architecture is
composed of an NLP layer, CNN layers, and a disease classification output.
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Table 1 Synthesis of related works

Reference Algorithm Architecture Accuracy Error rate Input image Input text

[5] Maxpooling,
softmax

DNN 81.08–82.10% _ �

[6] Partitioning
algorithm
(PA)/Inference
algorithm/t-SNE
(t-distributed
stochastic
neighbor
embedding)

CNN
(GoogleNet)

55.4–72.1% _ �

[7] Genetic
algorithm/
DeepNEAT-Dx/
Backpropaga-
tion/SchiffMan
encoding

CNN 96.00% 7.97% �

[8] _ DCNN 90–97% 10–24% �

[9] SVM/Naïve
Bayes
classifier/logistic
regression

CNN-RNN
(LSTM)

69% _ �

[10] NLP-
WORD2VEC
word
embeddings

CNN 97.1% 2.9% �

[11] Adadelta
adaptive gradient
descent/NLP-
WORD2VEC/N-
grams

CNN 71% 30% �

3.1 Natural Language Processing (NLP)

In the NLP part we use the word2vec model [13] to convert the sentences extracted
from our online form to raw matrix. each sentence is a feature. The weights will
choose according to the user’s response and semantic transformation rules.

Semantic Transformation Rules give each information weights. All the rules
defined by two doctors from hospital Farhat Hached Sousse and Hospital Taher
Sfar Mahdia. We use 31 semantic rules formed by the formal Z language[14],
then we implement these rules in python the construction of our raw semantic
matrix. Figure 2 shows an example of these rules.

This rule means if the person answered in our online form that his gender is a man
then the first column weight of VC matrix is a value of the interval [0.6..0.9]. Else
if the answer is a woman then the weight of the first VC matrix column is a value
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Fig. 1 DeepLCP architecture

Fig. 2 Semantic transformation rules

of the interval [0.1..0.5]. These intervals are suggested by the doctor “Pr. Bouaouina
Noureddine” chief radiotherapy department in the hospital Farhat hached Sousse
and the doctor “Dr. Jalel Knani” Pneumologist in the Tahar Sfar Hospital because
the Man have the risk of having the disease that the woman.

Raw S Matrix after the transformation we obtain the raw semantic matrix as
illustrated in Fig. 3 with size [31*13].

• 31: is the number of features.
• 13: is the maximum number of words in the longest sentence.

3.2 Convolutional Neural Network (CNN)

In this part we apply two semantic classifications on the raw semantic matrix to
obtain the reduced semantic matrix. Then we apply the CNN on this matrix to obtain
the probability of detecting the disease.
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Fig. 3 Raw semantic matrix

• Reduced S Matrix
To obtain the reduced semantic matrix we apply two type of classifications:

– Classification By Categories: we classify data according to three categories:
Minor risk factors, Major risk factors, symptom.

+ Classification By Themes: we classify data into six themes:

∗ Thoracic signs: this matrix represents the average of the matrices “chest
pain”, “wheezing” and “abnormal breathlessness”.

∗ Cough: this matrix contains the average of the matrices of “persistent
cough”, “with/without spitting” and “spitting of blood”.

∗ Feeding: this matrix contains the average of the matrices “diet rich in
fruits”, “diet rich in vegetables”, “food rich in fish” and “diet rich in red
meat”.

∗ Consumer: this matrix contains the average of the matrices “how many
packets tobacco”, “passive smoking”, “alcohol”.

∗ Personal antecedent: this matrix contains the average of the matrices
“Cancer”, “infection”, “Transplant operation of an organ”.

∗ Residence: this matrix indicates either the average of the matrices “urban
area” and “industrial zone”, either the average of the matrices “urban area”
and “residential area”, either the average of the matrices “rural area” and
“residential area”.

After classification we obtain the reduced semantic matrix with size [18*13] as
illustrated in Fig. 4.
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Fig. 4 Reduced matrix

We used the reduction to optimize the complexity. With the reduction will not
lose any information.

• Convolution Layer
In this layer we have 3 region size (5, 6, 7) and 2 filters for each region size.
So, we have six filters in the total. All the filters will scan all the matrix input
with stride 1 to give us one feature maps for each filter. For each feature map
we will apply the maxpooling to get one value for each feature map accordingly
concatenate all the maxpooling and apply the activation function “softmax”.

• Disease Classification Our output is two probability “probP”: probability of
having the disease and “probN”: probability of not having the disease.

4 Validation

In the validation part, we use validation set with 490 real cases divided into 315 of
the patient who have the disease and 175 who haven’t. Also, we use 111 real cases
for test set divided into 40 patients affected by the disease and 71 who not affected.
As it is shown in Figs. 5 and 6 the accuracy for our model is 94.59% with a 5.41%
error rate and the test lost 15.90%.
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5 Discussion

We tested our dataset with four machine learning algorithms:

• The k-nearest neighbors (KNN): it provides a 86.48% precision rate and a
13.52% Error rate.

• The Decision Tree algorithm: it returns a 93.69% precision rate and a 6.31%
error rate.

• The Random Forest: it results a 91.89% precision rate and a 8.11% error rate.
• The Artificial Neural Network (ANN): it provides a 85.59% precision rate and

a 14.41% error rate.
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Based on these results we find that our “DeepLCP” model provides the best
accuracy rate and the lowest error rate.

6 Conclusion

In this article we present a new model for the prevention of lung cancer. Our
model named “DeepLCP” is a combination of NLP and CNN. In the NLP part we
use semantic transformation rules. the accuracy of validation test is 94.5% which
confirm that our model give an efficient result.
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A Sleep Monitoring Method with EEG
Signals

Yessrine Abichou, Siwar Chaabene, and Lotfi Chaari

1 Introduction

One of the crucial issues in the development of cognitive and clinical neuroscience
is undoubtedly the ability to track over time and to precisely locate human brain
activity. Sleep detection is one of the most active research topics in biomedical
signal processing. This involves the acquisition and recording of a set of physio-
logical signals, followed by visual analysis to establish the diagnosis. Assessing
sleep disorders is also an important step to prevent further physical and mental
complications. This could be done for instance to predict and prevent sleep apnea.

Several methods for sleep exploration have been proposed during the last
decades. The basic examination, called polysomnography, allows to group the
recording of several variables by mentioning for example the electrical activity of
the brain, the activity of the muscles of the face and the chin, sometimes muscles
legs, the activity of eyeballs and also the electrical activity of the heart.

This study is mainly based on the electroencephalogram (EEG) signal which
presents the result obtained by a recording of electrical signals transmitted by means
of electrodes applied on the scalp. This recording is a potential difference between
the electrodes excited by the neurons.

In 2009 with Li et al. [7], the EEG signals are analyzed with the Hilbert-Huang
transformation, the energy frequency distribution of the EEG is used as a function
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parameter for each sleep stage. This method gave a classification rate of 81.7% using
the k nearest neighbor method. In 2010, Tagluk et al. [9] used frequency analysis,
specifically using the power spectral density. An artificial neural network technique
is the used for classification. This system gave a recognition rate up to 76.8%.

In 2012, Fraiwan et al. [2] used Hilbert transformations and continuous wavelet
transformations to extract the characteristics with an accuracy rate of 83%, relying
on a random forest classification method.

In 2013, Lajnef et al. [6] used variance, Skewness, Kurtosis and energy permu-
tations as features, and the SVM classification method was considered achieving
an accuracy level of 92%. The performance of the method was evaluated using
polysomnographic data of 15 subjects (electroencephalogram (EEG), electro ocu-
lography (EOG) and electromyogram (EMG) recordings.

In 2015 Kayikcioglu et al. [5] reached a 91% classification rate with LPC
(Partial Least Squares Regression) using an auto-regressive method. The results
were compared with those of other classifiers, such as k nearest neighbor (k-NN),
linear discriminant (LDC) and Bayes classifiers.

More recently, Alickovic et al. [1] used the decomposition based on iterative
filtering with SVM as classifier. This system achieved a classification rate of 91.1%.

In this work, a feature-based method for EEG data classification is proposed with
additional features and a dimension reduction strategy.

The rest of this paper is organized as follows. Section 2 formulates the problem.
The proposed method is then presented in Sect. 3, while experimental results are
drawn in Sect. 4. Finally, conclusions and future work are given in Sect. 5.

2 Problem Formulation

The EEG signal is complex, its inspection gives inaccurate information; to improve
its sensitivity, the plot is cut into short observation windows. Each window under-
goes a mathematical analysis intended to extract quantitative parameters. In this
paper,the parameters extracted from EEG signal in order to identify the recognition
of the state through a study of classifications. Secondly, we go on to describe the
method used in our work that specifies the performance of our research.

3 Proposed Method

The basic structure of the method proposed in this paper is given in Fig. 1. It can
be seen that it has three main modules: the first is Data Preparation; the second is
feature extraction; the third is dimension reduction; and finally classification. In this
section, we provide detailed explanation of each module.

We performed a windowing with a frame in 2 s. Then we varied the size of the
window (3 s). The best results were obtained for the size of 2 s. So we decided to
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Fig. 1 Structural diagram of the proposed method for sleep monitoring

decrease the frame to have a better result we advocated to 1 and 0.5 s. Which leads
to deduce that the window a second is the one that suits the most.

3.1 Feature Extraction

The main interest in signal processing is to extract as much information as possible
on the temporal or frequency structure of these signals. It is therefore necessary to
break down the signal on functions well localized in both time and frequency.

3.1.1 dwt

The discrete wavelet transform analysis the signal at different frequency bands with
different resolutions by decomposing the signal with a rough approximation and
detailed information. The basic principle of the discrete wavelet transform is to
separate the signal into two components, one representing the shape of the signal,
the other representing its details. The general appearance of a function is represented
by its low frequencies, the details by its high frequencies.

3.1.2 Energy

The most traditional features among wavelet-based methods is the measurement of
energy in each sub-band. Mathematically, it is presented as follows:

EDi = ∑N
j=1 |Dij |2. (1)

EAi = ∑N
j=1 |Aij |2. (2)
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3.1.3 Shannon’s Entropy

The entropy here is a reflection of the amount of information present at each sub-
band, where X is a discrete scalar random variable with realizations x1,..., xn and
the probability distribution p1,..., pn measure his disorder. For a source X having n
symbols, a symbol i having a probability pi to appear, the entropy H of the source X
is defined as:

H(x) = −∑n
i=1 pilog2pi. (3)

3.1.4 Variance

Variance is the measure of the dispersion of a set of data points around their mean
value, it is defined as follows:

v(x) =
∑n

i=1(xi−x)2

n
. (4)

avec x = ∑n
i=1 pixi et n: total number of data points.

3.1.5 Mean

We can define the mean M of a data vector X as follows:

M = 1
n

∑n
i=1 xi . (5)

3.1.6 Minimum

This is the minimum value of an X data vector.

3.1.7 Maximum

This is the maximum value of a data vector X.

3.1.8 Energy Ratio

Each of the brainwaves (delta, theta, alpha and beta) occupy a quantity of the energy
of the EEG signal. We proceed to a quantitative study of the energetic ratios of
each of the waves compared to the global energy of the signal. The energy ratio is
calculated by the ratio between the wave energy (E0) and the total energy of the
signal (Es).
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RE = E0
Es

. (6)

3.1.9 Frequency Analysis

The frequency characteristics of a time series can be written by calculating its power
spectral density (DSP).

DSP(v) = limNk→∞ 1
2Nk+1E(|FFT (v)|2). (7)

3.2 Dimension Reduction

3.2.1 PCA

Which consists of replacing the initial set of data with a new reduced set constructed
from the initial set of characteristics.

3.2.2 Feature Selection

Which consists in selecting the most relevant characteristics from the dataset of the
variables describing the phenomenon studied.

3.3 Classification

3.3.1 SVM

Is a binary classification method by supervised learning. This method relies on the
existence of a linear classifier in an appropriate space. Since this is a two-class
classification problem, this method uses a learning dataset to learn the model’s
parameters.

3.3.2 KNN

Is a method based on memory, which unlike other statistical methods, requires no
learning. It works according to the intuitive principle that the closest objects are most
likely to belong to the same category. Thus, with the k nearest neighbors method,
forecasts are based on a set of prototype examples that are used to predict new data.
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4 Experimental Results

4.1 Data Set

Our database is a record taken from the “Physio Bank” [3], in the form EDF
“European Data Format”; EDF is a file that contains separate lines according to the
samples. It can have several sampling frequencies as it can contain several signals;
in our case he can present an EEG and an EOG together. This database is registered
for eight Caucasian people (men and women) between the ages of 21 and 35, healthy
(who do not have trouble sleeping) and without medication. The records are named
sc4002e0.rec, sc4012e0.rec, sc4102e0.rec, sc4112e0.rec, st7022j0.rec, st7052j0.rec,
st7121j0.rec, st7132j0.rec. These signals are recorded through the electrode FpzCz
(E1), PzOz (E2) against C4-A1 and C3-A2 according to the alternative placement of
the electrodes during the automatic detection of sleep. Four recordings are obtained
by four volunteers during 23 h: 45 min during their normal lives, while using a
modified tap tape cassette. The other four recordings lasted one night of sleep in
a hospital, while using a 100 Hz sampling rate miniature telemeter with a frequency
response equal to −3 dB per point, a 14-bit representation per sample, and a total
noise equal to −2V p-p.

4.2 Experimental Setup

According to the exploitation of the Daubechies wavelet decomposition method
(db5) we found the 5 brain waves: alpha, theta, gamma, beta, delta (please see Figs. 2
and 3).

The calculation of these parameters is done on each EEG rhythm, that is to say for
each wave we will calculate the 7 features (energy, variance, maximum, minimum,
average, entropy, energy ratio).

Fig. 2 Decomposition with a window of 3 s
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Fig. 3 Decomposition with a window of 0.5 s

Table 1 Best accuracy
obtained

OneClassSVM KNN

Without reduction 84% 82.5%

PCA 91.5% 79.7%

SF 93% 88.2%

From the FFT, we calculated the DSP of our signal. We used this method to
subdivide the signal into subband and we started with 2 then 3 then 4 and finally
5 bands. In order to grasp the exact choice we had to try with all the frequencies
proposed in the classification.

The following table shows the results without and with reduction. This table
shows that we have succeeded, on two levels of reduction, in improving the
recognition rate and reducing by more the number of characteristics used. By
reducing the characteristics, a small subset of examples containing only those that
seem to influence the class separation capability can be selected from the training
set. Our contribution comes within this framework. The proposed method makes it
possible to significantly reduce the number of characteristics of the database then to
make an offline learning. The results obtained show the performance of this solution
using the OneClassSVM classification method with electrode 2 (Table 1).

4.3 Comparison with the Existing Methods

Our detection results are compared with those of the literature to better position our
algorithm with other recent methods of sleep detection. The choice of articles to
make the comparison was based on the methods used and their similarities to our
algorithm (Table 2).
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Table 2 Comparison of
performance of previous
studies

Methods Accuracy

Li et al. [7] 81.5%

Hassan et al. [4] 87.5 %

sharma et al. [8] 90%

Kayikcioglu et al. [5] 91 %

Proposed method 93 %

5 Conclusion

This study proved that statistical features can be used with standard accuracy.
This proposed methods provides convincing classification accuracy of 93% using
statistical parameters of EEG signal. Future work will focus perform parallel
analysis using electro oculography (EOG) and electrocardiography (ECG).
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Numerical Simulation of Venous System
Blood Flow for Hepatic Donor Patient
and Portal Hypertension’s Proposed
Measurement

Safa Ben Cheikh Souguir , Raouf Fathallah, Asma Ben Abdallah,
Badii Hmida, and Mohamed Hedi Bedoui

1 Introduction

Concerning hepatic blood flow, clinicians require reproducible and non-invasive
methods. In clinical practice, we quote two useful non-invasive methods in hepatic
flow measurement despite their known limitations such as Doppler ultrasound (US)
and Phase-contrast magnetic resonance imaging (PC-MRI). However, results in the
literature suggest that these methods may in some cases show diverse analysis.
Furthermore, in velocity measured by US doppler, there is great errors’ percentage
that may reach 20% in reference to blood velocity estimation [1]. In this case, a
comparative study was done in order to set the variability of parameters using these
methods [2, 3].

Nowadays, Numeric simulation of blood circulation opens up predictions and
perspectives for doctors in terms of performing a surgery. Virtual simulation
provides useful biomechanical models for clinicians in different blood flow systems.
However, like any technic or method, the virtual simulation will be used with well-
defined conditions in order to be verified in terms of capability and performance.

Little work has been done to study blood flow in the portal vein. The work
reported in the literature has mentioned the hemodynamic simulation of blood
flow in different organs such as the cerebral arterial circle [4], the carotids [5]
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and cardiovascular system [6] etc. The numerical simulation of venous system was
rarely approached due to its complex geometry as well as its difference of elasticity
with respect to the arterial system.

The purposes of this research will focus mainly on studying the normal venous
blood circulation in the liver of a female donor through the determination of blood’s
pressure and velocity by the chosen hypothesis and condition, validating results,
understanding the phenomenon of portal hypertension [7] that can be seen in several
pathologies such as cirrhosis or thrombosis, as well as proposing portal pressure’s
measure related to a young receiver patient before and after chirurgical intervention.

2 Methods

We propose to simulate the 3D blood flow of the venous system based on 2D
database. Our approach is as follows: We segmented series of anatomical images
about the venous system, along with a 3D reconstruction extracting iso-surfaces.
Subsequently, from the generated 3D triangular mesh, we modelled the volume of
our structure by the “Reverse Engineering” method. Finally, we prepared a CFD
study Fig. 1.

2.1 Segmentation and 3D Reconstruction

The anatomical structure was obtained from native cuts using a thoraco-
abdominopelvic CT scan of liver donor patient before the chirurgical inter-
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vention. We identified different veins and segmented the 2D anatomical cuts
(0.7 × 0.7 × 1.25 mm) after injection of the contrast medium. Indeed, for each
anatomical section we surround the concerned veins and control the appearance of
the following line using AMIRA software. The segmentation has been validated by
radiologist experts.

2.2 3D Volume Modelling

the next step is to prepare a volume model through the Reverse Engineering method
which used to generate a three-dimensional digital model from 2D data [8]. This
method consists of designing a series of parallel curves relating to the generated
3D triangular mesh and connecting them with surface sections in order to obtain a
closed surface. It is noteworthy to mention; this surface model has been transformed
into a volume model by filling the material.

2.3 CFD Study

In this section, we performed a CFD study consisting of the following steps:

2.3.1 Finite Elements Mesh

In CFD analysis, the flow domain is subdivided into smaller subdomains. For
this geometry, a structured mesh has been conducted in which domain has been
discretized into purely tetrahedral elements.

This figure depicts a mesh quality study about the size and number of geometric
primitives which forms the tetrahedral mesh after choosing one of these five meshes
composed of 2,138,653 elements from which the pressure is almost constant.
This volume mesh allowed us to have a reliable result along with optimizing the
calculation time Fig. 2.
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2.3.2 Parameter Definition: Mathematical Model and Boundary
Conditions

The flow is assumed to be isothermal so the energy equations have been neglected,
while the Navier Stokes equations of continuity and momentum equations 1 and
2 have been solved numerically under stable conditions and for an incompressible
fluid.

∂ρ

∂t
+ divρ

−→
V = 0 (1)

ρ
∂

→
V

∂t
+ ¯̄grad

→
V .ρ

→
V = ρ

→
F − →

grad p + μ

(

�
→
V + →

grad div
→
V

)

(2)

V: Vector fluid velocity, p: momentum, F: External forces exerted on the fluid, ρ:
density of the fluid.

We use the hypothesis of a perfectly rigid wall. Blood is a non-Newtonian
fluid its viscosity depends on mechanical shear stress. Several models can describe
this behaviour between mechanical stress and deformation. Recently, comparative
research has been conducted in order to identify the most useful model within blood
circulation. Power Law model was recommended which defined by the following
Eq. (3) and parameters [9].

μ = μ0(γ̇ )n−1 (3)

γ: Shear rate, n: power-law index, μ0initial Viscosity.
Blood density usually depends on the sex and age group of human beings. We

took on average density equal to 1060 kg / m3. The flow is defined laminar since
the Reynolds coefficient Re (4) does not exceed 1500.

Re = ρV D

μ
(4)

ρ: density (kg.m-3), μ: Dynamic viscosity, V: Characteristic velocity (m / s), D:
Largest vein diameter (m).

Due to the complexity and orientation of venous system’s shapes, the flow must
be considered as turbulent. That is why we examined both laminar and turbulent
cases. Although there are numerous turbulence models, we used two turbulence
models named K Epsilon and K Omega [10].

In addition, we know that the definition of boundary conditions plays an
indispensable role in the numeric experience. We have affected the entry velocities
of the veins that feed the liver and vena cava. In CFD study, the input velocity values
are obtained from in vivo measurement and are specified in Table 1. For the output
values, we used a flow ratio of 1 at the level of the right atrium.
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Table 1 Boundary
Conditions

Veins Velocity Diameter

Left iliac vein 14 (cm/s) 13 (mm)
Right iliac vein 14 (cm/s) 13 (mm)
Left renal vein 15 (cm/s) 8 (mm)
Right renal vein 15 (cm/s) 8 (mm)
Superior
mesenteric vein
Splenic vein

18 (cm/s)
16 (cm/s)

11 (mm)
7 (mm)

Fig. 3 Results of virtual simulation

3 Results and Conclusions

Regarding the figure below, it is concluded that the laminar model diverged from
measured data. In contrast, turbulence models provide an accurate result. Indeed,
virtual velocity in the portal vein is 20 cm/s, this result shows a significant
correlation with the result measured by Us Doppler which is between 15 and
20 cm/s. Maximum pressure is concentrated at the liver while maximum velocity
appears in capillaries situated between sus-hepatics veins and portal branches.
Moreover, this research opens perspectives on studying the phenomena explaining
portal hypertension through a mechanical model starting by data acquisition, seg-
mentation, 3D reconstruction and numerical simulation. Indeed, there is a growing
need for clinicians to detect portal hypertension by measuring hepatic pressure
gradient using numeric simulation. Furthermore, we are going to simulate a hepatic
pressure gradient for a receiver patient suffering from portal hypertension after and
before chirurgical interventions, and to determinate wall shear stress in order to
predict variceal bleeding risk (Fig. 3).
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Medical Decision-Making:
Incompressible Blood Flow Simulation
for the Coronary Artery and Bifurcation
Stenosis with CFD Module

Houneida Sakly, Mourad Said, and Moncef Tagina

1 Background

Recently, cardiovascular disease is considered dramatically increased. The common
type of death that is mainly due to heart disease or stroke, which is caused by
the accumulation of plaques on the endothelial walls of the coronary arteries [1].
The coronary artery disease (CAD) induces to a reduction in the oxygen level
at the myocardium and this has been related to the antecedents of cardiovascular
disease such as myocardial infarction, stroke and unstable angina [2]. Despite
the diversification of risk factors, in particular high cholesterol, diabetes and
hypertension, being of a systemic nature, the plaques are located at specific sites
of the coronary artery where an endothelial shear disorder occurs [3–5]. In recent
years, the additional explanation that has been shown for plaque formation is blood
pressure/shear stress [6, 7].

The appearance of atherosclerosis that is based on observation plays a role
in the identification of blood behavior. According to the distribution of vascular
inflammation and plaques near the lateral branches or arterial stenosis, the blood
trajectory n It is not uniform and at the slightest curvature of curvatures where blood
flow is relatively low [8, 9]. The inflow of blood flow on the vessel wall is caused by
shear stress is reflected via the behavior of endothelial cells. The shear stress leads
to shear deformation of the cells and subsequently the inflammatory component and
the progression of the plaque [10].
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The main objective in our study is to analyze the impact of CFD modules on a 3D
artery model for a blood flow of normal physical characteristic and detect if there
are anomalies via velocity value study and pressure.

2 Related Works

The detection of coronary stenosis is crucial for decision making in coronary revas-
cularization. With the advancement of digital fluid dynamics (CFD), flow accuracy
is limited due to the adopted modeling approach. To overcome this problem, a new
non-invasive method based on CFD is proposed [11]. The study in [12] focuses
on examining the effects of hyperemic flow, such as velocity, shear wall in 3D
coronary artery models with and without stenosis on the hydrodynamic parameters.
3D coronary artery models suffer from a > 50% shrinkage of the light surface to
simulate the hyperemic flow condition. In contrast, the decrease in pressure was
found downstream of the stenosis relative to the coronary artery without stenosis.
The analysis provides a view of the distribution of shear stress and pressure drop
across the walls to understand the effect of hyperemic flow under both conditions.
The research developed in [13] shows the effectiveness of 3D modeling of the artery
on the Coronary CT Angiography-derived Fractional Flow Reserve via the Machine
Learning Algorithm versus Computational Fluid Dynamics technique. The severity
of the stenosis is assessed relative to invasive angiography and angiographic stenosis
and does not necessarily apply with hemodynamic accuracy when the fractional
flow reserve is used as a reference. In this context, Machine Learning algorithms
improve the performance of CTA by correctly reclassifying hemodynamically no
significant stenosis and CFD-based CT [14]. The study of the correlation between
left coronary bifurcation angle and coronary stenosis as assessed by coronary
angiography coronary angiography (CCTA) analysis generated by digital fluid
dynamics (CFD) [15]. MV et al [16] proposes a reconstruction of the right coronary
artery from the angiogram of a patient. The flow analyzes were performed using
the Digital Fluid Dynamics (CFD) method focusing on the geometry of the stenosis
characterized by areas of stasis, multidirectional velocity, and high wall shear stress.
A clinical review was proposed by JM et al [1] for the prognostic indications for
quantifying the severity of coronary artery disease and invasive and non-invasive
imaging technologies to quantify the anatomical parameters of coronary stenosis.
The application of image-based CFD simulation techniques [17, 18] to elucidate
the effects of hemodynamics in vascular physiopathology on the initialization and
progression of coronary artery disease. At this stage Blood flow presents the key for
localization and progression of coronary heart disease [19]. CFD simulation based
on 3D luminal reconstructions is used to analyze local flow fields and flow profile
due to changes in vascular geometry. It helps to identify the risk factors for the
development of coronary heart disease [20].
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2.1 Methods and Materials

A 3D model of the artery has been reconstructed with a geometry that contains 4
nodes, 6 edges, 4 faces. The Hex-dominant algorithm for only CFD module has
been adopted with internal meshing mode and moderate finesses. The Blood-type
fluid parameterization was set with a Newtonian model viscosity, (ν) Kinematic
viscosity = 0.00004 m2/s, (ρ) Density = 1056 kg/m3. A second 3D for this
bifurcation model is composed of two nodes, 6 edges, 6 faces, 1 volumes. The mesh
was generated with Max global cells = 100,000,000, Resolve feature angle = 30,
Solver iterations = 150, Relax iterations = eight. Therefore, the boundary con-
ditions is defined as follows: Pressure inlet = 1184 (Pa), the turbulence kinetic
energy = 0.00375 (m2/s2) and the specific dissipation rate = 3.375 (1/s) for the
blood fluid.

3 CFD Studies on Coronary Artery Disease

In order to predict the flow field, particle transport and related phenomena in the
region of interest, the numerical methods are used by computational fluid dynamics
to solve the set of main equations (continuity and Navier-Stokes equations) for blood
flow). The CFD procedure includes the pre-processing phase, which essentially
contains the construction of the geometry (artery) to represent the domain of
interest, discretization of the domain with meshes as well as the description of the
physical model and the boundary conditions. The post-processing part is dedicated
for the presentation of the results and the numerical resolution of the equations.
The coronary arteries are very curved and are mobile and deformable; this is why
the flow study is considered a hard task which leads to in-depth studies on CFD
to analyze coronary artery disease in recent decades. To minimize the numerical
diffusion and to reduce the number of elements, the generation of the coronary
artery model consists of defining the fluid and structural domains that are meshed
with hexahedral cells.

4 Results and Discussion

4.1 Dedicated for Coronary Artery Analysis

A model of coronary stenosis acquired with CT with a maximum diameter 3.27 mm,
minimum diameter 1.08 mm, length 29.66 mm, and a main tortuosity 0.11 mm
presented in Fig. 1a was selected. The reconstruction of the 3D model was generated
in Fig. 1b.

In order to minimize the numerical diffusion and to reduce the number of
elements we adopted the geometry of the artery in Fig. 2. For the generation of
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Fig. 1 Reconstruction of the 3D coronary artery model

Fig. 2 Model of the artery in
3D

0.02 [m]

the model of coronary artery, the fluid and structural domains are in mesh with the
hexahedral cells.

The next step is to define the meshing mode. We have used an internal meshing,
which is typically used for pipe flow and valves. It will place the mesh inside the
body and attempt to generate multiregional and will surround the materiel point and
extend until the boundaries of the artery as shown in Fig. 3.

The mesh quality are depicted in Table. 1 as follows after finishing parallel
processing:

Due to the variation of the blood flow with the cardiac cycle, the flow in the
coronary artery is unstable. The inflow and outflow conditions allow the observa-
tion of the hemodynamic changes of the arterial system, including the coronary
artery. Therefore, the boundary conditions is defined as follows: velocity inlet and
outlet = 0.2 m/s and arterial pressure = 76 mmHg in the diastole phase [21]. The
fluid solver completed the parallel computation for execution time = 318.52 s and
ClockTime = 340 s and the residual simulation is presented as follows in Fig. 4.
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Fig. 3 Mech of the artery

Table 1 Mesh quality
metrics

Mesh quality metrics

Median 1.043005289846296
Min 1.0000000202514494
Max 59.82625634572443
Average 2.7749034006189257
Standard deviation 3.3558916335140054

0-th percentile: 1.0000000202514494
20-th percentile: 1.006279489227181
40-th percentile: 1.0199218383015278
60-th percentile: 1.1554712432086376
80-th percentile: 6.693254767354305
100-th percentile: 59.82625634572443
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Fig. 4 The residual simulation
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Fig. 5 Simulation of the pressure

The inlet and outlet boundary conditions are based on a physiological flow rate
and pressure of the aorta. The average blood flow in the left coronary artery is
estimated to be about 57 ml / min, reaching a maximum of 105 ml/min during
the diastolic phase according to average human coronary blood flow data that are
available in the literature [22–24]. A flow simulation is conducted over a time-span
of several cardiac cycles, which are represented by time steps. The time steps can
be divided into a number of coupling iterations, with each time step converged to
a residual target of less than 1 × 10−4 by approximately 100 iterations. A total of
600 time steps are required to achieve satisfactory convergence for fluid simulation
when all velocity component changes from iteration to iteration are less than 10−6

[25, 26]. The solution field simulation shows a decrease in pressure as well as the
velocity value in the stenotic segment as shown in Figs. 5 and 6.

4.2 Dedicated Bifurcation Analysis

In a research setting, coronary arterial analysis (QCA) is used after coronary angiog-
raphy or intervention to evaluate the effectiveness of treatments such as ballooning,
stenting, or drug therapy. For coronary device studies, QCA is performed on images
acquired before treatment, immediately after treatment and follow-up. The main
dedicated laboratories usually perform the analysis for independent analysis. The
most important search parameters, calculated using QCA, are: the acute luminal
gain; MLD which gives insights on the acute efficacy of the device and is defined as
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All Velocity [node] (m/s)

All Velocity (m/s)
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Fig. 6 Simulation of the velocity

post-procedural, the luminal loss which is the estimator for restenosis and defined as
post-procedural MLD and the binary angiographic restenosis which is the incidence
of percent diameter stenosis>50% [27].

By adopting the same methodology for the conception of coronary artery QCA
offers a dedicated bifurcation analysis option to overcome the major challenges in
quantifying bifurcation lesions as seen in Fig. 7:

The processed model is a pathological case with occlusion 60%. A second 3D
for this bifurcation model is composed of two nodes, 6 edges, 6 faces, 1 volumes.
The mesh was generated with Max global cells = 100,000,000, Resolve feature
angle = 30, Solver iterations = 150, Relax iterations = eight. Therefore, the
boundary conditions is defined as follows: Pressure inlet = 1184 (Pa), the turbulence
kinetic energy = 0.00375 (m2/s2) and the specific dissipation rate = 3.375 (1/s) for
the blood fluid. The final processing of the Solver finished with the initial resid-
ual = 8.49079723516e-07, Final Residuel = 8.49079723516e-07, average solving
K: 7.12500637921e-05, Execution Time = 1923.11 s and Clock Time = 2075 s as
showed in Fig. 8.

The results of analysis of the arterial bifurcation with the CFD modules represent
a considerable advantage, because now, for these cases also, the previous and
subsequent data can be compared and these patients can be included. Due to blood
reflux in the stenotic segment, velocity as well as pressure take up significantly
negative values, which may give indications for detecting the position of the stenosis
as indicated in Fig. 9.
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Fig. 7 (a) Reconstruction of the 3D bifurcation model;(b) Model of the bifurcation in 3D; (c)
Mech of the bifurcation
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Fig. 8 Convergence plot of the solution
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5 Conclusion

In summary, promising results have been depicted with the use of CFD for the
diagnosis of coronary artery disease. With the advancement of CFD methods and
image processing techniques, the detection of additional indications for coronary
heart disease will be elucidated using specific CFD applications [28–31].
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Accurate Left Ventricular Segmentation
Based on Morphological Watershed
Transformation Towards 3D
Visualization

Khouloud Boukhris , Ramzi Mahmoudi , Badii Hmida ,
and Mohamed Hédi Bedoui

1 Introduction

Cardiac magnetic resonance imaging (cMRI) represents the golden reference
method for assessing the LV function and analyzing the myocardial diseases [1],
using mainly short-axis cine images. With the aim of obtaining full exploitation
of the information contained in these MRI images, the automated extraction and
segmentation of the myocardium contours, which are often drawn manually by
cardiologists, are proving to be crucial [2].In this paper, we propose to compare a
set of existing methods dealing with ventricular segmentation in short axis cine MR
images, in order to prove the accuracy of our proposed method. This comparison
was also assessed against manual segmentations performed by cardiologist. The
main issue with an accurate LV segmentation is to ensure its faithful 3-D recon-
struction. This paper is organized as follows: Sect. 2 describes the previous work
aiming to segment the heart cavities. Sects. 3 and 4 are dedicated to introduce then
evaluate the proposed segmentation process to extract the LV myocardium. Section
5 depicts resulting 3D visualization. Finally, Sect. 6 presents the conclusion.
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2 Review of Ventricular Segmentation Methods in cMRI

Cardiac Magnetic Resonance Imaging (cMRI) is used to help visualizing the inter-
nal structures of the human heart in order to highlight the medical management of
patients. MRI cardiac planes include short axis, horizontal long axis (four-chamber
view), and vertical long axis (two-chamber view) [3]. Various segmentation methods
have been proposed by different researchers using generally the short-axis view [4].
These existing methods can be divided into two main categories: “segmentation
based on no or weak prior” and “segmentation based on a strong prior”. Approaches
based on no or weak prior are very contingent upon the gray-level histograms and
the thresholding techniques. These approaches include image-based methods [5–
7], pixel classification and deformable models [8, 9]. However, approaches based
on strong prior are characterized by the use of statistical models which are mainly
divided into three categories: deformable models based segmentation with strong
prior, Active shape (“ASM”) [10, 11] and active appearance models (“AAM”) [12]
and atlas based ones [9, 13, 14].

3 Proposed Method Based on Watershed Transform

Since the early work of Serge Beucher [15], the watershed transform has been
successfully applied in thousands of applications, including medical ones. Our
approach is based mainly on the watershed transformation method [16] and
considers prior properties. The set of prior knowledge that will allow an accurate
segmentation are: topology (the left ventricular myocardium LVM is delimited by
two surfaces: endocardium and epicardium), geometry (the endocardium cannot
exceed the epicardium) and brightness (the endocardium is a very bright object). Our
proposed method to automatically segment the LVM in 3D + t short-axes images
is composed of two consecutive steps: endocardium segmentation, followed by the
epicardium segmentation. Thereafter, the myocardium extraction (LVM) consists
in applying the ensemblist difference between the epicardial and the endocardial
civility. The segmentation of the endocardium is performed by geodesic dilations.
Its recognition is ensured by extracting a connected set of pixels that belongs to the
endocardium (thanks to its brightness). The delineation is then performed by dilating
this marker in a mask made to be a candidate that belongs to the endocardium. The
epicardium segmentation is consequent to the endocardium one preserving certain
anatomical constraints. We propose to separate the myocardial cavity from the
ventricular background. To achieve this goal, we propose to dilate the endocardium
contour in order to obtain the first epicardial marker (EPm).To extract the EPm, the
idea is to dilate the endocardium segmented cavity (ENC) as much as possible by
ensuring that the resulting set is included in the real ENC, according to the prior:

Epicardium_Boundary ∩ Endocardium_Boundary = ∅ (1)
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The next step consists of finding a marker for the left ventricular background
(LVBm) that does not belong to the myocardium: composed of several tissues
including the liver, the stomach, the right ventricle and the lungs. In order to extract
the LV background marker (LVBm), we propose a second dilatation, based on the
prior that the myocardium thickness cannot exceed a certain threshold. Then, the
delineation is performed by the topological watershed transformation approach cited
in [16] using the above-selected markers as inputs. The delineation is followed
by a smoothing post-processing using shape filters coming from mathematical
morphology. Thus, in order to obtain the final segmentation, we use the alternating
sequential filter (ASF) [17] to regularize the epicardial boundary (Ep) and to restore
a correct shape of the intensity information. The ASF is a sequence of intermixed
morphological openings and closings by balls of an increasing size.

4 Validation of the Proposed Segmentation

In our experiment, we used 4D cine MR images of 20 patients to segment. For
the evaluation, the same dataset was manually segmented by two different experts,
called below Exp1 and Exp 2.

4.1 Point to Surface Measurement

Given two surfaces S and S′ represented by two polygons, the point-to-surface
measurement (P2S) defined in [18] estimates the mean distance between the vertices
of these surfaces (S and S′).

From our proposed segmentation, the endocardial and the epicardial surfaces
(EndoS and EpiS) were used to compute the P2S in order to compare them with
those obtained by other groups on their own datasets [6, 9, 11, 12, 14, 19–22].
In Table 1, different distance measures similar to P2S where used: APD (Average
Perpendicular distance), Hausdroff distance and image volumes. The comparison
demonstrates that the distance (P2S) evaluation results averaged favorably across
our proposed method and those obtained by previous works. The P2S was computed
from the segmentations resulting from our proposed method and the two experts. In
order to assess the inter-observer variability, the P2S of both experts is also provided
as shown in Table 2.

The obtained results are convergent (PM vs.exp. and exp. vs. exp) with a
distance that does not exceed 2 mm, thus evidencing the reliability of the proposed
segmentation.
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Table 1 Literature values of
left ventricle delineation
errors

Distance (mm)
EndoS EpiS

Mitchell and al [11] 2.75 2.63
Kaus and al [19] 2.28 2.62
Lötjönen and al [14] 2.01 2.77
Van Assen and al [12]. 1.97 2.23
Lorenzo-Valdes and al [9] 1.88 2.75
Jolly and al [6] 2.48 2.91
Ying-Li Lu and al [20] 2.07 1.92
Huaifei Hu and al [21] 2.3 2.2
Irshad and al [22] 2.1 3.1
Proposed method 1.52 1.75

Table 2 Results of the P2S(mm) measurements from our proposed method (PM)

PM VS. EXP1 PM VS.EXP2 EXP1 VS.EXP2

End-diastolic time EndoS 1.62 1.52 1.46
EpiS 1.81 1.60 1.62

End-systolic time EndoS 1.45 1.30 1.44
EPIS 1.82 1.42 1.63

4.2 False Negative and False Positive Volume Fraction

These two measures are recommended by [18] to characterize the delineation
accuracy. Considering Struth the set of image pixels containing ‘true’ delineations of
the LV and Spm the segmentation to be compared to the ground truth to be evaluated,
we set False Negative Ejection Fraction FNEF and False Positive Ejection Fraction
FPEF:

FPV F (Spm, Struth) = | Spm\Struth |
Struth

(2)

FNV F (Spm, Struth) = | Struth\Spm |
Struth

(3)

Figure 1 illustrates the meaning of these measures: A false positive volume
fraction (FPVF)indicates the amount of pixels falsely extracted to be considered as
a fraction of the true delineation (considered as the reference segmentation) and the
false negative volume fraction (FNVF) depicts the fraction of pixels that was missed.
These metrics were computed for the three segmented areas: the epicardium, the
endocardium and the myocardium. Table 3 depicts their mean values between the
proposed method PM and the two experts at end-systolic and end-diastolic time. In
order to achieve an accurate assessment, these measures were also provided between
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Fig. 1 Illustration of the
accuracy factors from a
binary case segmentation

Table 3 FPVF and FNVF values for the segmentation of the endocardium, the epicardium and
the myocardium at end-systolic and end-diastolic time

PM vs. exp1 PM vs.exp2 Exp1 vs. exp2 Exp2 vs. exp1

End-systolic-time
Endocardium FPVF 0.04 0.05 0.15 0.02

FNVF 0.12 0.07 0.03 0.14
Epicardium FPVF 0.08 0.14 0.06 0.09

FNVF 0.21 0.06 0.10 0.12
Myocardium FPVF 0.02 0.10 0.25 0.09

FNVF 0.04 0.22 0.14 0.08
End-diastolic-time
Endocardium FPVF 0.06 0.12 0.09 0.12

FNVF 0.12 0.23 0.21 0.10
Epicardium FPVF 0.09 0.11 0.09 0.06

FNVF 0.14 0.02 0.13 0.07
Myocardium FPVF 0.04 0.08 0.18 0.21

FNVF 0.03 0.13 0.09 0.04

the two experts. The inter-expert segmentations results (exp1 vs.exp2 and exp2 vs.
exp1) compare well to those obtained between the proposed method and expert
segmentations (PM vs. exp1 and PM vs. exp2). The Dice metric can be expressed
in terms of true positives (TP), false positives (FP) and false negatives (FN) as:

Dice (A,B) = (2 ∗ T P ) / (2 ∗ T P + FP + FN) (4)

Comparing our method to both experts, the best segmentation result had a Dice
Metric of 0.96 and the worst a DC of 0.73.
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Fig. 2 Illustration of the myocardium segmentation results: The first row shows the pseudo slices
from apical to basal direction without any contours. The second row depicts the extraction of
myocardial contours. The third row shows the extracted mesh from different corners

5 The 3D Visualization

Searching for a means to display the segmentation results proved to be important.
To achieve it, we start by generating meshes from the binary images resulting from
the proposed segmentation. The ability to visualize the LV meshes would be a
significant advantage. To generate these meshes we applied the method defined in
[23] using the marching cube algorithm [24].The ensuing step consists on applying
Laplacian smoothing steps [25] on these resulting meshes and save them in the vtk
format [27]. Figure 2 depicts an example of myocardium segmentation ranging from
apical to basal plane and the extracted mesh from different corners.

6 Conclusion

The purpose of this work was to provide an automatic and accurate LV myocardial
segmentation method for 3D cine-MRI images. Extraction of the LV endo- and
epicardium has provided accurate and consistent results. Our Proposed method
has achieved a mean Dice metric of 0.87 for the endocardium and 0.82 for the
epicardium. Therefore, we focused on the volumetric object reconstruction (3D
visualization) by exporting the endocardial and the epicardial extracted contours
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as 3D surface meshes [24]. This reconstruction is ensured throughout a complete
cardiac cycle (from systole to diastole) to allow dynamic visualization of the LV.
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A Smart Search Functionality for
a Memory Prosthesis: A Semantic
Similarity-Based Approach

Fatma Ghorbel, Wafa Wali, Elisabeth Métais, Fayçal Hamdi,
and Bilel Gargouri

1 Introduction

In the context of the VIVA1 project («Vivre Paris avec Alzheimer en 2030 graçe aux
nouvelles technologies»), we are proposing a memory prosthesis, called Captain
Memo [1], to help Alzheimer’s patients to palliate mnesic problems. Data are struc-
tured semantically using an ontology, called PersonLink2 [2]. It is a multilingual
ontology for storing, modeling and reasoning about interpersonal relationships and
describing people. This prosthesis supplies a set of services. Among these services,
one is devoted to “remember things about people”, i.e., retrieving information about
a person (e.g., preferences, gifts exchanged and shared events). However, these
particular users, living in a form of uncertainty, can substitute words having the
same meaning and have an increased difficulty in naming things. For instance, they
may enter “the brothers having the same birthday” instead of “the twins”.

1http://viva.cnam.fr/
2http://cedric.cnam.fr/isid/ontologies/files/PersonLink.html
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Captain Memo aims to offer a smart search functionality. It is able to deal with all
kinds of input e.g., full sentence, sentence fragments or keyword, natural language
text. It takes into account that the user may substitute the words/sentences that
express the same meaning. To address this issue, we estimate the semantic similarity
score between the user’s search filed entry and the saved personal data of the user.

Several approaches for sentences similarity estimation have been proposed.
However, they are applied only to the English language. Moreover, many knowledge
elements, e.g., the semantic class, the thematic role and the relationship between
them, are not taken into account when measuring the sentences similarity.

In this paper, we propose a multilingual semantic similarity-based approach
to estimate the similarity between the user’s search filed entry and the patient’s
saved personal data. Compared to related work, it is mainly based on semantic
information notably the synonymy relationships between words and syntactico-
semantic information especially semantic class and thematic role. It supported three
languages: English, French and Arabic. It is mainly proposed to be integrated in
Captain Memo. However, it can be used on others applications.

The remainder of the paper is structured as follows. Section 2 details some related
work. The approach is presented in Sect. 3. Section 4 discusses some experimental
results. Finally, in Sect. 5, we conclude and we give perspectives.

2 Related Work

Several approaches have been proposed to measure the semantic similarity between
sentences. We classify them into (i) syntactic-based, (ii) semantic-based and (iii)
hybrid approaches. An example of a syntactic-based approach is [3]. An example of
a semantic-based approach is [4]. An example of a hybrid approach is [5].

However, these approaches are applied to the English language and they do not
support the specific particularities of the French and Arabic languages. Moreover,
they estimate the semantic similarity based only on the syntactic structure of sen-
tence notably word order or the syntactic dependency and the synonymy relationship
between terms. They do not take into consideration the semantic arguments notably
the semantic class and thematic role in computing the semantic similarity.

3 Proposed Approach

The proposed approach allows estimating a semantic similarity score between the
user’s search input sentence (USIS) and the others saved in data tier (DTS). It
supports three languages: English, French and Arabic. It includes an extension
of previous strategies by taking into account the most important linguistics and
the syntactico-semantics information. Compared to related work, it also takes into
account the semantic arguments notably the semantic class and thematic role.
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It is composed of two modules: (i) “Preprocessing” and (ii) “Similarity Score
Attribution”.

3.1 Preprocessing

Before estimating the similarity score between USIS and DTS, three sub-steps are
proposed:

• Tokenization: USIS and DTS are decomposed into authentication tokens (words).
This step filters the answers and tags the words into their part of speech and labels
them accordingly. WordNet [6] handles only relationships between noun-noun
and verb-verb. The other parts of speeches are not taken onto account. Therefore,
to reduce the time and space complexity of the approach, we only consider nouns
and verbs to calculate the similarity.

• Removal of the punctuation signs: For the two sentences, all punctuation signs
are removed.

• Lemmatization: morphological variables are reduced to their base form using the
Stanford Morphological analyzer [7].

3.2 Similarity Score Attribution

To estimate the similarity score between USIS and DTS, three similarity level are
measured: lexical, semantic and syntactico-semantic.

The lexical similarity score (SL(USIS, DTS)) is computed using the lexical units
that compose the two sentences to extract the words that are lexically the same. It is
computed based on the Jaccard coefficient [8].

SL (USIS,DT S) = MC/ (MAUSIS + MADT S − MC) (1)

MC is the number of common words between USIS and DTS; MAUSIS is the number
of words contained in USIS; and MADTS is the number of words contained in DTS.

The measurement of the semantic similarity is reinforced by means of the
WordNet database in order to extract the synonyms of each sentence’s words. Also,
we use the NOOJ platform [9] to determine the named entities. We also use the
OpenCyc ontology to extract common sense facts (for instance, twins have the same
birthday).

The computing process of the semantic resemblance between USIS and DTS
involves primarily the creation of a set of joint words from the two sentences
W = {W1 . . . Wm} = SWUSIS ∩ SWDTS. For each sentence, only the words returned
by the “Preprocessing” component are taken into consideration. Then, we calculate
the semantic vector V = {VUSIS, VDTS, W}. For each Wi ∈ W, if Wi ∈ SWUSIS,
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VUSIS is set as one (case1). In the other case (WI 	∈ ∈ SWUSIS), a set of semantic
similarity scores between Wi and all the words contained in SWUSIS are estimated
(SIM(WI,SWJ)). The closest word to WJ in the answer is the one that has the
highest semantic similarity score. TUSIS is set to this score. To estimate the semantic
similarity scores, we rely on synonymy link of the WordNet database.

SIM (WI , SWJ ) = MC/ (MWI + MSWJ − MC) (2)

where, MC is the number of common words between the two synonym sets; MWI
is the number of words contained in the WI synonym set and MSWJ is the number
of words contained in the SWJ synonym set.

On the basis of the semantic vector previously calculated, the semantic similarity
score (SM(USIS, DTS),) is computed by applying the Cosine similarity.

SM (USIS,DT S) = (VUSIS.VDT S) / (||VUSIS || . ||VDT S ||) (3)

The estimation of the syntactico-semantic similarity score consists of extracting
the characteristics of the semantic arguments of USIS and DTS from the VerbNet
database for the French and English languages [10] and LMF Arabic dictionary for
the Arabic language [11]. As a consequence, a syntactic parser is used to identify,
on the one hand, the syntactic behavior of the sentences and, on the other hand, the
semantic predicates from the databases which is very rich in semantic predicates.
Moreover, the meanings of the lexical entry (such as the verb of the sentence) and
the predicative representation that connects the syntactic behavior and the semantic
predicate pre-defined in the first stage are looked up in the databases. Then, when
the predicative representation is caught, the semantic arguments will be extracted.
Once the pairs of semantic argument have the same thematic role and semantic
class, they are considered similar. After that, the degree of the syntactico-semantic
similarity between two elements of each pair of the sentence is computed based on
the common semantic arguments of the elements of the pair of sentences, which are
called SSM(USIS,DTS) by using the Jaccard coefficient.

SSM (USIS,DT S) = ASC/ ( ASUSIS + ASDT S − ASC) (4)

Where, ASC is the number of common semantic arguments between USIS and
DTS; ASUSIS is the number of semantic arguments contained in USIS; and ASDTS
is the number of semantic arguments contained in DTS.

The similarity score between USIS and DTS (SS(USIS,DTS)) is a USIS and DTS
is a weighted sum of the three mentioned scores.

SS (USIS,DT S) =SL (USIS,DT S) .α + SM (USIS,DT S) .β

+ SSM (USIS,DT S) .γ
(5)
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We propose to use the automatic learning in order to define the appropriate
coefficients α, β and γ.

4 Experimentations

A Java-based prototype is implemented based on the proposed approach.

4.1 Integration in Captain Memo

The prototype is integrated in Captain Memo. A set of similarity scores are
estimated between the user’s search input sentence and all saved data. To consider
that the data having the higher similarity score is right, it ought to be greater than
0,9. Figure 1 shows an example of the system’s response for the following user’s
search entry: “the brothers having the same birthday”.

4.2 Evaluation

We evaluated the efficiency of the proposed approach in determining the correctness
of the responses given by the user. This evaluation was done in the context of
Captain Memo. A total of 20 Alzheimer’s patients {P1 ... P20} and their associated
caregivers {C1 ... C20} were recruited to participate in this study. All caregivers
are first-degree relatives. Most Alzheimer’s patients were living in a nursing home

Fig. 1 An example of the system search’s response
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in Sfax/Tunisia. We asked each patient’s legal sponsor for the consent letter. We
excluded participants with overt behavioral disturbances, sever aphasia and sever
auditory and/or visual loss.

The evaluation consisted of one test session for each patient. Its duration depends
on the cognitive performance of the Alzheimer’s patient. At mean, it was about 1 h.
At the beginning of each session, we gave a brief introduction and a live demo
of Captain Memo. Each patient uses the search functionality about 20 times. We
classify these attempts according to the length of user’s search filed entry. For each
patient Pi, two scenarios had been tested:

• The first scenario, called “One or a part of sentence scenario”, represents only
user’s search filed entries formed only by one or a part of sentence. TS1/i
represents the total of the search’s results related to the patient Pi and recorded as
true responses. GSS1/i represents the “gold standard” responses. There are given
by the caregiver Ci.

• The second scenario, called “Two or more sentences scenario”, represents only
user’s search filed entries responses formed by two or more sentences. TS2/i
represents the total of the search’s results related to the patient Pi and recorded
as true responses. GSS2/i given by the caregiver Ci represents the “gold standard”
responses. There are given by the caregiver Ci.

For each scenario, we compare the generated response against the golden
standard ones. The exact Precision measures Pi@S1 ((|TS1/i ∩ GSS1/i| / |TS1/i|)) and
Pi@S2 represent respectively, the precision values related to the first and second
scenarios of the patient Pi. The results obtained are encouraging. The means of the
Precision measures related to the first scenario is estimated to 82,98 and the one
related to the second scenario is estimated to 74,58. We noticed that the analysis
of short sentences presents the highest measures of precision. As the sentence
gets longer, there will be a more complex calculation, which reduces the system’s
performance. We believe that these results can be improved. In fact, we think that we
can improve the learning stage by adding other features besides the lexical, semantic
and syntactico-semantic features.

5 Conclusion

This paper proposed a multilingual approach to estimate the semantic similarity
between the user’s search filed entry and the saved personal data of the user.
Compared to related work, it takes into account the synonymy relations between
words and the semantic argument properties notably semantic class and thematic
role. It supports three languages: English, French and Arabic. A prototype based
on the approach is implemented. It is integrated in Captain Memo to allow a smart
search functionality for Alzheimer’s patients.

We plan to extend the proposed approach to be able to deal with spelling mistakes
ungrammatical text entries.
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An Efficient Image Retrieval Using
Medical-Dependent Features

Hajer Ayadi and Mouna Torjmen-Khemamkhem

1 Introduction

Facing the explosion in the amount of medical images, the image indexing and
retrieval systems have seen an evolution to provide access to biomedical literature
and satisfy the user information needs. In traditional text-based image retrieval
(TBIR) approaches, the image meta-data (document) is represented as a bag of
words and frequencies, that are used to compute its relevance score according to
a given query. While this traditional approach served as a building block to several
well-known retrieval models (e.g. vector model and language model), it is no longer
satisfied due to the limits dealing with noun phrases, synonyms, abbreviations
and variants of terms mismatch problems. Moreover, the semantic relatedness
between query terms and document terms need to be considered. To overcome
these linguistic problems, several research and indexing studies known as “concept-
based” have appeared [5]. The conceptualization is known as a step leading to a
higher level of abstraction of text content, as well as a method to bridge the gap
between surface linguistic form and meaning. However, this kind of approach is
extremely time consuming, rendering it less effective. This issue was the subject
of several indexing and retrieval studies such as “MDF-Feature-based” approach
[1]. Recently, exploiting features within the retrieval process has received high
attention in the information retrieval (IR) domain. The key benefits of using medical-
dependent features(MDF) in TBIR are the following: First, they are specific for
TBIR. In fact, they display the textual specificity for image retrieval as they denote
a set of imaging modality (e.g. x-ray, MRI), image dimensionality (e.g. micro,
macro), and so on. Second, they are specific to the medical domain as they contain a
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set of medical terminology (e.g. Ultrasound, Dermatology). This paper investigates
the performance of MDF based medical image indexing and retrieval according
to both criteria: efficiency and effectiveness. Our main findings are: (1) the MDF
based approach gives accuracy results comparable to those found by concept based
approach, meaning that MDF based approach may be applied to any medical image
collection; and (2) the MDF approach has several strengths compared to literature
indexing approaches, especially as regards space-time occupancy. The remainder
of this paper is organized as follows. In Sect. 2, we describe the related work. We
present the MDF based image retrieval approach in Sect. 3. In Sect. 4, we set up
our experimental environment. In Sect. 5, the experimental results are presented and
discussed. Finally, we conclude our work briefly and discuss directions for future
research in Sect. 6.

2 Related Work

In the literature, several text-based image retrieval (TBIR) approaches have been
proposed. Their success highlight the area of image retrieval thanks to the relatively
mature techniques of traditional information retrieval(such as query expansion,
simple bag of words (BoW)). The largest number of medical retrieval systems
which deal with annotated images exploits only the keywords of these images to
search for relevant images in large collections. The standard approach is to represent
the text as a “bag-of-words” and to associate a weight for each word using the
Term Frequency-Inverse Document Frequency (TF-IDF) method [2]. Authors in [3]
propose to extend the probabilistic Latent Semantic Analysis model to integrate
the textual information from medical images. However, in [13] authors propose
to extract textual information from patients records, such as the patient age, sex
and medical history. Then, they use these textual attributes into retrieval process to
search the possibly incomplete medical cases consisting of several images together
with semantic information.

In many cases, the use of external resources, such as ontologies and thesaurus,
significantly enhances the performance of TBIR systems. In [5], authors proposed
a conceptual model to resolve the word sense ambiguity problem using the
semantic relations between extracted concepts, through MetaMap1 tool and UMLS
Metathesaurus. In [7], the authors investigate the use of a query expansion strategy
process using an advanced PubMed search. They conclude that the query expansion
using external resources in PubMed improves the recovery efficacy. The query
expansion was carried out, in [4], using the Mesh and UMLS ontologies and showed
that using these ontologies improves the retrieval performance. Authors in [8],
used conceptual language modeling with the additional use of the UMLS (Unified
Medical Language System) metathesaurus to compute the similarity between a

1https://metamap.nlm.nih.gov/

https://metamap.nlm.nih.gov/
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given query and a document by simply computing the log-probability of the concept
set of the document.

3 MDF Based Retrieval

In this section, we incorporate the MDFs into the retrieval process. First, we detail
the set of MDFs; second, we present the used method to extract MDFs from
documents/queries; finally, we applied the retrieval process based on MDF.

3.1 Medical-Dependentent Features

As our work falls into medical image retrieval field, we use MDFs [1, 15],
which help in improving the retrieval performance. These features are detailed as
follows:

– Radiology = {“Ultrasound Imaging”, “Magnetic Resonance Imaging”, “Com-
puterized Tomography”, “X-Ray”, “2D Radiography”, “Angiography”, “PET”,
“Combined modalities in one image”}

– Microscopy = {“Light Microscopy”, “Electron Microscopy”, “Transmission
Microscopy”, “Fluorescence Microscopy”}

– Visible light photography = {“Dermatology”, “Skin”, “Endoscopy”, “Other
organs”}

– Printed signals and waves = {“Electroencephalography”, “Electrocardiography”,
“Electromyography”}

– Generic Biomedical Illustrations = {“modality tables and forms”, “program list-
ing”, “statistical figures”, “graphs”, “charts”, “screen shots”, “flowcharts”, “sys-
tem overviews”, “gene sequence”, “chromatography”, “gel”, “chemical struc-
ture”, “mathematics formula”, “non-clinical photos”, “hand-drawn sketches”}

– Dimensionality = {“macro”, “micro”, “small”, “gross”, “combined dimensional-
ity”}

– V-Spec = {“brown”, “black”, “white”, “red”, “gray”, “yellow”, “blue”, “col-
ored”}

– T-spec = {“finding”,“pathology”, “differential diagnosis”}
– C-spec = {‘Histology”}

3.2 MDFs Extraction Procedure

Although many approaches in the literature, such as conceptual approaches, have
shown excellent retrieval results, most of them are very time and storage space
consuming. In this work, we use the MDF based retrieval approach which saves both
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indexing time and space occupancy. Usually, the indexes encode the whole internal
representation of documents. However, this work addresses an indexing approach
that is restricted on the occurrence of features values in the collection. Extracting
features from both documents and queries requires several different operations.
First, all features, represented with terms, pass through a snowball stemmer. The
resulting stems are then recorded in the stemmed feature list. Each term in the
image metadata (docID) passes through the same stemmer and is checked against
the stemmed feature list. If this list already contains the stem of interest, this term
is considered an MDF/value. Then, it is recorded in the image-feature list with the
same identifier (docID). The representation of the text “Radiographic findings of
osteomyelitis” using medical-dependent-features is “{2D Radiography, finding}”.
After this processing, the dataset considered in the retrieval process is a set of MDFs.

3.3 Retrieval Process

In this section, we present an approach for image retrieval based on MDFs. It
is presented in three steps: first, we compute the relevance score that measures
the similarity between a document and a query. This is the baseline score which
represents the correspondence degree between document and query based on terms;
second, we measure the relevance score of query and document representations
through MDFs by using the same baseline model; finally, we combine the MDF
score with the baseline score to form the new retrieval score (MDF − BM). In
particular, we propose modeling the MDF-BM score by a simple and classic linear
combination (Eq. 1). Before combining the two scores, we need to normalize the
initial and feature based scores as follows:

MDF − BM = α ∗ BMScore

max(BMScore)
+ (1 − α) ∗ MDFScore

max(MDFScore)
(1)

Where α is a balancing parameter [0..1], BMScore represents the initial ranking
score for the image, and MDF − BM is the MDF score of the same image, by
using the same baseline. The normalized score is obtained by dividing the relevance
score for a given document d by the highest relevance score in the whole collection.

4 Experimental Setting

4.1 Datasets and Evaluation Metrics

To evaluate the MDF based image retrieval, we use two ImageCLEF collections
in medical Image Task: 2009 [10] and 2010 [11] presented in Table 1. In Image-
CLEFmed datasets, each image has a textual annotation that may contain a caption,
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Table 1 MedicalClef dataset MedicalCLEF dataset

2009 2010

# Total queries 25 16

# Total images 74,902 77,495

a link to the HTML of the full text article [16] and also the article title [10]. In
this paper, we use both image caption and article title to evaluate the retrieval
models. For measuring the IR effectiveness, we used three evaluation measures that
are commonly used in Medical ImageCLEF: the Mean Average Precision (MAP),
the precision at the top ranking results (P@5, P@10, P@15, etc.), and the Binary
Preference (Bpref).

4.2 Review of Baseline Models

In order to show the effectiveness of the MDF based retrieval, we conduct compar-
ative study with different models such as classic text-based model (BM25) which
is used as baseline, and concept based model. Our experiments are conducted using
the classic information retrieval system Terrier (Terrier 3.5) and its implementations.

4.2.1 Text-Based Image Retrieval

As a text-based model, we use the probabilistic model BM25 [14] as shown in
Eq. (2).

RSV (q, d) =
∑

t∈(q
⋂

d)

tf

tf + nb ∗ k1
∗ log(

N − dft + 0.5

dft + 0.5
) ∗ qtf (2)

Where q is a query, d is a document, tf is the term frequency in the document, dft

is the document frequency of the term t , N is total number of documents in the
collection, qtf is frequency of term t in the query, k1 = 1.2 is a defaults parameter
and nb is the normalization factor which may be calculated as: nb = (1 − b) + b ∗

tl
Avgtl

. With tl is the number of terms in the document, Avgtl is the average number
of terms in the document and b are default parameters. Also we have compared
the specific feature based image retrieval model with the Dirichlet language model
“DLM” [9] and Bo1 Pseudo-relevance feedback “Bo1-prf” [6]. In order to build a
strong baseline, we conduct a set of experiments to tune the parameter b and we set
it equals 0.75.



72 H. Ayadi and M. Torjmen-Khemamkhem

4.2.2 Concept Based Image Retrieval

As a concept based model, we use a simple but effective concept based image
retrieval model. First, we extract the candidate concepts using METAMAP and
UMLS; second, a concept based retrieval process is applied. Several works show
the efficiency of the MetaMap tool with UMLS [12]. For this reason, we propose to
map textual representation of images into concepts by applying the MetaMap tool.
Extracted concepts are identified by a CUI (Concept Unique Identifier). Typically
each term will relate to several possible concepts, whence, for each term, several
concepts could be extracted. These concepts are called candidate concepts. Taking
the phrase “Ocular complications” as an example, 6 UMLS concept candidates
are identified by MetaMap and used for the conceptual representation of the text
“Ocular complications”. They are “{C0009566, C1171258, C0231242, C1522701,
C0015392, C1555959}”. After this processing, the dataset considered in the
retrieval process is a set of medical concepts.

The retrieval process is presented in three main steps: first, we compute the
relevance score that measures the similarity between a document and a query.
This is the baseline score which represents the correspondence degree between
document and query based on terms; second, we measure the relevance score of
query and document representations through medical concepts by using the same
baseline model; finally, in order to take advantages of both datasets (concept, text)
we combine the medical concept (MC) score with the baseline (BM) score to form
the new retrieval score (MC-BM), and thus by using a linear combination after a
normalization step. In order to obtain the best linear combination, we conduct a set
of experiments to tune the parameter α and we set it equals 0.4.

5 Experimental Results

5.1 Results of the Proposed Models

In these experiments, we evaluate the impact of MDF-BM, MC-BM, BM25 model
using terms, according to the MAP. Figure 1 presents a comparison according
to MAP values between the MDF-BM model results, the MC-BM model results
and BM25 using the terms results for all datasets. Based on those barplots, we
observe that the MAP values depend on the used model (BM25, MDF, MDF-BM).
For both datatsets, we can clearly see that the MAP values of MDFBM and MC-
BM are comparable. For example, the MAP value of 2009 dataset when using
MDF model equals to 0.148 and achieved 0.39 by MDF-BM model. In addition, it
equals to 0.216 when using only concepts (MC) for research and achieved to 0.393
when using combination (concept + term) MC-BM for retrieval. We have the same
observation for 2010 collections. These results confirm that MDFs and concepts are
good additional sources of evidence to enhance medical image retrieval. Using only
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Fig. 1 Comparison based on
the MAP values

0,379

0,216

0,39

BM25

2009 2010

SF MC

Map values

SF-BM MC-BM

0,393

0,312 0,318

0,1589
0,129

0,316

0,148

Fig. 2 Comparison of the precision at top ranks

features is not sufficient, and it is not surprising given the following explanation: A
query cannot contain a large number of features, so it will be hard to find relevant
images by using only features. Moreover, the decreasing MC results compared to
BM25 may be explained by the fact that some UMLS concepts extracted based
on image text are not correct. Consequently, it can negatively affect the obtained
results. However, we can clearly see the improvement of results when combing
feature/concept scores with BM25 scores.

5.2 Further Analysis and Discussion

In this experiment, we compare the precision at top ranks obtained by MDF-
BM and MC-BM models to the state-of-the art models namely BM25, Dirichlet
Language and Bo1 pseudo relevance feedback models. We use the same parameters
for all datasets. Figure 2 presents the precision values for the different models.
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Table 2 Comparison with
the official imageCLEFmed
approaches results

Team Rank MAP P@10 Bpref

2009 Liris 1 0.43 0.66 0.46
MDF-BM – 0.39 0.651 0.415

MC-BM – 0.393 0.623 0.41

SINAI 2 0.38 0.62 0.39

York 3 0.37 0.60 0.38

2010 Xrce 1 0.338 0.506 0.382
AUEB 2 0.323 0.468 0.31

MDF-BM – 0.318 0.438 0.338

MC-BM – 0.316 0.427 0.34

OHSU 3 0.302 0.431 0.34

According to the results, the MDF-BM model gives the best precision compared
to other models. However, it is important to note that MC-BM results model has a
comparable result with MDF-BM model. Our interpretations in regards to results
of Fig. 2 are presented below. For 2009 and 2010 datasets, MDF-BM approach
outperforms all other approaches according to all measures. More precisely, it
outperforms BM25 which has the higher precision compared to other approaches.

5.3 A Comparative Study

In order to show how well our proposed approach performs compared to the state-
of-the-art [10, 11] approaches, further comparative studies are conducted with the
top three teams that achieved the best MAP using textual runs on the medical
image retrieval task. Table 2 presents a comparison based on the MAP, P@10,
and Bpref between the MDF-BM, the MC-BM model results, and the official
imageCLEFmed approaches results. The results of the models (MDF-BM and MC-
BM) are comparable to the results of the state of the art approaches, as shown in
Table 2. For 2009 and 2010 datasets, our models do not outperform the highest
values (MAP, p@10 and Bpref) founded by existing approaches. This can be
explained by the fact that these models are highly dependent on the baseline results.
However, for both datatsets, our models outperform the third highest values founded
by existing approaches. This validates our assumption that our model has a positive
impact on the retrieval performance.

5.4 Time and Space Complexity

In this paper, we used three datasets types (concept based, MDF based and text
based) for retrieval approach. In this section, we present the indexing time and the
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Table 3 Comparison of time/space occupancy

2009 2010

Index Term Concept MDF Term Concept MDF

Size(MB) 38.6 34.3 15.2 40.2 21.3 15.7

Time(s) 155.2 Few days 102.3 103.3 Few days 89.1

memory consumption using the three models: text-based, concept-based, and MDF-
based. The experiment was conducted on a Pentium Dual Core 2.2 GHz machine
with 2 GB DDR3 of RAM running ubuntu 12.04. As shown in Table 3, the size
occupancy of MDFs, for the 2009 dataset, equals to 15.2 MB, while, for concept
based indexing it is 34.3 MB and the term-based indexing, the size is 38.6 MB. The
indexing time taken by MDFs approach is faster than the indexing time taken by
term based and concept based indexing time. Based on result shown in Table 3, the
indexing time is reduced from few days and 155.2–102.3 s by using MDFs. This
reduction in indexing time as well as the size occupancy is due to the restriction of
indexing on MDFs and thoughtlessness of all keywords of documents. This proves
that these features are critical terms in the search process.

6 Conclusions and Future Work

In this paper, we studied the performance of medical-dependent-feature-based
medical image indexing and retrieval according to both criteria: efficiency and
effectiveness. MDFs are used to represent medical imageCLEF datasets as feature
based representation. In addition, a classic retrieval method for computing the
feature based score is used. We combined the feature based score with the baseline
(BM25) score to form the new retrieval score. Using two medical imageCLEF
collections (2009 and 2010), we compare the performance of MDF retrieval with
approaches from the literature and analyze where it is effective. Results show that
using that the MDF based approach gives accuracy results comparable to those
found by concept based approach. In addition, the MDF approach has several
strengths compared to literature indexing approaches, especially as regards space-
time occupancy. In future work, we plan to include more MDFs that could cover
more characteristics of any user information need in the context of image retrieval.
Moreover, we plan to evaluate the performance of our model on other standard
dataset collections.
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Brain Image Processing Using Deep
Learning: An Overview

Rahma Kadri, Mohamed Tmar, and Bassem Bouaziz

1 Introduction

Lately with the availability of smart technologies such as wearable technologies
and the brain imaging tools, there have been great leaps forward the brain
imaging processing and neuroscience. This discipline allows to better understand
the mechanisms of the brain and the way we process and record information. One
of the most challenging questions regarding this context is the automatic brain
diseases and disorders diagnosis. Toward this end neuroscientists around the world
collect data about brain function, structure and behavior using various neuroimaging
tools at an ever-increasing rate. This data is the lifeblood of the brain behavior
analysis. However the neuroimaging data are collected in various formats (text,
image, video, sound..). The overarching challenge is how we can extract insights
from it. Extracting knowledge is a tedious task that necessitates integration of well
validated data described in a common standard and format. One interesting way to
enable such process is to deal with a common international platform to collect, store,
validate, analyze and publish neuroimaging data. The breakthrough in neuroimaging
or brain imagining is the availability of powerful and advanced imaging modalities
to understand the brain function. Brain imaging analysis encompasses many tasks
such as the brain activity analysis, brain image segmentation, brain disease analysis
and prediction. For this end, there are processing brain image modalities used to
uncover and image the brain structure, behavior and activity.
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1.1 Brain Image Modalities

Typically brain imagining falls into two classes: the structural and the functional
imaging.

Structural imaging which enables to illustrate the brain structure. Under this
category there are the Computed Tomography (CT) and Magnetic Resonance
Imaging (MRI) techniques.

– CT is a computerized x-ray imaging technique which provides axial images
called slices.

– MRI is an advanced technique that produce detailed brain image structure.
It allows to examine the brain anatomy in all three planes: axial, sagittal
and coronal. the most commonly used MRI images are T1-weighted and T2-
weighted.

Functional imaging is devoted to study the brain function. This technique uncovers
the brain’s information processing. It is based on well known scan techniques such
as the Electroencephalography (EEG), functional Magnetic Resonance Imaging
(fMRI), Positron Emission Tomography (PET) and the Magnetoencephalography
(MEG).

– fMRI: is extremely used to detect the brain’s functional anatomy by measuring
the brain activity. It also examines the main changes in the brain.

– (EEG): visualizes the electrical activity in the brain neurons. It also uncover the
state of the brain.

– (PET): uses a radioactive substance also known as tracer to illustrate the brain
activity. This technique detects such injury on the brain.

– (MEG): measures the magnetic fields relating to such electrical activity in the
brain.

The automatic diagnosis and knowledge extraction from these tools became a hard
question to meet. The tremendous success of deep learning meet the need of an effi-
cient neuroimaging data analysis approaches. We investigate the recent application
of deep learning regarding the neuroimaging data collection and analysis. Hence we
define a set of research questions:

– RQ1: What are the most used datasets for each image brain analysis methods
using deep learning. This question highlights the most used dataset sources for
image brain analysis. The main motivation underlying this question is the need
of data collection for the brain image analysis.

– RQ2: What are the most relevant contributions of deep learning regarding the
brain image analysis. The underlying purpose of this question is to overview the
current brain image processing methods and explore the recent publications and
approaches within this context.
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– RQ3: What are the preprocessing steps for an effective brain image analysis. The
main motivation of this question is to figure out the main key preprocessing steps
for the brain image analysis.

– RQ4: What are the main current challenges today regarding the brain image
analysis.

We conducted a Systematic Literature Review (SLR) to investigate the recent
existing publications in order to meet these research questions.

2 Brain Image Processing Using Deep Learning

Deep learning was widely used for different brain image analysis tasks:

Brain image reconstruction: is an active area that aims to create two or three-
dimensional image from scattered or incomplete data. Brain image reconstruc-
tion is the key step for many tasks such as disease, classification and recognition.
Further, this task is extremely applied for the reconstruction of the image from
the brain activity.

Brain image super-resolution: medical image with high resolution is very
expensive. For this end, the brain image super-resolution incorporates a set
of techniques that aim to reconstruct a high-resolution MRI images from low-
resolution image. This task is vital to ensure the relevant quantitative analysis.

Brain Image Segmentation: this task is critical for image brain analysis and
understanding. It simplifies the representation of the image in order to make it
easier to analyse.

Automated Brain Disorders Diagnosis: a lot of attention today is accorded to
the brain disease classification. Examples include Alzheimer’s disease, brain
cancer, migraine disease and dementia.

Brain image generation and synthesis: data collection within the neuroimaging
is challenging and difficult task. Brain image analysis using deep learning is
relying on a huge amount of training data. Significant effort has been invested
on this task such as the data augmentation and the synthetic image generation.

2.1 Data Preparation and Collection

Data preparation is a key pre-processing process consisting of data gathering, clean-
ing, structuring, organizing, augmentation, fusion and transforming into suitable
data from for analysis task. Researchers adopt many methods to collect and prepare
their data. The key challenge today within the brain image analysis is the lack of
annotated brain images. There is an effective effort to ensure centralized access
and data availability by creating tools for neuroimaging data exchange examples
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includes (OpenfMR,1 ADNI,2 OASIS3). The data preparation and collection here
depends on the target task such as brain image segmentation, reconstruction, super-
resolution and brain disease detection. Within the context of the brain disease
detection and analysis many researchers collect different brain image modalities.
Jain et al. [1] collect T1-weighted MRI data of 150 subject 50 Alzheimer’s
Disease (AD) 50 Normal Control (CN), 50 Mild Cognitive Impairment (MCI) from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI) for alzheimer’s disease
classification. The feature selection involves demographic characteristics of the
selected subjects such as age, gender and Mind Mental State Examination (MMSE).
They select the most informative RMI slices using an entropy function. They used
a FreeSurfer software for the pre-processing. They adopt different preprocessing
methods such as motion correction, non-uniform intensity normalization and skull
stripping. Another intelligent selection of the most informative MRI slices from the
ADNI dataset also was proposed by [2] for the prediction of Alzheimer’s disease.
An intelligent data augmentation process with balancing method is proposed by
[3] using the same dataset also for the Alzheimer’s disease. Here data selection
involves 214 patients: 48 AD patients, 108 MCI and 58 NC. The input used
images are T1-weighted Structural magnetic resonance imaging (sMRI) image and
a Diffusion Tensor Imaging (DTI) image. They also adopt the age, gender and
(MMSE) score as the demographic characteristics. For the preprocessing steps they
applied a correction of eddy currents and head motion, skull stripping using the
Brain Extraction Tool (BET) on the DTI brain images. For the same task [4] collect
18F-FDG PET images about 1002 patients with various scans. Here the dataset is
from different sources such as (ADNI)-1, ADNI2 and ADNI-GO studies. To prepare
data for analysis, they adopt a grid method based on the input images resampling to
2-mm isotropic voxels. Here the feature selection consists of extracting the caudal-
most sections that represent more than 100 × 100 mm2 of brain parenchyma. For
the brain voxels selection they utilize an Otsu threshold function. They also use a
connected component analysis to extract the relevant imaging volume. For this end
they find a use for Python Software Foundation.

Feng et al. [5] adopt 2 different brain image modalities MRI and PET also from
the ADNI dataset for the diagnosis of Alzheimer disease. They applied different
methods for the MRI preprocessing such as the image resampling, Anterior Com-
missure (AC), posterior commissure reorientation, skull striping and segmentation
using Field Service Lightning(FSL) package. Here they applied different algorithms
for elastic image registration using the hierarchical attribute matching method.
Whereas [6] use a 3D FDG-PET images from the ADNI dataset about 339 patients:
93 AD patients, 146 MCI and 100 NC acquired by 30–60 min post-injection for the
Alzheimer’s disease classification. They use the same demographic characteristics
of the previous contributions (age, gender, education..). Data preprocessing here

1openfmri.org
2adni.loni.usc.edu
3www.oasis-brains.org

www.oasis-brains.org
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includes the intensity normalization, the conversion to a uniform isotropic resolution
of 8 mm FWHM, the image decomposition into 2D slices and the image size
reduction. Yang et al. [7] use a small custom dataset for migraine classification
including 21 migraine patients without aura, 15 migraineurs with aura, and 28
healthy controls. For the data acquisition they utilize a 3.0 Tesla MRI system and
Echo-Planar Imaging (EPI). During this acquisition, patients were rest with their
eyes closed and not to fall asleep. The key feature here is the feature mapping
method in order to illustrate the brain activity and state. They calculated three
functional maps for each subject the amplitude of low frequency fluctuations, the
regional homogeneity and the brain functional connectivity state. Within the context
of brain image segmentation [8] collect 2 medical datasets: the BraTS2016 and
the LiTS2017 benchmark for brain tumor segmentation including MRI and CT
images. They applied different preprocessing steps on the MRI images for example
the intensity non-uniformity and the histogram matching. Further they perform a
slice-wise fashion on the CT images. To remove the irrelevant object on the CT
images, they calculated the Hounsfield Unit (HU) values. Finally they adopt the
histogram equalization to improve the contrast. They introduce a patient-wise mini-
batch normalization as preprocessing step to enhance the segmentation task. Ang et
al. [9] collect an fMRI data about specific brain tissue such as gray matter, white
matter, blood vessel, non-brain and cerebrospinal fluid also for brain tissue and
tumor classification. For the preprocessing they adopt a motion correction, slice
scan time correction and intensity normalization. Whereas for this task [10] use
the Brats2017 training dataset. Here a few preprocessing steps are performed such
as intensity normalization. Chen et al. [11] also collect data within the context of
brain image segmentation from the MRBrainS challenge. They adopt different brain
image modalities including the T1, T1-IR, and T2-FLAIR of patients with diabetes.

2.2 Training Process and Classification

The training and the learning process involves the main architectures used to meet
such tasks on the brain image processing. The methods are based on different
learning process algorithms. Examples include supervised learning methods based
on the transfer learning, unsupervised learning and fusion methods.

2.2.1 Transfer Learning

The transfer learning is a machine learning method based on the reuse of a model
which is created for solving specific task as a starting point for another task. Within
the context of brain disease detection the transfer learning is widely used. Within
the context of brain disease diagnosis and detection such as the Alzheimer’s disease
[1] adopt the transfer learning using a pretrained VGG16 for Alzheimer’s disease
classification. Whereas [2] use the VGG19 for Alzheimer’s disease prediction. The
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transfer learning meet the need of the huge amount of data for training. However
the VGG network used in this works is slow to train due to the huge number of
the network parameters. Another transfer learning based on the inception model
was proposed by [4] with the same training dataset to predict a diagnosis of
Alzheimer disease using 18F-FDG PET of the brain data. The network consists
of 11 inception modules. Each module incorporates a convolution layers, pooling
layers and convolutional filters with rectified linear units. The main advantage of
this work over the previous methods is the multi-level feature extraction. Khvostikov
et al. [3] present a 3D Convolution Neural Network (CNN) architecture which
consists of a set of convolutions blocks using a sMRI and DTI images as inputs
for alzheimer disease classification. Each block is composed by a 3D convolution,
batch normalization, rectifier linear unit and 3D pooling. The discriminate feature of
this work is the fusion method of 2 different image modalities(sMRI and MD-DT)
using a hippocampal Region of interest pooling (ROI). Here the inception model
allows the extraction of the local and global features at the same time. However this
work just handles 2D images. A recent work [12] of the same researchers consists of
using a 3D inception model. Compared with their previous work the inception model
decreases the number of network parameters and enhances the feature extraction
process. Yang et al. [7] address the problem of the migraine classification and
compare the inception model with the Alexnet to classify healthy brains, brains
affected by Migraines with aura (MWA) and brains affected by Migraines without
aura (MWoA). Within the context of brain image segmentation, [8] propose a
multitask convolutional neural network for tumor brain instance segmentation.
The learning process involves 2 stages. The first stage is a tumor detection using
a region proposal network correlated with the though transform technique. The
second stage is the tumor segmentation using the VGG19 network. Chen et al. [11]
present a new deep residual learning namely deep voxelwise residual networks for
brain segmentation also from 3D MR images. They propose a stacked of residual
module(25 volumetric convolutional/deconvolutional). The main advantage here is
the multi-modality and auto-context information fusion to enhance the segmentation
task. Their method holds different image sizes.

2.2.2 Fusion Methods

In order to enable an effective feature extraction from brain images. Researches
adopt fusion methods that extract special and temporal features using the Recurrent
Neural Network (RNN) such as the Long short-term memory (LSTM) and the
Bidirectional gated recurrent unit (BGRU) combined with the convolution neural
network. The application of CNNs for 3D volumetric classification is difficult to
optimize. To improve the CNN performance regarding the Alzheimer’s diagnosis,
[5] combine a 3D-CNN and fully stacked bidirectional (FSBi-LSTM) using a RMI
and PET images. They compare different fusion methods such as FSBi-RNN,
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FSBi-GRU. They point out that FSBi-LSTM is the best fusion method. The key
contribution of this method is the multi-modal fusion which yields good results
of diagnosis than a single modality methods. Another fusion method on the same
the context demonstrated by [6] consists of a convolutional and bidirectional gated
recurrent neural network using FDG-PET images. The 2D CNN is trained to capture
the intra-slice features and the BGRU for the inter-slice feature extraction. Different
from the previous work, they adopt 2 activation functions Tanh for the BGRU
and the Rectified Linear Activation Function (ReLU) for the CNN. To improve
the segmentation task, [9] combine the CNN with the LSTM for automatic brain
tissue tumor segmentation for fmri voxel classification into 5 classes gray matter,
white matter, blood vessel, non-brain (NB) and cerebrospinal fluid. The training
encompasses spatial and temporal feature extraction.

2.2.3 Unsupervised Learning

The unsupervised leaning overcome the lack of labeled data within the context of
the neuroimaging. Regarding the context of brain disease detection, [13] introduce
a method to model the progression of Alzheimer’s disease in the MRI brain images.
They modify the Wasserstein training process by a AdaBoost learning in order to
extract the more extreme cases of AD on the ADNI training dataset. Mallick et
al. [14] also propose an unsupervised learning using a combination of the deep
wavelet autoencoder and the deep neural network for brain cancer detection. The
main contribution here over the existing methods is the feature reduction and the
image decomposition using an autoencoder and the wavelet transformation. Authors
compare their proposed network with other methods such as Autoencoder-DNN and
Deep Neural Network (DNN). Within the context of brain image segmentation [10]
notice that it is vital to improve the spatial contiguity of the network output by
using unsupervised learning. Toward this end, they adopt an adversarial network
using tow different CNN networks. This adversarial learning consists of a generator
that generates synthetic labels and the discriminator tries to distinguish between
the truth and the synthetic labels produced by the generator. Data augmentation
and brain image generation is another challenging task. The generative adversarial
network is extremely used to meed this task. Han et al. [15] propose to generate
synthetic brain MR images using a deep generative adversarial network. They
adopt unsupervised learning basing on a generator and discriminator network. The
generator used up-convolutions layers with a non-linearity and batch-normalization
in order to create synthetic images. The discriminator is another network that
distinguish between the real and the generated images. Han et al. [16] use a
progressive Generative Adversarial Network (pGAN) for brain MRI augmentation.
Han et al. [17] improve the data augmentation by a cascade method that combines
different GAN architectures to generate brain MR images without and with tumors
separately. For this end they combine the noise-to-image GANs and image-to-
image GANs. They also adopt a pGAN to generate brain images. Dar et al.
[18] propose a method for a multi-contrast MRI synthesis using the conditional
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generative adversarial network. For the registered images they use a pGAN to learn
the function map between the source and the target image. They use a cGAN for the
unregistered images. Yang et al. [19] adopt a cycleGAN with structure-constrained
for synthesizing CT images from brain MR images.

For the classification both methods are based on the softmax classifier.

2.3 Results

The transfer learning based on the convolution neural network was widely used for
the context of brain disease detection such as the Alzheimer’s disease. Jain et al. [1]
achieve accuracy of 95.73% using the VGG 16 to classify brain sMRI 2D slices into
3 different classes: AD, NC and MCI. Over the CNN architecture the inception
model yields the best accurate results. This is illustrated by many researchers
such as [3]. Here authors reach 0.933% for AD/NC binary, 0.867% for AD/MCI,
0.733% for MCI/NC and 0.68% ternary for AD/MCI/NC classification problem.
Ding et al. [4] reaches a good results using an inception model for Alzheimer’s
early prediction about 75.8 months before the final diagnosis. Fusion method based
on the combination of the CNN and RNN architectures also shows an accurate
results on this context such as [5]. Regarding the unsupervised learning the GAN
and the autoencoder are widely used by researchers for the brain disease diagnosis.
Bowles et al. [13] return relevant results regarding the illustration of the Alzheimer’s
disease progression using the GAN. Mallick et al. [14] with the combination of
the deep network and the autoencoder obtain an accuracy of 93% to detect brain
cancer. The convolution neural network is also used extremely for the brain image
segmentation and tumor classification. A cascade method proposed by [9] reach a
classification accuracy of 84.04% to classify brain tumor and segmentation. Chen
et al. [11] achieve the first place in a challenge including 37 contributions on brain
image segmentation. Rezaei et al. [8] present a prominent result regarding the brain
tumor instance segmentation using a multitask convolution neural network basing
on VGG19. Whereas [10] with the GAN architecture obtain more reliable results on
the brain tumor segmentation. Regarding the context of the brain image synthesis
and generation, the GAN architectures are the first choice of many researchers.
Kazuhiro et al. [20] shows a good results using a deep GAN on the MRI image
generation. Whereas the fusion method [17, 21] that based on the combination of
the different architectures of the GAN such as pGAN, cGAN provide more accurate
results.

3 Conclusion and Current Challenges

Neuroimaging is an interdisciplinary filed devoted to the study of the brain
structure, function, behavior and activity. This domain brings different fields such
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as medicine, statistics, biology and computer science. The advancement of the brain
imaging technique enhances the brain analysis. However it is critical to extract
the meaningful information within these techniques. Deep learning fill this need.
In the present paper, we highlight the main techniques used on the deep learning
networks for brain image processing such as the data preparation, augmentation
and the training process. For the data preparation and collection, there is a hardest
question to meet which is the lack of annotated datasets for the supervised learning.

The preprocessing and feature extraction are another key steps for an effective
brain image analysis. Significant efforts have been made to handle different
preprocessing for various brain image modalities. It is crucial today to ensure an
analysis methods that handle different image brain modalities in order to exploit the
information within these images.

The generative adversarial networks were extremely used for the data aug-
mentation on the brain images analysis to enhance the training process. This
network was also widely used for the brain image super-resolution and synthesis.
The Convolution neural network was applied for the brain images classification
and brain diseases classification. The inception model is the most used among
the CNN architectures. To improve the CNN performance on the image brain
analysis researches combine it with the RNN networks such as the LSTM and
the BGRU. To enhance the training process and optimize the network, researchers
utilize different regulations methods such as dropout layer, batch normalization
and data augmentation. The brain image processing includes different tasks such
as brain image segmentation, generation, brain disease prediction and brain image
enhancement.

However there is a need today for the image to text within the context of
neuroscience to enhance the brain image understanding which is not found on the
recent deep learning application regarding this context. There are many challenges
regarding the brain image analysis today such as the early prediction of the brain
disease before years. However this needs a huge amount of medical data. Another
challenge is ensuring a unified infrastructure to share neuroimaging data. The data
augmentation and synthetic data generation is trending today due to the lack of the
annotated datasets. The brain activity analysis is another key challenge.
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Discrete Optimization Model
of Free-Fall-Flow-Rack Based Automated
Drug Dispensing System

Dhiyaeddine Metahri and Khalid Hachemi

1 Introduction

Medicine is changing paradigm; it is switching from diagnosis and treatment to
prediction and prevention. This is encompassed in the new concept of Predictive,
Preventive and Personalized Medicine (PPPM). “True personalised medicine”
is based on the “individual patient profile” directing to a tailored therapy that
maximises the efficacy for that one patient in particular [12].

Going from a reactive medicine to a proactive medicine has multiple conse-
quences for the management of the medication-use process within a healthcare
structure, including an increase in the number of drug references underlying the
individualization of treatments. In this context, automated dispensing systems are a
key choice to meet the demands of speed and accuracy of patient service.

Materials handling technologies have enabled companies to control and manage
their inventory. This can be achieved through an automated storage and retrieval
system (AS / RS). AS / RSs are used in multiple industries and advanced
manufacturing systems [30]. The main advantages of these systems are the saving
of labor and floor space costs, the ease and speed of handling items and enhance
throughput [21].

The main components of an AS/RS are storage racks, aisles, storage and retrieval
(S/R) machines, Input/output stations (I/O) stations and the control system. Racks
consist of several bins that can store items. The racks are separated by aisles, which
allow the movement of storage and retrieval machines to pick up and drop off loads.
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The Input/output stations (I/O) receive incoming and outgoing products. The control
system is used for managing storage and retrieval operations.

There are different types of ASRS, namely, unit-load AS/RS, mini-load AS/RS,
man-on-board AS/RS, carousel AS/RS, multi aisles AS/RS, Mobil-racks AS/RS,
and flow-rack AS/RS (deep-lane AS/RS).

A new kind of flow-rack AS/RS has been introduced by MEKAPHARM [23],
this system is served by a human operator or a single machine for storage
operations, and combines the free-fall movement and a transport conveyor for
retrieval operations. It can operate without any storage/retrieval machines, compared
to the classic flow-rack AS/RS, where the system uses a (S/R) machine.

Since AS/RS require a very high investment, the design of AS/RS represents
a crucial step during the feasibility conception study. In fact, once the AS/RS is
implemented, it is very difficult to modify the rack layout and storage capacity.
For this, the purpose of this paper is to find the optimal dimensions (length, height
and depth) of the rack, which minimize the retrieval-travel-time. We formulate the
optimization problem as a non-linear discrete model instead of a continuous model,
which does not reflect the discrete nature of the rack. The aim of this study is to give
a practical support to the AS/RS designer.

The structure of the paper is as follows. Section 2 gives an overview of the
previous research. The FF-flow-rack AS/RS operation and structure are presented in
Sect. 3. The optimization model and the obtained results are provided and discussed
in Sect. 4. Section 5 draw conclusion and further research.

2 Literature Review

Different approaches have been proposed to increase the AS/RS performance by the
means of request sequencing, storage assignment policy, and system configuration.
The expected travel time was the main indicator used to assess the AS/RS
performance.

Several studies exist on the modelling of the expected travel time. The most
interesting approach to this issue has been proposed by Bozer and White [5].
They developed the expected single and dual travel time models of a rectangular
rack under a random storage and for different positions of input/output point.
Additionally, various dwell-point strategies for the storage/retrieval machine were
examined. This model was used by Sari et al. [28], where they presented two
mathematical models for the expected travel-time for a flow-rack AS/RS, which use
two (S/R) machines. The first model is developed by using a continuous approach
and compared with a second discrete model for accuracy via simulation. The authors
conclude that the expressions based on continuous approach are extremely practical
due to the difference in computation time.

For other flow-rack AS/RS variations, Sari and Bessnouci [27] have proposed
a new kind of flow-rack AS/RS that using a single machine for both storage and
retrieval operations instead of two machines. They developed analytical-travel-time
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models of the storage and retrieval machine, under randomized storage assignment.
Two dwell point positions were considered. Otherwise, De Koster et al. [10] used
a lifting mechanism in the opposite face of the S/R machine for a flow-rack
AS/RS. They presented a closed-form expression of expected retrieval travel-time
for single-command cycles, and derived an approximate travel-time expression for
dual command cycles of the system. Also, Chen et al. [7] designed a bi-directional
flow-rack (BFR) in which bins in adjacent columns slope to opposite directions.
They develop a travel-time model for BFR systems.

Various methods have been proposed to deal with reducing the travel time for the
flow-rack AS/RS. Sari et al. [29] Studied the impact of P/D stations and restoring
conveyor locations on expected retrieval-time and classified their optimal positions.
Meghelli-Gaouar and Sari [22] used a two class-based storage policy for the flow-
rack AS/RS, where each item is assigned to the same bin as closely as possible
to the P/D point. This work was extended by Bessenouci et al. [4] by developing
two metaheuristic algorithms (tabu search and simulated annealing) applied to the
control of the S/R machine. Hachemi and Alla [13] presented an optimization
method of retrieval sequencing where the AS/RS was represented by a colored Petri
net model. In a recent paper, Hachemi and Besombes [14], extended the problem of
retrieval sequencing for flow-rack AS/RS by integrating the product expiry date.
They introduced an optimization method as a decision process which performs
a real-time optimization into two phases and formulated as an integer program.
Kota et al. [16] Developed analytical expressions for retrieval times and heuristic
algorithms to determine optimal or near-optimal movement of objects in a high-
density, puzzle-based storage system.

Various researchers study the sequencing problem for different type of AS/RS.
Chung and Lee [8] introduced heuristic methods to solve a generalized sequencing
problem for unit-load AS/RS. These methods determine both specific bin locations
for the retrieval requests and sequencing with the chosen bin locations. From a
series of realistic case problems Kuo et al. [18] proposed a cycle-time model for
class-based storage policies for automated unit load AS/RS that use autonomous
vehicle technology. The model was designed specifically for the practice of AVS/RS
design conceptualization by utilizing a network queuing approach. In order to
minimize the distance travelled by the Storage and Retrieval (S/R) machine. Asokan
et al. [3] implemented non-traditional optimization techniques (Adaptive Genetic
Algorithm (AGA) and Particle Swarm Optimization (PSO)). In order to optimize
the performance of man on board AS/RS, Dallari et al. [9] compares different
storage policies with two tour construction heuristic. Authors conclude that the
introduction of BI heuristic and class based storage policy provide substantial travel
time reduction. According to (Fohn et al. [11]; Robert terry et al. [26]), AS/RS
designs are difficult because these systems evolve in highly dynamic environments.
For this, an optimal design procedure should be combined with control policies.

AS/RS design has received some attention in the literature. Ashayeri et al.
[2] proposed a microcomputer-based optimization model to calculate the opti-
mum number of racks and the optimum width and length of automated ware-
houses. Malmborg [20] studied the design and modelling of double-shuttle AS/RS.
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Kuo et al. [17] proposed effective design calculation models for unit load AS/RS
using autonomous vehicle technology. Yang et al. [32] deals with the optimization
of 3D multi-deep AS/RS with a full turnover-based storage policy by considering
the operating characteristics of the S/R machine, to close to the real operation of the
compact warehouse.

De Koster et al. [10] derived the expressions of the expected travel time for
single and dual command cycle of flow-rack AS/RS that used a lifting mechanism.
They used these expressions to optimize the systems dimensions. The authors
found that the cubic-in-time system (i.e. all dimensions are equal in time) is
not the optimal configuration. This work was extended by Yang et al. [31], who
considered the real operating characteristics of the S/R machine to obtain the
optimal rack dimensions. Concerning the AS/RS introduced by Sari and Bessnouci
[27]. Hamzaoui and Sari [15] determined the optimal dimensions of this AS/RS by
using an enumeration technique. These dimensions minimize the expected travel
times of the S/R machine.

An interesting study that was presented by Meneghetti et al. [24]. The authors
proposed the adoption of a two-stage design approach of unit-load AS/RS by taking
into account the economical and environmental perspectives (energy consumption,
costs and carbon dioxide emissions). Based on discrete events simulation Caputo
and Pelagagge [6] check and identify correct design choices for capacity upgrade
of large-intensive material handling and storage systems. Asef-Vaziri et al. [1]
designed and analyzed an automated container handling and storage system, which
integrates AS/RS and Automated Guided Vehicle Systems (AGVS) for use at
seaport terminals. They performed a computer simulation study to show the impact
of such automation on the system performance (throughput, space utilization, and
equipment utilization). Lättilä et al. [19] developed a decision-making tool based on
the combination between static spreadsheet modelling and Monte Carlo simulation.
This tool was used to compare warehouse design, calculate investment payback time
of two suggested AS/RS investments, and to identify the main factors affecting their
economic feasibility.

3 FF-Flow-Rack AS/RS

3.1 System Description and Structure

Mekapharm company® has launched a new type of flow-rack AS / RS, known under
the trade name “APOTEKA” [23]. It is mainly used in all areas handling products
resistant to free fall impact, and in particular for the automation of drug distribution
in pharmacies. We are referring to the new type of AS / RS: the Free-Fall-flow rack
AS/RS, or FF-Flow-rack AS/RS. The most important divergence between the FF-
flow-rack AS/RS and the other types of flow-rack AS/RS presented by (Sari et al.
[28]; De Koster et al. [10]; Sari and Bessnouci [27]) is that the picking operations
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Fig. 1 Typical configuration of FF-flow-rack AS/RS

are realized by combining the free-fall movement and transport conveyor to replace
the retrieval machine.

The use of FF-flow-rack AS/RS has several advantages like: saving the floor
space, better inventory management, throughput increasing, and removal of the
S/R machines. Especially, in the pharmaceutical distribution, this system offers the
possibility of simultaneous retrieval of several drugs, reduces customer wait time,
reduces queue sizes leading more time for advising customers, and reduces the
dispensing error.

As shown in Fig. 1, the FF-flow-rack AS/RS structure is built of: a deep rack
with a multitude of sloping bins, equipped with rolling wheels to allow the sliding
of products by gravity from the storage to the picking side. Each bin is made of a
set of segments (locations) that contains multiple identical products (the same SKU:
Stock Keeping Unit) placed according to a FIFO file. A pickup station is located on
the storage side, and a drop-off station is located on the retrieval side. A transport
conveyor used to make the connection between the rack and the drop-off station. An
operator or a storage crane performs the storage of items. The Fig. 2 shows a real
view of the Apoteka© system.

As illustrated in Fig. 1, the rack dimensions are: length (L), height (H) and depth
(D). The rack has (NL) bins in each tier and (Nc) bins in each column. Each bin
has (M) storage segments. Since the use of a person for the storage operation, the
maximum height of the rack should be less than 3 m, in regard to practical and
ergonomic considerations.
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Fig. 2 Real view of the
Apoteka system

Fig. 3 Product layout inside a storage bin

3.2 System Operation

The FF-flow-rack AS/RS operating is as follows:

(a) The storage operation is fulfilled by a storage machine or an operator, where the
products are moved from the pickup station to store them in the corresponding
bins.

(b) The retrieval operation is done in two steps: The first one is the ejection of the
item, where it is accomplished by the excitement of the electromagnet of the
bin containing the desired product. This induces the free fall of the product on
the transport conveyor. The second step is the product transport by the conveyor
until the drop-off station.

The ejection of a product causes the progressive sliding by the gravity of all other
products in the bin, as shown in Fig. 3 that highlight the layout of products inside a
bin.
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3.3 Retrieval Travel Time Model

Eq (1) gives expected retrieval-travel-time models that have been developed by
Metahri and Hachemi [25].

E
(
T ′

g

)
= 1

2 Vc

L + 2

3

√
2H/g (1)

Where:

L, H the length and height of the rack
Vc the speed of the transport conveyor
g the acceleration due to gravity

E
(
T ′

g

)
the expected retrieval travel-time

4 Rack Dimensions Optimization

4.1 Problem Statement

The rack dimensions are a key of AS/RS performance improvement.
However, space constraints require that rack dimensions must not exceed the

admissible values (LA, HA, DA), the storage capacity is fixed into N storage
segments, and the segment dimensions (l, h, d) are predefined. Consequently, there
are several possible configurations to design this system (See Fig. 4), so what are
the optimal rack-dimensions that lead to the minimum retrieval travel time? In order
to solve this problem, we built an optimization model where the objective function

to be minimized is the non-linear function of the retrieval travel time E
(
T ′

g

)
.

To purchase this aim, we have developed a discrete optimization model which
matches more accurately the real nature of the rack. Indeed, the enumeration
technique is not practical because it leads to a combinatorial explosion, while a
continuous model does not reflect the nature of the rack. In the continuous approach,
approximating a solution to the nearest integer does not necessarily correspond to
the optimal solution.

4.2 Optimization Model Formulation

Let us first introduce the following notations.

Parameters:
LA, HA, DA the admissible length, height and depth of the rack
l, h, d the length, height and depth of a storage segment.
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Fig. 4 Depiction of the admissible and possible rack dimensions

NLA, NCA, MA the admissible number of bins per line, column and segments in
each bin. Where: NLA = LA/l, NCA = HA/h, MA = DA/d.

Vc the speed of the transport conveyor
N the storage capacity (total number of bins)
NA the admissible storage capacity

Variables:
m the number of bins per line
n the number of bins per column
q the number of segments in each bin

Recall that E
(
T ′

g

)
= 1

2 Vc
L + 2

3C
√

H

m = L/l, n = H/h, q = D/d

So, the optimization problem can be formulated as follows:

min
1

2 Vc

m + 2

3
C

√
n (2)

Subject to the following constraints:

m ≤ NLA (3)
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n ≤ NCA (4)

q ≤ MA (5)

m ∗ n ∗ q ≥ N (6)

m, n and q are integer (7)

Where:

– The objective (2) minimizes the retrieval time,
– The constraints (3, 4 and 5) ensure that the dimensions of the rack are limited to

the admissible values.
– The constraint (6) allows the rack storage capacity to be greater or equal to the

admissible storage capacity.
– The constraint (7) ensures that decision variables are integers.

We propose a flow chart that effectively shows the different part of the discrete
optimization model. As outlined in Fig. 5, the model evolves the following phases:

– Initialization of system parameters such as the storage capacity N, the admissible
dimensions of the rack (LA, HA, DA), the storage segment dimensions (l, h, d),
and the transport conveyor velocity Vc.

– Determination of the resulted optimal dimensions of m, n, and q which are noted
NLo, NCo, Mo, respectively. Where: NLo = Lo/l, NCo = Ho/h, Mo = Do/d.

4.3 Optimization Results and Discussion

In order to show the effectiveness of the optimization method, we consider different
configurations of industrial-sized problems with a storage capacity ranging from
400 to 27,000 segments. For each storage capacity, we assumed that the dimensions
of storage segment are (l, h, d) = (0.15; 0.10; 0.10)(m), and the transport conveyor
velocity is: VC = 3m/s.

Moreover, the optimization problem is solved using Generalized Reduced Gradi-
ent (GRG) solver, and executed on a PC with 2.17 GHz CPU and 2 GB RAM. In our
study, we used the GRG solver because the optimized model is a discrete nonlinear
problem.

To illustrate the optimization procedure, Table 1 presents the optimization results
of 20 storage capacities. Columns 2, 3 and 4 of this table represent the studied
storage capacity (N), the admissible dimensions (LA, HA, DA) and the optimal
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Fig. 5 Flow chart of the discrete optimization model

configuration (NLo, NCo, Mo), respectively. While, Columns 5 and Column 6
represent the optimal dimensions (Lo, Ho, Do) and their corresponding retrieval

travel time E
(
T ′

g

)
, respectively.

The analysis of the results allowed us to make the following insights:

– The optimal rack is not cubic-in-time (i.e. travel time along length, high, and
depth are not equal).

– The optimization model tends generally to choose the maximum possible depth,
and prevails rather the height to the length.

– The computing time is very short (few seconds).
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5 Conclusion

According to the fact that automated drug dispensing systems better meet the
requirements of the PPP medicine, we are interested, in this paper, in the deter-
mination of the optimal configuration of an automated dispensing system based on
a free-fall-flow-rack AS/RS. A useful way to do this is to determine the expression
of the expected retrieval travel time and minimize it through an optimization model.
We first presented an overview of the FF flow-rack AS/RS structure and then we
presented its analytical retrieval time. Subsequently, we formulate this problem
as a discrete nonlinear optimization model, which is solved by using Generalized
Reduced Gradient (GRG) solver.

To show the power of the optimization method we applied the proposed model on
different rack configurations under the constraints on the admissible dimensions and
storage capacity. The results show that rack configuration has a significant effect on
the expected retrieval time, and the optimal rack is not cubic-in-time (i.e. travel
time along length, high, and depth are not equal). In addition, we find that the
optimization model generally favors longer depth over the other two dimensions
in retrieval time optimization. Note that the solving time for industrial sized rack
configurations is very short (few seconds). This optimization method could be very
useful for the AS/RS designer. Subsequently, according to numerical study the
optimization model tends generally to choose the maximum possible depth then
it prevails rather the height to the length. This optimization method could be used to
give a decision support to the AS/RS designer.

In our future research, we will perform a comparison study in order to evaluate
the gap between this approach and the continuous optimization approach, and
investigate the optimal location of the drop-off station that minimize the retrieval
travel time of the FF-flow-rack AS/RS.

References

1. Asef-Vaziri, A., Khoshnevis, B., Rahimi, M.: Design and analysis of an automated container
handling system in seaports. Int. J. Agile Syst. Manag. 3(1–2), 112–126 (2008)

2. Ashayeri, J., Gelders, L., Wassenhove, L.V.: A microcomputer-based optimization model for
the design of automated warehouses. Int. J. Prod. Res. 23(4), 825–839 (1985)

3. Asokan, P., Jerald, J., Arunachalam, S., Page, T.: Application of adaptive genetic algorithm and
particle swarm optimisation in scheduling of jobs and AS/RS in FMS. Int. J. Manuf. Res. 3(4),
393–405 (2008)

4. Bessenouci, H.N., Sari, Z., Ghomri, L.: Metaheuristic based control of a flow rack automated
storage retrieval system. J. Intell. Manuf. 23(4), 1157–1166 (2012)

5. Bozer, Y.A., White, J.A.: Travel-time models for automated storage/retrieval systems. IIE
Trans. 16(4), 329–338 (1984)

6. Caputo, A.C., Pelagagge, P.M.: Capacity upgrade criteria of large-intensive material handling
and storage systems: a case study. J. Manuf. Technol. Manag. 19(8), 953–978 (2008)

7. Chen, Z., Li, X., Gupta, J.N.: A bi-directional flow-rack automated storage and retrieval system
for unit-load warehouses. Int. J. Prod. Res. 53(14), 4176–4188 (2015)



Discrete Optimization Model of Free-Fall-Flow-Rack Based Automated Drug. . . 99

8. Chung, E., Lee, H.F.: A generalised sequencing problem for unit-load automated storage and
retrieval systems. Int. J. Ind. Syst. Eng. 2(4), 393–412 (2007)

9. Dallari, F., Marchet, G., Ruggeri, R.: Optimisation of man-on-board automated stor-
age/retrieval systems. Integr. Manuf. Syst. 11(2), 87–93 (2000)

10. De Koster, R.M.B., Le-Duc, T., Yugang, Y.: Optimal storage rack design for a 3-dimensional
compact AS/RS. Int. J. Prod. Res. 46(6), 1495–1514 (2008)

11. Fohn, S.M., Greef, A.R., Young, R.E., O’Grady, P.J.: A constraint-system shell to support
concurrent engineering approaches to design. Artif. Intell. Eng. 9(1), 1–17 (1994)

12. Golubnitschaja, O., Baban, B., Boniolo, G., Wang, W., Bubnov, R., Kapalla, M., et al.:
Medicine in the early twenty-first century: paradigm and anticipation-EPMA position paper
2016. EPMA J. 7(1), 23 (2016)

13. Hachemi, K., & Alla, H. (2008). Pilotage dynamique d’un système automatisé de stock-
age/déstockage à convoyeur gravitationnel. J. Eur. Syst. Automatisés (JESA), 42(5/2008),
487–508

14. Hachemi, K., Besombes, B.: Integration of products expiry dates in optimal scheduling of
storage/retrieval operations for a flow-rack AS/RS. Int. J. Ind. Syst. Eng. 15(2), 216–233
(2013)

15. Hamzaoui, M.A., Sari, Z.: Optimal dimensions minimizing expected travel time of a single
machine flow rack AS/RS. Mechatronics. 31, 158–168 (2015)

16. Kota, V.R., Taylor, D., Gue, K.R.: Retrieval time performance in puzzle-based storage systems.
J. Manuf. Technol. Manag. 26(4), 582–602 (2015)

17. Kuo, P.H., Krishnamurthy, A., Malmborg, C.J.: Design models for unit load storage and
retrieval systems using autonomous vehicle technology and resource conserving storage and
dwell point policies. Appl. Math. Model. 31(10), 2332–2346 (2007)

18. Kuo, P.H., Krishnamurthy, A., Malmborg, C.J.: Performance modelling of autonomous vehicle
storage and retrieval systems using class-based storage policies. Int. J. Comput. Appl. Technol.
31(3–4), 238–248 (2008)

19. Lättilä, L., Saranen, J., Hilmola, O.P.: Decision support system for AS/RS investments: real
benefits out of Monte Carlo simulation. Int. J. Technol. Intell. Plan. 9(2), 108–125 (2013)

20. Malmborg, C.J.: Interleaving models for the analysis of twin shuttle automated storage and
retrieval systems. Int. J. Prod. Res. 38(18), 4599–4610 (2000)

21. Mathisen, K.: From traditional stacks to an automated storage and retrieval system. Libr.
Manag. 26(1/2), 97–101 (2005)

22. Meghelli-Gaouar, N., Sari, Z.: Assessment of performance of a class-based storage in a flow-
rack AS/RS. J. Stud. Manuf. 1(2–3), 100–107 (2010)

23. MEKAPHARM: C. Fiche caractristiques de l’automate APOTEKA (2016). http://
mekapharm.com/apoteka/.1999. Accessed 22 Oct 2016

24. Meneghetti, A., Borgo, E.D., Monti, L.: Decision support optimisation models for design of
sustainable automated warehouses. Int. J. Shipp. Transport. Logist. 7(3), 266–294 (2015)

25. Metahri, D., Hachemi, K.: Retrieval–travel-time model for free-fall-flow-rack automated
storage and retrieval system. J. Ind. Eng. Int. 14(4), 807–820 (2018)

26. Robert Terry, W., RAO, H.G., SON, J.Y.: Application of a computer-based approach to
designing real-time control software for an integrated robotic assembly and automated
storage/retrieval system. Int. J. Prod. Res. 26(10), 1593–1604 (1988)

27. Sari, Z., Bessnouci, N. H.: Design & modeling of a single machine flow rack AS. RS,
proceeding of IMHRC2012, Gardanne, France (2012)

28. Sari, Z., Saygin, C., Ghouali, N.: Travel-time models for flow-rack automated storage and
retrieval systems. Int. J. Adv. Manuf. Technol. 25(9), 979–987 (2005)

29. Sari, Z., Grasman, S.E., Ghouali, N.: Impact of pickup/delivery stations and restoring conveyor
locations on retrieval time models of flow-rack automated storage and retrieval systems. Prod.
Plan. Control. 18(2), 105–116 (2007)

30. Van Den Berg, J.P., Gademann, A.J.R.M.: Simulation study of an automated storage/retrieval
system. Int. J. Prod. Res. 38(6), 1339–1356 (2000)

http://mekapharm.com/apoteka/.1999


100 D. Metahri and K. Hachemi

31. Yang, P., Miao, L., Xue, Z., Qin, L.: Optimal storage rack design for a multi-deep compact
AS/RS considering the acceleration/deceleration of the storage and retrieval machine. Int. J.
Prod. Res. 53(3), 929–943 (2015)

32. Yang, P., Yang, K., Qi, M., Miao, L., Ye, B.: Designing the optimal multi-deep AS/RS storage
rack under full turnover-based storage policy based on non-approximate speed model of S/R
machine. Transport. Res. Part E Logist. Transport. Rev. 104, 113–130 (2017)



Intuitive and Intelligent Solutions for
Elderly Care

Neja Samar Brenčič, Marius Dragoi, Irina Mocanu, and Tomasz Winiarski

1 Introduction

Vast demand for some particular, advanced and seamless solutions is spurring from
current demographic realities, aging population, and burden of chronic diseases.
Changing life-style related illnesses, increased demands of people for new, more
sophisticated therapeutic and care methods are stretching the limits of innovations,
specifically for the respected field considered in this article, the increase of symp-
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toms and consequences related to older age, (like Alzheimer’s disease, Dementia
and Cognitive impairment). The European Commission in light of the challenge that
also concerns stakeholders worldwide is encouraging many streams of endeavors.
One of them being innovation in introducing solutions based on new models of
services and state-of-the-art technology. Health services and home care services at a
distance are the future for the aging population in many countries of the world. They
present the possibility for building a sustainable health care system and contribution
to a better life for older adults.

In this context, the current work is focusing on two Active and Assisted Living
(AAL) projects which are developing information and communications technology
(ICT) based platforms to support elderly persons and their caregivers. Both AAL
IONIS [12] and AAL INCARE [11] projects originate from the very successful
NITICS project [13, 17, 18]. In addition, contributions from the CoRSAr project
(Platforma de Programare si Configurare a Robotilor Sociali si Asistivi) which
is focusing on robotic based functionalities are also included in this research.
IONIS exploits the innovation in NITICS and extends the platform with new
technologies and upgraded services dedicated to persons suffering from mild
cognitive impairment or incipient dementia and to their caregivers. It offers a fully
integrated and validated solution at an affordable cost and with a high degree of
personalization. IONIS is developed by exploiting location based services, sleep
quality monitoring, communication services and the NITICS functionalities in order
to offer continuous support at home (indoor area) and outside (outdoor area). A
user-centered design involves extensive trials and piloting employed to both develop
and validate the IONIS solution. The INCARE platform is extending NITICS with
robotic features following a similar path as the CoRSAr project which can offer
active support to the end-users, as exemplified further in this work. All presented
projects implement functionalities specific for predictive (health, mobility and
sleep patterns), preventive (medication compliance, hazard detection and enhanced
activity) and personalized (e.g. robotic platforms).

2 Results and Discussions

2.1 End-User Involvement

A user-centered design was implemented in both IONIS and INCARE by involving
elderly and caregivers during the whole development process. User input was
also gathered in CoRSAr focusing on the perception of robotic platfomrs. Some
important findings of the IONIS multinational survey and conjoint analysis are
presented next.

A multinational survey The survey was carried out in four countries: Hungary,
Poland, Romania and Slovenia. A total number of 121 primary (elderly) and 103
secondary (caregivers) users filled the dedicated questionnaires. The primary users
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Fig. 1 Interest in using Assistive Technologies among the survey participants

were selected based on their score in the Mini-Mental State Examination (MMSE)
test, the eligibility criterion being the presence of mild cognitive impairment or mild
dementia signs (MMSE score 19–27 points).

The questionnaires focused on data useful for services design, implementation
and testing, such as the living conditions, caregiving status and technology expe-
rience. Additional data covered the socialization activities of the primary users,
their health status and acceptance [15] of the proposed IONIS services and their
financial costs, memory impairment, sleep problems and independence in everyday
tasks performed home and outdoors. The processed data was exploited in order to
elaborate the Persona Cards and to generate reliable and realistic representations of
potential elderly users. The survey results have shown that, although the primary
users are generally not acquainted with the ICT solutions, the majority of them
perceives the proposed services as useful (see Fig. 1). Most of the participants
(70%) would definitely or most likely use Assistive Technology to help them in
the activities of daily living. 15% of participants are not interested in Assistive
Technologies and would most likely or definitely not use it. About 53% of included
participants would definitely use Assistive Technology, 17.6% would most likely
use it, about 16% of included participants would most likely or definitely not use it
and 11.8% are undecided.

Conjoint analysis The goal of performing a conjoint analysis was to order the
users’ preferences towards the IONIS functionalities and their possible implementa-
tion. A thorough conjoint user preference analysis was designed and implemented at
this stage involving 61 total end-users (representing assisted persons and caregivers)
from the same four end-user countries. Elderly and their informal caregivers
expressed almost similar preferences, with a very small difference for the reminders
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Fig. 2 End-user preferences for the identified services/functionalities

functionality. This scored much higher (3rd) for the elderly than for the caregivers
(5th), trumping both the disorientation detection and finding objects (see Fig. 2). The
main conclusion regarding the reminders functionality is that both the elderly and
the caregivers appraised the email alternative as the least useful with almost the same
levels of consensus. Also, both groups valued visual messages with approximately
the same ‘strength’, but the persons in need found the voice messages as being the
most useful.

2.2 Novel ICT Approaches in IONIS and INCARE

Both IONIS and INCARE projects follow an intelligent and innovative approach
regarding the technologies considered in their integration. Particularly, INCARE
aims to integrate robotic platforms as service robots. Additionally, distributed
AI approaches are considered for privacy compliance purposes. In this section,
we present an overview the end-user needs identified in elderly-robot interaction
experiments, a laboratory environment example to be tested within INCARE and
recent trends in federated learning.

Elderly-robot interaction For a successful integration in elderly care envi-
ronments, robots must be carefully designed such that their appearance and
functionality match the needs and expectations of both elderly and caregivers [8, 16].
The human necessities and reception of robots within an elderly care environment
are usually identified through the use of questionnaires, focus groups and live
sessions. The quality evaluation of human-robot interaction in the context of elderly
care is focused on the quality of life impact for the caregivers and caretakers [8], but
also on psychological and behavioral effects on the elderly, such as decreases in their
level of stress and loneliness and improvements in their predisposition to engage in
communication activities and overall mood [4]. A review on the robot acceptance
identifies age, gender, experience with technology and cultural background as
human factors, while appearance, human resemblance and dimensions, gender and
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personality are the robot characteristics of high importance [3]. Concern is also
directed towards personal data confidentiality and the assessment of the risks and
benefits [1]. According to multiple studies, robots resembling human beings usually
receive a negative feedback, the robots with a more machine-like appearance being
preferred [1, 3, 16, 24].

In general, the preexisting attitudes towards robots proved to be a major factor
in their acceptance [20]. In [2], the previous perception of robots and the quality of
experience in a setup examining the feelings of the patients during blood pressure
and heart rate readings performed by a robot assistant and by a medical student
showed a high correlation. The patients were able to identify multiple benefits of
the healthcare robots, such as workload balancing for the caregivers, daily routine
scheduling and compensating for staff shortages, indicating that low human comfort
around robots due to lack of exposure might be a principal negative factor in
their acceptance. Several areas of improvement for elderly-robot interaction include
empathy emulation, behavior adaptability [21] and unpredictability, as the capacity
to generate actions that are not necessarily reactions to user input [10].

Scenario in laboratory environment Various scenarios are intended to be
tested within INCARE and CoRSAr, where a robot interacts with elderly and their
formal and informal caregivers. The development of cloud services [6] and map
creation methods [22] substantially support the effectiveness of not only robot
navigation, but also both speech recognition and speech synthesis. Hence, this type
of communication was chosen for being both effective and intuitive.

The first scenario covers the need for delivery of small items (e.g. drinks) ordered
by the elderly, where the robot substitutes the staff of e.g. elderly facility and the
staff can concentrate on more complicated activities. It is assumed that the older
person stays in one room, while the staff operates in the other room – i.e. kitchen.
The robot will perform its delivery task while also detecting hazards [5, 7] and
informing about them. The robot considered for the scenarios is the TIAGo [14, 23]
by PAL robotics. The scenario consists of the following, subsequent steps: (1) An
elderly person calls for a robot; (2) The robot approaches the elderly person; (3) The
robot asks for orders; (4) The elderly person requests for a drink, e.g. tea; (5) The
robot confirms an order; (6) The robot goes to the kitchen; (7) The robot approaches
the staff in the kitchen and asks for the particular drink to be put on it; (8) The staff
confirms that the delivery is ready and placed on the robot; (9) The robot informs
that it starts to go back to deliver the order; (10) The robot approaches the elderly
person and informs that it has the delivery; (11) The robot asks the elderly person to
take the drink; (12) The older person takes the drink and confirms the action.

Federated learning in AI In the past few years, machine learning has led to
major breakthroughs in various areas, such as computer vision. Much of this success
has been based on collecting huge amounts of data. Machine learning applications
need to collect data that are privacy-invasive.

Federated Learning is a distributed form of machine learning approach where the
training process is distributed among many users using a training data set composed
of decentralized data. A server has the role of coordinating everything and most
of the work is performed by each device. Steps involved in the federated learning
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are: (1) the server initializes the model and each device/client downloads the global
model; (2) the model is updated using its own data; (3) each personalised trained
model is sent to the server; (4) on the server a federated average function is used to
generate a much improved version of the model than the previous one; and (5) the
improved version is sent to all the devices.

Federated learning looks similar with distributed machine learning on a technical
level. But there are some major differences: (1) huge number of clients; (2) learning
data for each user is obtained from different distribution – two similar users might
have similar training data, but two randomly users can obtain totally different
data; (3) unbalanced number of examples per device and (4) slow and unstable
communication.

In 2018, Intel began a collaboration with the Center for Biomedical Image
Computing and Analytics at the University of Pennsylvania showing the first proof
concept for federated learning applied for real medical images used for semantic
segmentation of brain tumors from images. The study demonstrated training of
a convolutional neural network (U-Net model) using federated learning with an
accuracy of 99% as the same model trained with the traditional methods [19].
Paper [9] uses electronic medical records together with federated learning to predict
disease incidence, patient response to treatment, and other healthcare events. A
community-based federated machine learning method was proposed. The method
clusters patients into similar clinically communities that has similar diagnoses and
geographical locations, learning one model for each community. Also, the learning
process keeps data locally at hospitals. Evaluation was performed on 50 hospitals,
each with 560 patients. Results show that the proposed method outperforms the
baseline federated machine learning method.

3 Conclusions

Many professional teams, companies, policy makers and individuals are working
in the field of the challenges posed by AAL. All efforts are necessary to make
worthwhile changes providing technological and procedural solutions and to bring
them closer to the end-users. Understanding their needs and experiences and
enhancing the acceptance of solutions being developed are crucial to make AAL
solutions widely and fairly available and bring about significant structural change.
For this purpose, the presented projects offer predictive, preventive and personalized
support through their design and implemented functionalities.
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Interactive Data Visualization for
eHealth Retrieval System

Nesrine Ksentini, Mohamed Tmar, and Faïez Gargouri

1 Introduction

Data visualization represents the effective presentation of information and involves
a multidisciplinary communication approach. Its goal is to communicate a specific
message to a user. Indeed, a visual representation of data has a main goal
to communicate quantitative and qualitative information clearly and effectively
through graphical means which can be static, animated or interactive [1, 2].

Selecting a color schema in data visualization process is also very important. It
allows the designer to set the tone of these visualizations and try to keep a consistent
representation [1].

Data visualization has been used to tackle several challenges in many disciplines
such as economics, medicine, and education. As eHealth is an actual topic for
today and extremely important to all practitioners, we highlight in this paper the
importance of data visualization in this area. In fact, many opportunities have
received attention to date for supporting people to make health document sense
and for supporting them in better understanding their own illnesses and their health
conditions to manage them more effectively [3, 4].

Indeed, clinical-researchers are confronted today with a huge and complex
patient records based on which they must study them to make sure quality control,
and discover new diseases [5].

The same applies to people as they are becoming more aware of for their own
health. They need to understand their own diagnostics to improve and manage their
health and to better communicate with their doctors.
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The body of this paper will be as follows, we start with Sect. 2 to highlight earlier
works related to data visualization. The Sect. 3 sheds light on our proposed data
visualization system based on LSM (Least Squares Method) which is a statistical
method arisen in machine learning to find semantic relationships between a set of
terms and not only between a pair of terms. The Sect. 4 gives the obtained results
followed by conclusions and future works.

2 Medical Visualization Systems

In this section, we review the state of the art of data visualization systems to support
users (patients and clinical researchers for example) to understand personal health
information. In eHealth topic, data or information visualization is part of an overall
visualization field that incorporates both information and scientific visualization,
which are defined in the literature separately and considered as different [3].

Scientific visualizations represent scientific concepts such as molecules, parts
of the human body, or natural phenomena, mainly in 3D [6]. The goal of these
visualizations is essentially the confirmation or rejection of a particular hypothesis.
Information visualization is a visualization tool to represent abstract concepts or
terms. Author in [7] classifies this kind of visualization as exploratory analysis
visualizations, due to their goal, help user’s to find a hypothesis. The power of
this tool derives from its ability to represent a large information at once, including
internal relations.

In our case, we focus on information visualization and through the literature
review, we can find several main researches in medical field, which investigate this
kind of visualization [3].

In [8] authors proposed AsbruV iew tool, a visualization tool developed to assist
in handling treatment plans in Asbru. AsbruV iew relies on a graphical metaphor
where plans are represented as a running track which the physician ‘runs’ along
while treating the patient [3].

Lif eLines proposed by [9] was one of the first tools to be used for the
electronic health records representation. It was originally developed as a general-
purpose visualization tool to represent personal histories that was then applied
for the visualization of patient records. Our aim in this paper, is to develop
a visualization tool, integrated in content based retrieval system, that presents
semantic relationships between medical terms appeared in patient records and not to
present only patient records data. The goal is to help users to make sense of returned
documents when they use content based retrieval systems and search their needs.
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3 Proposed System

In this section, we present our proposed content based retrieval system that
incorporates two main steps. The first step is based on a local automatic documents-
analysis to define semantic relationships between query terms and terms of the top
m returned documents deemed relevant. The second step illustrates how to visualize
these relations in a graph to help users making sense of the returned documents. The
process of our search system is illustrated in (Fig. 1)

3.1 Semantic Relationships

Measuring similarity and semantic relationships between terms in a set of docu-
ments has become a primary task and plays an important role in the natural language
processing (NLP) field in order to improve and to interpret search results [10]. It
is the backbone of several applications, such as query expansion, disambiguation,
automatic creation of thesaurus [11].

Previous approaches that study this latter idea, can be classified into three
main categories [12–14]: those based on semantic knowledge (such as ontologies,
data dictionaries), those based on content-based methods documents using general
statistical methods [15, 16], and hybrid approaches that combine the earlier two
categories.

In our case, we will adopt statistical methods to define semantic relationships
between documents terms. The choice to adopt this type of method is justified first,
by the independence of this process to the used language and secondly, by its ability

Fig. 1 Proposed content based retrieval system
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to define these relations between a set of terms and not only between a pair of
terms. We will apply Least Squares Method (LSM) for text analysis [17, 18] which
is a method often used to define approximately relationships that may exist between
many variables [17, 19–22]. Indeed, this method, known as linear regression, is the
most widely used predictive model in the field of machine learning which present a
particular approach to artificial intelligence [23].

Indeed, machine learning is a data analysis method which automates analytical
model building process. The main idea of this method is to create algorithms that
can receive input data and use statistical analysis to predict an output value.

It is an approach of artificial intelligence based on the idea that systems can learn
from data and make decisions with little user intervention.

LSM tries to find the connection that may exist between an explained variable (y)
and explanatory variables (x). In our case, we take a termj as an explained variable
and the remaining terms in a set of documents as explanatory variables (term1···n).
The goal is to find the relation between these variables as follows:

termj ≈
j−1∑

i=1

(αi termi) +
n∑

i=j+1

(αi termi) + ε (1)

where α represent the real coefficients of the regression model and the weights of
relationships between terms. ε represents is the associated error.

Explanatory variables are defined from the top m returned documents that meet
user’s needs. As a result, for each variable which is a term in our case, we will have
m measures that represent the tf −idf weights. To minimize calculation complexity,
we study as explained variables termj only the distinctive terms of the user’s query
(The process of this step is illustrated by Fig. 2).

For example, when a user sends a query with three terms (ti ,tk ,tl), our content
based retrieval system retrieves the top m returned documents which will be treated
with a matrix representation. Indeed, we obtain (terms × documents) matrix with
(n ∗ m) size where n presents the number of terms in the set of returned documents.

For each query term, if it exists in the terms set of returned documents, we
calculate then its relationship weight vector Atermj

= (α1, · · · , αn) with other n

terms. Least Squares Method gives the solution to find this vector in an approximate
way:

Atermj
= (XjT × Xj)

−1 × XT [., j ] × Tj (2)

Where:

T represent TF-IDF weight vector of termj .
X present the TF-IDF matrix whose columns represent the keyword set and rows

represent the m returned documents.
Xj is obtained by removing the column of the term tj in matrix X.
XT [j, .] represents the transpose of the weight vector of the term tj in all documents.
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Fig. 2 Process of defining
semantic relationships

At the end of this process, we obtain terms by terms matrix (see Fig. 2) (Query-
terms × terms of top m returned documents matrix) which contains the relation
values founded for each query term with the remainder terms.

Once the relations are defined, we study them in order to design the graph of
semantic relations with the most related terms (for example terms that have positive
relations with query terms).

3.2 Data Visualization

Semantic relationships defined in the previous section does not make it possible to
interpret the similarity between the terms in an easy way. It is thus preferable to have
a comprehensive view of these semantic relationships in order to better assimilate
them.

As visualization plays a very important part in the results interpretation, we
propose to visualize the defined relations in a graph which will be generated after
the search process for each user’s query.

The generated visual graph comprises a set of nodes and a set of edges
representing respectively terms and semantic relationships between these terms.
We have decided to color semantic relationships defined for each query term by
a different color because visual sweeping of colors takes less time and effort.

To enhance the importance of defined relations, we have modified the color
intensity and the thickness of arcs which will be proportional to the similarity value.
Indeed, if the defined relationship between two terms is strong, the arc becomes
thicker. In order to help users interpret results, we have used the research option of
the tool Prefuse1 which makes it possible for users to easily find a term searched in
the whole graph (for example term coronari in Fig. 3).

1http://prefuse.org

http://prefuse.org
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Fig. 3 Graph of Semantic Relationships: query 53 in 2015

4 Results

In order to check the performance of our proposed method, an experimental
procedure was set up. This evaluation is performed on a large collection of
documents provided from the CLEF company for the two successive years 2014
and 2015 [24–27].

4.1 Document Collection

The document collection is composed of a set of medical documents covering a
wide set of medical topics. This collection is around of one million documents
provided by the Khresmoi project [24–27] which come from different online sources
such as known databases and medical sites (e.g. ClinicalTrial.gov, Genetics Home
Reference, the health certified websites).

The test set in 2014 comprises 50 professional and medical queries provided by
experts (clinical-researchers for example). These queries present different cases of
patient diseases. In 2015, test set has 67 circumlocutory queries provided by patients
when they are faced with symptoms and signs of a medical condition.
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Table 1 Semantic relationships examples

Base Query number Some terms in relation with the query

clef2015 34 Caviti problem tooth cari dentistri fluoridepr dentahealth gum

clef2015 53 Swollen leg swell clot podiatri garment suzi lipodermatosclerosi

clef2014 1 Coronari arteri disease mean myocardi bypass angiograph aortic
charlson cholesterol heart-attack translesion revascularis anastomos

clef2014 35 Peptic ulcer disease antacid food diagnos recommend gastric
oesophag

4.2 LSM Results

Table 1 shows the results of defined semantic relationships for some queries. Terms
that are written in bold font represent the original query terms, the other terms
represent the most related terms to the original query in their root form. We notice
that selected terms usually express the same context of the original query which
proves the effectiveness of our proposed method.

For example we take query number 53 in 2015 and we explain some related terms
like:

– podiatri: a podiatrist is a health professional who diagnoses and treats disorders
of the feet.

– garment: is a pneumatic antishock garment an inflatable garment used to combat
shock, stabilize fractures, promote hemostasis and increase peripheral vascular
resistance.

– suzi: Extra Roomy Shoes that are cleverly designed to look slim-line but have
lots of room for swollen feet.

– lipodermatosclerosi: is a skin and connective tissue disease.

Another example query 35 in 2014, related terms are in strong relation with
the original query which talk about peptic ulcer. It is a disease that has long
been considered chronic, defined anatomically by a loss of parietal substance not
exceeding the submucosa.

4.3 Interactive Data Visualization

Interactive data visualization plays an important role in making sense process. This
importance grows when we talk about the eHealth field that is a current topic
that draws attention of any person which is today more aware of and take greater
responsibility for his health.

The above figures show the illustrations of semantic relationships defined by the
statistical method LSM . Each illustration is, as already mentioned, presented as
a graph whose nodes represent the terms and the arcs represent relations between
these terms.
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Fig. 4 Graph of Semantic Relationships: query 35 in 2014

These graphs are generated automatically and after each user’s query. In fact,
these types of graphs help users to understand the general context of the returned
documents and to expand the knowledge on the subject later by studying the
presented relationships. This study is easy to any user due to the used colors and
the difference thickness edges. Indeed, if the edge between two terms is thick, the
user can interpret the relation between these two terms is pertinent.

For example, in Fig. 3, edge between terms (swollen, garment) is very thick, so
we conclude the strong relationships between them.

In Fig. 4, we notice the presence of several relations with the term peptic that
can expand user’s knowledge.

In the case where we end up with a rich graph with many semantic links between
the terms, the research option provided by the Pref use tool makes user’s easily
find a specific term. Take the example shown in Fig. 5, the user looks for the word
coronari, our visualization tool try to seek this term, if finded this term will be
colored by a pink oval.

5 Conclusion and Future Works

The goal of this work is to help users making-sense when searching medical
documents. Our proposed idea is to return with the search results, a graphical
representation that illustrates the semantic relationships that may exist between
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Fig. 5 Graph of Semantic Relationships: query 1 in 2014

terms in the user’s query and terms of the returned documents assumed as pertinent,
instead of returning only the relevant assumed documents.

Illustrated relationships in the graphs are defined by the statistical method LSM
which is the most widely used predictive model in the field of machine learning that
present a particular approach to artificial intelligence.

Obtained semantic relationships as well as the obtained graphs show the effi-
ciency of the LSM method which gives significant results that help users to explore
more the medical field and to ameliorate their queries with adding appropriate terms.

For future work, we try in the first time, to ask users to explain their needs
(queries) based on their interpretation of provided data visualization graph. In the
second time, we study the impact of query reformulation process on our content
based retrieval system.
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Accuracy Assessment of a Deep-Learning
Based Segmentation Tool Over Right
Ventricle Short-Axis Slices

Asma Ammari , Ramzi Mahmoudi , Badii Hmida , Rachida Saouli ,
and Mohamed Hédi Bedoui

1 Introduction

In the cardiac system, both ventricles have the role of pumping blood in the whole
body. For the sake of enabling this organized role, the ventricular structure allows
its function. Still, each ventricle has its own personalized morphology. Unlike the
left ventricle (LV), the right ventricle (RV) has harsher trabeculae with a fibrous
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discontinuity between valves. The RV provides a thin wall and a crescent shape
which makes it difficult to be modelled geometrically [1]. The assessment of the
LV is widely handled using many segmentation techniques, even at the clinical
practices, they segment and quantify its function automatically [2–4]. However, the
RV is routinely assessed manually by expert radiologists to delineate its boundaries
through the short axis several slices which are a fastidious, laborious, and time-
consuming task. Therefore, automated assessment is crucial especially with the RV
importance increasing for numerous pathological diagnosis. Irrefutably, its complex
structure makes the segmentation task very challenging. Although many approaches
have been proposed to handle those issues [5], still the problem of images variability
and shape deformation from base to apex influence the accuracy of the proposed
methods. In this paper, our goal is to study the impact of the RV MRI short-axis
different slices on the segmentation accuracy using a commercially available cardiac
MRI analysis software (CVi42, version 5.5.1, Circle Cardiovascular Imaging Inc.,
Calgary, Canada) [6]. Thus, we use two MRI exams of sick and healthy patients
to experiment segmentation using the tool mentioned above. Based on the ground
truth drawn by the expert, we compute the accuracy, the dice score metric, and other
functional parameters related to the RV itself. The rest of this paper is organized as
follow: We start by the state of the art in Sect. 2 followed by a description of the
used image data and the experimented platform in Sect. 3. The experimental results
are introduced in Sect. 4. Finally, in Sect. 5, discussion and conclusion are given.

2 State of the Art

The existing attempts to overcome the challenges related to the RV segmentation
make use of many medical imaging segmentation techniques [5]. Based on prior
information, in [7, 8], multi-atlas based approaches are exploited. Since atlas-based
methods depend at the first stage on the database used, its results may fail to provide
high accuracy when the segmented cardiac images present different structures from
those used in the first place. Deformable models are also used for RV segmentation
such in [9] and [10]. These methods are based on the shape information of the
right ventricular. On the other hand, other works make use of graph cuts-based
methods hybridized with several imaging techniques aiming thus to segment the
right ventricular boundaries [11], [12]. Recently with the appearance and the
augmented use of deep learning techniques to solve several imaging problems. In
[12–14], deep learning methods are used for right ventricular segmentation. These
methods depend on used architecture to train the model as well on the amount and
the variation of used training sets. In this paper, we attempt to highlight the main
issues that might hold back the adaptation of the promising deep-learning solutions
for the RV challenging case considering at the first place the RV contour variation
from base to apex. For that interest, we investigate the Cvi42 segmentation results,
as it is based on a deep-learning approach using a fully conventional neural network
trained on thousands of CMRI subjects acquired from the UK Biobank.
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3 Image Data and Experiment Platform

To allow the Cvi42 cardiac segmentation tool assessment, the image data used
encompasses a short-axis cine cardiac MR DICOM images which belong to two
patients gathered from Fattouma Bourguiba Monastir Hospital in Tunisia. One
patient presents a normal case while the other suffers from dysplasia in which the
RV surface appears dilated. The manual RV delineation for both patients’ sequences
performed by the expert, based on the 4-chambers and the long-axis slices, is shown
in Fig. 1 which is to be used as a referential segmentation. The experiment is done
using a 5.10 version of Cvi42 upon an i7 ASUS platform (2.4 GHz CPU, 8GB RAM,
Nvidia GeForce 920M graphical card). The evaluation metrics are computed using
MATLAB R2016a.

Fig. 1 Expert’s manual RV endocardium delineation in end-systole and end-diastole for both
healthy and diseased patient. (For interpretation of segmentation yellow color in this figure, the
reader is referred to the web version of this article)
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4 Experimental Results

In this section, the obtained RV boundaries automatic delineation, as well as the
precession evaluation, are presented.

4.1 Segmentation Results

Figure 2 shows the segmentation results of the automated segmentation tool, in
which the yellow line is the result of endocardium delineation. Compared to manual
segmentation, we notice that the software has failed to detect the first basal and
the last apical slices in the case of the healthy patient. However, in the case of
dysplasia patient, most of the apical slices were missed out as well as some basal
slices. Furthermore, the precession of contouring is clearly over and underestimated

Fig. 2 Automatic Cvi42 RV endocardium delineation in end-systole and end-diastole for both
healthy and diseased patient. (For interpretation of segmentation yellow color in this figure, the
reader is referred to the web version of this article)
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especially for the diseased case. The exact metrical evaluation of these delineation
results is assessed in the following sub-section.

4.2 Empirical Evaluation

In this paper, we compute the Dice metric (DM) and the accuracy for the sake of
evaluating the performance of the RV automatic segmentation offered by the tool
(Cvi42). The DM is the overlap between the automatic segmentation result and the
manual segmentation result computed following the Eq. (1) [5], and the accuracy
computed based on true positives, true negatives, false positives and false negatives
as it is described in the Eq. (2). Graphics in Figs. 3 and 4 show respectively the
obtained results for the Accuracy and the DM.

DM (U, V ) = 2
UV

U + V
(1)
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Fig. 3 Accuracy evaluation of Short-Axis Slices from (S2➔S17) for both End-Systolic and End-
Diastolic phases considering both normal and diseased patients
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Fig. 4 Dice score metric evaluation of Short-Axis Slices from (S2➔S17) for both End-Systolic
and End-Diastolic phases considering both normal and diseased patients

Table 1 Right ventricular
functional parameters.
(RVESV): RV End Systolic
Volume, (RVEDV): RV End
Diastolic Volume, RVEF):
RV Ejection Fraction

Healthy patient Diseased patient

Ground truth RVEDV: 75.4 ml/m2 RVEDV: 491 ml
RVESV: 32.2 ml/m2 RVESV: 410 ml
RVEF: 57% RVEF: 6%

Automatic RVEDV: 209.52 ml RVEDV: 401.04 ml
RVESV: 114.45 ml RVESV: 276.12 ml
RVEF: 45.37% RVEF: 31.15%

Accuracy = T P + T N

T P + T N + FP + FN
(2)

Table 1 shows some functional parameters such as RV End-systolic Volume, RV
End-Diastolic Volume, and the ejection fraction of the assessed cases. The presented
values obtained by the expert and the segmentation tool might be computed
according to the Eqs. (3, 4 and 5).

RV ESV = mint [V (t)] (3)

RV EDV = maxt

[
V (t)

]
(4)

RV EF (%) = RV EDV − RV ESV

RV EDV
× 100 (5)
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Considering both the RV-end-systolic-volume and the RV-end-diastolic-volume,
the values obtained by the segmentation tool seem to be higher compared to the
values obtained by the expert for the case of the healthy patient. However, in
the case of the diseased patient, we find that the automatically obtained volumes
show lower values than those obtained by the expert. Consequently, the resulting
ejection fraction obtained by the automatic segmentation is lower for the case
of the healthy patient and higher for the diseased one compared to the expert’
referential results. Indeed, as the main goal of the RV boundaries segmentation is to
allow accurate functional parameters computing. Thus, any under or over-estimated
contours even at the basal or apical slices might influence the obtained parametrical
results especially for the case of pathological patients where neither the size nor the
end-systolic and the end-diastolic phases are normal.

5 Conclusion and Discussion

In this paper, a deep-learning-based cardiac segmentation tool is considered for
evaluating the impact of CMRI slice from base to the apex on the effectiveness
of the segmentation. The metrical presented results in Fig. 3 and Fig. 4 show
respectively the computed Accuracy and Dice metric values for each short-axis
slice from base to apex (S2, S3 . . . S17). The very first basal slice is excluded as
it doesn’t belong to the RV space. For the healthy patient, the included slices are
S2, S3 . . . S12. However, the pathological patient covers the whole 16 slices as
the RV is dilated. For both patients, the very first basal and the very last epical
slices associate low accuracy and DM. Besides, the accuracy and the DM results
are low for the entire pathological patient’ slices compared to the healthy slices.
Thus, the segmentation results show that from central to basal and apical slices
the effectiveness of the delineation decreases. Also, the case of dysplasia illustrates
how widely the effectiveness decreases and how do the diseased cases influence the
accuracy of segmentation. As a perspective, we attempt to tackle the basal and apical
segmentation issues as well as the pathological problem toward a better effective
segmentation process based on deep-learning approaches.
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Big Data Analytics in Healthcare

Wayne Matengo, Ezekiel Otsieno, and Kelvin Wanjiru

1 Introduction

Personalised, Preventive, Predictive and Participatory (P4) medicine is on the rise
due to the following factors: (1) increasing capacities and capabilities of systems
biology and systems medicine, (2) digital revolution and (3) changing consumer
demands in healthcare. The increasing capabilities of systems biology has seen
clinical medicine shift from a reductionist approach to a more holistic approach
where the human body is seen as an interconnection of different systems all
together. On the other hand, the increasing levels of technological advancements
has amplified the possibilities for collecting, integrating, storing, analysing and
communicating data and information, including conventional medical histories,
clinical tests and the results of the tools of systems medicine [4, 5]. Lastly,
consumers are increasingly becoming more and more cognizant of their healthcare
status and interested in managing their own health.

Since the advent of P4 medicine, various research has shown that the healthcare
environment will undergo a paradigm shift under which the industry will be driven
by technological buzzwords such as ‘big data’, ‘genomics’, ‘digital health’ and
‘personalised medicine’ [3, 14]. For this paper, we pay attention to the digital
revolution in the healthcare industry and the limitless scope for promoting P4
medicine using Wearable technology. The first section looks at the current craze
of big data, followed the trends in the healthcare industry. We further look at the
various research publications around big data and wearable technology at large
which helps us develop our methodology and analysis procedures and lastly, we
present a call to action for the implementation of P4 medicine.

W. Matengo · E. Otsieno (�) · K. Wanjiru
Strathmore University, Nairobi, Kenya

© Springer Nature Switzerland AG 2020
L. Chaari (ed.), Digital Health in Focus of Predictive, Preventive and Personalised
Medicine, Advances in Predictive, Preventive and Personalised Medicine 12,
https://doi.org/10.1007/978-3-030-49815-3_15

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49815-3_15&domain=pdf
https://doi.org/10.1007/978-3-030-49815-3_15


130 W. Matengo et al.

2 Big Data

Big data refers to data, which is large in volume, high in velocity and in different
varieties that can be computationally analysed for insights that lead to better
decisions, predictions and strategic business moves. It is used by industry analysts,
business users and executives who ask the right questions, recognise patterns, make
informed assumptions and predict behaviour. The idea of big data was first embraced
by online start-up firms such as Google, eBay, LinkedIn and Facebook. It has
grown rapidly, permeating almost every sector. Notably, big data is applied widely
in psychographics. This is a qualitative methodology used to describe individuals
based on psychological attributes, which is then useful in targeted engagement such
as politics, marketing, advertising and now to be used in medicine. It is also applied
in weather observatory by repurposing sensors in mobile devices such as android
mobile phones to map special readings. Finally, it has applications in sports. For
example, in football, sports data analytics Sci-Sports has developed a camera called
Ball James to capture big data from all players in the field who don’t have the ball.
This generates player data such as precision, direction and speed of the passing,
sprinting strength and jumping strength. This could be used by football managers to
make substitution decisions. These are just but a few of the numerous applications.

With the increasing interest in big data analytics around the world, the big data
market is equally booming. According to Forbes, the big data market which was
estimated at $ 42 billion in 2018 is expected to grow to $103 billion by 2027. Statista
on the other hand estimates that the market will grow to $ 70 billion by 2022. These
projections on growth prospects underscore how the use of big data is expected to
take a centre stage in decision making across many spheres. If fully adopted in the
healthcare industry, the growth in its market size may outrun the current projections.

Big data in healthcare refers to these various large and complex data that includes
physician notes, lab reports, X-ray reports and case history, used to capture essential
information about a patient for complete insights useful in health management
and patient engagement [1]. This data is often difficult to analyse and manage
with traditional software or hardware. Big data analytics covers integration of
heterogeneous data, data quality control, analysis, modelling, interpretation and
validation. Application of big data analytics provides comprehensive knowledge
discovering from the available huge amount of data. Particularly, big data analytics
in medicine and healthcare enables individual analysis of the large datasets from
thousands of patients, identifying clusters and correlation between datasets, as well
as developing predictive models using data mining techniques. This integrates the
analysis of several scientific areas such as bioinformatics, medical imaging, sensor
informatics, medical informatics and health informatics. A survey of big data cases
in healthcare institutions is given in [1]. The authors acknowledge the reliance of
healthcare institutions on big data technology to improve care coordination and
develop outcome-based reimbursement models. The new knowledge discovered by
big data analytics techniques should provide comprehensive benefits to the patients,
clinicians and health policy makers.
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In healthcare, big data’s strength is in finding the associations and not showing
whether these associations have meanings. Therefore, the intervention of medical
practitioners is required to attach meaning to such associations derived from data
analytics. While doing so, care must be taken to avoid spurious results. Otherwise,
“Big Error” may lead to inaccurate and hence inappropriate decisions [9].

3 Healthcare Trends

In the recent times, the increasing prevalence of non-communicable diseases
together with aging population in different parts of the world has led to increased
mortality as well as rising costs of healthcare provision. Non-communicable
diseases such as cardiovascular diseases (CVDs), cancer, diabetes mellitus and
respiratory diseases are now identified as among the world’s leading cause of death,
disability, diminished quality of life and a key contributor to the rising costs of
healthcare. In response to this, traditional reactive approaches to medicine are now
being shunned and instead replaced with a proactive approach which encompasses
predictive, preventive, personalised and participatory (P4) medicine [13] Aided with
advancement in technologies and digitization of medicine, electronic health records
(EHRs) are gaining momentum. This is geared towards helping physicians and
healthcare providers at large to be able to detect potential diseases early enough
and intervene in good time, as well as monitoring the health of a patient.

Since the majority of these diseases are preventable or can be delayed to a
significantly later stage in life, notable focus has to be placed on monitoring
the lifestyle of individuals by obtaining actionable data about some important
health metrics of the individuals. To collect such data continuously and in real-
time, adoption of wearable technology in medicine provides a good opportunity to
improve disease monitoring, provided that big data analytics are performed on the
enormous amount of data stored to derive actionable insights for prediction and
timely intervention to prevent the diseases [10].

4 Related Literature

With the rise in popularity of Internet of Things (IoT), big data analytics has
found its demand in healthcare as providers seek to analyse unstructured data and
recognise trends and patterns that can inform decision making [11]. It stands to
improve health by providing insights into the causes and outcomes of disease,
better drug targets for precision in medicine, and enhanced disease prediction and
prevention [7] Moreover, citizen-scientists will increasingly use this information to
promote their own health and wellness. This supports P4 medicine, whose premise
is to transform the approach of medicine from being largely reactive and population
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based practice to an individual-based approach focused on wellness. If wellness can
be quantified, diseases can be demystified.

In healthcare, the use of smart wearable devices has gained traction to the extent
that an estimated 245 million units of wearable devices will be sold by the end
of 2019 (CCS Insight’s Forecast on wearable devices). These devices are used to
continuously record useful individual health metrics in real-time which facilitates
continuous out-of-clinic health monitoring as well as in-home disease management
through lifestyle monitoring. The enormous amounts of data recorded is storable
on google cloud and can be analysed using certain algorithms to give predictions
of diseases. Medical researchers note that diseases are usually a result of perturbed
networks in the body cells and that there are usually early signals that can be tracked
even before any symptoms are manifested. Thus, it is the early prediction of such
diseases through careful analysis of health metrics data from individuals that will
lead to appropriate preventive measures being undertaken. For instance, Sagner et al.
[12] reports that monitoring and maintaining of normal values for key health metrics
such as blood pressure and blood glucose play a primary role in reducing chronic
disease risk.

Whereas the use of smart wearables to record data on health vitals of individuals
is novel, there are a few challenges faced. Notably, data privacy and security issues
remain the biggest question that could slacken their adoption. These devices are
feared as being likely to lead to identity fraud, especially when the manufacturers of
the devices (who are deemed to be owning the data) sell it to third parties who are
likely to abuse it. Similarly, some researchers argue that sophisticated algorithms
have the ability to reveal user identity from anonymous data. We believe that data
protection rules will be made in different territories and regions to prevent abuse of
personal data [8].

5 Methodology

The study was conducted to examine the wearable devices, their systems architec-
ture, and the data they collect and to investigate any emerging patterns and predictive
insights. The main source of the data used for this project is Kaggle website.

Our goal was to observe the risk of Cardiovascular Disease (CVD). Research
from the Framingham Heart Study indicate that healthcare officials can use the
Framingham Risk Score algorithm to estimate the 10-year Cardiovascular Disease
risk of an individual. The key risk factors under CVD include: Gender, Age, Total
Cholesterol, Systolic Blood Pressure, Smoking, Family History and Diabetes [6].

Such tools address the need for preventive, predictive, personalised and participa-
tory (P4) medicine. The underlying foundation of P4 Medicine lies in the presence
of big data. Wearable biometric monitoring devices (BMDs) allow for remote,
high frequency and high-resolution monitoring for patients’ health outside the
hospital. Coupled with progressive advancements in artificial intelligence (AI), the
data collected from wearables will help in informing diagnosis, predicting patient



Big Data Analytics in Healthcare 133

outcomes and helping care professionals elect the best treatment for their patients.
As one of the constituent pillars of P4 medicine, wearable devices heavily contribute
to personalized medicine. Individual health status can be uniquely monitored using
the continuous key health metrics that these devices are able to record, which can be
tracked over the long term to identify any patterns. This is important to aid detection
of any deviation from the norm and thus take a remedial action. The devices should
not be shared among individuals at any time so that data which is only attributable to
one individual can be measured, recorded and accumulated over time. This is crucial
in addressing the different health needs of various individuals. Finally, wearables
can promote primary prevention measures that aim for reducing the probability or
risk of CVD. Secondary prevention measures are also applicable to help reduce the
impact of the presence of CVD in an individual.

6 Data Analysis and Results

The examination of wearable data on the first phase only represented a single
subject. The data collected had the following parameters:

1. Date time
2. Steps
3. Distance covered
4. Calories
5. Minutes per Activity
6. Weight
7. BMI
8. Fat level

The results were based on various parameters of observations and visualized
using ggplot2 library in R-Studio (Fig. 1).

The figure below shows that the user did not take any steps within the years
2013–2014. This could be attributed to various reasons such as: the user might have
lost their Fitbit watch, the user might have not worn their watch for that period for
various reasons, the user could have actually not been moving around (this is too
abnormal though).

To take a new look at the steps of the user, we further analysed the steps taken
per day, every year. The figure is shown below (Fig. 2).

This gives us a look into the days in which the patient is taking more steps than
average, against the days that the user is taking less steps than average. A further
visualisation was made in order to get more sense from the daily steps made and
what interventions can be put in place to ensure that the user takes the minimum
required steps each day (Fig. 3).

To dig deeper into the steps taken by the user, the fat levels and BMI levels were
evaluated with regards to the steps.
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Fig. 1 Variation of Steps taken by the user over a timeline

Fig. 2 Variation of steps taken by the user on each day of the week over the time period

It is observed that the fat level and BMI level show almost equal levels of
variations over the time period. It is however worth noting that during the period
2013–2014 where there was no record on the number of steps taken, there was an
increase in the levels of BMI and Fat, as shown in the figure below (Fig. 4).

These insights, when coupled up with the various electronic health records
(EHRs); such as the Blood Pressure of the specific user, would really mean a lot
to the health and care professionals. They would be able to predict diseases before
they actually come and therefore provide preventive interventions to the user.
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Fig. 3 Analysis of the daily steps taken by the user over the time period

Fig. 4 Fat and BMI Levels against the number of steps of the user

Onto the second phase of our analysis, the examination of the Fitbit data was
based on various number of subjects. It was a collective dataset representing the
records for various individuals.

We first visualised the correlation between the different variables in the dataset,
and came up with the correlation matrix below (Fig. 5).

This informs us that the variables – Heart, Calories and Steps are strongly
positively correlated to each other. Also, the presence of Age, Gender, Weight, and
Height also indicate a strong correlation.

Having this in mind, we developed a Logistic Regression model to predict the
probability of an individual within the dataset contracting heart disease (also known
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as Cardiovascular Disease). First, we came up with a new variable and defined it as
BMI; where:

BMI = Weight in Kilograms

Height in Meters squared

Various research has indicated the use of BMI as a better indicator of Cardiac
Risk Factors [2]. Once BMI was calculated, we categorised it in a binary format as
follows:

• BMI between 18.5 to 29.9 = 0
• BMI above 29.9 = 1

Our classification was such that a person is either obese or not, hence the
classification format as stated above. However, the conventional way of classifying
BMI is as follows:

• BMI <18.5 = Underweight
• BMI 18.5–24.9 = Normal Weight
• BMI 25.0–29.9 = Overweight
• BMI 30–34.9 = Class I Obesity
• BMI 35–39.9 = Class II Obesity
• BMI > 40 = Class III Obesity
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Fig. 6 Logistic Regression Results

Our predictor variable was therefore a binary type with the 0’s and 1’s. We run
the model using Sci-Py library in Python 3.6 environment. The results are as shown
above (Fig. 6):

The results indicate that the variables: Heart, Calories, Steps, Distance and
Activity are significant in determining the changes in BMI, which would ultimately
impact the probability of one getting CVD. We went ahead to split the dataset into
testing dataset and training dataset and the model achieved an accuracy score of
69%.

7 Conclusion

Apart from the rapidly advancing genomics, metabolomics, single-cell analysis,
phenotyping, micro-fluids and imaging technologies used for early detection of
chronic illnesses, wearable technology is a change agent in the entire healthcare
industry. The data gotten from wearables present tremendous opportunities for
healthcare practitioners to promote a proactive approach to preventing and treating
such diseases. The capabilities behind big data tracking and system analytics will
ultimately result in personalised actionable health insights. However, it is worth
noting that these devices should undergo proper tests and validation to ensure that
the data used for the clinical operations is of good quality. Various measures should
be put into place to ascertain the levels of data privacy too [8].
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P4 medicine presents a myriad of opportunities for research and development.
This has been accelerated due to the technological advancements that has led
to the explosion of massive amounts of data. The shift from traditional reactive
medicine to P4 medicine will only be possible when various stakeholders from the
healthcare and other industries form strategic partnerships to work together towards
the common goal of attaining sustainable healthcare.
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Towards an Oversampling Method to
Improve Hepatocellular Carcinoma
Early Prediction

Mahbouba Hattab, Ahmed Maalel, and Henda Hajjami Ben Ghezala

1 Introduction

Knowledge discovery in medical databases has become an attractive and crucial
complement for clinical research. Survival and disease prediction are of a highly
important task addressed by the medical research communities due to its direct
effect on doctor’s decisions [1]. Using KDD (Knowledge Discovery in Databases),
efficient and important knowledge can be extracted from these data sets. The
principal steps in the KDD process are as follows: (1) Data selection, (2) Data
management and pretreatment, (3) Transformation, (4) Data mining, and (5) Assess-
ment and interpretation. Ideally, from a computer science perspective, data mining
is one of the ultimate steps in the KDD process. Indeed, Data Mining is a discipline
resulting from combining statistics and computer science such as Machine Learning
algorithms. Data mining aims to extract new and useful knowledge from a large
amount of data (i.e.: applied to have an effective and preferment predictive model
[2]). However, each of the aforementioned domains has its specifics, therefore it is
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important to wisely choose the best data optimization and pre-treatment algorithm
to achieve state-of-the-art classification accuracy.

Due to the abundance of data in the biomedical domain, this latter has a high
potential in improving the well being of humankind. Nevertheless, it is very complex
to process and analyze such data by traditional methods [1]. As a result, the interest
of data mining and machine learning is increasing considerably with a wide range
of medical applications. They become useful instruments in bioinformatics thanks
to their capability to convert this vast resource into information and knowledge that
helps achieve better decision making in several disease areas including cardiovas-
cular disorders, Parkinson’s, Alzheimer’s, etc. [3].

Cancer is a generic term for a large variety of diseases that can affect any person
and any part of the body and it represents one of the leading causes of morbidity and
mortality worldwide after heart diseases [4, 15]. Globally, according to the World
Health Organisation (WHO) [4], one in six deaths are due to cancer. Relatable to
cancer, Hepatocellular carcinoma (HCC) also referred to as malignant hepatoma [3]
is a malignant tumor, and represent the sixth most common type of cancer and the
third leading cause of cancer-related deaths globally according to [5].

2 Related Works and Motivation

Over the past years, several research works have been conducted on HCC and
liver-related diseases. For instance, Santos et al. (2015) [5] studied HCC data set
using a new cluster-based oversampling algorithm. The proposed methodology is
based on the data pre-treatment process considering appropriate distance metrics
for both heterogeneous and missing data by applying the Heterogeneous Euclidean-
Overlap Metric (HEOM) distance. Then Kmeans clustering algorithm is applied
for the first sampling step within the HCC database and SMOTE oversampling
algorithm to build a representative balanced data set and use it for Leave-One-Out
cross Validation (LOO-CV) assessment with different machine learning algorithms
such as logistic regression (LR) and neural networks (NN) classifiers. The results
indicated that the proposed approach can achieve efficient results.

In another work, Sawhney et al. (2018) [6] explored the performance of the
firefly algorithm by adding a penalty function to the existing fitness function.
Afterward, they modify the existing wrapper feature to reduce the feature set to
an optimal subset. Furthermore, the influence of the method is proved on the
classification accuracy as well as feature reduction using a Random Forest classifier
for the Hepatocellular Carcinoma dataset in comparison to other contemporary
methods such as Deep Learning methods and Information Gain. However, the
above-mentioned works, are of a highly computationally expensive and require a
large amount of data in order to generate a satisfying model. Moreover, real-world
data tends to be incomplete, noisy, and inconsistent and the important task is to fill
in missing values, smooth out noise and correct inconsistencies. To address these
issues, previous works have relied on applying feature selection [7] to eliminate the
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redundant and inconsistent data and thus improve the capacity of the classifier. Other
studies used multiple scaling methods such as normalization and standardization
to improve the classification model [5, 6]. Despite the good theoretical approach
of these methods, the delivered results can be tremendously inconsistent as each
of the feature selection or the normalization/standardization methods can deliver
a different result and thus selecting the best approach is a time consuming and
exhausting process. Another important issue that could be found which is:

• outliers: “Observation which deviates so much from other observations as to
arouse suspicion it was generated by a different mechanism” Hawkins(1980)

In Data Science, an Outlier is an observation point that is distant from other
observations on data that diverges from an overall pattern on a sample. They may
indicate variability in measurement, experimental errors or a novelty. The quality
and the prediction speed of classifier depend on the input data set for the training
thus, the more outliers existing in the training set is, the less accurate the prediction
is [7, 8]. In fact the most common causes of outliers on a data set are: (1) Incorrect
data entry, (2) Data processing errors: application of inappropriate missing values
methods in a dataset, (3) Outliers case did not come from the intended sample and
(4) Not an outlier, just a novelty in data.

Instance selection is a recommended technique that was developed to overcome
the limitations related to noise and outliers. The aim behind using instance selection
is to improve the prediction accuracy of the classifier. To achieve that goal these
algorithms are designed to remove outliers and noisy instances. The ensemble
learning has become one of the most promising machine learning approaches
during the last decade. It takes advantage of combining several models, which
when grouped together, can outperform each method with only a linear increase in
computational complexity [8]. Several states of the art were included in these groups
of algorithms. We include, in the first one, an ensemble of C different models trained
on the same training set of data T vote for the output of the instance being classified
t. In another state of the art, an extension of the voting approach is presented; where
c independent models of different types are trained on the same data set T, then all
models outputs are combined for an extra model for the final prediction. Also, a third
approach consists of c models of the same type, where each of them is trained on the
data set T* that is obtained from T by sampling. The final prediction is obtained by
voting. Finally, a similar approach to the previous, but the probability of selecting
an instance from T depends on a classification error of the previous models so that
an instance that was incorrectly classified by the current models is more likely to be
selected.this method called Boosting [8].

For small data sets, noise filtering can be used as a step in the pre-processing of
training data; on the other hand, the sampling process which selects a subset of the
training set may include or followed by noise and outliers filtering.

In machine learning, Data clustering is frequently used in many fields, such as
sampling of data (Stratified sampling) [9]. The mechanism of dividing a set of
data to a particular set of groups is termed as clustering, and one such prominent
methodology is the k-means clustering. Due to the nature of our available data, its
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efficiency and its usefulness in several fields of pattern recognition particularly for
clustering cancer data, K-means is a well-known unsupervised learning algorithm
for data partition with a low computational cost. K-means iteratively reduces the
Sum of Squared Error (SSE) from every object to their cluster centroids for every
cluster Ck. (SSE) indicates the compactness of the cluster, the lower is, the better is.

Generally, to achieve success ensemble modeling, it recommended ensuring the
diversity of the obtained results of each model, which are then combined into a final
predictive one. The diversity of the results can be attained in several ways:

– Guarantee diversity of the models: Several different algorithms are used or the
same algorithms but with different hyper-parameters or setup.

– Guarantee diversity of the data: we keep the same model, and each subset of the
data used for training generates diversity.

In this paper, we address the issue of existing of outliers and noise in small
datasets, so that data sampling, the instance selection and data oversampling are
combined to ensemble methods and the diversity is obtained by manipulating
different algorithms such as K-mean clustering and SMOTE. Our goal is that the
ensemble of instance selection algorithm and the Oversampling technique allow us
to manipulate the trade-off between the problem of small data sets and prediction
accuracy. Moreover, improve both which grouped can outperform each method
without an increase of computational complexity. This paper is organized as follows:
the next section describes the basic algorithms used in the experiments. The follow-
ing section describes the testing environment and presents numerical experiments.
The last section summarizes the results and presents their interpretation.

3 Model Description

In the presented section, the different stages that compose the followed methodology
to construct our approach, as well as the approach itself, are described.

First of all Fig. 1 represent the methodology applied in this work: Data impu-
tation, Data partitioning, Clustering and finally classification. The main aspects of
each stage are briefly described.

Raw data Data Imputation Data partitioning First Classification
and oversampling

Classification

• Two classifier
  where tested (LR
  and SVM) with
  LOO-Cross
  Validation
• Evaluation
  criteria:
  ACCuracy and
  AUC

• Application of
  SMOTE
  algorithm on
  miss-classified
  selected
  instances it with
  the rest of
  dataset

• Application of
  Kmeans
  differents
  centoid
  initalisation
  methods to
  improve data
  partions

• Apply The
  Mean/Mode
  imputation with
  normalisation

• A set of N = 165
patients
diagnosed with
HCC comprises n
=49 features and
two clases (lives
: 102 patients
and (dies : 63
patients)

• Apply Knn
  imputation with
  normalisation

Fig. 1 Followed methodology
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We used a HCC dataset composed of N = 165 patients diagnosed comprises n
= 49 features provided by UCI machine learning repository.1 The dataset’s class
distribution presents 63 cases labeled as 0 (dead) and the remaining 102 cases as 1
(alive) [5]. In the Data Imputation phase, two well-known imputation techniques
(Mean/mode and K nearest neighbor) are used to handle missing values with
Normalization. According to [10] Cross-validation is a common way of avoiding
over-training. Nonetheless, the fundamental problem with this method is the proper
partition of data. Simple random sampling is used for most applications. However,
a variety of sophisticated methods of statistical sampling suitable for different types
of datasets are available. The stratified sampling is one of these methods. The
fundamental idea is to investigate the internal structure and distribution of the T
dataset and to split T into relatively homogeneous sample groups. The samples
were selected from each cluster separately [9]. Various clustering algorithms can
be used to divide dataset T into clusters including K-means. For instance, The data
sampling phase, in this work, aims to partition the initial data set into a set of tow
different partitions by applying classification via clustering method with K-means
algorithm for different seed values and three different centroid initialization methods
(Random; Kmeans++; Canopy and Farthest first) to ensure diversity of the data.
After the data partitioning phase, different resulting partitions are presented and
the selection process was based mainly on the SSE that indicates how compact a
cluster is: The lower the value, the better. then a manual review is applied to the
chosen partitions: correctly labeled instances are kept to learn the classifier, then
miss-labeled are used as a supplied test set for the next phase. Once final samples
are produced, Our proposed method for selecting the outliers, which is based on the
classification error of the previously built model, is performed and the resulting set is
oversampled With the SMOTE algorithm. Thus, the oversampled partition is added
to the initial dataset and duplicates instances are removed. The final phase consists
of fit the classifier with the new augmented dataset. tow classifiers were engaged in
this step, which are Logistic regression [11] and Support Vector Machine [12].

Our proposed approach is presented in Fig. 2. It starts by loading the data, then
the data imputation is applied on missing values followed by Normalization for
features scaling. After the pre-treatment phase, the stratified sampling with k-means
is processed with different centroid initialization methods to find better subsets. For
the following, and for rigorous scalability, reproducibility, and generalizability, the
rest of the process was wrapped by the leave one out cross-validation for underlying
subsets selection and the prediction process. It’s important to note that the cross-
validation strategy guarantees the best performance of the model [13] Step (C) is
repeated several times in order to refine the resulting subset. Since the data set is
relatively small, each instance is important for the prediction task.

1UCI Machine learning Repository, URL: https://archive.ics.uci.edu.

https://archive.ics.uci.edu
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4 Experimental Results and Discussion

Considering the description presented above we have decided to conduct the
experiments, which empirically verify the influence of the ensemble learning
method on the quality of the instance selection. In the experiments we examine
the influence of different parameters on the compression of the training data and the
accuracy of the final prediction model.

In our study, we used the Waikato Environment for Knowledge Analysis
(WEKA) software V3.8.2 [14] to construct and evaluate the different models.
The Weka machine learning workbench offers a general-purpose framework for
automated classification, regression, clustering, and selection of features that rep-
resents common bioinformatics research data mining issues. This provides a
comprehensive collection of machine learning algorithms and data pre-processing
methods accompanied by graphical user interfaces for software exploration and
practical comparison of various machine learning techniques on the same problem.

For the ensemble of the different used algorithms, basic hyper-parameters were
fixed based on several previous tests, such as Number of Nearest neighbor for KNN
Imputation n = 1, Number of clusters for the classification via clustering with K-
means k = 2 and with different seed numbers (1 to 10); number of iterations of Step
(c) in the approach was fixed to t = 5, so each time a new model is created with LOO-
CV, then tested with the selected supplied test subset. As shown in Fig. 2; for each
iteration of (C): correctly classified subjects are extracted from the test subset and
added to the training subset then the process is repeated. For the SMOTE algorithm
that based on the similarity between the available minority samples and represents
the most popular and applied oversampling procedure, generates synthetic minority

A) Data Imputation

C) Instances Selection D) Oversampling and Prediction

B) Data Sampling

Data Imputation
Manuel Review

Full Data Imputed Data Automated Clusters Resulting partitions

Partition1

Class1

Class1 Class1

Class2Class2

Partition2

Selected Instances (Majority
voting) for Oversampling

Partition1

LOO-CV

Generated Model

Partition2

Supplied Testing

TP+TN FP+FN

Predictive
Model

Remove
Duplicates

Oversampled set

Classification
with LOO-cv

Initial Raw
Data

Missing

Missing
Missing

SMOTE

Fig. 2 Schematic representation of the proposed approach
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Fig. 3 Comparison the accuracy and AUC of the proposed approach achieved by the instances
manipulation for different data imputation and K-means centoid Initialization

samples considering K-nearest neighbors. Thus, different nearest-neighbor values
were tested nn = [1,2,3]. Logistic Regression model with ridge estimator = 1.0E-4.
Support vector machine model with polynomial kernel and C = 1.0.

All of the experiments were performed on a HCC dataset composed of N = 16
patients diagnosed comprises n = 49 features [4]. Both of the tested algorithms;
LR and SVM were tested independently and the results are presented using the
Accuracy-Classifier plot and AUC-classifier plot to simplify the interpretation.The
obtained results are presented in Figs. 3, 4, and 5. An excellent model with an AUC
near to 1, means that it has a good measure of separability. Contrariwise, a poor
model with an AUC near to 0 means incapability of separability between classes.
When AUC equals to 0.5, it means that the model has no class separation capacity
whatsoever.

Hence, in this study, several data mining and machine learning technique were
applied; therefore, results were evaluated according to these applied technique. The
obtained results show that our approach achieves good results coupled with imputed
datasets. In several essays, data imputation didn’t ameliorate the model accuracy
Fig. 3a with the LR model, instead of the AUC that shows a good response to the
imputation with Knn method Fig. 3c. Moreover, the SVM algorithm was sensitive
for the applied imputations in terms of ACC and AUC Fig. 3a. The algorithm
behaves differently when applying the proposed approach Fig. 3b, d; the accuracy
increases remarkably.

Different situations were observed for the LR and SVM algorithms due to the
data imputation, the centroid initialization for K-means clustering and SMOTE
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Fig. 4 Comparison the accuracy and AUC of the proposed approach achieved by the instances
manipulation for different SMOTE nearest neighbor values

nearest neighbor number Fig. 4; that led to an important diversity of selected
instances, hence, conducting to improve the final accuracy.

It can be seen from Fig. 4 that, our method obtained much better performance
in the Accuracy and the AUC than the other methods used in [4, 5]. For different
parameters of the models, we can improve the accuracy up to 84,90% without any
loss of instance or features numbers. It is not possible to define a universal and
optimal set of parameters. They must be chosen in each case independently, and
based on several experimentation to avoid the wrong choice that cause a significant
deterioration in the performance of the model. The advantages of the proposed
method are as follows:
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Fig. 5 The Accuracy and AUC achieved by the proposed approach other studies working on the
same data set

– Obtained the highest performance (accuracy and AUC).
– Proposed method is robust and accurate as we have employed LOO-CV cross-

validation twice (for the Instance selection and the prediction)
– Easy to implement and with a low computational cost.
– Instances selection was used for outliers detection and data oversampling instead

of data compression.

5 Conclusion

Nowadays new possibilities open for the use of instance selection methods, in
particular in limited and small data sets. These types of applications have two
objectives: to improve or maintain the accuracy of the prediction model created
on the selected data and to achieve the compression as high as possible. This study
aimed to analyze the possibility of using ensemble learning methods to improve the
efficiency of instance selection without reducing the size of data. Different data pre-
processing techniques associated with learning models were used for this objective.
The empirical experiments were performed with the proposed approach, which was
based on instances management. The results indicate that it is possible to improve
the Accuracy and the AUC while maintaining the initial data size. The approach was
able to achieve preforming results compared to other approaches using the same data
set.
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Towards a Chatbot Based Smart
Pervasive Healthcare Medical Emergency
Cases

Nourchène Ouerhani, Ahmed Maalel, and Henda Ben Ghézela

1 Introduction

The rise of chatbots inspired many researches to adopt chatbots into healthcare to
avail of their multiple advantages. One of the oldest examples includes Eliza [10].
However, to the best of our knowledge, very few works [1–3] use them to manage
medical emergencies. In fact, when facing a medical emergency case and human
lives are on the line, there is a need of performing an immediate treatment to the
victim. Unfortunately,the current prehospital emergency process [6] shows that the
emergency medical staff would take a lot of time to locate the emergency incident
spot [6]. Even worse, people who are present in the emergency spot may not
interfere because most of them have no skills in first aid. Even more severe, there
are persons who take advantage of such situations to share it on social media. Given
the previously outlined circumstances, a chatbot based smart pervasive healthcare
is proposed in this paper in order to save time during medical emergencies and to
provide care starting immediately to the victim or his companions. The remainder
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of the paper is organized as follows: First, we explain our approach in Sect. 2. Then,
we evaluate our work by a test case in Sect. 3. And finally in Sect. 4, we conclude
the work and give some future works for interesting research directions.

2 Proposed Approach

The proposed chatbot is designed to be able to help victims or companion perform
first aid work properly.

Our proposed chatbot’s architecture is depicted in Fig. 1. It is divided into several
modules as follows: Input Pre-processor module (IPM), Natural Language Pipeline,
Storage module (SM) and Response Engine (RE).

When the chatbot receives a message (text/voice) that will be pre-processed by
the IPM to bring out a text whatever is its initial form. In case of a voice input, IPM
should convert the speech to text through the speech recognition [4].

Then, the Natural Language Pipeline’s main task is to convert the natural
language text received form the IPM into a structured format consisting of intents
and entities. Thus, to properly realize the natural language processing (NLP), it
is required to transform the text to the vector domain which is referred as word
embedding [5, 7]. Our solution is to simply train the pre-trained model GloVe [5]
on our domain specific medical data. Since the embeddings are already trained and
entities are extracted [9], our intent classifier [8] requires only little training to make
confident intent predictions that are relative to the ongoing emergency case.

In order to be more efficient our chatbot is able to store all information the user
provided once he/she starts communicating with the platform such as location, as
well as information gathered during the ongoing discussion in order to influence

Fig. 1 Architecture of the chatbot based smart pervasive healthcare
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how the dialogue progresses. All these data will be consulted later on by the RE in
order to respond to the user, or request more information if required.

The RE’s task is formulated as a classification problem, over a predefined
list of actions for each emergency case. The generated answers are based on
the information stored in the SM. An immediately response is generated once
there are sufficient information describing the emergency situation, otherwise, if
there are some missing information which are crucial for the bot better understand
the situation, it will keep requesting information from the user according to the St
John DRSABCD action plan1 that we learnt before having a first aid certification
from the civil protection in our Tunisian government. This process will be repeated
until the bot has enough knowledge of the emergency victim’s state to generate
helpful first aid tips. More over, the chatbot is able to send a real time alert to the
emergency medical service when the situation presents high risk to the victim and
individuals on the scene.

3 Experimental Set Up: Application Development
and Deployment

We have developed two separate but inter-dependent applications: The mobile
application that will be used by the user and the chatbot back-end. However, the
implementation of health information management via mobile devices poses many
problems, such as storage and data management so we used the cloud, where each
of the proposed modules is written as web services which are exposed as REST API
micro services on the cloud, as shown in Fig. 2.

Fig. 2 Implementation of chatbot based smart pervasive healthcare

1https://www.stjohnnsw.com.au/drsabcd-action-plan/

https://www.stjohnnsw.com.au/drsabcd-action-plan/
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Fig. 3 Responses of Chatbot based Smart Pervasive healthcare amongst a victim suffers from
epistaxis (nosebleed)

The chatbot asks specific questions to understand the victim’s condition. The user
is free whether to write his own answer or to choose one of the answers suggested
by the chatbot, this method allows a faster response time from the user. Once the
chatbot understands the victim’s situation, first aid is performed before aid arrives.
The implemented process is shown in Fig. 3.

4 Conclusions and Future Works

We proposed to develop a chatbot based smart pervasive healthcare, which is
designed to help people react well in medical emergency cases. The pervasiveness
of our chatbot is clear since it is available anytime and is accessible from everywhere
and for every body including experts or normal people and it’s context-aware
since its response differs on the medical emergency case and the user supplies
information. We introduced the chatbot architecture by proposing the notion of its
several modules. The current system has foundations in each domain including a
response engine and other natural language processing tool-kits. We used GloVe to
solve the NLP problem in our case because it works well according to our evaluation
experiments. The work is still under implementation and much further work is
needed to improve our chatbot’s capability to manage more emergency cases.
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A Tool for Multi-scale Modeling of
Software Architectures: Application
to the Smart Home for Telemonitoring
Elderly People at Home

Ilhem Khlif, Mohamed Hadj Kacem, Khalil Drira, and Ahmed Hadj Kacem

1 Introduction

The design of a software architecture is a complex task. On the one hand, we have
to describe the system with enough details for understanding without ambiguity and
implementing in conformance with architects requirements and users expectations.
On the other hand, we have to master the complexity induced by the increasing
model details both at the human and automated processing levels. So, there is a
need for a new approach that automates the construction of the design architecture
and guarantees its correctness. An iterative modeling process that helps architects
to elaborate complex but yet tractable and appropriate architectural models and
specifications can be implemented by successive refinements. Providing Rules for
formalizing and conducting such a process is our objective, which we implemented
in visual modeling notations. For this purpose, we propose to consider different
architecture descriptions with different levels of modeling details called “the
scales”. We define a step-wise iterative process starting from a coarse-grained
description and leading to a fine-grained description. We propose a modeling
solution to describe software architectures using a visual notation based on the
UML graphic language [1]. UML is a standard modeling language defined by the
OMG. These diagrams are submitted to vertical and horizontal transformations.
The intermediate models provide a description with a given abstraction that
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allow the validation to be conducted significantly while remaining tractable w.r.t.
complexity. The validation scope can involve intrinsic properties ensuring the
model correctness w.r.t. the UML description. To ensure model consistency, our
approach supports model transformation and validation of UML models with OCL
constraints. In order to experiment our approach, we tested it with a predictive
and preventive system dedicated to the smart home application for maintaining
personalized medicine at home. This system is helpful for people with loss of
autonomy, exposed to risks of accidents or needing a precise daily medical follow-
up. The remainder of the paper is organized as follows. In Sect. 2, we describe the
multi-scale approach in Sect. 2. Section 3 presents the e-health application dedicated
to the smart home for the homecare of elderly people. We conclude and outline some
perspectives in Sect. 4.

2 Approach in a Nutshell

We propose a multi-scale modeling approach for software architectures [2, 5].
The proposed design approach is founded on UML notations and uses component
diagrams. The diagrams are submitted to vertical and horizontal transformations for
refinement; this is done to reach a fine-grain description that contains necessary
details. The model transformation ensures the correctness of UML description,
and the correctness of the modeled system. UML provides a formal language, the
Object Constraint Language (OCL), to define constraints on model elements. Our
approach supports model transformation and validation of UML models with OCL
constraints [4].

The approach supports the modeling of multi-scale architectures using the semi-
formal language UML. We propose a modeling solution to describe software
architectures using a visual notation based on the UML graphic language. UML
is a standard modeling language defined by the OMG [6]. The UML diagrams make
it possible to present the structural properties as well as the behavioral properties of
the multi-scale architecture. These diagrams are submitted to vertical and horizontal
transformations. The intermediate models provide a description with a given
abstraction that allow the validation to be conducted significantly while remaining
tractable w.r.t. complexity. The validation scope can involve intrinsic properties
ensuring the model correctness w.r.t. the UML description. To achieve this, we
propose a set of model transformation rules. The rules manage the refinement
and abstraction process (vertical and horizontal) as a model transformation from
a coarse-grain description to a fine-grain description. To ensure model consistency,
our approach supports model transformation and validation of UML models with
OCL constraints. The choice of using OCL is motivated by its wide adoption in
the MDE approach and the fact that it is a standard formal language supported by
OMG. The second phase ensures validation of the model with the OCL language.
Consequently, we have defined constraints on the elements of the model using
OCL language. Tools are used to check and validate OCL constraints such as the
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Fig. 1 Description of used tools for multi-scale modeling

OCLinEcore Editor to validate the invariants and the USE tool to validate the
pre/post conditions. The third phase allows XML files to be generated using XMI,
which transforms the models into XML. So we can get the XML file of the templates
that we created. Figure 1 shows the different used tools during the design process.

2.1 Multi-scale Modeling

We present the multi-scale approach by a two-dimensional array describing vertical
and horizontal scales [3]. The top-down scale transformation process, much like
regular refinement, begins with a high level description of a system which we
describe as a whole. Then, scale changes are applied to obtain a more detailed
description, by describing components and connections. An iterative modeling
allows to refine software systems descriptions. The vertical scales add the archi-
tecture decomposition details to obtain a more detail on the internal architecture
of previously defined components. The horizontal scales describe or give details
on the interconnections between components and their interfaces. We iterate on the
architecture until reaching the details necessary to verify the associated architectural
properties. The first scale Sv0 begins with specifying the application requirements.
It defines the whole application by its name. Two horizontal refinements called
horizontal scales are associated with the first scale Sv1. The first horizontal scale
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shows all components that compose the application. The second one describes the
links between those components. Four horizontal refinements are associated with
the second scale Sv2. The first scale presents subcomponents for components, and
enumerates all the roles that each component can take. The second one identifies the
list of communication ports for each component, and refines those roles. The third
one shows the list of interfaces for communication ports. The last one is obtained
by successive refinements while adding the list of connections established between
components and subcomponents. This scale allows us to define the architectural
style. With a graphical modeling language like UML, we are not able to express
all the information required to convey the exact information of the domain in the
diagram. We propose to use OCL to define constraints on models to define the well-
formedness rules of our iterative design process.

3 Application to the Smart Home System

This section focuses on modeling the smart home system for the homecare monitor-
ing of elderly and disabled persons. The smart home constituent elements are largely
distributed in the house area. The main issue is to ensure efficient management
of the optimized comfort, and the safety of the elderly and disabled person at
home. We specify the essential information architecture and we illustrate, in (Fig. 2),
the constituent elements of the smart home System. The monitoring center is
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composed of three systems:the Environment Control and Comfort Management,
the Emergency Surveillance Center, and the Medical Surveillance Center. Thus,
the actors selected who interact with other entities of the system are: The Home
Care Actor, who interacts with the monitoring center, by setting medical or
emergency conditions. The Equipment, that includes sensors and house devices.
The emergency surveillance center controls critical situations using the activity
sensors. In order to track the presence, activity sensors can be installed in each
room. Activity sensors include fall sensors, presence sensors, video camera and
microphone. The sensors send urgent signals to the center which treats immediately
the received information. Once the signal is correct and the situation is critical,
the center call the Emergency Medical Service to react and help the person. The
medical surveillance center monitors physiological sensors. To track the medical
information, physiological sensors can be installed in the bed, the chair, and on
the body to detect the O2 level, the blood pressure, and the weight. The functions
are achieved by the Oximeter, the Pressure Sensor, and the Weight Scale Sensor,
classified as physiological sensors. While there are problems, the center requires the
medical assistant intervention (the doctor, the nurse). The comfort management and
the environment control system guarantees a comfort life for the users which are
the elderly person and his relatives. This center enables communications between
users, control the environment sensors (Humidity and Temperature Sensors), and
commands the house devices (Convectors, Air conditioners). We are interested in
studying the smart home system established for the home monitoring of elderly and
disabled persons at home.

3.1 Structural Features

We experiment our approach by applying successive iterations to the smart home
SoS. We illustrate the implemented iterative process applied to the smart home
system. We obtained then the following results: In S0.0, we define the application
named “SmartHome”. The constituent systems of the smart home are described
(in S1.1): HomeCare-Actor, Equipment, and MonitoringCenter. Those systems com-
municate with each other via the monitoring center. Those participants communicate
with each other via the monitoring center. Those relationships are represented
(in S1.2) as links. UML associations. We also illustrate instances obtained in
the next scale. We apply successive model transformation operations to add the
following composites: MedicalAssistant, EmergencyService, User, Physiological-
Sensor, Activity-Sensor, Environment-Sensor, House-Device, MedicalSurveillance-
Center, EmergencySurveillanceSystem, and EnvironementControlAndComfortMan-
agement. The MonitoringCenter plays the role of an “EventDispatcher”. The
HomeCare-Actor and Equipement play roles of “Producer-Consumer” in the
application. S2.1 allows to add the list of the ports for each component. We
briefly describe the list of required/provided services of the HomeCare-Actor
component. The MedicalAssistant receives information about the patient’s situa-
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Fig. 3 Structural modeling applied to the smart home (Scale Sv3/Sh3)

tion from the MedicalSurveillanceCenter, he manages the patient’s medical care
(provides) and return a report after the care. The EmergencyService receives
information about a critical situation EmergencySurveillanceCenter, reacts to save
the patient (provides), and return a report after the intervention. The User receives
not only emergency and medical services but also comfort services like online
communication or house device command provided by the EnvironementControl
And ComfortManagement component. S2.2 assigns to each port an interface of the
type provided or required according to the type of service. Finally, we indicate
at the scale S2.3 connections established according to the used topology and we
define the “Publish-Subscribe” style. We implemented Eclipse plugins that allow
multi-scale modeling of a software architecture based on the component diagram
and the sequence diagram. We have checked and validated the OCL constraints
under Eclipse (the structural part) and with the USE tool (the dynamic part).
Finally, we have presented the level of instances of our case study using the Eclipse
plugins (Fig. 3).

4 Conclusion

In this paper, we applied the multi-scale modeling approach on a case study for
a predictive and preventive system dedicated to the smart home application for
maintaining personalised medicine at home. This system is helpful for people with
loss of autonomy, exposed to risks of accidents or needing a precise daily medical
follow-up. We have experimented and evaluated the functional and the performance
aspect of our approach as well as the functional aspect of our developed tool
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supporting the multi-scale modeling approach for software architectures. In our
future work, we expect to apply the multiscale modeling approach to other complex
use cases for e-health applications for public health.
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