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Foreword

It is with deep pleasure that I write this Foreword to the Proceedings of the Inter-
national Conference on Mobile Computing and Sustainable Informatics (ICMCSI)
2020 held at Tribhuvan University, Nepal, 23-24 January 2020.

This international conference serves a forum for researchers to address mobile
networks, computing models, algorithms, sustainable models, and advanced infor-
matics that support the symbiosis of mobile computing and sustainable informatics.

The conference covers almost all the areas of mobile networks, computing,
and informatics. This conference has significantly contributed to addressing the
unprecedented research advances in the areas of mobile computing and sustainable
informatics. ICMCSI 2020 is dedicated to exploring the cutting-edge applications
of mobile computing and sustainable informatics to enhance the future of mobile
applications. The papers contributed the most recent scientific knowledge known in
the field of Mobile Computing, Cloud Computing, and Sustainable Expert Systems.
Their contributions helped to make the conference as outstanding as it has been. The
local organizing committee members and their helpers put much effort into ensuring
the success of day-to-day operation of the meeting.

We hope that this program will further stimulate research in Mobile Commu-
nication, Sustainable Informatics, Internet of Things, Big Data, Wireless Commu-
nication, and Pervasive Computing while also providing practitioners with better
techniques, algorithms, and tools for deployment. We feel honored and privileged
to serve the best recent developments to you through this exciting program.

We thank all authors and participants for their contributions.

Conference Chair — ICMCSI 2020 Subarna Shakya
Kirtipur, Nepal
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Preface

This Conference Proceedings volume contains the written versions of most of the
contributions presented during the International Conference on Mobile Computing
and Sustainable Informatics (ICMCSI) 2020. The conference provided a setting
for discussing recent developments in various topics, including Mobile Computing,
Cloud Computing, and Sustainable expert systems. The conference has been a good
opportunity for participants coming from various destinations to present and discuss
topics in their respective research areas.

ICMCSI 2020 Conference tends to collect the latest research results and appli-
cations on Mobile Computing, Cloud Computing, and Sustainable expert systems.
It includes a selection of 80 papers from 287 papers submitted to the conference
from universities and industries all over the world. All of the accepted papers were
subjected to strict peer reviewing by 2—4 expert referees. The papers have been
selected for this volume because of quality and relevance to the conference.

ICMCSI 2020 would like to express our sincere appreciation to all authors for
their contributions to this book. We would like to extend our thanks to all the
referees for their constructive comments on all papers, and especially, we would
like to thank the organizing committee for their hard work. Finally, we would like
to thank Springer publications for producing this volume.

Namakkal, India Jennifer S. Raj
Kirtipur, Nepal Subarna Shakya
Prague, Czech Republic Robert Bestak
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Introduction

Sustainability and mobile computing embraces a wide range of Information and
Communication Technologies [ICT]. This book focuses on the recent research
and development in almost all the facets of sustainable, ubiquitous computing
and the communication paradigm. The recent research efforts on this evolving
paradigm help advance the technologies for the next generation, where socio-
economic growth and sustainability pose significant challenges to computing and
communication infrastructures. The main purpose of this book is to promote
the technical advances and impacts of sustainability and mobile computing to
informatics research.

The key strands of this book include green computing, predictive models,
mobility, data analytics, mobile computing, optimization, Quality of Service [QoS],
new communicating and computing frameworks, human—computer interaction,
Artificial Intelligence [AI], communication networks, risk management, ubiquitous
computing, robotics, smart city, and applications. The book has also addressed a
myriad of sustainability challenges in various computing and information process-
ing infrastructures.
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Chapter 1 )
Analysis of Design Quality and User Qs
Requirements of Online Taxation Portal

of Nepal

Sumina Maharjan, Pi De Chang, and Deepanjal Shrestha

1.1 Introduction

Electronic government (e-government) in general means the use of information
and communications technology (ICT) to provide easy and online access to the
procedure and services of the public sector organizations. The attempts at e-
governance implementation in Nepal haven’t been successful to a great extent. Since
Nepal is a developing country, it has major problems with the digital divide, poorly
provided e-governance services, and unenthusiastic approach to the technology by
the people. Apart from this trust issues with software quality of e-governance is
another big problem that makes people hesitate to move from a manual paper-based
system to a web-based system. However, these issues in the developing countries are
unavoidable, if proper measures are taken while designing e-government projects,
greater participation of stakeholders in e-government ventures can be guaranteed.
The current research project is based on identifying the issues related to poor
performance and the failure of ICT applications installed in government offices. The
study employs qualitative statistical methods, testing methods, and user perspective
to uncover the quality of service and design issues of the taxation portal. This
approach brings coherence to government processes in terms of time, effort, and
cost needed to implement e-government services.

S. Maharjan - D. Shrestha (P<))
School of Computer Science and Technology, Nanjing University of Aeronautics and
Astronautics, Nanjing, China

P. De Chang
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1.2 Literature Review

E-governance applications can serve better distribution of government services to
citizens, boost interactions with industry and business, citizen authorizes through
access to information, or more systematic government management [1]. Badu stated
that Nepal is in stage II of the e-governance maturity model and moving toward
stage III where stage II indicates interaction stage which involves online form
submission, queries, and correspondence, send emails, download forms, ask queries,
etc. Stage III indicates the transaction stage this stage involves in making transac-
tions from the government portal. This stage should be very secured as citizens’
transaction and important information is being shared online. He has also explained
e-Sewa and Khalti which is Nepal’s most used online payment gateway [2]. E-Sewa
and Khalti are brought up by private companies, while Nepal has also introduced
the government’s first payment gateway recently in 2018, i.e., ConnectIPS by
NHCL [3]. S. Chakraverty and G. Rani explained comparative evaluation based
on qualitative attributes like security, authentication, interoperability, flexibility,
extensibility, adaptability, privacy, transparency, robustness, and verifiability of
quality in e-governance system [4]. Software quality of e-governance has become
a topic of high interest as it is developing into an extremely important part for a
government to be competitive in its business and development; the requirement
for the software is to have a great level of user convenience, utility, and quality
for being successful [5]. One of the challenges in the e-governance system is to
find better principles and techniques for developing quality and bug-free software.
ISO introduced a quality model of the software which can be evaluated with a
set of attributes defined for each characteristic (functionality, reliability, usability,
efficiency, maintainability, portability) [6, 7]. Hooda and Chhillar researched on
software testing life cycle phases and various testing types. They set up four
main phases in the testing life cycle that are categorized as analysis, planning and
preparation, execution, and closure [8]. Also, they stated that the most recent failures
of software take place due to a lack of security and performance testing. Their paper
presented the right mix of testing that included performance and security testing for
the better quality of software [8] (Fig. 1.1).

1.3 Research Framework

1.3.1 User Survey
1.3.1.1 Survey Design
Surveys are an essential section of an evaluator’s toolkit. It can be a very effective

means of accumulating subjects’ feedback in an easy and potentially low-cost way
[9]. The survey designed was on quality analysis of the e-government system that
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User Survey User Requirements

E-Governance:
SN Taxation Portal

User Feedbacks

Tools based
of Nepal Test Case Results

Manual Testing SQ Assurance

Fig. 1.1 Research framework: A taxation portal of Nepal

collects information about the current quality status of the e-governance system.
The survey was designed based on literature review and feedback from users of the
taxation portal, employees of Inland Revenue Department, and software users (legal
firms). After the design of the survey, respondent sampling was carried out. After
the completion of the overall framework of the survey, to organize content validity,
a meeting was held at the Inland Revenue Department of Nepal, to which all of
the five head members of the IRD technical department were requested to join the
discussion of the survey. Then, a final draft of the survey was distributed to the head
members for the feedback.

1.3.1.2 Survey Sampling

Samples were divided into three groups which included the head of the department,
end users, and citizens. The questionnaire was developed to satisfy software quality
attributes explained by ISO/IEC 9126. As the aforementioned survey is divided into
three groups, three sets of questionnaires were developed. The total number of a
survey taken was 101 where 5 were head members, 14 were end users, and 82 were
citizens who use the taxation portal for taxation services. The results for the software
quality of the taxation portal from the survey are explained below.

1.4 Data Analysis and Findings of the Survey

The reliability result from the user’s perspective is competent since the results show
a high number of positive feedback in terms of reliability compliance, recoverability,
and maturity. On the other hand, portability seems inadequate, because a high
number of users agreed on the browser-dependent issues (Figs. 1.2 and 1.3).

Speaking about maintainability’s feedback, it seems neutral in terms of modifi-
ability and updating application. Though efficiency shows the conflicting result in
terms of efficiency compliance and time & resource behavior. However, the usability
attribute is proved as strongly satisfied with an enormous number of user’s positive
feedback (Figs. 1.4 and 1.5).
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Fig. 1.2 Reliability survey Reliability
result

Do you get success
message?

reliable and trustable
for transaction

0O 20 40 60 80 100
mno myes

Fig. 1.3 Portability survey Portability

result
software works in different

computer environment as well
software can exchange
information with other software
software works fine without any
additional hardware

software works fine in any
browser

0 20 40 60
mno m yes

Fig. 1.4 Maintainability Efficiency
survey result
Compared to manual based
taxation, how effective is
web-based taxation
service?

software freeze or crash

0 50

m never /Not at all effective

m rarely /Not so effective

m sometimes /Somewhat effective
musually /Very effective

m Always /Extremely effective
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Fig. 1.5 Efficiency survey Maintainability

result . o
easily meets pre-requisites for

building the software on a
build platform?

Easy to test correctness of
source code?

Easy to modify and contribute
changes to developers?

0 5 10
m Very difficult m difficult
m Neither easy not difficult m Easy
B Very easy
Usability
easeness to learn to use its functions
your last experience with this software
software’s documentation is useful
software’s interface is well organized
0 10 20 30 40 50

m Strongly disagree /Very dissatisfied /Very difficult /Not at all useful

u Disagree /dissatisfied /Difficult /Not so useful

m Neither agree nor disagree /Neither satisfied not dissatisfied /Neither easy nor difficult /Somewhat useful
B Agree /satisfied /Easy / useful

m Strongly agree /Very satisfied /Very Easy / Extremely useful

Fig. 1.6 Usability survey result

Furthermore, functionality has strongly positive feedback in terms of security
and the functions of the application (Figs. 1.6 and 1.7).

1.5 Tool-Based Testing

Tool-based testing processes through which thorough and fast testing can be done.
Using these tools it helps in avoiding the error humans make. Test done through an
automation tool needs less time in exploratory tests and more time in maintaining
test scripts. Tool-based tests are convenient for big projects that require testing in
a loop. This kind of testing is more suitable for nonfunctional testing types like
performance testing and security testing.
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Functionality

effective system to deliver e-
government services

functionality of the software
works as expected

data safe and secured from
unauthorized activities

0 10 20 30 40 50

m Strongly disagree / Not at all effective

m Disagree / Not so effective

@ Neither agree not disagree / Somewhat effective
B Agree / very effective

B Strongly agree / Extremely effective

Fig. 1.7 Functionality survey result

#Sampl KO Error %
235 24 10.21%

Fig. 1.8 Result for response time execution

Average Min Max 90" pet 95" pet 99" pet
8850.9 356 76267 21098.8 42679 59389.36

Fig. 1.9 Response time

1.5.1 Performance Testing

Performance testing is a process to check whether the software fulfills performance
requirements under all critical and noncritical conditions. It includes all parameters
correlated with time like access time, load time, execution time, run time, etc. Since
this kind of nonfunctional test is carried out with an automated testing tool, so we
choose JMeter to run the performance testing of a taxation portal where test scripts
were generated by BlazeMeter which an automated test script generating a tool for
JMeter [10]. The test results are explained below.

The result shows that the average response time is 8850.9 ms which means
8.8 s. The expected response time is less than or equal to 1 s, if its less than
1.0 s, then it is said to be instantaneous and no interruptions, whereas above 10 s
means interruption, or user switches to another task. Likewise, 20th percentiles are
also greater than average response time which is expected to be less than average
response time. In addition (Fig. 1.8), the response time execution results in a 10.21%
error for 235 samples which roots different kinds of problems like bottlenecking,
request timed out, etc. Hence, the application isn’t efficient enough in terms of
software quality (Fig. 1.9).
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1.5.2 Security Testing

Security testing is a process to govern the system to preserve data and maintain
functionality as intended. It is a nonfunctional testing type, so automated testing
was carried out to check SSL/TLS vulnerabilities and security holes using the
Amberloom testing tool which generated results shown in tables below. Secure
Sockets Layer (SSL) is a protocol created to secure communication over the
Internet by providing privacy and reliability. Transport Layer Security (TLS) is just
a successor of Secure Sockets Layer (SSL) introduced with stronger encryption
algorithms to overcome the weakness of SSL [11]. SSL and TLS are protocols
which works for the encryption of network data [11]. TLS 1.2, TLS 1.1, TLS
1.0, SSL 3, and SSL 2 are the protocol versions supported in taxation portal [12]
(Table 1.1).

The result demonstrates that the application is secured of different vulnerabilities
like Heartbleed, POODLE, BREACH, OpenSSL CCS Injection, CRIME, FREAK,
LOGIJAM, etc. but also points out BEAST and downgrade attack prevention as a

Table 1.1 Vulnerabilities
protected in taxation portal

Protocol details

Secure renegotiation Yes
Secure client-initiated No
renegotiation
Insecure client-initiated No
renegotiation
OCSP stapling Yes

Strict transport security (HSTS) Unknown
Session resumption (session IDs) | Yes

Session resumption (session No
tickets)

Deflate compression No
Downgrade attack prevention No
(TLS_FALLBACK_SCSV)

Supports insecure ciphers No
Supports weak ciphers No
Common DH prime No
Forward secrecy Yes
BREACH vulnerability No
CRIME vulnerability No
OpenSSL CCS injection No
Heartbleed vulnerability No
POODLE vulnerability No
BEAST vulnerability Yes
FREAK vulnerability No

LOGIJAM vulnerability No
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Table 1.2 TLS 1.2 cipher suite algorithm

Cipher suite Grade |Size |Fs | Export | Anon | Prefer
TLS_ECDHE_RSA_WITH_AES_256_CBC_ Secure | 256 | Yes No No Yes
SHA384 (0xc028)

TLS_ECDHE_RSA_WITH_AES_256_CBC_ Secure | 256 | Yes | No No No
SHA (0xc014)

TLS_RSA_WITH_AES_256_GCM_SHA384 Secure 256 |No |No No No
(0x9d)

TLS_RSA_WITH_AES_256_CBC_SHA (0x35) | Secure | 256 | No |No No No
TLS_RSA_WITH_AES_256_CBC_SHA256 Secure 256 |No | No No No

(0x3d)

TLS_ECDHE_RSA_WITH_AES_128_CBC_ Secure | 128 | Yes | No No No
SHA (0xc013)

TLS_ECDHE_RSA_WITH_AES_128_CBC_ Secure | 128 | Yes | No No No
SHA256 (0xc027)

TLS_RSA_WITH_AES_128_GCM_SHA256 Secure | 128 |No | No No No
(0x9c)

TLS_RSA_WITH_AES_128_CBC_SHA (0x2f) | Secure | 128 | No |No No No
(TLS_FALLBACK_SCSV)

TLS_RSA_WITH_AES_128_CBC_SHA256 Secure | 128 |No | No No No
(0x3c)

TLS_RSA_WITH_3DES_EDE_CBC_SHA Secure | 112 | No | No No No
(0x0a)

Table 1.3 TLS 1.1 cipher suite algorithm

Cipher suite Grade |Size | Fs |Export | Anon | Prefer
TLS_ECDHE_RSA_WITH_AES_256_CBC_ | Secure | 256 | Yes |No No Yes
SHA (0xc014)

TLS_RSA_WITH_AES_256_CBC_SHA Secure | 256 |No |No No No
(0x35)

TLS_ECDHE_RSA_WITH_AES_128_CBC_ | Secure | 128 | Yes | No No No
SHA (0xc013)

TLS_RSA_WITH_AES_128_CBC_SHA Secure | 128 |No |No No No
(0x2f)

TLS_RSA_WITH_3DES_EDE_CBC_SHA Secure | 112 |No |No No | No
(0x0a)

noncritical problem that requires serious attention; further investigation and fixing
should be considered.

TLS 1.2 generates cipher suite to build a secured network; cipher suite is
generally an algorithm that includes a code that explains four parameters, and they
are key-exchange method, encryption cipher, hashing algorithm, and authentication
algorithm. Thus, the result (Tables 1.2 and 1.3) shows secured of all the four
parameters of the cipher suite algorithm.
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1.6 Manual Testing

Manual testing is a type of software testing where test cases are manually executed
by testers without using any automatic tools. It is the most primitive testing types to
discover bugs in the software system. Mainly functional testing types are manually
executed. Functional testing tests the functions of the software based on the user
input and expected output. Generally, a testing table is created for each test cases,
and both expected output and real output are compared based on the combination of
inputs. It is one of the most important types of testing that verifies the correctness
of a particular function in software [13, 14] (Tables 1.4 and 1.5).

1.6.1 Usability Testing

The process of checking application flow and the ease of use of the product.

1.6.2 Functionality Testing

The process of testing the functionality of a software or an application under test is
known as functionality testing. It tests the behavior of the software under test based
on the requirement of the client [14].

Table 1.4 Test case developed for manual testing

Steps Test case description

Steps 1 | Verify the homepage whether the web application is well guided, easily accessible,
or not

Steps 2 Check if the font family, size, and color of the font used in a web application is
readable

Steps 3 | Check that the images have good clarity and are properly aligned

Steps 4 | Verify that search module retrieves correct results

Steps 5 | Verify form validation

Steps 6 | Verify that proper error message is displayed when wrong info is entered
Steps 7 | Verify that the application works well in different browsers

Steps 8 | Verify that the navigation from links available in header-footer should open in a
different tab

Steps 9 | Check the positioning of GUI elements for different screen resolution
Steps 10 | Verify that there’s a similarity in page design, e.g., buttons, font, title, etc.
Steps 11 | Verify layouts like size, position, width, length, alignments

Steps 12 | Check if there are any forceful constraints
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Table 1.5 Usability manual test result

Usability

Properties

Simplicity, attractive, layout, consistency, controllability

Elements

Result

Navigation, page design, size, buttons, fonts, spacing, silent or forceful actions

Login Panel
Irkand Rievornat Depirtmont NEPAL

Username and |

i 1. Buttens are dissimilar sometimes its
E left and sometimes its right.

i 2. There's no language consistency some
E forms are in nepali and some in english.
i 3. Note part in forms are different in

E design.

i 4. Spacings in buttons and fields are

! _inconsistent.

Usability error results recorded in manual testing

Remark

Broken labels (single-line labels showed off in two lines)

Misalignment of info icons, labels, text boxes

Easy to find the available services, the services are displayed well on the homepage
Taxation portal doesn’t have a language option

Some forms are in Nepali, while some are in English, whereas some are mixed
with both languages

Buttons are sometimes left aligned and sometimes right

Buttons layout differs in a different form

Misaligned buttons and input boxes

Design for note section in different

Asymmetric spacing between texts and two different sections

There was no forceful limitation or silent actions

A web application is well guided as navigations for services are easily accessible,
but the design doesn’t look attractive enough, and some links don’t work

Some page doesn’t have home navigation or back menu; user might get lost or have

to enter URL again to go back to the homepage

1.6.3 Reliability Testing

It checks whether the software can perform under a stated condition for a specified
period of time in a specified environment.
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1.6.4 Compatibility Testing

The process of checking the ability of software to run in a different environment.

1.6.5 Link Testing

It is the process of checking all the outgoing links from all the pages to the specific
application under test. There are various types of links, for example, internal links,
external links, broken links, and mail links. The total links in the application are 225
among which 9 were broken links shown in Table 1.6 below.

1.6.6 Broken Link Status Code

¢ 302 (Moved Temporarily): The page has been temporarily moved. The client will
usually perform a redirection to another URL.

Table 1.6 Functionality manual test result

Functionality
Properties Functionality
Elements Search bar function, form validation, the error message

[ WARNING |
| Coafirm Action =

|
|
() e subma el wet Sew P i ol o agh O o subme ™ wegpe |
(O

[ * Crzenitip Canttoia,ls Roquined For
| e o = Nepaiete Cit 0
5 = s Pleass, Check Talues In The
Status @ | status =

o

Fiad Mirked Boxes.
\i) Registration Information Sived § ) Pomsonsl iifermation Saved e
And Submitted Successfully. \) Successhully. 1, Form are well guided in steps a5 shown in

) The Submitted Form Has The
. Following Ermors.

numberi
| oK. oK 2. 3uccess message are also shown when form
! ) iscompleted
3. error message are poped up and also guided
through the situations.

Results recorded while testing functionality manually

Remark The search bar works well, but it doesn’t find the related keywords and only
gives results for the exact keyword

Forms work well, it is well guided, but there’s no language option

Gives error message with appropriate icon while wrong credentials are entered
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¢ 404 (Not Found): The resource could not be found on the server. These are caused
by spelling mistakes in URL or if deleted resources have been requested.

* 500 (Internal Server Error): This shows when an unspecified error occurs while
generating the response.

1.7 Summary of Software Quality

Software quality is the capacity of software, system, or process to meet user’s needs,
expectations, or specified requirements. Software quality models generally refer to
the metrics which evaluate the attributes of characteristics and sub-characteristics
[13, 14]. The qualitative analysis is executed with the reference of a software quality
model (ISO/IEC 9126). Accordingly, the taxation portal is analyzed on the basis
of six characteristics explained by ISO/IEC 9126, to analyze these characteristics,
software testing strategies were applied. Since we don’t have access to the code
and design of the e-governance system, the qualitative analysis is performed from
the user perspective for this reason system testing was executed with the black box
testing technique. Black box testing doesn’t require an understanding of internal
codes, structures, or design of the software under test. Therefore, few functional
and nonfunctional testing was carried out to check the quality of the taxation portal
(Tables 1.7, 1.8, 1.9, and 1.10).

Table 1.7 Reliability manual test result
Reliability

Properties | Reliability

Elements | The error message, recoverability

Result e

s we e

X

Ul Wi A T uread

Positive and negative testing to check the reliability

Remark Gives error message with appropriate icon while wrong credentials are entered; it
also suggests for appropriate steps
It has an option to save the form so that the data remains even if the application is
terminated
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Table 1.8 Compatibility manual test result

Compatibility

Properties Context, responsiveness
Elements Browser dependency, tablet, and phone screen view
Result :
'é"; INCOME TAX :
H d BUSINESS E
G OIPLOMATS E
i @ INDIVIDUAL
-~ 1. The panel is too big for mobile view it needs
shiai to be scrolled for full view.
H e COpBIN 2. its unreadable in phone view needs to zoom
in to see the modules.
TP VAT 3 icons are overflowing, no consistent spac-
5 ings.
Results recorded while testing compatibility
Remark Clearly advertises to use Mozilla Firefox

The phone and desktop view is the same, so modules look much smaller and

unreadable in phone view

Table 1.9 Broken links

S.no | Broken link reference URL | Status code

1 RevenueTribunalRegulation | 302 » 500

2 HealthServiceTax 302 » 500

3 EducationServiceFee 302 » 500

4 TaxIncentives 302 » 500

5 Taxpayer 302 » timeout

6 Officerportal 302 » ConnectFailure
7 PoliciesStrategies 302 » 500

8 ContentAttachment/1019/ 404

9 ContentAttachment/5240 404

1.8 Conclusion

Software testing is a prime concern nowadays for almost every government sector
and software development companies. E-governance system should grow rapidly in
terms of software quality in order to gain trust from citizens and encourage them
to move to a web-based system from the manual system. The aim of this paper
is to research on software quality of the e-governance system of Nepal. We have
learned about various types of software quality models in software engineering
one, and all of these quality models are included in a number of characteristics.
Determining quality models and preparing test to analyze those quality attributes
are a big challenge. The overall quality assessment depicted that the taxation portal
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Table 1.10 Software quality model ISO/IEC 9126

Characteristics

Definitions

S. Mabharjan et al.

Sub-characteristics

Functionality Attributes which provide functions Security, accuracy, suitability,
that satisfy the needs of the user functionality, compliance,
interoperability
Efficiency An attributes that bear on the ability Time behavior, resource behavior,
to measure the level of performance | efficiency compliance
of the software and the number of
recourses that are used under the
stated conditions
Maintainability | An attributes that describe the ease Analyzability, changeability,
with which the software product can | testability, operability, attractiveness,
be updated or changed maintainability compliance
Reliability An attributes that bear on the ability Maturity, fault tolerance,
to maintain its specific level of recoverability, reliability compliance
performance under the specific
conditions for a specific period of
time
Portability An attributes that bear on the ability Replicability, adaptability,
of software to be transferred from installability, co-existence, portability
one environment to another compliance
Usability An attributes that bear on the ability Usability compliance,

to measure the ease to learn to use
the product

understandability, learnability,
operability, attractiveness

is not designed as a robust system and lacks many principles of software engineering
needed for developing a quality software. The survey of the users stated that the Ul
design is not so user-friendly and is not so structured. A user finds difficulty in
locating particular information to fill in the details, and it has a very poor integrated
search system. The understandability quotient of the software is poor and has very
poor maintainability in terms of recovery and enhancement. The tools based and
manual testing procedure uncovered many errors in the security, performance, and
web-based links. It can be stated that this software though in use for a very important
e-governance function is not as per defined standard of the software industry. It can
only supplement the current needs but needs a strong design revision in the near
future to avoid software malfunctions and robust performance. The government
should improvise the design to pull up the level of the e-governance system in Nepal.

1.8.1 Future Work

There are huge come out of ICT trends contributing to digitize countries in the
public sector. One such recent trend is the advancement of the e-governance
system and its role in improving human development. In order to maintain and
improve the e-government system, the government should focus on the citizen-
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centric approach putting in agile techniques instead of the traditional approaches.
The major concern is the lack of a framework and strategies in developing ICT
applications. Consequently, it is recommended to develop quality software referring
to quality models, using the best strategies and techniques in the design phase of
e-governance.
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Chapter 2 ®
Breast Cancer Recurrence Prediction Chock or
Model Using Voting Technique

M. S. Dawngliani, N. Chandrasekaran, R. Lalmawipuii,
and H. Thangkhanhau

2.1 Introduction

Breast cancer is the tumor arising from the cells of the breast tissue [1]. This cancer
usually commences in the inner lining of milk ducts or the milk-producing glands
(lobules). There are two types of breast cancer: invasive breast cancer (malignant)
and noninvasive breast cancer (benign). Breast cancer is the most common type of
cancer prevalent among female cancer patients, while it is also the second most
dreaded disease, causing cancer deaths among women. World Cancer Research
Foundation identifies breast cancer as the second most common cancer in women
worldwide due to the fact that a few million new cases are diagnosed every year [2].
Breast cancer has become a huge existential issue for women as it arises one out
of every four cancer in women. It can be inferred from GLOBOCAN 2012 data [3]
that India’s mortality rate for breast cancer is the highest, see Fig. 2.1, and is double
or even more when compared to China and the USA.

Computer scientists are involved in building intelligent models with predictive
capabilities and are being aided by the extensive research work being carried out
in the field of data mining. Machine learning is considered to be one of the most
important components as it sits at the heart of the knowledge discovery database
(KDD) process [4]. It is customary to define data mining as a process of discovering
interesting and useful patterns and relationships that exist in large amounts of data.
It is an important step in the knowledge discovery process as it deals with the
application of intelligent algorithms to get useful patterns from the data. At the
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end of the KDD process, we are able to generate information that is in a formal
form that is useful to the healthcare professionals and others; see Fig. 2.2. Both the
terminologies, viz., KDD and data mining, are used interchangeably because data
mining is at the heart of this process.

As the power and capabilities of the algorithms are improving by the day, the
knowledge systems built using the data mining algorithms are being extensively
developed for implementation in the hospitals to facilitate decision-making activi-
ties. These intelligent platforms are far more reliable as they rely on logical analysis
to dispense with the subjectivity or errors that may arise due to human fatigue.
The recent trend indicates a shift from placing reliance on base classifiers to more
on ensemble methods. The objective of the current work is to focus on the voting
technique, which is an ensemble method that uses various combinations of base data
mining classifiers to arrive at a final prediction based on the best possible accuracy.
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2.2 Related Study of Data Mining Using an Ensemble
Method

Abouelnadar and Saad [5] proposed a model for prediction of breast cancer
recurrence using the UCI dataset. They used four data mining classifiers such as
K-nearest neighbor (KNN), decision trees (DT), Naive Bayes (NB), and support
vector machines (SVM). For the purpose of comparison, the authors also employed
ensemble techniques like bagging, voting, and random forest (RF). Among the base
classifiers, the random forest classifier produced the highest accuracy of 84.3%,
while the voting ensemble classifier improved the performance even better with an
accuracy of 89.9%.

Yarabarla, Ravi, and Sivasangari [6] made use of three base classifiers, viz.,
KNN, SVM, and RF, and apart from this, gradient boosting, for the purpose of
comparison. The attempt was to predict whether a patient suffers from cancer or
not, and they made use of Wisconsin (diagnostic) data set. Gradient Boosting has
the ability to improve the performance of weak techniques to make them stronger
performers. It should, however, be stated that their findings have indicated that
the random forest (RF) classifiers produced the highest accuracy, as it uses both
classification and regression methods.

Salama, Abdelhalim, and Zeid [7] attempted to create a hybrid model using five
data mining classifiers using the WBC dataset. The work had demonstrated clearly
that the fusion between MLP and J48 classifiers with features selection (PCA) was
superior when compared to the other classifiers. On the other hand, the use of
the WDBC dataset had proved that using single classifiers (SMO) or a fusion of
SMO and MLP or SMO and IBK also improved the performance. In addition, the
combination of MLP, J48, SMO, and IBK had also been seen to produce superior
performance for WPBC dataset.

Sivakami [8] proposed a hybrid classification algorithm-based approach that
combined DT and SVM to analyze breast cancer datasets to prove that this approach
resulted in better accuracy when compared to other classifier algorithms. The
variables that were part of the dataset included age, chemotherapy, radiotherapy,
tumor size, the number of examined lymph nodes, the number of attacked lymph
nodes, and pathological staging. The prognosis was carried out to predict the
survivability of breast cancer patients after treatment.

Safiyari and Javidan [9] have analyzed the lung cancer dataset from SEER to
predict the probability of survival within a period of the first 5 years from the
onset of breast cancer. The dataset was fairly large as it contained 149 attributes
and 643,924 samples. After preprocessing, it was reduced to 24 attributes and
48,864 samples. Five ensemble methods were used for the purpose of evaluation.
The performance of AdaBoost was found to be the best both in terms of accuracy
and AUC metrics. The performance of almost all of the base learners increased by
the application of ensemble techniques. The two major exceptions included the J48
algorithm in terms of accuracy and the Naive Bayes algorithm in AUC.
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Kumar, Nikhil, and Sumangali [10] used the voting ensemble machine learning
technique on a breast cancer dataset. Three combinations they chose involved voting
with SMO, voting with both SMO and Naive Bayes, and voting with SMO, Naive
Bayes, and J48. They concluded that the combination of Naive Bayes, SMO, and
J48 produced the highest accuracy.

Mohebian, Marateb, Mansourian, Angel, and Mokarian [11] also made an
attempt to build a diagnosis system for prediction of breast cancer recurrence
using optimized ensemble learning. It was seen that 19.3% of the 579 patients had
a recurrence of cancer within the first 5-year period after diagnosis. The hybrid
approach that the authors followed combined three algorithms, viz., decision tree,
SVM, and MLP, and this resulted in producing the best results.

Lavanya and Usha Rani [12] performed their analysis using two-hybrid
approaches, viz., bagging and boosting. Bagging ensemble method involved the
CART decision tree classifier with feature selection. The study was performed
using three Wisconsin breast cancer datasets. The authors were able to achieve
accuracies with bagging and boosting for breast cancer dataset of 74.47% and
65.03% and Wisconsin breast cancer (original) dataset of 97.85% and 95.56%.
Wisconsin breast cancer (diagnostic) dataset produced an accuracy of 95.96% and
95.43%. Through this study, they concluded that the bagging ensemble method was
preferable for the diagnosis of breast cancer data than boosting.

Avula and Asha [13] proposed a hybrid method based on two supervised
algorithms, viz., Naive Bayes and JRIP. The methodology adopted in their paper
for proposing a new hybrid machine learning algorithm was implemented using the
R programming language and WEKA software tool. Further, a comparative study
was made between the individual algorithms and the proposed hybrid algorithm to
establish both an improvement in prediction accuracy and enhanced performance.

2.3 Ensemble Method

Ensembling involves a combination of base classifiers as learning algorithms to
construct a set of classifiers. New data points are created by taking a weighted
vote of their predictions [14]. The combination of several models facilitates the
improvement of predictive performance as opposed to deploying a single model.
Ensemble learning does not attempt to create just one strong classifier. Instead,
the method creates a number of weak classifiers and then combines their outputs
into one final decision [15]. The main scope of base models had all along been
to produce one strong classifier with an aim to reduce the classification error to
the barest minimum. Several ensemble algorithms like boosting, bagging, random
forest, stacking, and voting have since been created. For the current study, we are
making use of voting ensemble machine learning algorithms.

Voting is the simplest ensemble algorithm and is often very effective for solving
classification or regression problems. Voting works by creating two or more sub-
models, with each one of the sub-models making predictions [16]. The sub-models
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are combined in some way, and for the purpose of making the final prediction, the
mean or the mode of the individual results is used. Each sub-model can vote to
determine the eventual outcome. In the current study, we have done voting with
four classifiers such as J48, Naive Bayes, MLP, and SMO. In majority voting, the
predicted class label for a particular sample is the class label that represents the
majority (mode) of the class labels predicted by each classifier [17]; see Fig. 2.3.

For example, if the prediction for a given sample for classifier 1 is class 1,
classifier 2 is class 1, and classifier 3 is class 2, the voting classifier would then
classify the sample as “class 1” based on the majority class label [18].

2.4 Methodology

The proposed methodology involves data preparation in which the raw data is
cleaned by filtering the incomplete and redundant data. Then it is transformed into
a format (comma delimited) which is ready for analysis. The formatted data is then
analyzed by using data mining classifiers. Finally, the result is evaluated for its
accuracy; see Fig. 2.4.



22 M. S. Dawngliani et al.

2.4.1 Data Collection

Breast cancer data was collected from Mizoram Cancer Institute from 2009 till
2016. The collected data contains 23 attributes and 575 records from the medical
record which has been obtained in HBCR (hospital-based cancer registry) format.
The format ensures that the datasets have records of registration no, hospital
registration no, date of diagnosis, age (in years), date of birth, sex, height, weight,
contact, method of diagnosis, laterality, morphology, sequence, socioeconomic
status, comorbid condition, tumor size, axillary lymph node, supraclavicular node,
skin involvement, TNM stage, stage grouping, type of prior treatment given,
habitual data, vital status, and disease status.

2.4.2 Data Preprocessing

The data quality depends mainly on the completeness, correctness, and consistency
of the data. Data preprocessing is an important step in the data mining process, and
this involves transforming raw data into an understandable format [19]. The raw
data cannot be directly used for analysis, and hence it becomes necessary to code
the raw data into a specific value and categorize the same into ranges. Since machine
learning models are based on mathematical equations, it becomes necessary to
encode the data into nominal and numeric data types [20].

2.4.3 Analyze Using Data Mining Classifier

We use WEKA software for the analysis of the breast cancer dataset. WEKA
provides the environment for dataset transformation, attribute selection. It also has
the capability to carry out preprocessing using data mining and machine learning
methods. Other operations such as classification, regression, clustering, association
rules, and visualization can also be performed [21].

Using WEKA, the breast cancer dataset was analyzed by data mining classifiers.
In this study, we have used four base classifiers such as J48, Naive Bayes, MLP,
and SMO as well as voting. The performance of these four classifiers is evaluated
first. Then using voting these classifiers are combined to determine whether there
is any enhancement required in performance. Results are interpreted after they are
displayed in the form of tables and charts.
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2.4.4 Evaluation and Testing

A tenfold cross-validation technique and ROC curve-based approach have been
used to evaluate and validate the results. Cross-validation is a technique, which
can be employed, to evaluate the predictive models by partitioning the dataset into
a training set and a test set [22]. In tenfold cross-validation, the original sample
is randomly partitioned into ten equal-sized subsamples. Of the ten subsamples, a
single subsample is retained as the testing data, and the remaining nine subsamples
are used as training data. It is repeated ten times, with each of the ten subsamples
used exactly once as the testing or validation data. The results from each fold can
then be averaged to produce a single estimation.

The receiver operating characteristic curve is used both to check and to visualize
the performance of classifiers at various threshold settings. It has the ability to show
how much a classifier is capable of distinguishing between classes. Higher AUC
would imply that the model is better at predicting true as true and false as false [23].
The ROC curve graphically displays the variation of sensitivity (TPR) along the y-
axis with respect to the changes in FPR (1 — specificity) plotted along the x-axis for
varying cutoff points of test values [24]; see Fig. 2.5.

2.5 Experimental Result

Firstly, we analyze our dataset using four base data mining classifiers, namely, J48,
Naive Bayes, multilayer perceptron, and support vector machine. The performance
accuracy is highest in J48 which has a value of 84.2105%, followed by Naive Bayes
possessing an accuracy of 82.4561%. But in terms of ROC value, it is highest in
Naive Bayes (0.781), followed by J48. Table 2.1 shows the performance of the four
base classifiers tested. Figure 2.6 shows the performance accuracy chart for the four
base classifiers.

Table 2.2 shows the error statistics of the classifiers. The statistics shown in the
table are Kappa statistic (KS), mean absolute error (MAE), root-mean-square error
(RMSE), relative absolute error (RAE), and root relative squared error (RRSE). The
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Table 2.1 Performance of the base classifiers

Classifiers | Accuracy | TP rate | FP rate | Precision | Recall | F-measure | MCC | ROC area
J48 84.2105 |0.842 |0.336 |0.841 0.842 | 0.842 0.510 | 0.769
NB 82.4561 |0.825 |0.456 |0.811 0.825 | 0.815 0.411 | 0.781
MLP 757895 |0.758 | 0.55 0.747 0.758 | 0.752 0.219 | 0.670
SMO 80.7018 |0.807 |0.614 |0.776 0.807 |0.775 0.275 | 0.596
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Fig. 2.6 Accuracy of performance of the base classifiers

Table 2.2 Error statistics of base classifiers

Other statistics J48 NB MLP SMO
Kappa statistic 0.5098 0.4054 0.2181 0.2448
Mean absolute error 0.2169 0.2344 0.2459 0.193
Root-mean-square error 0.3484 0.3681 0.4496 0.4393
Relative absolute error 66.62% 71.98% 75.52% 59.27%
Root relative squared error 86.52% 91.41% 111.65% 109.10%

Kappa statistic determines the attribute measure of the agreement. Higher values of
Kappa statistic implies higher agreement, and for a perfect agreement, it goes up to
a value of 1 [26]. In our study, the Kappa statistic for J48 has been determined to
be the highest. Again for the error statistics, J48 has the lowest RMSE as well as
RRSE. SMO analysis results have indicated that it has the lowest MAE and RAE.
It is pertinent to note that the lower the error statistics, the more efficient is the
classifiers. Figure 2.7 shows the characteristics chart of the error statistics.

The next step involved the analysis performed by the voting ensemble method.
Since J48 has the highest performance accuracy, it was thought wise to combine the
same with the three other classifiers separately. The performance of J48 combined
with Naive Bayes (NB) produced the highest accuracy of 83.86%. We then further
combined both J48 and NB with MLP and SMO as two separate cases. The analysis
indicated that the performance of the combination of J48, NB, and SMO is better
than the one with MLP. An attempt was also made to combine all the four classifiers,
and this resulted in an accuracy of 82.1053%. Table 2.3 shows the performance
of voting classifiers, while Fig. 2.8 depicts the performance accuracy chart of the
voting classifiers.
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Table 2.3 Performance of voting classifiers
Voting
classifiers | Accuracy | TP rate | FP rate | Precision | Recall | F-measure | MCC | ROC area
J48 &NB 83.8596 | 0.839 |0.388 |0.831 0.839 1 0.834 0.477 | 0.815
J48 & MLP | 81.4035 |0.814 |0.484 |0.798 0.814 |0.803 0.371 | 0.77
J48 & SMO | 81.0526 |0.811 |0.575 |0.784 0.811 | 0.786 0.309 | 0.779
JA8 & NB | 81.4035 |0.814 |0.497 |0.796 0.814 | 0.801 0.364 | 0.796
& MLP
JA8 & NB | 82.1053 |0.821 |0.585 |0.798 0.821 [0.792 0.336 | 0.813
&SMO
JA8 & NB | 81.7594 |0.818 |0.534 |0.796 0.818 |0.798 0.352 1 0.796
& SMO &
MLP
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Fig. 2.8 Chart showing the performance of the voting ensemble with different combinations
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Comparing Tables 2.1 and 2.3, it can be estimated that the accuracy of voting
classifiers is relatively higher than the individual classifiers. Though the accuracy
is highest in J48, the results indicate that the voting classifier enhances the
performance of the weakest of the classifiers.

Figure 2.9 shows the ROC for the voting classifier which is a combination
of J48, Naive Bayes, MLP, and SMO. The area under this curve is highest with
a value of 0.7959, and this clearly demonstrates that this combination has good
prediction capability. In Fig. 2.10, ROC of all the base classifiers are shown, and
the corresponding values of the respective areas under ROC are indicated within
brackets (J48 = 0.769, NB = 0.781, MLP = 0.670 and SMO = 0.596).

2.6 Conclusion

Data mining plays an important role in extracting information contained in any
complex database including the medical database. It is clear from the analysis
that the stage of cancer plays a vital role in cancer survival. So, early screening
is very important in order to increase the chances of survival. Our computations
indicate that the performance accuracy of the base classifiers such as J48, NB, MLP,
and SMO are 84.2105%, 82.4561%, 75.7895%, and 80.7018%, respectively. The
performance accuracy combinations of J48 & NB, J48 & MLP, J48 & SMO, J48
& NB & MLP, J48 & NB & SMO, and J48 & NB & SMO & MLP are 83.8596%,
81.4035%, 81.0526, 81.4035%, 82.1053%, and 81.7594%, respectively. This work
has demonstrated that the voting classifiers improve the overall performance of
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individual classifiers, more so the weaker ones. Based on our current study, we can
conclude that apart from the overall improvement (with one exception), the voting
classifier has the ability to enhance the performance of weak classifiers like MLP
and SMO. The performance has been evaluated using the performance accuracy,
computing the area under the ROC and error statistics.

As part of our current study, we have used only four data mining base classifiers,
but this approach can be extended, in principle, to cover several numbers of
classifiers. Further extensive computations have to be performed using a number
of such combinations before we start to implement a fully optimized version of the
computer-aided prediction system that will have the ability to predict the recurrence
of breast cancer with greater accuracy.
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Chapter 3 )
A Learning Ecosystem for Dyslexic Qs

Pritalee Kadam, Maitri Thaker, Gargi Vyas, and Anusha Vegesna

3.1 Introduction

Dyslexia is not merely a behavioral problem [1] (Lyon, Shaywitz, & Shaywitz,
2003, p. 2). Approximately 20% [2] of the students in the United States are dyslexic
which is a major problem for teachers who are not trained to handle dyslexia. The
lack of interest in reading and writing is because they do not understand the letters
and sentences in front of the eyes, which doesn’t mean they are not intelligent. They
have extremely good visualization power. So their brain works even faster while
visualizing things. The advances in MRI [3] and other forms of brain imagery have
been of great benefit for neuroscientists conducting research on dyslexia. Some
of the factors on which the research has been conducted are processing speed,
temporal processing, and phonological deficit viewpoints. One of the major issues
with dyslexic people is they will have potential, but when it comes to writing them
down, they struggle a lot. Dyslexic people face problems like mixing up similar
letters, short-term memory, coordination, reading and writing, and a problem in
decoding symbols and sounds. Thus we aim to design a process that develops an
interactive educational module with multimedia functions.

Datasets [5] of the proposed system containing all the conditions that the user
asks for are not readily available. We have expanded the datasets available online
to cater to all the needs of different users. Learning ecosystem for dyslexic is an
application we plan to design to help students having reading disabilities to read
online articles and text files without any difficulty. Traditional text presentation
requires physical interaction like zooming and scrolling while reading. Another
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glitch with traditional text presentation is that there is a need for squeezing a lot
of information into a small area. The text is presented as smaller pages that fit
the screen or as a long page which implies that the user has to scroll, thereby
increasing the physical interaction with the device. All existing systems do not
contain the features that suffice the basic needs of different users. So the challenge
in the proposed system architecture will be the combination of all the features. This
application can be used as a support to espousing smart devices for educational
purposes not only for the dyslexic but for the normal people since they can use text
to 3D scene visualization to learn concepts in a better way.

3.2 Existing Work

1. WEB READER FOR DYSLEXIA PEOPLE [6] — This system identifies the
requirements for the user interface of dyslexic children. It provides functions
like changing font size, font color, font style, background color, and spacing.
Some stories with pictures are present which the dyslexic person is supposed to
read. Researchers found some user interface requirements which suggests font
size should be 12 to 14 points or bigger. This system also provides name, shape,
and sound of all alphabets for the dyslexic user to learn.

2. DYSLEXIC BACA [7] — This is a mobile app which is developed to help
dyslexic children to recognize and distinguish letters. It assists them in alphabet
recognition and also motivates them to learn and recall the information in a
fun and exciting way. The dyslexic-friendly user interface is provided with
a changing reading environment. It also provides some games which help in
recognizing alphabets.

3. iLearnRW [4] — This system contributes toward a move away from traditional
which uses a computer simply as an alternative to pen and paper. It provides a
changing reading environment with a sensible preset. The narration of a story for
the uploaded document is provided. Games provide language-related activities
and memorizing activities. For memorizing, games are provided in which the
user is asked questions related to the read document, e.g., select the words seen
in the document. iLearnRW also provides dictionary support.

The following are the existing systems for converting text to 3D image:

1. WordsEye [8] is a system for translating English text into 3D graphical scenes
that represent that text. WordsEye works operates by carrying out syntactic and
semantic analyses on the input text, generating a description of the agreement of
objects in a scene. As the semantic intent was ambiguous, user expectations were
roughly matched in the resultant 3D scene.

2. Real-time automatic 3D scene generation [9]: Real-time automatic 3D scene
generation system proposed an automatic system that benefits non-graphics
domain users and applications which give an advanced scene production. The
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methodology for depicting spatial relationships amid and among different objects
is used for building real-time scene descriptions.

3. Rich lexical groundings [10]: The preparation of the textual descriptions to
physical objects can be determined by the 3D scene dataset expounded with
natural language description which is introduced in this system. The variety of
lexical terms to specific referents is prepared in this method. It is also seen that
this method displays enhanced 3D scene generation compared to the methods
that use only rule-based methods.

4. Snap & Read [11]: Snap & Read is the next-generation reading tool for Google
Chrome that can cover the most diverse reading needs. It has many features like
reading aloud, dynamic text leveling, translation, reading lines guide, picture-
supported dictionary, and screenshot reader. It reads accessible text as well as
text embedded in image or video with the help of a read-aloud feature. Dynamic
text leveling is used to change a few words of the sentence without changing its
meaning. The translation feature is used to translate words from one language
to another. Reading lines guide brings focus to text paragraph by paragraph
and even line by line — by masking the reading area. The picture dictionary
shows meaning as well as multiple icons to represent its meaning. Screenshot
reader instantly gets access to text embedded in images, inaccessible PDFs, and
flash through optical character recognition (OCR). It also delivers usage data to
teachers who then can more easily assess students’ reading needs individually.

5. Read & Write [12]: This software assists people with dyslexia to do their work
with confidence and independence. It transforms text into speech on the click of
a button with a huge variety of audio voices from which the user can choose.
The picture dictionary helps dyslexic users to visualize what they read to get
a better understanding of the word. Talk&Type function allows them to write
without typing but by speaking. It transforms the audio input into the text which
is displayed on the screen. “Focus on what you need” function enables users to
highlight the part of the screen which is active with the color of the user’s choice.

6. Nessy Reading and Spelling [13]: When the user uses this for the first time,
games are used to find out their baseline reading and spelling ability. Memory
strategies are embedded within the animation to help students learn important
concepts. It provides the performance data and analysis which helps parents to
identify areas of difficulty for their children. Students can progress by unlocking
the new levels and by collecting rewards.

3.2.1 Literature Related to Methodology/Approaches

1. Real-time automatic 3D scene generation — It presents a newly developed system
that generates 3D scenes from text natural language input, in which an automatic
system produces an advanced scene. Formation of real-time scene description
was done by using a method for illustrating spatial relationships amid and among
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different objects. According to the given description, the system forms scenes
also allowing for positioning and repositioning of the objects.

2. Rich lexical groundings — In this method, specific referents are assigned the lex-
ical terms. This method also shows enhanced 3D scene generation as compared
to those which only used rule-based methods. An automatic metric is offered to
ease the assessment which strongly associates with human judgments.

3.2.2 Literature Related to Algorithms for Text to 3D Scene

Conversion

1. Placement and rule-based algorithm. Steps involved in this process are:

The first step is to separate the input from the user into multiple sentences
which are then parsed using the Stanford CoreNLP pipeline [10]. To encom-
pass physical objects, head words of noun phrases are determined as candidate
object categories that are filtered using WordNet [14].

By using the Stanford reference system, references to the same object
are disintegrated. Properties are adhered to each object by obtaining other
adjectives and nouns in the noun phrase. These attributes are then used to
query the 3D model database. A polygon to voxel alteration process converts
the input polygon objects to their respective vowelized representations for
further processing. During preprocessing iteration, this stage is performed
once for each 3D model in the input collection.

In the next stage, the object’s surface is retrieved and segregated into spatially
consistent regions using voxel depiction.

The last stage selects and approves a location from the regions that satisfy the
spatial relation for the object.

In the concluding stage, objects are added to the scene. The newly placed
objects must not collide with the reference objects. Results are affected in
two ways, one is when there is no accurate placement within a region or if
numerous placements are there to choose from but none of them are correct.
If there is no accurate region, the algorithm matches N voxels representing the
entire surface. This matching can be decreased by setting a threshold for the
number of regions to validate. This proposed system emphasizes mainly on
the portraying natural language descriptions in actual time as an introductory
framework.

Currently, the authors have supposed that the descriptions include spatial
relations and the proposed system creates scenes in accordance with a definite
description. Thus, the objects are positioned and repositioned effectively.

2. Learning lexical groundings algorithm [9]: A classifier is trained on related
grounding tasks, to get the lexical mappings from examples that are used to
retrieve weights of lexical features to generate a scene. In the scene dataset,
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the scene in each scene-description pair is hidden among four other distractor
scenes sampled evenly. The classifier learns from a “discrimination” version
of this dataset. Maximizing the L2-regularized log probability of this scene
discrimination dataset under a one-vs-all logistic regression model is the primary
objective of training. This model adopts each true scene and each distractor scene
as a single example (with accurate/distractor as the resultant label). The learned
model takes binary-valued attributes that indicate the coexistence of a unigram
or bigram and an object class or model ID.

3. Visually guided spatial relation extraction from tex [15]: Two models are trained
first, word-segment alignment, trained on ImageCLEF referring to an expression
dataset, and second preposition classifier which is trained on visual genome
dataset. This serves to connect two modalities and helps in resolving link
disambiguation. A graph is generated which is based on both image and text
data and a proposed global machine learning model is used to exploit the
information from the companion images [15]. A model is described by trajectory,
landmark, and spatial prepositions. For example, a car (trajectory) is in front of
(spatial preposition) the bus (landmark). Per concept (spatial relations), a model
is trained, and predictions are done based on global inference. A global inference
on these classifiers ensures consistency over modalities and identifies the spatial
relations in the text in accordance with their counterparts in the image [15]. The
models are trained on various datasets to resolve ambiguity in spatial relations in
text.

3.3 Observation

We observe that all the existing systems try to adapt the reading environment
according to the dyslexic by changing either the fonts or the background color.
Some provide auditory support by reading the texts aloud, while some try to
enhance memory using interactive games. The power to set the reading environment
according to their requirements should totally be vested in their hands; however,
only a few systems do so. Interactive games are fun, but their scope is limited; they
fail to provide a deeper understanding of texts. It has been studied that the dyslexic
has wonderful creative thinking and visualizing capabilities. They can think really
fast, and on observation, none of the existing systems have explored this. They also
struggle with depth perception which has not been addressed by any existing system.
While writing, they tend to make mistakes with certain letters; identifying these
mistakes and reporting their frequency can help them track their progress, which all
the existing system fails to address. Thus we see there does not exist one software
that serves all their needs.
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3.4 Proposed System

Many people in India suffer from dyslexia; preliminary help to improve their reading
and writing skills can greatly benefit them. Today many software are available in
the market, but they fail to cater to the basic needs of dyslexic kids. Dyslexia affects
different people in different ways, but there is no specific computer application that
will be useful in every case. Psychology approves that visualization helps in a better
understanding of information; this would be very beneficial for dyslexic learners.
Therefore, we aim to provide a one-stop solution for dyslexic kids wherein they
have all the tools which help them in reading and visualizing things.

Assumptions: The user is equipped with a personal computer and an Internet
connection to access the Internet.

Constraints:

» The age group targeted is 10-20 years. Datasets might not contain all the data
requested by the user.

* Output to a few user inputs might not be available due to a lack of sufficient data
in the dataset. So, all user conditions will not be covered.

* The sentence entered by the user should have a scene description.

The authors aim to include the below-mentioned features in the proposed system:

Font size and color: Not only do colors send signals to the brain to calm us, but
they also have the power to distract a child or enhance a child’s learning potential.
Hence, we propose a system where users can adjust the size and color of the letters
according to their requirements. All colors and sizes will be available since every
user has different requirements. An option is provided for the users to change the
font color as per his comfort.

Background color: The text to be read is highlighted using a background, which
the user gets to select. The color combination increases the user’s comfort while
reading since he is aware of where to focus on the entire page.

Font style: If the user is not comfortable with the current font style, he can
change it.

Read aloud: For dyslexia-affected people, to read is easier than writing. For
people with difficulties to put their ideas on paper, word-retrieval problems, this
is an important feature that will help them with this process. A text to speech voice
reader that reads the content displayed on the screen is provided by the system.

Reading speed: Dyslexic people experience a condition called “visual stress”
when reading. In this condition, a dyslexic may see the letters within words to be
blurred and distorted. A text might seem to be moving in random places on the
paper. Every user is accustomed to different pace so the user can adjust the speed of
displaying the text according to his/her requirement.

Repeat after me: Sometimes it may happen that a dyslexic person might not know
the pronunciation of various words. Users will get help for pronouncing every word
by splitting it into its component phonetics.
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Visualization aids: The brains of dyslexic kids are wired for better memory of
pictures than words. They remember things faster if pictures related to the word are
shown. For this, we provide an option where the user can view a related image of
the selected word.

Dictionary support: At times, it happens that while reading, one doesn’t know
the meaning of a particular word. In the proposed system, the user can find meaning
to any word on hover. Frequency of errors: A dyslexic person makes many mistakes
while writing. To provide help to find mistakes, the user can upload a picture of the
text that needs to be checked, and the system will highlight the errors.

3D visualization: To provide a better understanding of the document being read,
the system helps to convert the text to the 3D scene.

The system consists of all the features that satisfy the basic needs of the dyslexic.
Considering the fact that dyslexia has a very good visualizing power, the system
provides a text to 3D scene conversion system which helps them in visualizing the
text, in turn, helping them in memorizing and understanding the text. The teachers
teaching dyslexic students can also use the application to recognize the errors by
uploading the image of the handwritten documents as well as help them to visualize
using text to 3D scene generation.

3.5 Text to 3D Scene Generation

The most crucial task of mapping words/sentences to 3D objects is extracting
their positional relationship. The authors first tag parts of speech in a sentence
and then establish a relationship between the nouns (objects) and their respective
adjectives (properties). The main object, its attribute, reference object, and the
spatial relationship between them as understood by the prepositions are extracted.
Then the objects along with their attributes are stored in a text file. The spatial
relationship of the objects is stored in another text file. The file is fed to Unity
software which reads them, and raw objects are created. After the creation of these
objects, they are positioned in space according to the spatial relationship stored in
the text file. Thus, objects along with their location are rendered in the 3D space
(Figs. 3.1 and 3.2).

det
amod pobj
m m m det
The brown color chair is beside the desk.
DET ADJ NOUN NOUN AUX ADP DET NOUN

Fig. 3.1 Parts of speech tagging
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Fig. 3.2 3D scene in unity
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Fig. 3.3 The architecture of the proposed system

3.6 System Architecture

The architecture of the system is shown in Fig. 3.3. The system consists of the user
interface and processing unit. The user interacts with the interface, which is a web
application console. This interface displays output to the queries processed by the
processing unit.

The Processing Unit does four tasks; converting the textual input to speech,
changing the reading environment (such as font size, color, and background)
according to user requirements, producing an image for a given text and generating
a 3D scene for an input text.

The text to 3D scene generation module uses a database of 3D objects to translate
text into 3D visualizations. The last module in the processing unit (text to image)
converts the text selected by the user to its equivalent image. This module makes
use of image database for retrieving appropriate images.
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The user interface unit takes user input and displays corresponding user output.
One module takes user input in the form of an uploaded document; the next unit
shows the corrections in spelling and saves this data for every user to track his
progress. This unit also outputs the audio, image, and 3D scenes depending on user

request.

Figure 3.4 shows the flow of the system. First, the user uploads the document
to be read. On uploading, the user can choose various parameters for a reading
environment suitable to him. For a better understanding of the text, user can hover
over a word to check its meaning or view an image of the object (this feature is
limited to some objects). Text to 3D feature helps in visualizing a particular sentence
in the form of a scene. This can be used to generate settings in a storybook or fable.
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3.7 Conclusion

On observing the existing systems, it was concluded that there is no system that
integrates 3D visualization techniques for dyslexic readers. Moreover, on discussing
with Dyslexia Correction Centers, the authors have inferred that providing an
adaptive reading environment (adaptable audio and visual support) can boost
reading and comprehension experience for dyslexic readers. Therefore, heeding
their requirements the authors have accommodated for 3D scene help of text. This
approach aims to map words and their relations to corresponding 3D objects while
generating a scene which is done using core natural language processing concepts
and using tools such as spaCly.

3.8 Future Scope

This web application can further have a new feature of showing the frequency
of errors. The percentage frequency of errors will make them understand how
frequently they make the same mistake which will further help them in being
more cautious while writing. Background music while reading an article has been
found to enhance the comprehension of text. Therefore, further research on suitable
frequencies can greatly increase the usefulness of this endeavor.
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Chapter 4
Green Computing: An Approach Toward o
Eco-friendly Environment

Kiranjit Kaur and Munish Saini

4.1 Introduction

Today’s computing is based on the scenario where the consumer pays the provider
only for when and how much they use the services mainly refers to as the “Pay-
as-per-Use” model and such kind of model referred to as cloud computing [1].
Basically, cloud computing services are supported by servers (data center) where
virtual machines are incorporated to provide isolation. The main problem with
this data center is that their power consumption [3]. Cloud computing provides
infrastructure, platform, and software as a service on demand [4]. The term green
computing is used to lessen the problem of power consumption. It mainly focuses
on the efficient usage of computing resources so that they cause a minimal impact
on the environment. Mostly, IT departments consume an immense amount of power
which leaves the carbon footprints in the atmosphere. Figure 4.1 measurement of
energy consumption is being termed as “green computing.” Green computing is
practice for designing, manufacturing, using, and disposing of the computer server
system in an effective way so that they do not cause a negative impact on the
environment [2, 3].

So, we have to take some small initiatives just to have a big change. For instance,
we should use Blackle instead of Google which will save a huge amount of energy.
With this, we started some simple but effective initiatives like using sleep mode
and standby mode in our PC or in mobile phones which will also save an immense
amount of energy.
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4.2 Need for Green Computing

Green computing is a technology that mainly focuses on designing a better computer
system means their processing must be better and they must consume less energy.
Nowadays, use of computer system and IT services has become a necessity for
everyone, and it makes life easier and works rapidly which in turn saves time. The
emission of a greenhouse gas like CO2 rises with an increase in power consumption.
Since, the computer system and its peripherals also consume power even when these
are idle. With this, data center also requires a large package of energy and cooling
mechanism, but it leads to the wastage of energy at the time when the demand for
power and cooling capacities are not fulfilled which in turn causes environmental
pollution. Green computing mainly focuses on declining the energy utility level and
reusability with the reduction of resource usage by means of sharing them. There
are a number of steps that should be attained just to decrease the environmental
threat which is caused by the overutilization of resources which increases the carbon
dioxide concentration in the climate where we are just surviving, and these are just
described as follow:

4.2.1 Cloud Computing

It has many benefits like it enables anybody to obtain environmental benefits of
virtualization. It also remove the need for the user to run high power PCs since it
provide infrastructure as a service.



4 Green Computing: An Approach Toward Eco-friendly Environment 43
4.2.2 Virtualization

It is one of the most important steps which can be attained just to overcome the
problem of power consumption. It is the usage of more than one operating system
on a single machine. The attainment of such a system can result in less usage of
resources which can even increase the power efficiency and decrease the level of
carbon dioxide in the environment.

4.2.3 Recyclability

Recycling of the waste or equipment is a one good deal toward reduction of
environmental pollution [4].

* Climatic Change: Researches done in the passing years depicts that CO2 and
emission of other substances have a drastic impact on the global climate and
even though responsible for damaging our environment.

e Cost Savings: Green computing can lead to saving income at an amazing rate.

e Power: As the demands for energy get incremented, with the other hand, the
supply for the same gets declines. So, not to face any problem regarding
this, most of the industries are just generating their own electricity which will
automatically force them to consume less power. And even the computing power
consumption has reached a critical point [5].

4.3 Current Trends

Current trends are toward productive use of computing resources, and the most
important resource is energy, and on the downside incrementation in the carbon
content is considered as a major environmental threat. Therefore, the aim is just
to reduce the vitality consumption and carbon content in the atmosphere and to
escalate the overall computing performance. The following are various areas where
the researchers are focusing to get the desired results. The areas are as follows:

4.3.1 Recycling of e-Waste

The greater part of the nation mainly those countries which are under development
are in the need of some electronic companies which will manage the whole process
of recycling for their items. Green computing must take the product life cycle into
consideration just to reuse the items that have been produced. The survey provides
a complete picture that shows that more than 130,000 PCs are disposed of on a
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daily basis and even small percent of hardware is recycled at a time. Recycling of
the e-waste is an easy job that can be made under consideration. The reusability
of lead and mercury helps to maintain dignity as it reduces the bad impact on the
environment just by saving the energy [6].

4.3.2 Data Center

The data center of green computing is getting a great concern nowadays as they are
known for their inefficient vitality utilization. As viewed from the survey of the US
Department of Energy in 2006, it was experienced that the data center consumed
one-fourth of electricity and even the demand for electricity rises respectively. As,
the demand increases, the cost of the electricity also gets increased with nearly about
$7 billion per year. The flow report undertaken by the department of energy in 2011
indicated that the data center consumed about 4% of all the US electricity and this
utilization of energy gets doubled after 4 years which was reported in 2015 [7]. Just
focusing on the more demand for energy utilization in the data center, much concern
is on the following [8]:

* Information System — For building a green data center, the perfect design of data
frameworks for business requirements is a key function. According to the green
computing, the efficient servers, the storage devices, networking equipment, and
selection of power supply, all these are assumed as a key job in the planning of
information systems.

e Cooling System — It is suggested by the researchers that at the underlying
phase of constructing the data center cooling system, the current and upcoming
requirements are to be considered and design the cooling system framework in
such a way that it is expandable according to the requirements.

e While designing and selection of data center electronic system equipment, all the
initial and the future burdens are to be considered.

4.3.3 Energy Utilization

Various researchers think that a source and amount of energy utilization gives rise
to the emissions of greenhouse gas. Due to which various organizations are using
the upcoming condition:

Reduction in energy utilization = reduction in emission of greenhouse
gas = reduction in operative costs of a data center.

It demonstrates that undertaking lesser and number of energy-efficient frame-
works while just refactoring the application environments to utilize physical
resources is the best structural model. As per Environmental Protection Agency,
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around 35% to 45% of PCs are kept “ON” after office hours and during the end of
the week and even around 80% of those PCs are idle.

4.3.4 Virtualization of Resources

The meaning of virtualization is described by its name “virtualization” that is the
abstraction of computer resources. It is the main aspect of green computing. In
virtualization, the two or more logical computer systems are just running on a single
physical hardware. Virtualization is a pattern of green computing as it offers both
virtualization and management software for the virtualized environment [9]. One
of the ideal approach towards green and spare enough space, enough resources,
and the environment is by streamlining efficiency with virtualization. This type of
green computing gives rise to server consolidation and just increases the security of
computer [10]. Virtualization permits usage of computer resources and advantages
as follows:

* Lesser the number of the hardware
* Power off the servers which are not in use at a time just to spare the energy
* Reduction in all-out space leads to cost savings

4.4 Related Work

4.4.1 Power Aware Hybrid Deployment

To cope with the difficulties such as trade out of energy consumption and QOS,
various efforts in the conscious QOS and implementation capabilities of applica-
tions based on the work investigator called Zhiwu, Fanfu, and the other researcher
Zhengwei have proposed an intensive hybrid implementation of I/O and CPU in
order to optimize resource utilization in the virtualization environment. In this study,
they investigated the resource allocation between virtual machines where I/O and
CPU-oriented applications take place, in order to run the hybrid implementation
of applications that require energy. To bring out the I/O difficulties and the CPU
resource in the virtualization environment, the researchers used Xen as the virtual
machine monitoring for the experimentation. They also conclude that the CPU-
Intensive applications in the hybrid deployment applications need to satisfy Quality
of service [11].

* Power and Its Utilization: Power consumption is demonstrated as a percentage
value of peak power across the various data centers.

The estimation for the power usage was proposed in the model of Wang [12] for
a fixed operational frequency, and it was concluded that power utilization of server
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is just approximately the static functions of the server utilization that is the number
of servers used. As a result, they conclude from the analysis that CPU-Intensive and
I/O-Intensive applications hybrid deployment can improve power efficiency.

4.4.2 Green Algorithm for Power Management

In the research work of R. Yamini in 2012, it was proposed that due to the increase
in the global warming trend, the large amount of the carbon content is just taking
place in the environment which in return becomes the major challenge for the
environment. Just to overcome the problem of the energy crisis, green computing
just join hands to make the environment green and saver. But, green computing
needs a number of algorithms and redesigning of the mechanism to increase energy
efficiency. There are a number of approaches to green computing which include
virtualization, data center, recycling of e-waste, utilization of resources, power
management, and so on. The basic principles of cloud computing is to make the
computing be assigned in great number of distributed computer or remote server.
Currently, a large number of cloud computing systems waste a tremendous amount
of energy and emit a considerable amount of carbon dioxide. The carbon footprints
harm the environment as a large amount of carbon dioxide content causes pollution.
So, it becomes a necessity to reduce pollution and also increment the energy
efficiency level. R. Yamini uses the green algorithm to increase the energy efficiency.
Both public and private clouds are used for analysis purposes. Cloud computing
with green algorithm can enable more energy-efficient use of computing power,
as energy efficiency is inversely proportional to resource utilization. In this study,
the task was to make a streamline for resource usage which in return improves
energy efficiency. Based on the above fact that resource utilization is related to
energy efficiency, Malviya has successfully developed two energy-conscious task
consolidation heuristic. Hence, the outcome in this study should not only focus on
the electricity bill reduction of the infrastructure provider of cloud but also depict the
possible operational cost savings just by overcoming the impact on the environment
[13].

4.4.3 Power and Energy Management for Server System

The researcher Ricardo and Ram Rajamony works on power and data center
efficiency. The study was proposed in 2009 using the power and energy consumption
as a technique for the data center. These data center controls thousands of servers,
and the cooling mechanism was supported. The main effort was to conserve energy
in the servers. Inspired by this initial progress, researches just go deeper into this
topic [14].
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4.5 Comparison Table

Name of
author

Zhiwu
Liuma

Fanfu
Zhou

Zheng

R.
Yamini

Richardo
Binachni

Year
2010

2011

2010

2012

2009

Technique
used

Power-aware
hybrid
deployment
Power-aware
hybrid
deployment
Power aware
hybrid
deployment
Green
algorithm
Power and
energy
management
for server
system

4.6 Conclusion

Power
efficiency

Yes

Yes

Data
center
efficiency

No

Yes

Resource
utilization

Yes

Yes

Yes

Cost saving
No
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Green computing is not only helping companies to reduce cost but even also saves

the environment and makes it sustainable. As with the span of time, they need

for computers as a dependable machine increasing progressively. To overcome the
workload on a single system, more systems are to be preferred. But as well said by

David Wang “Every single step consumes energy and buying a new, more efficient

computer may not always be the right answer” [15]. So, a focus should be made on
resource utilization and implementing more green techniques in our future.
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Chapter 5 ®
A Survey on On-Board Diagnostic e
in Vehicles

Deepa Saibannavar, Mallikarjun M. Math, and Umakant Kulkarni

5.1 Introduction

In the global world, automotive electronics plays an important role and is extremely
growing. Due to this, it has become essential for us to reduce the emission generated
by vehicles. Henceforth it has become mandatory requirements for the vehicles to
visit the diagnostic center regularly to diagnose the faults in the vehicle [1]. This
is a bit troublesome for the mechanics to diagnose the faults with standard tools
and technology. To overcome this problem, the On-Board Diagnostic (OBD) was
developed and made mandatory in the cars manufactured after 1996. The OBD in
vehicles is capable of collecting the sensory data from the vehicles, process, and
store the raw vehicle data to blockchain [2].

Vehicles are equipped with various Electronic Control Units (ECUs). ECUs are
electronic systems that optimize the performance and control the engine based on
the data collected from various types of sensors [3]. The ECU design is as shown in
Fig. 5.1.

They are various categories of ECUs:

1. Engine Control Module (ECM): These ECU controls a series of actuators on an
internal combustion engine to ensure optimal engine performance.
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Fig. 5.1 Design of Electronic Control Units

. Powertrain Control Module (PCM): PCM is also called the “brain of the

car” that coordinates different functions of the car. This has two subsystems:
Engine Control Unit (ECU) and Transmission Control Units (TCU). It mainly
concentrates on optimizing the performance of the engine and maximizing fuel
efficiency.

. Brake Control Module (BCM or EBCM): EBCM reads the information from

sensors and if required it activates the ABS or traction control system. When
the EBCM fails, it can disable the ABS and sometimes cause issues with braking
the vehicle [4].

. Body Control Module (BCM): This module coordinates the functions like Exte-

rior and Interior Lamps, Courtesy Lamps, Cargo Lamps, Fog Lamps, Intermittent
Wiper Controls, Park Lamps, Central Locking, Horn Chirp, Chime Warning,
Dome Defeat, Head Lamp Time Delay, Door Ajar Switch Status, Remote Radio,
Low and High Beam Head Lamps, Speedometer, Radio, Power Door Locks,
Instrumentation Lighting and Gauges, and Dome Lamps [5].

The challenge for the automotive industry is to communicate between various

electronic units in the vehicle by reducing the complexity and bulkiness of the
system. Therefore, CAN bus was introduced to establish communication between
various electronic units efficiently and reducing complexity. Each electronic unit in
the vehicle should have compatible hardware and software to communicate with
each other. CAN protocol addressed this issue by offering various rules that help
electronic devices exchange information over a common serial bus.

This paper presents the review of OBD-II and discusses OBD-II protocols,

Diagnostic Trouble Codes, and OBD frame formats in the coming sections (Fig.
5.2).
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Fig. 5.2 Connectivity between various ECU using CAN Bus

5.2 Literature Survey

The modern vehicles equip a lot of electronic devices; it is a time-consuming and
tedious job to diagnose. The 23% overall price of the vehicle is the cost of electronic
components; this may reach up to 50% by 2020 [1]. Therefore, it is complex to
detect the fault in vehicles by using the traditional method. Table 5.1 gives the
literature survey.

5.3 Comparison of OBD-I and OBD-II

As per the previous researcher, 70% of the time is consumed for diagnosis and 30%
is for repair and maintenance [13]. To overcome this problem, the fault diagnosis
system called On-Board Diagnostic (OBD) was developed and adopted by most of
the vehicle companies. In the 1980s, the Society of Automotive Engineers (SAE)
developed OBD standards.

As per the author, OBD had some imperfections [14].

1. The data link connectors in OBD that were used for interfacing with ECU were
non-identical which made it difficult for the scan tools to connect with different
vehicles. Fault codes to detect errors would vary for every vehicle. This made it
more complex for manufacturers to design standard diagnosis hardware.

2. The format of information stored on each ECU was different for different
vehicles.

3. OBD was California Standard and OBD-II is a Federal standard (University
Standard).
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Table 5.2 Comparison of OBD and OBD-II

Features OBD-I OBD-II

Support All the cars manufactured before Car manufactured in or after 1996
1995 support OBD-I

Interface Manufacturer specific Universal

Installation | Connects to console Wireless via Wi-Fi/Bluetooth

Accuracy | Poor High

Popularity | Low High

Functions Work better with sensors and Air fuel ratio, RPM, fuel, speed, coolant
actuators temperature, live map, engine, battery

Benefits Calculates the total energy and fuel | To solve the problem, it includes different
consumed calculations and codes

Fig. 5.3 OBD-II connector

To overcome the limitations of OBD, in 1996 the OBD-II was developed to
improve standardization. The DLC was standardized by J1962 that leads to the
manufacturing of standard hardware that can work on any current automobiles.
Fault codes were modified and redefined to be compatible with standards. All the
modern automobiles should have implemented OBD-II by law in the vehicles. The
comparison of OBD and OBD-II is explained in Table 5.2 [15].

5.4 On-Board Diagnostic-11 (OBD-II)

OBD-II is a system that has built-in self-diagnosis capability for the vehicles. When
there is malfunctioning in the vehicle, the OBD will set upon the Malfunction
Indicator Lamp (MIL) on the dashboard that indicates the driver of the problem
in the car and to take the vehicle to the servicing center. OBD-II data is the most
convenient way to access data from ECUs of the vehicle. OBD-II has a standardized
hardware interface called OBD connector. OBD connector is a 16-pin connector as
shown in Fig. 5.3. The pin configuration of the OBD-II is as explained in Table 5.3.
Every car has the OBD port on the dashboard near the steering wheel and varies
based on the make and model of the vehicle. OBD port is mainly used by a mechanic
to read the fault codes and monitor the health of the vehicle.
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Table 5.3 Pin configuration of OBD-II connector

Pin No. Description Protocols

1,3,8,9,11,12,13 - These pin are manufacturer specific pins and are
not standardized

2 Bus+ This is used by SAE J1850 VPM protocol

10 Bus—

4,5 Ground Ground signal

6 CAN high These pins are used for 2-wire ISO15765-4 CAN
protocol for CAN high pin and CAN low,
respectively

14 CAN low

7 K line This pin is used by ISO 9141 asynchronous serial
communication protocol for K line and L line,
respectively

8 L line

5.4.1 OBD-II Protocols

OBD-II uses the following five communication protocols:

1. SAE J1850 PWM: Ford vehicles use this protocol which is “Pulse Width
Modulation” and has a signal rate of 41.6 kbps.

2. SAE J1850 VPW: This protocol is “Variable Pulse Width,” at the signal rate of
10.4 kbps. It is developed by General Motors. This encoding scheme offers low
radiated emissions [16]. Pin Description of SAE J1850 PWM and SAEJ1850
VWM OBD-II protocols is discussed in Table 5.4.

3. ISO 9141-2: The rate is 10.4 kbps and is “Asynchronous Serial Communication.”
Asian vehicles/European use this protocol. Length of the message is 260 bytes.

4. ISO 14230 KWP2000: The “Keyword Protocol 2000,” it is “Asynchronous Serial
Communication” method at the signal rate of 10.4 kbps. Chrysler, European, or
Asian vehicles use this protocol. The message length is 255 bytes. ISO 14230-4
KWP comes in two variants, i.e., 5 baud init and fast init with 10.4 Kbaud.

5. ISO 15765 CAN”(250 Kbits or 500 Kbits): It is a two-way communication
method at the signal rate of 1 Mbps. ISO 15765-4 CAN have variants based
on identifier length and bus speed.

(a) 11 bit ID, 500 Kbaud
(b) 29 bit ID, 500 Kbaud
(c) 11 bit ID, 250 Kbaud
(d) 29 bit ID, 250 Kbaud

The OBD-II OSI model architecture is as shown in Fig. 5.4.



56 D. Saibannavar et al.

Table 5.4 Pin Description of SAE J1850 PWM and SAEJ1850 VWM

Feature SAE J1850 PWM SAE J1850 VWM

BUS+ “Pin 2” Pin2

BUS— “Pin 10” Pin 10

12V “Pin 16” Pin 16

GND (ground) “Pins 4, 5” Pins 4,5

“Bus state” Active: BUS + is HIGH Bus idles low
Inactive: BUS — is LOW

Max. “Signal voltage” | “5 V” +7V

Min “signal voltage” “0v” oV

“Bytes” 12B 12B

Decision signal - +35V

voltage

“Bit timing” “1” bit — 8uS, “0” bit — 16uS, | “1” bit — HIGH 64uS, “0”
SOF - 48uS bit —-HIGH 128uS, SOF — HIGH

200uS

c

Application Layer - 7
SAEJ1979/ 1S015031-5, SAEJ1979/ ISO15031-5,

SAEJ1979/ 1S015031-5, SAE J1979/ ISO 15031-5

Presentation Layer - 6

Session Layer -5
ISO 15765-4

Transport Layer - 4

Network Layer - 3
1SO 15765-2, ISO 15765-4

Data Link Layer - 2
1SO9141-2, SAE J1850, 1S014230-2, ISO 11898, ISO 15765-4

Physical Layer - 1
1509141-2, SAE 11850, 15014230-1, 1SO 11898, I1SO 15765-4

Fig. 5.4 OBD-II protocols in OSI model

5.5 Diagnostic Trouble Codes (DTCs)

Diagnostic Trouble Codes (DTCs) are automotive computer codes stored by the on-
board computer diagnostic system (OBD) in your vehicle [17]. DTC was originally
introduced by SAE and can be used by all vehicle manufacturers. The example for
the DTC is shown in Fig. 5.5.
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P0171
L]

Fault Description

1 - Fuel & Air Metering

2 - Fuel & Air Metering (injector circuit)

3 - Ignition System or Misfire

4 - Auxiliary Emission Controls

5 - Vehicle Speed Control & Idle Control System
6 - Computer Qutput Circuit

7, 8, 9 - Transmission (gearbox)

A, B, C - For hybrid propulsion

O - Generic OBD Code
1 - Vehicle Manufacturer specific code

B - Body Code (includes A/C & air bag)
C - Chassis Code (includes ABS)
P - Powertrain Code (engine transmission/gearbox)
U - Network Code (wiring bus)

Fig. 5.5 Example of Diagnostic Trouble Codes

AW N =

Trouble codes are classified into four classes:

. “Powertrain” codes (“P”)
. “Body” codes (“B”)

. “Chassis” codes (“C”)

. “Network Communications‘“‘codes (“U”)

Each of the trouble codes is again classified into two categories:

. Generic/Global (0): 1t is represented by zero in second position of fault codes,

and these categories of fault codes represent that these codes are generic or
common to all the makes and models of vehicles.

. Enhanced/Manufacturer Specific (1): It is represented by one in the second

position of fault codes, and these categories of fault codes represent that
these codes are unique for each vehicle make and model and defined by the
manufacturer to offer more diagnostic details which are not listed in generic

codes.

The most common trouble codes are discussed in Table 5.5.
The codes that are used to request data from the vehicle using a diagnostic tool
are called Parameter ID (PID). PID is standardized by SAE J1979. All the latest
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Table 5.5 Common trouble code

S.No. | Trouble codes
1 PO171-P0175

2 P0300-P0305

3 P0411, P0440,
P0442, P0446,
P0455

4 P0401

5 P0420, P0430

Type
Oxygen sensor

Engine misfire

Evaporative system

Exhaust gas
recirculation (EGR)

Catalytic converter

D. Saibannavar et al.

Description

Based on the amount of oxygen in the
exhaust, the fuel mixture is adjusted in
the engine to reduce the emissions and
maximize the fuel economy

By observing the speed of the crankshaft
when the engine is running, the engine
misfire is tracked. Whenever it detects a
small loss in speed in the crankshaft, the
OBD-II system logs a misfire [17]
When fuel is burned, vapors are
produced. This system is responsible for
eliminating vapors

To recirculate the exhaust gas in the
engine, the computer system in the car
opens and closes the valves [17]

To reduce the hydrocarbons (HC) and
carbon monoxide (CO) emissions,
cleaning the pollutants from combustion
is necessary to pass the emission test [18]

vehicles support with mandated PIDs. Manufacturers also support a manufacturer-

specific range of PIDs under non-mandated.

OBD-II has defined wide ranges of Parameter IDs for the different vehicle
electronic groups. There are ten diagnostic services referred to as “Modes.” These
modes are represented in HEX values. For each mode, list of PIDs exists. The DTC
Range structure is well-defined in DTC first, second, and third character range in
OBD Standard of Mode 3. Mode “0x0A” regarding the “SAE J1979” standard is
for Permanent Diagnostic Trouble Codes (DTC clearing) [19].

The ten modes of PID are:

S e e

01: “Current Data”

02: “Freeze frame data”
03: Show stored “Diagnostic Trouble Codes”

04: Clear “Diagnostic Trouble Codes” and stored values

05: Test results, oxygen sensor monitoring (non-CAN only)

06: Test results, other component/system monitoring (test results, oxygen

sensor monitoring for CAN only)
7. 07: Show pending “Diagnostic Trouble Codes” (detected during current or last

driving cycle)

8. 08: Control operation of onboard component/system
9. 09: Request vehicle information
10. OA: Permanent Diagnostic Trouble Codes (DTCs) (cleared DTCs)

The OBD-II message format to request data from the vehicles is shown in Fig.

5.6.
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Identifier | Length Ah Bh Ch Dh
M pl A A
11 Bit - . (Data) | (Data) | (Data) | (Data)

Fig. 5.6 Message frame format

1. IDENTIFIER: Standard 11-bit identifier. For request message, the identifier is
“JDF” and for response messages ID is “7E8 to 7EF.”

2. LENGTH: This is the length of bytes (03 to 06).

3. MODE: MODE will be between “01-0A” for requests and responses the 0 is
replaced by “4” (i.e., 41, 42, 4A).

4. PID: This is the PID for which we are requesting the data in that particular mode.

5. “Ah, Bh, Ch, Dh”: HEX Data Bytes.

Example frame for requesting speed is as follows:

Request frame: 7DF 0x02 0x01 0x0D 0x55 0x61 0x55 0x55

Response frame: 7E8 0x03 0x41 0x0D 0x4B 0x61 0xAA 0xAA

In the above example, the frame is sent for requesting the vehicle current speed.
The vehicle speed falls in mode 01 and the PID for the same is 0d, i.e., 13 in decimal.
The response frame of the vehicle returns the current speed of the vehicle in hex
“4b,” i.e. 75.

5.6 Conclusion

Automotive industry is intensive on improving efficiency and utilization at a low
cost. The focus is on zero air pollution, reduced emissions, and significantly lower
energy costs. It is been observed in the study that in-vehicle diagnostic, the on-board
diagnostic is an important component in the vehicle. The study covers the review of
previous works done by the researchers in the area of vehicle diagnostics. The paper
describes the standard protocols of OBD-II and the shortcomings of OBD-I that
lead to the development of OBD-II. OBD-II is a must to collect sensory data from
the vehicles. In this paper, we explain commonly used DTC by vehicles, modes of
PIDs, and the communication with ECUs using CAN bus. The data received from
the OBD has increased in all the modern vehicles and can be used by insurance
companies for claiming insurance, manufacturers to measure the performance of
the vehicle, avoid service frauds, the study of driver behavior, fleet management,
GPS fleet tracking, identifying driving patterns, and driver profiling.
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Chapter 6 )
Active Bandpass Filter Design Qs
to Attenuate Harmonic Distortions

in MPI Scanner

Vandana Dhillon, Amruta Pabarekar, and Sreedevi Nair

6.1 Introduction

Magnetic particle imaging (MPI) is an image-based technology that makes use of
superparamagnetic iron oxide nanoparticles (SPIONS). It detects their concentration
using the magnetic response of these ions which is mostly nonlinear. It is also called
tracer-based imaging technology. MPI technique gives a better improvement over
the MR detection technique due to its output result containing no-background image
or signal for distortion [3]. This leads to the requirement of a Bandpass filter to
block unwanted contrast signals or agents in a particular frequency range. Another
advantage is to utilize the strong SPION magnetic moment [2]. Since there is a
limitation for humans for detecting and working with frequency range, we consider
suitable bandpass range as 20-26 kHz. This shall serve the purpose for both the
application and the studying of output within the required and suitable range of
behavior of SPIONs.

Magnetic particle imaging (MPI) is one of the latest findings in the technological
world [2]. This process involves knowing how the magnetic nanoparticles are spread
in an area of interest by using techniques of imaging and oscillation of those
particles [3]. The technique also involves sensing of a change in tracer through the
magnetization process. The time-varying excitation field overlays the nanoparticles
induced signals and also further leads to a coupling of that filed into receive coils
[4]. An excitation coil is required for nanoparticles so as to make the tracing easier.
When the magnetic nanoparticles are required to be excited, we need to apply an
oscillating magnetic field on them. This field can be used as a tracer too. But it is
required that there are no or minimum harmonic distortions during this excitation
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process and frequencies are received on the coils without distortion. Therefore,
we require a good quality bandpass filter so that unwanted harmonics shall be
eliminated before the signal can be applied to coils and then the excitation of drives
takes place.

In the figure of MPI scanner, PA represents power amplifier, BPF represents
bandpass filter, Tc stands for transmitting coil, Rc stands for receiving coil, BSF is a
bandstop filter, LNA is low-noise amplifier, and ADC is analog to digital converter
(Fig. 6.1).

6.2 Objective

The power amplifier amplifies the AC sinusoidal signal. Along with the required
frequency of excitation, the amplification also leads to the addition of some other
frequencies as harmonics. So we need a BPF to suppress the unwanted harmonics,
and then the signal can be applied to the drive coils. Hence we require a filter in this
set up which we can be either Butterworth or Chebyshev of order 2, 3, 4, or 5. On
comparison, it is observed that the fourth-order Butterworth filter gives the desired
response for this particular application.

A filter is a circuit that passes desired frequencies from input and blocks all
unwanted frequencies in the output. The basic types of filters can be classified as
to be a low pass for passing low frequencies, high pass for passing high frequencies,
bandpass for passing frequencies only in a particular band, and bandstop filter
for attenuating frequencies in a particular band. The analog or passive filters use
resistors, capacitors, and inductors. The transistors, operational amplifier, and RC
circuit have features to give voltage gain and hence can be used in active filters for
various purposes to provide wanted voltage gains or impedance [5]. We need to have
good linearity and wide range dynamically for ease of designing and analysis. So
the best solution will be to use active filters than passive ones.

For this research, Butterworth and Chebyshev active bandpass filters of order
2,3, 4, and 5 are designed with various types of topologies and implemented on
software, and outputs are compared by simulation on National Instruments (NI)
Multisim.
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6.3 Methodology

6.3.1 Design of Bandpass Filter (BPF)

A bandpass filter (BPF) is designed by placing both a high-pass filter and a low-pass
filter in a cascaded manner. This arrangement will ensure the passing of wanted
signals from a particular band only and blocking all other frequencies before and
after that particular band. This band will have a lower critical frequency and also
a higher critical frequency. Therefore, the BPF is divided into two sections. These
sections are separately studied and worked upon to calculate the component values
of resistors and capacitors. The response consists of passband and stopband cut-
off frequencies and also the transition band. The representation of the magnitude
response of a bandpass filter can be depicted as in Fig. 6.2.

The Fig. 6.3 depicts a simple 2-pole active filter. It has admittances of Y; Y7 Y3
Y4. So it can be used to design either a high-pass or low-pass filter. This will require
the study of admittances of these filters before fixing the values of filter components.
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Fig. 6.2 Bandpass filter magnitude response as shown by National Instruments
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The general transfer function equation for a 2-pole active filter is given by

T(S) =

Vou () _ [ YiY2 ]
Vin (S) YiYo+Yse (Y1 +Y2+Y3)

We can further solve this equation to find the transfer functions of variable
pole filters whether high-pass or low-pass filter by using values of admittances.
Therefore, this equation is utilized in the low-pass and high-pass filters design to
determine the values of the RC components required to realize a BPF [1].

6.3.2 BPF Design Implementation

Multisim is a comprehensive development platform for electronic circuit schemat-
ics, design simulation, and prototyping. The results obtained from the two simula-
tions of Butterworth and Chebyshev filters are presented and compared.

6.3.3 Implementation of Filter in NI Multisim Software

Figure 6.4 shows the part of the circuit diagram to be implemented for the bandpass
filter on NI Multisim software. This implementation uses values of RC components
calculated using a previous formula for both sections low-pass filter and high-pass
filter circuits. Figure 6.5 gives the details of the implementation of a filter circuit for
fourth-order active Butterworth filter, and Fig. 6.6 gives the details of fourth-order
active Chebyshev filter implementation.
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Fig. 6.4 General circuit diagram of fourth-order active bandpass filter [1]



6 Active Bandpass Filter Design to Attenuate Harmonic Distortions in MPI Scanner 65

x8p1
XEGL \
S N our
= ¢ 9 9 &
: 3l
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Fig. 6.6 Screenshot of a circuit implementation of fourth-order Chebyshev active bandpass filter
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6.4 Result

Simulations were implemented on NI Multisim software, and the results obtained
are presented in the following Figs. 6.7 and 6.8, respectively, for Butterworth and
Chebysheyv filter responses.

The result of the NI Multisim simulation and experiment for the fourth-order
Butterworth active BPF is shown in Fig. 6.7 for the circuit diagram in Fig. 6.5. The
flat magnitude response in the passband is observed in the Butterworth filter output.
It also has roll-off which is very steep when the passband ends. The response shown
by the output of Chebyshev active BPF in Fig. 6.8 for the circuit diagram in Fig. 6.6
has ripples in the passband in the simulation result.
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Fig. 6.7 Screenshot of Bode Plot Output for Butterworth fourth-order active bandpass filter
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Fig. 6.8 Screenshot of Bode Plot Output for Chebyshev fourth-order active bandpass filter

In comparison, the bandpass filter realizations can be analyzed in detail by
changing the output scale also in NI Multisim software. It is noted that both graphs
give a detailed comparison of flatness, ripples, and center frequencies of operation
and also the steepness of response can be differentiated by this software. Since
there is an abrupt change to zero after the end of stopband in Butterworth filter,
this feature seems more useful in scanner application even though it reflects non-
linearity in phase response. Due to this, the ripples are not preferred, and hence
Chebyshev filter is not a good choice for this medical application in scanners.
NI Multisim implementation for Butterworth active bandpass filter is better than
other simulations as it gives clear measures about the output of circuits [4]. These
two implementations of filters may prove to be a useful part of the MPI scanner
development.
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6.5 Conclusion

The realizations shown in this paper for Butterworth and Chebyshev active bandpass
filters of fourth order reveal the output to be ideally similar to the practical output
of magnitude response characteristics of those filters when realized physically. We
can implement this filter by using variable orders without restrictions, but we can
conclude that higher orders give us satisfactory performance as compared to lower-
order filters along with cost consideration being one of the important actors in
deciding the filter order. So here we finalize that the fourth-order filter is most
suitable for this particular application. Also, the filter affects the transition band
shape and width related to roll-off factors and its rate of approach to complete
attenuation depending on the order of the filter which we select. So we can conclude
that the fourth-order Butterworth bandpass filter can be used in this application of
MPI scanner.

6.6 Future Scope

The future scope of this project is that it can be implemented on MATLAB
using FDATool. MATLAB direct method uses the frequency specifications only
in designing the filter which is different than NI Multisim. Codes are written for
frequency requirements and are analyzed by simulation in MATLAB using various
commands. Also, various other frequencies can be worked upon depending on the
application in use.
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Chapter 7 )
Class Pulse: An SMAC Application e
to Enhance Student Feedback

and Interaction

S. R. Rapole, V. Gunta, and N. Bolloju

7.1 Introduction

Many researchers in the field of education agree that interaction in the classroom
enhances students’ learning abilities and supports in actively constructing their
knowledge [1]. In a typical classroom environment, when the instructor asks a
question — to confirm the understanding of the material that was just covered —
only a few students respond occasionally as most of them are hesitant or do not
like to respond. The instructor quickly moves to the next topic of the lecture session
assuming that the students have understood the material covered.

Many studies have concluded that students in an interactive classroom environ-
ment get better insights about the topics compared to traditional one-way class
environments [2]. Students can broaden their thinking abilities as they see different
types of questions asked by their peers. This will also help them get a comprehensive
understanding of the topic as they get an opportunity to see various ways to view
a given point through the classroom discussions. Promoting interaction in the
classroom helps the students learn the subject from each other and most importantly
help them retaining the subject. In general, lecture sessions that include discussions
students tend to focus more and engage better in the class [3]. Instructors can
also alter their teaching approach and content based on how well the students are
reacting in the discussions. Finally, they also help in motivating students to prepare
better for the next class so that they can actively participate in the forthcoming
discussions. Some instructors address this issue by conducting activities such as
short quizzes either at the end of or during a lecture session which can also
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help the students in assessing their learning process [4]. Although tools such as
Google Classroom and Moodle can be used for this purpose, such activities not
only limit the classroom interaction and feedback to the instructor but also require
prior planning and preparation. Functionality such as the Q&A provided in Google
Slides presentation mode can be used without any prior preparation. However, the
instructor must initiate such activities during the lecture session, and the students
are required to visit a specific web page for posting their responses.
In this paper, we propose a SMAC application named “Class Pulse” to:

(a) Assist students in posting their feedback with reference to the topic(s) being
covered during a lecture session

(b) Enable students in the discussion of topics covered after the lecture session as a
social group

(c) Offer analytics to instructors on the feedback provided in the classroom and
subsequent discussion

A prototype of this proposed application with the feedback functionality was
developed and evaluated by demonstrating to a couple of senior faculties and ten
students.

The remaining part of the paper is structured as follows. The following section
sets the context by reviewing related literature. We present the details of the
functionality expected to be included in the proposed application in the third section.
The functionality and implementation details of the prototype built are presented in
the fourth section. The details of prototype evaluation by representative stakeholders
are discussed in the fifth section. The last section concludes by summarizing the
work done and further work planned based on the feedback received from the
evaluation.

7.2 Background

Traditional teaching has always been a one-way path from a teacher to a student.
This is called objectivism which is completely teacher-centric, and the student’s job
is just to understand whatever he is being taught. Objectivism [5] ruled the education
system for thousands of years. But people realized that interactive teaching results
in much better learning outcomes than the traditional teacher-centric approach. This
is termed as constructivism in which students try to interact with each other and
with the teacher, ask doubts, and express new ideas to gain a better understanding
of the subject matter. Constructivism [5] is based on the concept that knowledge is
not attained without the involvement of the learner. Students should put in an equal
amount of effort in trying to understand the concepts, think further, and construct
the knowledge he is trying to attain by himself. One of the types of constructivism
is active learning which requires students to interpret the facts and build knowledge
by participating in activities given by instructors and utilizing their skills.
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In short, there are many limitations to the scope of student-teacher interactions
in the current one-to-many classroom environment [6]. Students may be hesitant to
ask for clarification in real time during the lecture, fearing embarrassment in front
of their classmates. A student may assume that he/she is the only one with the doubt
and hence refrain from asking a question. They might feel it is difficult to express
the exact point of confusion without being able to pinpoint it on the slide. Finally,
the instructor may assume students have clarity in the topic being explained and
quickly cover some points, but those same points could be an area of confusion for
multiple students.

In the past few years, it has been observed that usage of technology such as
mobile phones or laptops in classrooms helped enhance the learning experience of
students [7]. The ubiquitous and portable nature of mobile phones has led educators
to utilize such technologies in classrooms for enhancing student learning.

Many technology-based approaches are being used to facilitate interactive
learning in classrooms. A popular technology among them is clickers, classroom
response systems [8, 9], which allows the teacher to pose any multiple-choice
question such as recall-based, conceptual, or application-cased questions on the fly
and the students can respond to it by clicking on one of the options from their own
smart device. Based on the responses received, the teacher can immediately clarify
that particular concept in the same class.

In recent years, classroom presenters have also become popular because people
realized that though the replacement of typical blackboard-chalk teaching with
slides and presentations has helped in better visuals and understanding, the interac-
tion of students has reduced. Sometimes, they just note down points and try to catch
up with the instructor without even bothering about understanding the concept. A
typical classroom presenter is an interaction system based on tablet PC developed
at University at Washington. Students are given permission to annotate the slides
and send them back to the teacher so that the teacher can review and integrate
the outcomes into the classroom discussion. Dyknow (Dynamic knowledge) [10] is
one such interactive presentation system that facilitates students with authentication
and other monitoring capabilities. It adopts a general client-server model where
the teacher is the server and the students become the clients. The teacher can send
quizzes and get responses from students. Students are also given permission to fill
in any information in the teacher’s working space.

Another extremely innovative approach, in this regard, is to build a smart
classroom environment using IoT technology for behavioral and social analysis
[11]. Such a smart classroom will actively observe the students’ behavior, voices,
etc. to conclude the quality of a given lecture. This feedback will help the instructors
to constantly improve their teaching style and come up with new methods. This
highly advanced approach is based on the notion that it is possible to analyze human
behavior by combining computer and social science. This method requires live
capture of audio, motion detection using sensors, and screen capturing and should be
able to interpret the parameters in real time. The feedback results will show whether
the students are satisfied with the lecture and whether they are able to maintain the
same concentration throughout the lecture are other aspects. However, the costs of
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this infrastructure can be quite high and therefore cannot be easily implemented in
a typical classroom.

While the above approaches of employing technology in the classroom attempt
to make the sessions interactive and engaging, they come with some limitations
and challenges such as effort required for setting up each session and associ-
ated infrastructure investments. However, well-designed SMAC applications have
tremendous potential in enhancing the students learning and effectiveness of
instructors teaching.

7.3 Proposed Application Overview

The proposed SMAC application is designed to be used by the instructors and
students essentially to enhance feedback and interaction — in addition to tradi-
tional interaction — during and after lecture sessions. For effective use of this
browser-based application during a lecture session in the classroom, the following
assumptions are made:

(a) PowerPoint or equivalent slides are used by the instructors during the lecture
session.

(b) The classroom has a computer that is connected to a projector for displaying the
slides.

(c) Access to the Internet is available for the instructor and students.

(d) The instructor can use his/her smartphone for navigating and viewing the
feedback provided by students.

(e) Most of the students can use their mobile devices (laptops or smartphones) in
the classroom.

The last assumption can be removed when the classrooms are equipped with [oT
touch panels placed on the desks of students for providing feedback. Such touch
panels can be relatively small-sized (4 or 5 inches) with an optional display on which
the slide projected can be shown. However, in the remaining part of the paper, we
assume that most of the students have mobile devices for providing feedback during
the lecture sessions.

Figure 7.1 illustrates how a typical lecture session is supported by the application
that has two different sets of functionalities for the instructor and one for the
students. The instructor loads the slides into the application on the computer for
projection at the beginning of the session. It is possible that the session slides are
loaded into the instructor’s account prior to the lecture session. At the beginning of
the session, a session code is generated and displayed — on the first few slides — so
that the students can join the session using their mobile devices. With the second
functionality, the instructor can use her mobile device (usually a smartphone) for
viewing and navigating through the slides and viewing the feedback provided by
the students. As the session progresses, the students provide feedback by placing
one or more markers on the current slide. The type of markers includes a default
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Fig. 7.1 Activities during a typical lecture session

marker that has green and red symbols to denote positive (e.g., well-understood or
well-explained) and negative (e.g., not clear or needs further explanation) feedback,
respectively. A student can place markers near the text or diagrams or equations on
the slide.

The instructor — using her mobile device — can view a summary of the feedback
(e.g., numbers of green and red markers) and select an option to view a transparent
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heat map, corresponding to one or more markers, displayed over the current slide
prior to moving to the next slide.

In addition to the above functionality, the application includes synchronization
of slides displayed, the anonymity option for various types of posting, and usage
of images as ad hoc slides. The slides displayed on the students’ mobile devices
are synchronized with the slides projected so that minimize the need for navigation
by the students. The student, however, can also turn off the synchronization and
navigate to other slides whenever required. A student can choose to post markers,
questions, comments, and responses anonymously. Instructors can use any other
images taken on their smartphones as ad hoc slides for receiving feedback. This
functionality is especially useful when the instructor would like to receive feedback
on the material written/drawn on the blackboard or for collecting feedback on other
images such as press cuttings and student’s work on paper.

Thus, the combination of the functionality provided by the application to the
instructor and students requires hardly any additional effort for providing the
feedback and analyzing the feedback. The instructor can also request students,
occasionally, to post questions or comments with the markers so that she can go
through those for further elaboration of the concerned topic.

The overall functionality to be included in the proposed application can be
understood from the class diagram shown in Fig. 7.2. The top left portion of this
diagram captures details of course registration. Each lecture session of a course
offering is associated with a slide document. Participating students can add markers
on specific slides during the session. Any student registered in the course can post
questions and comments (posting class) for other students to post-related responses.

The classes MarkerGroup and MarkerDefn facilitate the inclusion of arbitrary
sets of markers to enhance the types of feedback to cater to differences in
expectations by the instructor. For example, a marker group of three types of marks
corresponding to three categories of problems associated with a sample solution
depicted on a slide can be used to elicit feedback from the students in terms of
problem categories.

After the lecture session, the students can review the slides the initiate discussion
by placing markers on any slide with questions and comments attached to those
markers. The students can also like (or upvote) questions and comments posted by
other students in addition to replying to the questions and comments posted. Thus,
this social aspect of the application is expected to extend the interaction linked to
specific topics beyond the classroom.

The enormous data — representing the feedback and interactions — collected
during various lecture sessions offer great potential for analytics. The proposed
application provides analytics on the content covered in a lecture session and across
all the lecture sessions conducted so far. These analytics — apart from visualizations
of statistical data — can also include dependencies and relationships among the
feedback (e.g., different markers, content, and students who provided the feedback)
that can help instructors in becoming more effective in addressing the students’
learning problems.
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7.4 Prototype Implementation

Prior to implementing the proposed application, we built a prototype to understand
the efficacy of the key functionalities identified. We planned to demonstrate the key
functionality to some representative stakeholders and get their suggestions to make
informed decisions on further enhancements to the proposed application.

The prototype design is minimalistic and serves to provide the core functionality
to the student of marking on a slide and displaying markings along with comments
to the faculty. The functionality for instructors includes — apart from the signup and
sign in — uploading of slides in the form of a PDF document (instead of PowerPoint
or Google Slides), display and navigation of slides, and viewing the feedback with
markers placed by students on various parts of a slide. Figure 7.3 depicts the
functionality corresponding to the display and navigation of slides during a lecture
session of a software engineering course that introduces the Scrum framework.

The functionality for students includes the display of slides and navigating
after joining the lecture session in progress on their mobile devices. The feedback
provision includes selecting either a green or a red marker and placing it on the
slide. In addition to placing a marker, a student can also associate a question or a
comment as shown in Fig. 7.4.

The instructor can view the slides — on her smartphone — along with the markers
placed by several students (as shown in Fig. 7.5).
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Fig. 7.3 Sample slide and navigation

We used the MERN (MongoDB, Express, React, Node) stack to build this
application with a MongoDB database hosted on the cloud. The reason for using
the MERN stack was that the entire stack is JavaScript and it enables us to build
highly efficient browser-based applications that can run on any popular web and
mobile operating system. As the student-faculty interaction in the classroom is real
time, we felt this would be the best for implementation.

7.5 Evaluation

The evaluation of the prototype was conducted by demonstrating its functionality
to a couple of senior faculty members (Prof. A and Prof. B) and ten students,
individually. Six final year students and four pre-final year students enrolled in
multiple engineering and science disciplines at BITS-Pilani Hyderabad Campus
have participated in this evaluation.
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7.5.1 Feedback from Faculty Members

After demonstrating the application functionality and explaining the problems that
the application intends to solve, both the faculty immediately showed great interest
in the deployment of such an application in their classrooms. They shared anecdotes
of students having a poor learning experience in the past and wished to use this
application to gain further insight into how that could be corrected. They expressed
the desire for tools that could give them some quick and early insight into how
students were learning in the classroom. They highlighted and reinforced the need
for real-time classroom feedback, which is the aim of our proposed application.
Both the faculty members posed questions as to how instructors should go about
reviewing the feedback given by students on the slides. Prof. A expressed concern
that if a review of the markings made by the students was required after every
slide, then it would significantly reduce his speed of covering concepts in the class.
Although he did acknowledge that it would improve the quality of understanding of
concepts. He suggested that a faculty could review the markings made on previous
slides after a set of slides or after a given time period such as 20 min. Prof. B also
raised a query of how the instructor would know that they should go back many
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Fig. 7.5 Instructor screen with markers on a slide

slides if a student adds a mark there after a long time. It is possible to set up a
notification system that can raise a flag if the number of red markings on a given
slide crosses a threshold. Although the use of the application trivial, the faculty
members suggested that a workshop on how to best utilize the application in the
classroom and after the class session.

Prof. A suggested that statistics pertaining to the markings be displayed as
counting the markings is not possible in the class. So, a percentage of green vs
red markings would be a crude but a useful metric to display. He also wanted as
an extension to the current application, a way for students to add markings to a
diagram/notes written by a faculty in the class on a Smart Board. He also suggested
that we could implement a scale of satisfaction for each marking rather than binary
markings of just red and green (incidentally the marker types shown in Fig. 7.2
provide this facility as a customized set of markers which can be defined for use on
a given slide).

Both the faculty members explained their experience with students in the
classroom and listed out the different kinds of students that they have encountered
in their experience and how they felt this would be beneficial to each one of them.
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Prof. B explained that different students have different attention spans. Students
tend to zone out and their thoughts drift in-between explanation. For some students,
this might be a few seconds; for some it might be 10 min. So, faculty can tune the
speed of their explanation based on the feedback that they receive. Prof. A pointed
out how some students, even if they are not embarrassed to ask a question, might
hesitate because they do not want to disturb the rest of their classmates and the
teacher if they feel everyone else understood. At the other end of this spectrum,
there are some students who always questions about every topic that is explained if
they don’t feel satisfied with their clarity of understanding on that topic or if they are
curious and think beyond the scope of the lecture. When such students constantly
ask questions, sometimes it can delay the class and waste other students’ time, but if
they keep quiet, they may forget their questions. So, this gives them a way to mark
it on the slide, and they can later discuss it with the faculty outside the classroom.

7.5.2 Feedback from Students

Many students agreed that class pulse was very thoughtful as it is much better than
the general feedback taken once in a semester. Students also expressed that the user
interface was very simple and direct. They could find all the options they wanted
without any confusion and liked the option (using a red marker) provided to express
the difficulty in understanding. Most of the students do not come back and study the
topic which has been taught in the class on the same day. So, students felt that such
comments will help them remember the subject in a better way.

As the number of lectures per semester is very limited, few of them felt that
implementing this in real time will engage all the students in the lecture session,
but at the same time, this will consume a lot of quality time in class. This will also
waste the time of students who have understood the concept but are just waiting for
the explanation to end. Adding comments and questions, in fact, is a functionality
that can only be used after the lecture session.

Some students suggested that including an option to anonymously chat directly
with the instructor for any specific slide for clarifications after the lecture session.
This option will also not waste time in class as the teacher can always check the
queries after class and answer them. Few also suggested adding an option, though
not directly relevant to the intended purpose of the application, to take notes on any
slide which is visible only to them. This will be for their own convenience to note
down a small explanation for any complex aspect presented on the slide.

7.6 Conclusion

In this paper, we presented the details of a SMAC application which aims to give the
instructor a sense of the “pulse” of the class in real time during a lecture session and
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useful analytics after each lecture session. A prototype of the application has been
implemented using the MERN stack. We also conducted a preliminary evaluation of
the prototype application by demonstrating it to a couple of senior faculty members
and ten students individually.

Based on the evaluation, we are in the process of refining the proposed
application functionality before developing the application. We plan to include other
functionality to make the application from the user interface and user experience
perspective so that the effort required by students and instructors is reduced or
eliminated wherever possible. The final version of the application is planned to be
tested by conducting controlled experiments in live classroom settings.
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Chapter 8 )
An Efficient Technique for Lossless e
Address Data Compression Using Novel
Adaptive SPIHT Algorithm in WSN

Sanjay Mainalli and Kalpana Sharma

8.1 Introduction

In numerous sensor structuring applications like condition observing frameworks,
sensor nodes must gather information occasionally and transmit them to the desti-
nation node through various routes present in the networking structure. It has turned
into a significant issue to reduce the content in the information transmitted through
sensor systems. The rising innovation of compressive detection opens up new
outskirts for information accumulation in sensor systems and targets confinement
in sensor systems. The CS technique can considerably decrease the number of
information transmissions and equalize the traffic load throughout the system.

The sensor nodes are the tiny devices that can be placed anywhere on the planet
to collect physical information from the environment. These devices are installed in
many instances with lots of effort and initial cost; hence sensor nodes must work for
a longer period of time since replacing these devices is very tedious work. Hence
one must design an algorithm for making the sensor nodes to work efficiently for
a longer period of time. There are many different algorithms which are proposed
for compression systems for data compression in remote sensor structure. The
compression systems are for the most arranged into two methods, for example, lossy
compression and, furthermore, lossless-compression. In the lossless compression,
the repetition is a reversible procedure, and no data misfortune where in lossy
compression a certain bit of the data is evacuated. The grouping technique, for
the most part, has a preferable traffic burden adjusting over the tree information
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gathering technique. This is on the grounds that the number of hubs in groups
can be adjusted when we partition groups. Likewise, the past works overlooked
the geographic areas and nodes dissemination of the sensor hubs. While in sensor
systems, the data of cluster circulation can help the plan of information gathering
strategy that utilizations fewer information transmissions.

8.2 Problem Definition

The energy is one of the scarcely available resources in the wireless sensor nodes
just because it is very repeated work for replacement purposes as the nodes are
distributed across the geographic area; hence one must utilize it in an efficient
manner. The sensor nodes are dependent on the battery, and the nature of the sensor
nodes is collecting a huge amount of data and transferring on the network without
minimizing the contents, thus making the nodes lose lots of energy, hence making
the nodes non-functional.

8.3 Literature Survey

Anderson [1] C. Luo explained the process of data gathering, and it helps to
sense more information by using large-scale sensor system. Sankarasubramaniam
and Cayirci [2]. Renu Sharma. A Data Compression Application For Wireless
Sensor Network Using LTC Algorithm, LTC calculation is utilized to limit the
measure of mistake in each perusing. With regard to the utilization of remote
sensor organize innovation for natural checking, the two principles basic exercises
of remote sensor arrange are information securing and transmission. Be that as
it may, transmitting/getting information is a controlled expending task so as to
decrease transmission-related power utilization; we investigate information pressure
by preparing data locally. The origin of sensor systems, in-arrange handling,
has been touted as empowering innovation for extensive organizations. Radio
correspondence is the abrogating customer of vitality in such systems. Along these
lines, information that decrease before transmission, by either pressure or highlight
extraction, will legitimately and altogether increment organize lifetime. In numerous
applications where all information must vehicle out of the system, information
might be compacted before transport, so picked pressure strategy can work under
stringent asset requirements of low-control hubs and incites middle of the road
mistakes.

Mattern [3] E. Candes and M. Wakin. An Introduction to Compressive Sampling:
Conventional ways to deal with inspecting signs or pictures pursue Shannon’s
hypothesis: the testing rate must be in any event double the most extreme recurrence
present in the sign. In the field of information change, standard simple to advanced
converter (ADC) innovation actualizes the typical quantized Shannon portrayal —



8 An Efficient Technique for Lossless Address Data Compression Using. . . 83

the sign is consistently tested at or over the Nyquist rate. This article studies the
hypothesis of compressive testing, otherwise called compacted detecting or CS,
a novel detecting/inspecting worldview that conflicts with the normal shrewdness
in information obtaining. CS hypothesis affirms that one can recuperate certain
signs and pictures from far fewer examples or estimations than using conventional
techniques.

Ghosal [4] J. Haupt, W. Bajwa, Compressed Sensing for Networked Data
Network observing and derivation is an undeniably significant part of knowl-
edge gathering, from mapping the structure of the Internet for finding stealthy
interpersonal organizations and data combinations in remote sensor systems. This
article considers an especially remarkable part of the system science that rotates
around huge-scale disseminated wellsprings of information and their stockpiling,
transmission, and recovery. The assignment of transmitting data that starts with one
point then onto the next is a typical and surely known exercise. Yet, the issue of
productively sharing data from and among an immense number of conveyed hubs
stays as an extraordinary test, principally on the grounds that the creators yet don’t
have very much created speculations and instruments for appropriated sign han-
dling, correspondences, and data hypothesis in huge-scale organized frameworks.
The issue is shown by a basic model. The arranged information vector might be
extremely enormous; it might be a thousand, a million, or more. Accordingly, even
the way toward get-together x at a solitary point is overwhelming (requiring n inter-
changes at any rate). However, this worldwide feeling of the arranged information is
significant in applications extending from organizing security to remote detecting.
Assume, in any case, that it is conceivable to build an exceptionally compacted
rendition of x, effectively and in a decentralized design. This would offer numerous
undeniable advantages, given that the packed adaptation could be prepared to recoup
x to inside a sensible exactness.

Ying [5] L. Xiang, J. Packed Data Aggregation for Energy Efficient Wireless
Sensor Networks. It centers around remote sensor systems (WSNs) that perform
information gathering with the target of acquiring the entire informational col-
lection at the sink. For this situation, vitality effective information accumulation
requires the utilization of information collection. Though numerous information
collection plans have been explored, they either bargain the devotion of the recouped
information or require confused in-arrange compressions. The creators proposed
a novel information accumulation conspire that adventures packed detecting (CS)
to accomplish both recuperation devotion and vitality effectiveness in WSNs with
self-assertive topology. They utilized dissemination wavelets to locate a merger
premise that portrays the spatial (and fleeting) connections well on subjective
WSNs, which empowers direct CS-based information total just as high constancy
information recuperation at the sink. In light of this plan, they explore the base
vitality packed information total issue. It initially demonstrates its NP fulfillment
and after that proposes a blended whole number programming detailing alongside
a voracious heuristic to explain it. It assesses the plan by broad recreations on both
genuine datasets and manufactured informational indexes. It exhibits that the packed
information accumulation plan is fit for conveying information to the sink with
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high loyalty while accomplishing noteworthy vitality sparing. Vitality proficiency
of information accumulation is one of the commanding issues of remote sensor
systems (WSNs). It has been handled from different angles since the start of WSNs.

Ying [6]. C.W. Chen. Productive Measurement Generation and Pervasive Spar-
sity for Compressive Data Gathering. The creators proposed compressive infor-
mation gathering (CDG) that uses compressive inspecting (CS) guideline to pro-
ductively diminish correspondence cost and delay arrange lifetime for huge-scale
checking sensor systems. The system limit has been demonstrated to build relative
to the sparsity of sensor readings. In this paper, the creators further address two key
issues in the CDG system. To start with, they explore how to create RIP (limited
isometry property) protecting estimations of sensor readings by considering multi-
jump correspondence cost.

Amanjot and Jain [7]. A New Energy-Aware Cluster-Based Multi-hop Energy
Efficient Routing Protocol for Wireless Sensor Network. The field of study on
Wireless Sensor Networks (WSN5s) is a created robotization that is utilized as of
late to play out different errands in different spaces shrewdly. The uneven vitality
scattering of sensor nodes brings about the huge decrease of system lifetime which
is the primary issue in WSNSs. Bunch-based directing assumes an inalienable job
in defeating the vitality dissemination issue and upgrading their system lifetime. In
this paper, another Energy-Aware Cluster-Based Multi-bounce (EACBM) directing
convention for heterogeneous systems has been proposed which utilizes both the
idea of grouping and multi-jump correspondence to lessen the vitality utilization of
sensor networks. Additionally Sub-grouping idea is utilized for those SNs which
are excluded from any bunch or which are out of the range of CH. This convention
is actualized and contrasted and the current directing conventions in MATLAB and
found that it beats regarding steadiness, arrange lifetime and gives the better answer
for vitality proficiency in various leveled heterogeneous WSNs.

Mohsin and Ammar [8]. A Review of Routing Protocol Selection for Wireless
Sensor Networks in Smart Cities. Today, the headways in urban innovation have
changed into the idea of savvy urban communities. These brilliant urban commu-
nities are imagined to be vigorously subject to remote sensor systems and web of
things. In this specific circumstance, a number of steering conventions have been
proposed in writing for use in sensor systems. We articulate on why these steering
conventions should be isolated based on their operational instrument and utility,
with the goal that determination of these conventions brings about the system life
span and improved execution. We characterize these conventions in four classes
as far as topology incognizant, information-driven, area helped, and versatility-
based conventions. We distinguish the overarching open issues to make space for
progressively beneficial research and propose how these classes might be valuable
regarding their operational utility.

Wang, Gao, and Liu [9]. Energy-Efficient Routing Algorithm with Mobile Sink
Support for Wireless Sensor Network. As of late, remote sensor arrangements
like WSN has drawn wide consideration. It very well may be seen as a system
with heaps of sensors that are self-governing sorted out and participate with one
another to gather, process, and transmit information around focuses to some remote
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authoritative focus. Thusly, sensors might be conveyed in cruel situations where it
is unimaginable for battery substitution. Accordingly, vitality effective steering is
significant for applications that present WSNs. In this paper, we present a vitality
productive directing outline joined with grouping and sink portability innovation.
We first gap the entire sensor field into parts, and every segment chooses a Cluster
Head by computing its individuals’ weight. Part hubs ascertain vitality utilization of
various directing ways to pick the ideal situation. At that point, CHs are associated
with a chain utilizing the eager calculation for between-group correspondence.

Liu and Wu [10]. A Method for Energy Balance and Data Transmission Optimal
Routing in Wireless Sensor Networks. Remote sensor systems are generally utilized
in numerous fields. Hubs in the system are normally controlled by batteries. Since
the vitality utilization of remote correspondence is identified with the transmission
separation, the vitality utilization of hubs in various areas is extraordinary, bringing
about uneven vitality dissemination of hubs. In some extraordinary applications,
all hubs are required to work simultaneously, and the uneven vitality appropriation
makes the viable working time of the framework subject to the hub with the biggest
vitality utilization. The generally utilized bunching convention can assume a job in
adjusting vitality utilization, yet it doesn’t accomplish ideal vitality utilization. This
paper proposes to utilize.

Nawaz Jadoon and Zhou [11]. EEHRT: Energy-Efficient Technique for Handling
Redundant Traffic in Zone-Based Routing for Wireless Sensor Networks. Here it
exhibits a vitality effective system to deal with excess traffic (EEHRT) in the zone-
based steering for remote sensor systems. In this procedure, multi-hop steering
is performed dependent on the rest of the vitality of the hubs. Thereafter, it
performs position-based directing without the requirement for the hubs to know their
particular position. The fundamental goal of this paper is to deal with the repetitive
bundles produced in zone-based directing utilizing short signal messages. Hubs of
lower zones course the information of the higher zone to the Base Station (BS)
with a base number of jumps and use just those hubs on the way which are vitality
proficient and found nearer to BS. In addition, the source hub is recognized by
the handing-off hub utilizing a remote communication advantage (WBA) without
sending any uncommon ACK bundle to the sender for diminishing the control
overhead in the directing procedure.

Zeng and Huang [12]. A Heterogeneous Energy Wireless Sensor Network Clus-
tering Protocol. The Low-Efficiency Adaptive Clustering Hierarchical convention,
a various leveled directing convention, has the upside of straightforward usage and
can successfully adjust arrange loads. In any case, to date, there has been an absence
of thought for its utilization in heterogeneous vitality organized conditions. To take
care of this issue, the Energy-Coverage Ratio Clustering Protocol (E-CRCP) is
proposed, which depends on diminishing the vitality utilization of the framework
and using the territorial inclusion proportion. To start with, the vitality model is
structured. The ideal number of bunches is resolved depending on the rule of “least
vitality utilization,”, and the group head choice depends on the rule of “territorial
inclusion amplification”. So as to adjust the system load however much as could
reasonably be expected, in the following emphasis of bunch head choice, the group
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head with the most reduced vitality and the most elevated vitality utilization is
supplanted to delay the system’s life. Our recreated outcomes exhibit that the
proposed technique has a few favorable circumstances as far as longer system life,
load adjusting, and in general vitality utilization in the earth of a heterogeneous
vitality, remote sensor arrangement.

The power supply line helps to associate the hubs in order to completely adjust
the vitality. The association conspires with the most limited electrical cable length
will be additionally proposed. Based on the vitality balance, the technique for
transmitting information with the best bounce check is proposed to completely
diminish the power utilization in the information transmission process.

Kumar and Dinesh [13]. An energy-efficient and secure data forwarding scheme
for wireless body sensor network is considered as one of the most recent research
studies on the wireless sensor network utilized in the health care sector where some
sensors can be implanted in the body and can be made to observe some physiological
changes; if the energy of these sensors are not managed in an efficient way, then
longevity of the sensors cannot be preserved, so one has to use the modern technique
to monitor the energy and conserve it for delivering a longer period of functionality.

Raj [14]. Nihar Ranjan Roy Analysis of Data Aggregation Techniques in WSN.
Wireless sensor systems give an enormous measure of using explicit information.
This information should be prepared and transmitted to the base station, which is an
expensive undertaking. Since WSN hubs are asset compelled, proficient information
handling and monitoring vitality are prime difficulties. It has been seen that a large
portion of the information detected by the sensors is repetitive in nature.

Wang [15]. Om Jee Pandey, Rajesh M H. Low Latency and Energy Balanced
Data Transmission Over Cognitive Small World WSN. Vitality adjusting and
quicker information move over a remote sensor organize (WSN) is a significant
issue in applications like digital physical frameworks, the Internet of things, and
setting mindful inescapable frameworks. Tending to this issue prompts expanded
system lifetime and improved system practicality for constant applications. In
WSNs, sensor hubs move the information utilizing the multi-hop information
transmission model. The enormous number of jumps required for information
transmission prompts poor vitality adjusting and huge information inertness over
the system. In this paper, we use an ongoing improvement in informal organizations
called little world attributes for proposing a novel strategy for low-idleness and
vitality-adjusted information transmission over WSN. Little world WSN (SW-
WSN) displays low-normal way length and high-normal grouping coefficient. A
psychological SW-WSN is created by including new connections between a chose
portion of hubs and the sink. Another information directing strategy is likewise
proposed by upgrading the vitality cost of the connections. This strategy yields
uniform vitality utilization and quicker information move. Examinations are led
utilizing reproductions and genuine hub organizations over a WSN test bed.

Wang, Peng, and Huang [16]. An Improved Unequal Cluster-Based Routing
Protocol for Energy-Efficient Wireless Sensor Networks. Remote sensor systems
(WSNs) have been progressively intrigued by industry and scholarly cycles for their
potential use in applications, for example, natural checking and military observation,
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etc. The paper considers the vitality imperatives of grouped WSNs and proposes
an improved steering convention for such WSNs to accomplish a worldwide
enhancement in vitality utilization for all bunch head hubs, which diminish the
impacts of problem areas in certain hubs close to the sink hub and counteract the
hot head hubs to be over-burden for information correspondence. In such a directing
convention, a period arranged challenge calculation is utilized to choose bunch
head hubs for a running WSN to decrease the dynamic topology of communicating
messages among sensor hubs rather than employing an exchange system, which
is planned for lessening system traffic troubles. Moreover, the separations among
hubs and the sink hub as a crusade record are considered to decay the inconsistent
power dissemination of groups’ hubs in WSNs regulated by the conventions, which
help to uniformly devour the vitality of all hubs in a WSN. The hubs in a group
choose their head hub by considering the separation between their corresponding
position and upcoming bunch head hubs for which the proposed convention ensures
a discerning size of the group. The epic convention calculation is tried by a Matlab
recreation program.

8.4 Methodology

Redundancy or copy words cause vulnerability during the time spent pressure.
Accordingly, repetition or copy words are not permitted. The proposed procedure
applies a set as opposed to a succession during pressure, and decompression to
defeat the data is lost. Set partitioning in hierarchal tree (SPIHT) is a ground-
breaking wavelet-based picture pressure calculation that accomplished minimized
yield bitstream than embedded zero tree of wavelet coefficients (EZW) without
including an entropy encoder. This improves its productivity dependent on com-
putational multifaceted nature.

SPIHT is computationally quick and among the best picture pressure calculations
known today. As indicated by measurement examination of the yield paired stream
of SPIHT encoding, propose a straightforward and successful technique joined with
Huffman encoding for further pressure. Countless trial results are indicated that this
technique spares a ton of bits in transmission, further upgraded the pressure exe-
cution. SPIHT proposes an exceptionally adaptable information pressure conspire
dependent on the set dividing in various leveled trees calculation. The calculation,
called exceptionally versatile, bolsters spatial and SNR adaptability and gives a
bitstream that can be effectively adjusted (reordered) to given data transmission and
goals prerequisites by a straightforward transcoder.

(a) Lossless V/S Lossy. Some pressure calculations are intended to help careful
remaking of the unique information after decompression (lossless). In different
cases, the recreated information is just an estimate of the first (lossy). Utilization
of a lossy calculation may prompt loss of data, however, by and large guarantees
a higher pressure proportion.



88

(b)

(©)

S. Mainalli and K. Sharma

Mutilation V/S Exactness. On account of lossy pressure, there is an exchange
off between the information rate (R) accomplished and the mutilation (D)
in the remade signal. Mean square error is a common contortion metric. Be
that as it may, MSE can be deceiving, since various sorts of contortion may
have altogether different consequences for the measurable derivations, which
can be drawn after decompression. What’s more, the vitality utilization of
correspondence ought to be taken into account.

Information Aggregation. In certain applications, just a rundown of the sensor
information is required. For model, factual questions, for example, MIN, AVG,
MAX, take into account conservative reactions from the sensors. In any case,
the first example esteems can’t be recreated from the outlined portrayal. Total
requires in-organize handling of sensor information yet can extraordinarily
diminish correspondence overhead.

In the SPIHT, spatial orientation tree (SOT) course of action is utilized to

interface the coefficients after the (DWT) is applied to break down a picture into
various subgroups. Besides, a dynamic mode in SPIHT grants the way toward
coding/unraveling to be halted at any phase of the pressure. Arranging pass and
the refinement passes are utilized in the coding process of SPIHT. It comprises
three records in particular rundown of inconsequential sets (LIS), a rundown of
irrelevant pixels (LIP), and a rundown of critical pixels (LSP) which are utilized to
store coding data (Fig. 8.1).
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Fig. 8.1 Energy Distribution and clustering formation of a wireless sensor network
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1. Block Diagram:

Create Assign Find | Choose
topology »  Nodes P neighbors "|  Source
node
Create Path for Il Compression [ Gl'oosle
lossless Transmission | Method Destination
node

As one can see from the above block diagram that initially a topology is created
and then nodes are assigned to the topology, neighbor node selection is done by
using the distance from each node. Source node and the destination node are selected
for the data transmission purpose, once that is done compression algorithm is
applied to minimise the data by using lossless technique data is transmitted over
the network.

8.5 Performance Evaluation

The major issue of lossless pressure is to disintegrate an informational collection
(for instance, a book document or a picture) into a succession of occasions,
at that point to encode the occasions utilizing as a couple of bits as could be
expected under the circumstances. The thought is to dole out short code words to
increasingly plausible occasions and longer code words to less likely occasions.
At whatever point a few occasions are almost certain than other information is
compacted. In statistical coding systems, we use evaluations of the probabilities
of the occasions to dole out the code words. For example, in any case given a lot of
commonly unmistakable occasions sl, s2, s3, ..., s and precise evaluation of the
likelihood circulation Q of the occasions, Shannon [17] demonstrated that the littlest
conceivable likely number of bits expected to encode an occasion is the entropy of
0O, meant by n
n
H(P) =Y —plex} log,p e}
k=1

where Qfek} is the likelihood that occasion has happened. A code yields - log, p bits
to encode an occasion whose likelihood of an event is Q. Unadulterated number-
crunching codes with right probabilities will deliver a great pressure.

Because of the productive lossless location information pressure of proposed
versatile SPIHT, the transmission of information devours a less vitality. Along these
lines, the lifetime of the sensor system is to be improved. In addition, the proposed
work expands the speed of the transmission because of the diminished size of the
bundle.
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8.6 Results and Analysis

From the current system, the SPIHT-based picture pressure furnishes better pressure
proportion with the blend of bunching. Notwithstanding, the computational intricacy
isn’t undermined. By and large, the qualities of the Double Density Discrete Wavelet
Transform (DDDWT) and DTCWT are connected in numerous viewpoints.

(a) Power consumption: As one can easily understand that WSN networks are very
much dependent on energy since we are using the compression technique with
lossless data transmission, power utilization of the given technique is relatively
less than the many existing methods, and average 9.8% more power is saved
with the proposed method of data transmission.

(b) Delay: Delay is done when lots of data and redundant data are transmitted over
the network, which causes the network bandwidth to be utilized wasting lots
of resources since the given system uses the compression method to compress
some amount of data before transmitting and 11% faster data transmission is
done.

(c) Throughput is the average amount of data transmitted over the network from
the source to the destination node. As delay increases the throughput parameter
decreases. The delay is less in the given method of compression technique; the
throughput of the system is increased hence giving lots of data in less time;
9.2% of throughput is increased using the given technique.

(d) Average Latency: It is the proportion of typical time taken by data groups to
reach the sink or tolerating center point. Convey ability of sensor center points
moreover impacts the typical lethargy in light of defilement of association
quality in case of wrong decision of MAC convention. The average latency of
the proposed system using the compression technique is better.

8.7 Conclusion

The current SPIHT-based picture pressure systems so far produced for WSN gives
better pressure results at the expense of high calculation time. Consequently, in
this paper, the altered SPIHT picture pressure calculation alongside DDDTCWT
is created to diminish the calculation time while keeping up the picture qual-
ity measures. Advancement of successful pressure calculations is critical to the
improved use of the restricted resources of WSNs (vitality, data transfer capacity,
computational power). A huge number of research recommendations have tended
to the issue. The recommendations are different and include different pressure
draws near. In this work, we have made an exertion to place these works into
viewpoints and to show an all-encompassing perspective on the field. In doing
this, we have given a wide outline of existing methodologies, the current cutting
edge, and introduced a legitimate order. Works are ordered as including either
conglomeration, content-based pressure, distributed source coding, change-based
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pressure, compressive sensing, or prescient coding. The proposed research tackles
information pressure issues in quadtree procedure utilizing a proficient strategy for
lossless address information pressure utilizing versatile set partitioning in various
leveled trees (SPIHT).
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Chapter 9 ®
An Exploratory Study on the Role of ICT e
Tools and Technologies in Tourism

Industry of Nepal

Deepanjal Shrestha, Tan Wenan, Bijay Gaudel, Sumina Maharjan,
and Seung Ryul Jeong

9.1 Introduction

Information and communication technologies (ICT) are indispensable technologies
for the management, operation, and execution of a business [1]. The studies carried
out by different scholars have found that there is a huge transition in the tourism
industry due to the role and application of ICT [2]. These tools and applications have
helped the business to expand beyond the global reach and blurred the dimensions
of geographical boundaries. ICT has invented new business models and new supply
chains and empowered a common man to become master of his own choices [3].
The tourism industry is the best example that finds a complete and multifaceted use
of ICT helping businesses to sell and market its products and services and serving
as the backbone for the industry. It connects the beneficiaries, the service providers,
and consumers forming a value chain of cohesive nature [4].

ICT plays a very important role in underdeveloped countries like Nepal to
get it connected globally and expose itself in various fields including business,
education, culture, research, etc. [S]. Nepal is continuously witnessing development
in information and communication technologies accounting to the high growing
number of mobile and Internet users, web-based information management systems,
e-commerce, and m-commerce applications which increase in the number of social
site users and similar applications [6]. Studies have shown that tourism and ICT are
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deeply connected and make a great impact on each other; hence it is important to
study the role of ICT tools and technologies in the tourism industry [7].

9.2 Literature Review

Macintosh and Goldner defined tourism as the sum of phenomena and relationships
arising from the interactions among tourists, business suppliers, host government,
and host communities in the process of attracting and hosting these tourists and
other visitors [8]. It is an industry that benefits a country at all levels by supporting
GDP, providing jobs, and integrating small to big businesses of a country. The data
has shown that tourism development has played a vital role in the economic growth
of developed nations and also as a vital tool for underdeveloped nations to foster the
same. In the worldwide economy, the tourism industry has contributed 7.6 trillion
US dollars, which means 10.2% of the global GDP and generated 292 million
employment opportunities [9]. Tourism has created a greater benefit to developed
countries than underdeveloped countries as per the studies of Seng (2015) and Ma et
al. (2003), and they stated that the critical reason for the advanced tourism industry
in the European nations is due to the emergence of technology and awareness of
ICT capabilities [10].

Tourism is the key industry of Nepal that contributed 4.0% of total GDP and
shared 3.2% of total employment in 2017 alone [11]. The government of Nepal has
realized the importance of tourism in its economy and has initiated various projects,
plans, and policies to promote it. Besides many other components, ICT is taken as
one of the primary components by the government to plan and utilize it to its full
capacity [6]. The current data regarding ICT development shows that this sector is
booming in Nepal. The 10 years’ data of communication industry in Nepal shows
that all communication industries have grown with some showing drastic jump in
the last 3 years which include mobile communications (5.04 million in 2008 to 39.2
million in 2019), Internet, and data services (0.54 million in 2008 to 19.8 million in
2019) as shown in Fig. 9.1 [12]. Similarly, the data regarding social site use has also
increased in the recent years (Facebook 93.87%, YouTube 1.96%, Twitter 1.48%,
Pinterest 1.45%, Instagram 0.95%) [13]. ICT and tourism are taken as important
topics in research and academia. The results of the interconnectedness between the
two have made them a compulsory part of one another. Many scholars clearly state
that ICT has a profound impact on tourism and has led to a new form of business
models, value chains, and new demands in this industry [14]. They also highlight
the importance of ICT and digital technologies in the development of the tourism
industry as a powerful industry of the twenty-first century.

Tourism has always pulled scholars of Nepal to study its various aspects includ-
ing economic support, as a potential industry, trekking destination, and cultural hub,
from religious aspect, but very few have tried to explore the relationship between
ICT and Tourism [15]. Some notable academicians and researchers who have
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Fig. 9.1 Data representing 10 years growth and subscription of communication technology in
Nepal. Compiled from NTA, MIS reports [15]

worked in different aspect of ICT and tourism industry of Nepal include Mahabir
Pun et al. who talk about tourism development in his work on Nepal wireless project;
Goodman who talked about Internet from top of the world in his case study in Nepal
[16], Thapa, Devinder, Sein, and Maung K who discussed about ICT, Social Capital,
and Development: the Case of a Mountain Region in Nepal [17], and Shrestha and
Jeong’s work which proposed an ICT framework for tourism industry of Nepal.
This area still has many aspects that need to be studied and discussed to find a real
understanding of ICT and tourism in the context of Nepal.

9.3 Research Framework

The research framework represents the overall study about the role of ICT in the
tourism industry of Nepal as shown in Fig. 9.2 below. The study employs inbound
tourism as the main source of data and uses secondary literature to supplement the
facts and figures.

9.3.1 Research Framework and Methodology

The below framework depicts the overall scenario of the research undertaken to
explore the role of ICT tools and technologies in the tourism industry of Nepal.
Inbound tourism and secondary literature are the main inputs of the study that are
analyzed and interpreted to find out the current status, role, and usage of these
tools and technologies in the tourism industry of Nepal. Descriptive and inferential
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Fig. 9.2 Research framework regarding the study

statistics are used to analyze data and interpret results obtained from the respondents
and secondary literature. The study is qualitative in nature and represents results in
the form of tables, graphs, and charts of the subject under investigation as shown in
Fig. 9.2.

9.3.2 Sampling

Convenience sampling is used for the study for a set of inbound tourists to find out
what ICT tools and technologies they use in their course of planning and visiting
and on the return of their journey from Nepal. A total set of 150 questionnaires
were distributed online to tourists of 10 countries, and only 109 responses were
received. The survey questions consisted of 34 questions which included the
demography data like age, country, and name of the respondents, while income
level, educational background, and marital status were ignored as they were not
considered so important for the current study. The three open questionnaires were
used to get the free views of the respondents which were grouped, categorized
under suitable headings, and then represented in the form of the table to depict the
scenario. The country of inbound tourists was considered based on data retrieved
from Nepal tourism report 2018 published by the Ministry of Culture Tourism and
Civil Aviation.
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9.4 Data Analysis and Findings

The data analysis was done using statistical tool, and data was represented in the
form of bar graphs, pie charts, tables, and figures. The demographic data depicted
that all the ten countries chosen for data collection responded with more than 80%
of respondents from India, Japan, USA, China and Canada, while others were in the
range of 40% to 60% with France and Ukraine about 25% as shown in Fig. 9.3.

The second demographic data regarding age group show that most of the
respondents belong to the two age groups between 26-35 making 44.8% and 3645
making 45.7% of the respondents 8.4% between 18 and 25 and 1.1% between 46
and 55. It was interesting to find that most of the young people were frequent to visit
Nepal as shown in Fig. 9.4. The data regarding the frequency of visit depicted that
64 respondents out of 107 visited Nepal only once, 11 visited 2 times, 8 visited 3
times, and 11 visited 5 times with 2 visiting more than 10 times (Fig. 9.5). The data
represented that the frequency of repetition was low among the tourist as shown in
Fig. 9.5.

The inbound tourist was asked about their purpose of visiting Nepal that had
multiple choices. The data depicted that 59 answered for relaxation and recreation,
56 answered for trekking, 27 for a religious purpose, 26 for cultural exchange, 25
for visiting friends and relatives, 22 for adventure sports, and very less about 2 of
them for health and meditation as shown in Fig. 9.6.

The basic questions regarding the tourism industry of Nepal were further
investigated for the use of ICT tools and technologies. The respondents were
inquired about how they booked for the accommodation in Nepal? (Fig. 9.7).

The 25.2% of the respondents answered that they booked it through phone with
a travel agency in their own country, 21.1% booked through travel websites like

Country of the Respondent
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China a
India lﬁ.==
Japan : a
Australia
Srilanka
South Korea
UK &
Ukraine %
USA : - i
Canada - 3

Bangladesh j ]

0 5 10 15 20
# Country of the Respondent

Fig. 9.3 Representation of respondents’ country
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Fig. 9.4 Representation of respondents’ age group
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Fig. 9.6 Representation of tourist purpose of visit to Nepal
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Fig. 9.7 Representation of tourist accommodation booking information

“Information is an important aspect of Tourism." How did you manage
to collect information regarding Nepal while planning your visit?

@ In person at a travel agency in your
own country

@ Reading books and guides

© Through the internet and world wide
web

@ Asking a friend who visited Nepal
@ Asking the Nepali friends

. Tthngh embassy and consulates
@ Blogs

@ Documentary

Fig. 9.8 Representation of information collection for Nepal through different medium

Agoda, Trip, Booking, etc., 13.1% booked with Internet with accommodation in
Nepal, 7.4% through friends, and 7.4% in person with a travel agency in their own
home country. There were other sources of accommodation booking that included
through invitee, staying with friends and family, conference, and so on that made up
a small number.

Information is an important aspect of tourism when the respondents were asked
about how did they manage to collect information about Nepal; 61.5% said they
used the Internet and world wide web to collect information about Nepal, and 19.2%
collected by asking their Nepali friend, while 11.5% asked the friends who had
already visited the country. The data of this aspect concluded that on average, 61.5%
were using Internet technology to gather information as shown in Fig. 9.8.

Further analysis of the use of ICT in tourism was explored by asking the question
to the respondents if they found any digital assistance systems in their course of
the journey to Nepal. The digital system was explained to them as any system like
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Did you find any digital assistance systems on your
course of journey?

@ Yes
@ No

Fig. 9.9 Representation of digital assistance available in Nepal

location finders of destinations, language translators, or e-commerce-based systems,
etc. to assist them in their course of the journey to Nepal. 69.2% answered as NO,
and 30.8% answered as YES as shown in Fig. 9.9. The respondents who answered
“yes” included Google maps, the use of digital payment cards, and other such
software in existence. None of them found any specific digital application made
in Nepal for their assistance. This indicates that Nepal is still way behind in terms
of local and customized applications for specific use like in the tourism industry and
others.

Communication is a vital component for human beings to exchange ideas, keep
in touch, express their feelings, and get connected to each other. To find out how
tourists kept in touch with their friends and family during their visit to Nepal, it was
discovered that 33.3% used emails and instant messaging services, 22.2% social
networks sites, 40.7% used mobile phones, and only 3.8% used fixed telephone
lines. It was interesting to note that social network sites were having a good share in
the communication activity of the tourist besides the traditional digital applications
like emails as depicted in Fig. 9.10. Further when inquired about the use of social
applications, the data showed that 88.9% of the respondents used social network
sites like Facebook, Instagram, Twitter, etc. And only 11.1% of the respondents did
not use the social sites as shown in Fig. 9.11.

Facebook was the most popular social site among the respondents with 50%
using it, followed by Instagram 23.1%, 7.7% used twitter, 7.7% used WeChat, 3.8%
almost all kinds, 3.8% LinkedIn and 3.8% line, and others as per Fig. 9.12. The data
regarding the use of social sites for gathering information and communicating in
Nepal was prominent as 70.4% of the respondents felt so, with 22.2% not sure and
only 7.6% were negative as shown in Fig. 9.13.

When respondents were inquired about the future role of social network sites in
tourism of Nepal, 33.3% felt that it will strengthen the global reach, 33.3% felt it will
reach the global audience for both positive and negative information, 14.8% felt it
will make Nepal tourism industry rich with abundant data, 7.4% felt that misleading
and fake information will prevail and create negative impact, and 3.7% felt that it
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How do you communicate with your family,

friends and business partners during your stay
in Nepal?

@ E-mail and Instant messaging
services

@ Landiine telephones

@ Social Network Sites

@ Mobile phones

@ Postal Services

Fig. 9.10 Representation of communication tool used by tourist in Nepal

Do you use Social Network sites like Facebook,
Twitter, Wechat,etc.?

@ Yes
@ No

Fig. 9.11 Pie chart depicting the population of social site users from the survey

Which Social Network Site do you use?

@ Facebook
@ Tuwitter

@ Instagram
@ Wechat

@ QQ

@ all of above
@ Linkedin
@ Line

Fig. 9.12 Representation of popular social network sites used by respondents
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Do you think Social sites have become important

for information gathering and communication in
case of Nepal?

@ Yes
@ No
@ Maybe

Fig. 9.13 Role of social network sites in information collection and communication

What do you think about the future role of Social
sites in Nepalese tourism industry?

@ Strengthen the global approach

@ Fake and misleading information will
prevail

© Loose importance due to too much
data

- @ Strengthen the Tourism industry with
/ abundant and rich data
@ Will help in emergency situation

@ Reach global audience for both
positive and negative information

Fig. 9.14 Representation of respondents views regarding future of social network sites in tourism
of Nepal

will diminish in importance due to too much data as depicted in Fig. 9.14. About
88.9% of the respondents suggested that the government should integrate social sites
and other information data sources to promote tourism in its planning and policies,
Fig. 9.15. Above figures make us conclude that social site is growing in popularity
in Nepal, and the government should see these digital applications as an important
part of their planning and policy making.

Social sites have become important for people around the world to share
their feelings, experiences, knowledge, news, and other related information. The
investigation into this component of the study revealed that 63% of the respondents
shared their good and bad experiences of their journey, while 37% did not do so
as shown in Fig. 9.16. Further, 100% of the respondents of the study agreed that
reviews and information on the website do create an impact on the tourism industry
(Fig. 9.17). This states that digital technologies have become an important part of
the business, and users’ feedbacks, information content, news and other such source
of information should be considered and analyzed regularly.
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Do you suggest that government should integrate
Social site and other information sources data to plan
and promote tourism?

Fig. 9.15 Representation of respondents views regarding integration of social network sites in
tourism of Nepal

Do you share your good or bad experiences on internet
and social sites during and after your course of journey
in Nepal?

@ Yes
@ No

Fig. 9.16 Representation of social sites usage in sharing experience

Do you think that the reviews and digital information
on different sources on the web really make an
impact on the tourism of a country?

@ Yes
@ No

Fig. 9.17 Representation of respondents views regarding information on website
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Have you faced any emergency situation in Nepal, like natural
disaster, accident, missing of a friend from group, or legal
disputes like robbery, fights etc.?

@ Yes
@ No

Fig. 9.18 Representation of respondents facing emergency situation in Nepal

Did you use any digital systems to address
your emergency situations? (mentioned above
to report/search for information)

@ Yes
@ No

Fig. 9.19 Representation of respondents using digital systems during emergency

The study further analyzed the role of digital technologies in emergency situa-
tions in Nepal like natural disasters, legal disputes, accidents, etc. The data regarding
this component in Fig. 9.18 show that only 18.5% of the respondents faced such
situations in Nepal and only 4% (Fig. 9.19) out of them used digital systems for
help. The main case that was reported was of friends missing during a trek and
during an earthquake. Facebook was used to trace and rescue them back.

When the respondents were inquired about why they did not use any digital
systems for assistance during such extreme situations? 27.3% said they had no
idea if such systems existed, 27.3% felt they are not available, 36.5% did not face
any such situation, 9.1% got local people assistance, 4.5% felt that mobile and
telephones were better, and 4.5% felt it was more time consuming as shown in Fig.
9.20. Some questions were open, so there were different ways of answering that led
to ultimately number of options depicted later in the table.

Nepal is known best for its mountains and the highest peaks in the world. It
serves as a favorite destination for trekking, which can be fun as well as challenging
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If your answer is "No" suggest why you did not use them?

@ Not existing

@ Time consuming

© Got local people assistance

@ Had no idea if they existed

@ | didn't faced any emergency situati...
_A @ No required to use

@ Didn't face any emergency situation!
@ did not need them

@ not needed

@ did not face a situation

@ Being the citizen of the country.
calling by phones were more reliable

Fig. 9.20 Representation of respondents views on the use of digital system during emergency

Have you been to trekking in Nepal for
mountains with elevation bove 5000 meters ?

@ Yes
@ No

Fig. 9.21 Representation of respondents on trekking to mountains above 5000 m

due to its difficult structure. ICT technologies can serve as a boon for these kinds
of destinations in many ways by providing the facility of navigation, information
on climate change, and other related aspects. To find out this aspect of digital
systems, respondents were asked if they have been on trekking and how ICT systems
and technologies helped them? It was seen that around 29.6% (Fig. 9.21) of the
respondents had been on trekking and 85.7% out of them did not find any assistance
on their way. Only 14.3% out of the number agreed that they had found some sort
of assistance as shown in Fig. 9.22 below.

The role of ICT and digital systems in providing security to the tourist was
answered positively by the respondents. 81.5% agreed that these systems are
important and can provide safety and assistance during travel to the tourist, while
18.5% were not sure as shown in Fig. 9.23. The tourist respondents were positive
to see the development in the field of ICT and digital systems with 44.4% believed
that it is improving and 14.8% believed that the technology is available, but the
quality of service poor. 25.9% felt that it is way behind in comparison to the current
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Did you find any digital systems assistance during your
trekking in these routes? (like google maps to find routes)

@ Yes
@ No

Fig. 9.22 Representation of respondents views on the use of digital system during trekking

Do you think digital system application in tourism

activities canreally provide safetyand assistance
to tourist?

@ Yes
@ No
@ Maybe

Fig. 9.23 Representation of views on the role of digital systems for safety assistance

developments in ICT around the globe, while 14.8% felt that the technology is not
uniformly implemented and is available in fragments making the quality of service
appears poor as shown in Fig. 9.24.

There are many different kinds of ICT and digital systems seen in existence
around the globe today that help and manage tourism activities. The tourist
respondents were inquired about what kind of digital system would they prioritize
in Nepal based on their priority on a scale of 1 (low) to 5 (high) for some mentioned
systems. It was discovered that Language Translator Systems was the first choice
with 48.5%, Destination Information Systems as second with 46.7%, and followed
by Domestic Travel Management Systems as third choice with 45.7% rating as the
highest priority as shown in Fig. 9.25.

The respondents were asked to write free opinions to the two open questions that
included “What are the obstacles and lapses that you see in the Tourism Industry
of Nepal in context to ICT and digital systems?” and “What suggestion would
you give to Government of Nepal, regarding digital implementation in Tourism?”
The analyzed text with similar context and meaning was grouped under one theme
and then converted into meaningful statements to make an understanding of the
obstacles, lapses, and suggestions put forward by respondents in context to ICT and
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How do you rate the digital development of
Nepal compared to developed nations?

@ Way behind and lacks basic digital
capabilities
@ Good and Improving

© Technology is available but very poor
Quality of Service

@ Lacks uniformity at national level
(fragmented)

@ Cost is very high for ICT products and
services

@ Limited availability of services

Fig. 9.24 Representation of respondents views on the development of digital systems in Nepal

Recommendations for digital tourism systems

W Priority level 5 @ Priority level 4  wiPriority level 3 & Priority level 2 & Priority level 1

Knowledge Systems (Geography, diversity, culture) ﬁ o
Safety and risk mitigation systems ﬁ 4
Electronic payment systems ? a8
Language translator apps (Nepali/English) # = 40 =
Legal information system ;&9_« 36 e
Domestic air/road/rail information Fﬁ—» 40 49
Destination Information systems (product and... W %

Fig. 9.25 Representation of respondents’ recommendations for digital tourism systems in priority

digital implementations in the tourism industry of Nepal as shown in Tables 9.1 and
9.2. Altogether 21 obstacles and lapses were identified and 12 suggestions from the
open questions answered by the respondents.

9.5 Conclusion

The study represented interesting facts and figures about the role of ICT tools
and technologies in Nepal. The data of the respondents supported the growth and
depicted the exponential increase of use of ICT technologies in Nepal as per Fig. 9.1



Table 9.1 Data representing themes for obstacles and lapses in ICT and Tourism
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Keywords and themes (obstacles and lapses)
Lack of digital payment systems

ICT education and awareness

Poor Internet connectivity in remote areas

Issues in information reliability, availability, and authenticity on food, health,
and hygiene

Poor quality of ICT service

Less and not updated information on natural disasters, accidents, and risk
Digital divide and lack of education in rural and remote areas
Government agencies lack digital implementations

Lack of updated technology with global developments for digital
implementation

Information update and information availability is poor for tourism
destinations

No proper tourism applications for Nepal tourism are available
Lack of basic infrastructure

Lack of policies at the national level for development and implementation of
ICT systems

The scattered and fragmented system in existence
Poor website, website should be interactive allowing real opinions
Fast Internet connectivity, better quality, uninterrupted digital services

Lack of support in technology (untrained men to troubleshoot problems in
remote areas)

Technology and difficult terrain do not meet tourism needs
Lack of integrated approach for digital systems in tourism
Poor quality of apps available

Lack of availability and promotion of digital systems

Table 9.2 Data representing suggestions for ICT and Tourism Industry of Nepal

S.n

Keywords and themes (suggestions)

Introduce e-commerce

Improve the infrastructure of ICT systems and services

Make Internet services accessible to remote areas and high altitudes
Integrate ICT as a component of tourism

Introduce simple but useful apps like language translators, shopping for food,
travel, etc.

Update website with authentic and real information

Make websites dynamic with user personalize pages

Educate people in remote and rural areas about ICT use and applications
Provide enough information on health hygiene and food

Develop mobile-based apps for tourism navigation and information
Develop policies at the national level for compulsory use of ICT in tourism
Make better plans and approaches for digital marketing and reach
Government offices of tourism must use digital technology as their priority
Introduce risk mitigation and management systems

Make people aware of digital technologies and their use in tourism
Identify the national and global needs in digital tourism and develop plans

Frequency
102

96

93

92

86
84
81
77
76

71

67
67
66

61
59
54
54

53
46
43
34

Frequency
97
91
87
83
79

77
74
67
76
71
67
67
66
61
59
54
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and online data statistics from the stat counter. This clearly shows that the demand is
growing for digital systems, and people are slowly adopting ICT in their lives. The
survey of inbound tourist also represented positive indication of ICT tool and digital
technologies in use with 25.2% and 7.4% using Internet directly to look destinations;
61.5% used Internet and websites to gather information on Nepal; 33.5% and 22.2%
used emails and social sites to communicate with their relatives and friends. The use
of social sites in Nepal was also prominent. It was seen that almost all 88.9% of the
respondents used some kind of social application in Nepal with Facebook being
the most popular 50% followed by Instagram 23% and similarly other applications.
This data projected an important aspect that future businesses including tourism
must concentrate on social apps to promote, plan, and manage the business.

The implementations of digital technologies in remote areas, high altitude, and in
emergency situations were not witnessed by the respondents. There were issues of
Internet connectivity at remote locations combined with the quality of service. The
support and awareness level in ICT was also seen at marginal state in the remote
and rural areas. The respondents were interested in seeing digital implementation
in travel arrangements (combining scale 4 and 5) 66%, language assistance 58%,
destinations management 74.6%, safety and risk mitigations systems 70.3%, and
knowledge management systems 73.7% as the most prioritized systems. The
response regarding the role of ICT and digital systems was low, but, still, the
respondents were hopeful as 59.2% said that it is improving and available.

The most frequent problems and suggestions were provided in the area of the
digital payment system, ICT education and awareness, quality of service, and high
accessibility. Respondents were of the view that the Government of Nepal should
integrate ICT as a major and vital component in tourism to increase tourism services
with better delivery models. Overall the study clearly highlighted that ICT and
digital system have started to appear in different areas of tourism industry of Nepal
and the future needs an integrated system design that should take care of existing
technology, meet the global demands, and enforce plans and policies at a national
level to fully harness the benefits of ICT.
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Chapter 10 )
Analysis and Prediction of Soil Nutrients Qs
pH,N,P,K for Crop Using Machine

Learning Classifier: A Review

Disha S. Wankhede

10.1 Introduction

Agriculture domain is very much important and sensitive domain of research, as far
as consult with farmer side all the citizen is helping the farmer in terms of finding
new solution in existing system, research, and innovation in actual farming, also
Government provide some funding for the same to do new research and innovation
in agriculture, it will directly help to our farmer. The computer engineering field is
also working on the same, in this field, lots of work was done with the assistance
of new technique proposed like some software, hardware which directly helped to
our farmer for easy way to take decision making for better yield and crop also
some research is going on in soil quality and disease detection in plant. Much
of the work is going on in the computer field under the smart agriculture system.
This paper will focus on various machine learning techniques which are available
and proposed by a different author in the last 10 years by considering various
parameters of soil nutrients like organic carbon, electric conductivity, potassium,
pH value, nitrogen, phosphorous, etc. In computer fields, the machine learning is
one of the area of research where we can help our farmers for better crop prediction
and analysis purpose. Computer, electronics, and other field researcher are doing
somewhat contribution after finding a new solution, research, and project for the
easy way of farming with less cost and efforts which directly help our farmer. Also,
the government provides some schemes for research in terms of the grant.
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10.2 Literature Survey

10.2.1 J48 J48\C4.5Machine Learning Algorithm

Soil is an essential factor for better yield and crop, and for soil analysis purpose,
various classification algorithms are proposed.

Nikam et al. [1], J48/C4.5, knn, ID3, artificial neural network, support vector
machine, and Naive Bayes had used for classifications. These classifications fall
into three categories statistical, machine learning, and neural network [1].

Gholap et al. [2] experimented by using three algorithms 1. Naive
Bayes,2.J48(C4.5), 3.JRip algorithm and concluded using 1988 soil instances in
that J48: It is an extremely basic classifier to generate a decision tree with the
highest accuracy is 91.90%. Soil instances from Pune region bhor, velhe, and khed
testing laboratory and 9 attributes like(a). pH: value of soil nutrients pH, (b). EC:
Value of soil nutrients Electrical conductivity decisions per meter, (c). OC: Value
of soil nutrients Organic Carbon, (d). % P: Value of soil nutrients Phosphorous
ppm, (e). K: Value of soil nutrients Potassium, ppm, (f). Fe: Value of soil nutrients
Iron, ppm, (g). Zn: Value of soil nutrients Zinc ppm, (8) Mn: Value of soil nutrients
Manganese, ppm (9). Cu: Value of soil nutrients Copper, ppm. The author have
suggested future scope in this paper is to create one recommendation system
in collaboration with the Soil Testing Laboratories Amravati Maharashtra, The
proposed system suggest applicable or appropriate fertilizer for the given soil test
sample and cropping pattern.

Rajeswari et al. [9] compare and experimented by using six algorithms J48,
Random Tree, JRip, OneR, Naive Bayes, in that J48 gives accuracy 93.46% out
of other algorithms but comparatively Naive Bayes gives 93.81% high accuracy
as related to other algorithms. Both algorithms have minor differences between
them. For experiment purpose 203 soil lime instances from rural area soil testing
lab, District Virudhunagar, Tamilnadu, India and 6 attributes as the same [2, 25].
The author have suggested some future scope as to envision and endorse applicable
fertilizer and crop benefit for the lime status level in the soil.

Mrs. N. Hemageetha et al. [14] implemented and analyzed the soil condition
constructed on pH value. The J48 gives high accuracy results for verifying the
soil is whether suitable or non-suitable for crop cultivation. Pawar M. et al. [17]
have built the system that conveys farmers about harmfulness levels in their soil;
if toxic is present in their farm, then the farmer or user can take proper movement
for empowering their field farming and get more crop yields. J48 machine learning
computer engineering algorithm works more accurately as compared to the decision
tree.

Rajeswari et al. [20] proposed Jrip algorithms have provided good results as
related to other machine learning algorithms in 110 instances of soil (black and
red) 8 attributes.
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Basker et al. [29] made a system for soil fertility prediction and analysis purpose
in consideration of Trichirappalli district, the regression technique least median
squares which were produced improved results than the classical linear regression
for most accurate prediction attribute was N-Nitrogen value from the soil sample.

Kumar et al. [25] build system and experimented by using five algorithms 1.
Naive Bayes, 2.J48(C4.5) 3. Jrip 4. Linear Regression 5. Least median Regression,
considering 1500 soil instances in that JRip and J48(C4.5) give better results as
92.53%, 87.03% respectively. Author had collected soil instance from Warangal dis-
trict, Andhra Pradesh, India and 10 attributes like [2] Zinc, Potassium, Phosphorus,
PH, Nitrogen, Magnesium, Humus, Iron, Calcium and Sulphur.

Bhuyar et al. [28] demonstrate that after the comparative result of J48, Naive
Bayesian, Random forest. J48 classifier performs exceptionally very good for the
conclusion of the fertility index; also investigation shows that the fertility rate for
district Aurangabad Maharashtra is average.

10.2.2 Naive Bayes Machine Learning Algorithm

Chiranjeevi M N et al. [5] developed a system for analysis of soil conditions and
nutrients by considering two algorithms like Naive Bayes and J48. Instances had
considered for experiment purposes from Belagavi Department of agriculture, Bela-
gavi, and 12 attributes had considered as potassium, pH, nitrogen, EC, phosphorus,
OC, sulfur, iron, zinc, magnesium, boron, and copper. J48 had given the accuracy of
2.68% whereas Naive Bayes 1.98%; Naive Bayes has produced a better result than
the J48 algorithm, which correctly classified the determined number of instances of
the soil sample.

Bhargavi et al. [8] presented that Naive Bayes classifier had applied to Tirupati,
Andhra Pradesh soil. The soil data instances had 100% classified with the categories
of different sands like loamy sand, clay, loam, sand, sandy loam, sandy clay loam,
and clay loam.

Arunesh et al. [9] have investigated and experimented in 203 soil instances
with 6 attributes of soil from Virudhunagar District, Tamilnadu, India, the author
had concluded Naive Bayes machine learning classification algorithm gives better
results as compared to J48, random tree, JRip, OneR, Naive Bayes.

Ramesh et al. [21] had calculated accuracy of soil instances after building a
system using classification algorithms like Naive Bayes, Bayes Net, Naive Bayes
Updatable, J48, and Random Forest. For experiment purpose, they had considered
Kanchipuram and Tamil Nadu, Soil Science and Department of Agricultural, and
Kanchipuram and National Informatics Center Tamil Nadu with 1500 instances. J48
had calculated 92.3% accuracy, whereas the Naive Bayes algorithm has calculated
100% accuracy in the classification of soil nutrients.
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10.2.3 Artificial Neural Network

Puno, J. C. et al. [18] proposed and developed a system that is a fully functional
system using IP (IP enhancement, IP segmentation, and feature extraction) using
an artificial neural network in MATLAB software. Classification is with L, M, H,
S, and D (low, medium, high, sufficient, deficient), respectively, the value of all 7
attributes (1) pH, 2) N, 3) P, (4) K, (5) Zn, (6) calcium, and (7) Mn. ANN gives
100% accuracy.

10.2.4 Support Vector Machine

Ahmad et al. [4] experimented last five years data and only one attribute for
classification considered i.e. VIC moisture after experimentation author concluded
that using his experiment of model 1 and model 2 for soil moisture estimation SVM
model performs better than ANN and MLR models.

Morellos et al. [6] build and experimented on 140 soil instances and 3 attributes
from Premslin, Germany. LS-SVM algorithm gives improved results for the previ-
sion of OC and MC. The cubist method had given a good estimated for TN.

Panchamurthi et al. [15] proposed SVM gives improved results in machine
learning.

10.3 Soil Analysis Using Machine Learning Algorithm

Machine learning is the new domain in the area of the interdisciplinary field of
computer engineering, where finding some pattern in the big data set. This domain
is combined with other new technology like Al, ML, IOT, and statistics also big
databases. Machine learning is the emerging domain of computer engineering area;
it is based on scientific, logical facts, and algorithms also have statistical calculus
models that computer use to accomplish a precise task without using clear-cut
information, depending on examples and assumptions. It is seen as a subsection
of Al domain (Ref: Wikipedia). Soil testing is an important way to find and analyze
the nutrients content. Oil testing is performed to quantify fertility and demonstrate
inadequacies or absences that need to mitigate (“soil test,” Wikipedia). In this
literature, soil nutrients data set has soil testing results that have been applied to
different classification techniques in machine learning algorithms. Soil fertility is
critical parameter which is consider for land, so soil fertility purpose which nutrients
are good for crop production, this paper includes literature survey of 30 paper of
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last 10 years what’s other are worked in this domain where they are successful and
which algorithm’s give better result in data set.

The machine learning algorithm like J48, Naive Bayes, KNN, Random Forest,
SVM, JRip have previously used and experimented in large and small data set with
different parameter list of soil testing.

10.4 Soil Testing Attribute

The agriculture sector in India is completely associated with soil, basically, in all
north, south,west,east side,soil has found the following four types: Loamy, Silt,
Clay, Sandy soil and every soil has required nutrients for good crop production
purpose so for that purpose following are the nutrients were considered previously in
research, like OC, Nitrogen, pH, EC, Magnesium, Potassium, Sulphur, Phosphorus,
Iron, Copper, Boron and Zinc [5] and Label Soil fertility class as (moderate,
moderately high, high, very high very low, low,) [29]. For experiment purpose
various author proposed their system with different level of instances and attribute.

10.5 Applicable Classification Techmques

The following various available methods for classification of soil analysis for crop
prediction based on nutrient level in soil are K-NN [11, 19], SVM [4, 6, 15], Naive
Bayes [5, 8, 9], J48/C4.5 [1, 2, 9, 14, 20, 21, 25, 28, 29], ANN [18], decision tree
[2, 17, 25], logistic regression, fuzzy technique, etc. which give the best outcomes
for classification used for the soil data set listed in Table 10.1 [3, 7, 10, 12, 13, 16,
22-24, 26, 27].

10.6 Discussion

I have discussed here the various machine learning classifiers that include J48, Naive
Bayes, k-NN, Random Forest, SVM, JRip for soil nutrients prediction purpose is
soil is good for a particular crop in the respective region. In Table 10.1 classification
and prediction of soil and their feature were classified previously. In the literature
survey, Table 10.2 had shown various topmost machine learning algorithms used for
classification prediction purposes in soil analysis considering attribute OC, P, K, Zn,
Cu, Fe, Mn, boron, sulfur, N, pH, and EC.
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10.7 Conclusion

There is no single machine learning classification algorithm which gives consistent
results for all types of soil analysis considering all soil nutrients as an attribute. The
performance of a machine learning algorithm is sustained by the type and size of
the fact-finding data set. So, one can use hybrid or integrated classification methods
such as the merging of distinct classifiers for higher-quality performance. The real-
time sensing data using IOT, soil testing attribute section, and predicting suitable
crop according to soil condition have a broad scope of research in the agriculture
domain. Acquiring 100% classification for soil data is absolutely a threat.
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Chapter 11 )
Privacy Protection and User Traceability  gue
in Strong Key-Exposure Resilient

Auditing for Cloud Storage

R. Ahila and S. Sivakumari

11.1 Introduction

The emerging development in the Internet and technology starts a trend in the
direction of outsourcing data and its management. The development of the Internet
makes cloud computing one of the emerging technologies. Organizations may focus
on the core business problems by transferring information to the cloud. Cloud
service provider (CSP) [1] is concerned for the provision of sufficient hardware,
software, and network resources for the storage of personal data of the owner and
for providing processes for generating, upgrading, and accessing its outsourced
data. Clients have become concerned with the integrity of outsourced data. It can
be avoided by verifying the completeness of data and adding significant validation
burdens on consumers. Public auditing is implemented to address this problem.

A third-party auditor (TPA) is used in public auditing [2, 3] to regularly monitor
whether the cloud servers have stored the client’s information correctly. This
relieves customers from the data audit process. In the data auditing process, data
owners first express doubts about the state of their data to the auditor. The request
is then driven to the cloud server; the auditor and the CSP share the encryption keys
and information that are to be audited during this interaction. Though TPA requires
critical resources such as communication channels and memory, it is considered to
be a centralized auditing solution. Moreover, the TPA can use complex algorithms
to validate the outsourced data.

When the information is audited, there may be a number many chances to
reveal hidden keys for the vendor which will be forged later when the customer
requests them. To solve this issue, cloud storage auditing with verifiable outsourcing
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of key update (CSA-VOKU) [4] was proposed. Through accepting TPA as an
authorized party, CSA-VOKU had solved the key exposure problem and maintains
the encrypted customer hidden key version. When a server must hook a file in
the cloud, the encrypted client’s hidden key has to be decrypted for uploading
the document. But, CSA-VOKU not fully solved the key exposure problem. So
CSA-ISKER [5] was proposed to handle the key exposure problem in the cloud
effectively. The malicious cloud is not able to get the signature of hidden keys
in unexposed times with CSA-ISKER. The CSA-ISKER technique can, therefore,
upgrade the key for indefinite periods.

In this article, the efficiency of CSA-ISKER is further improved by the pro-
posed cloud storage integrity checking and auditing-ISKER (CSIA-ISKER). It
ensures the integrity of data in the cloud by generating users key based on
their identity information. Moreover, CSIA-identity-based privacy and traceability-
ISKER (CSIA-IPT-ISKER) is proposed to ensure user’s identity data protection
and tracing power where the public auditing concept for distributed cloud data has
been formalized. This encourages the open auditing of remote information while
maintaining identity protection and identity monitoring in the field of sharing. This
enhances the security of cloud data and effectively verifies the cloud data integrity.

11.2 Literature Survey

An effective and safe adaptive audit protocol [6] was proposed in the cloud environ-
ment. Following the development of a cloud storage audit system, an effective audit
privacy protocol was introduced, using bilinear mapping and authentication methods
to guarantee data privacy. However, this protocol still has security problems. A
combined technique [7] was designed to perform public integrity auditing of
data and for secure deduplication of encrypted data. The combined technique
processed challenge-response protocols using the Boneh—Lynn—Shacham signature-
based homomorphic linear authenticator to perform data auditing and deduplication
of encrypted data. However, light schemes for storage services must still be planned
because of the rise in data volume.

Multi-replica public auditing (MuR-DPA) [8] was introduced based on a multi-
replica Merkle hash tree (MR-MHT) for public auditing in the cloud. The MuR-DPA
focused on the problem in MR-MHT that was secure against dishonest servers.
However, the proof size of MuR-DPA is still dependent on the dataset. To verify
an untrusted and outsourced data, a dynamic audit service [9] was proposed. In
dynamic audit service, audit services were built according to the supporting provable
updates to outsourced data. However, the dynamic audit service still has some
constant amount of overhead.

An efficient audit service outsourcing [10] mechanism was proposed for data
integrity in clouds. It focused on effective audit services for existing cloud data
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and the design of high-performance audit schedules. However, the computation cost
was increased sharply when the data is large. To support the security of privacy, the
public audit was recommended for a protected cloud storage system [11]. It did not
learn the data, but it checks the outsourced data of the user in the cloud with an
external auditor. The computational complexity of this system is high.

An integrated public audit and information model [12] were proposed for
the security of cloud data storage. This considered the issue of cloud storage
data integrity verification. However, it involves a high computational complexity
problem. A Dynamic Outsourced Auditing (DOA) [13] was proposed for cloud
storage auditing. It defended against fraudulent collisions and entities, and it enabled
dynamic verifiable uploads to outsourced data. However, it has a high computational
complexity problem. A TPA auditing scheme [14] was proposed to preserve the
privacy of cloud storage. When the server receives the information that the user
initially saved and performed complex procedures on the outsourced data, the server
must give the user a time-stamping receipt from both parties. However, it is not more
efficient.

11.3 Proposed Methodology

Here, the proposed cloud storage integrity checking and auditing-ISKER (CSIA-
ISKER) and CSIA-identity privacy and traceability-ISKER (CSIA-IPT-ISKER) are
described in detail.

11.3.1 Cloud Storage Integrity Checking
and Auditing-Improved Strong Key-Exposure Resilient

Both the provable data security [15] and the successful upgrade are supports by
CSA-ISKER when the client and TPA will produce the secret signing keys jointly.
In order to improve CSA-ISKER, CSIA-ISKER is proposed in this paper. The main
concern of cloud clients is data leakage and integrity. It is considered in the proposed
CSIA-ISKER scheme where a public key generator (PKG) is engaged to generate
keys for users by using their identity information. It is more secure because when
a user stores their data on the cloud, they lose the clear tracking of their data.
Furthermore, the server of the cloud is not completely trusted. So, it is required
for the users to effectively check whether the outsourced data are unharmed or not.
The CSIA-ISKER consists of the following processes.

* Setup: It is processed by the PKG and client. This algorithm gets input k& and
outputs the master hidden key msk, system parameters param, and master public
key mpk. At the client side, a security parameter k is obtained as input, and it
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creates the system public key PK, the TPA’s hidden key Wrp4, the current time
t, and client hidden key W..

e Extract: It is implemented by the PKG. It gets input as the system parame-
ter param, msk and identity of user ID € {0, 1}* and generates Wjp that related to
the identity ID.

* Gen_Tag: It is processed by the proprietor of data with identity ID. It gets param,
the hidden key of the user Wyp, and a file F = {0, 1}* as input and generates the
tagso = (01,072, ...0,)of each file block x;, which is saved with F on the cloud.

* Gen_UpdateMessage: TPA implemented this algorithm at the starting time. It
gets the PK, 1, and Wrp4 as input and returns an update message o ;.

* CKeyUpdate: It is processed by the client at the starting time. The PK, ¢, o;, and
the W, are taken as input and create the signing hidden key W; for t.

* Gen_Authenticator: It is implemented by the client. The PK, #, W;, and F are
given as input to this algorithm, and it creates a group of authenticators W for F'
in time ?.

* Gen_Proof: The cloud runs this algorithm which gets the PK, ¢, a challenge
Chal, F, and W as input and creates a proof P. It is utilized to verify whether the
cloud holds F correctly. In the proofGen algorithm, a set of the current time and
challenge is given by the TPA and then fed as input to the cloud.

¢ Check_Proof: It is run by the TPA. The PK, t, chal, and P are taken as input.
It generates output as true when the verification is passed; otherwise it generates
output as false.

CSIA-ISKER Algorithm

Setup Algorithm:

At the PKG side:

The PKG randomly selects two primes po and go and generates the Rivest,
Shamir, and Adleman (RSA) modulus Ny = poqo. PKG randomly selects a prime e
and calculates d as =e~! mod ¢(Np). Let [1 € N and describe two hash functions:
Hy @ (0,1} — {0,1}", Hy : {0,1}* — Z& and Hy : {0,1}* — Z%.
Describe a pseudo-random function f : Zy x Zy and a pseudo-random permutation
7 Zy x{1,2,...n} — {1,2,...n}. The PKG publishes the system parameter
mpk = (N, e, Hy, H», f, w) and keeps the msk secret.

At the client side:

* The client randomly chooses Wrpy4, and it is given as the TPA’s hidden key to the
TPA. PK7pa = s"7P4 denotes the public key of TPA.
* Assign the system public key PK = (s, u, PKtpa, PK., spk).

Extract Algorithm:

A ID € {0, 1}* and msk are given as input, and PKG calculates the user’s hidden
key W, = H>(ID)? and forwards s;p to the user through a safe channel.

Gen_Tag Algorithm:

It is implemented by a cloud user to save F into the cloud. It is explained as:

» Select two keys p and g and calculate RSA modulus N = pq.
 Choose a random key p and calculate y = = mod ¢(N).



11

Privacy Protection and User Traceability in Strong Key-Exposure Resilient. . . 127

Create a pair of signing keys {pk, sk} of a signing algorithm SSig().

Choose a random r € Zj‘v and calculate R = r’modN.

Calculate t = H(R||ul|lpk)and s = r.s§ p- Mpk = (1,5) represents an identity-

based signature on the public key (i, pk).

Given F, separate into n blocks F = {x1]| ... ||xn}.

Let tg = Fname||n||u, where Fname represents the file name and its chosen from

a huge domain Zy; u is a random value of Z}“\,. Set T = 19| SSigsk(to) as the tag

of file F. M

Calculate the tag o; = <H3 (F nameHi ) u’i ) mod N for the block x;. Denote

0 =110ijyl<i<n-

Store {F, 0, T, 0 pk, pk, u} to the cloud and avoid the limited memory.
Gen_UpdateMessage Algorithm:

Get PK at each ¢ from the client.

At first, TPA computes the update message ox = F} (x)W”’A to the client based

on their Wrpa key.

The client can search for legitimate or unauthorized update message by using the

following equation

m(s,00) =m(PKrpa, F1(1)) (11.1)

CKeyUpdate Algorithm:

The client computes W; = H; (t)Wf when they obtain the o, from the TPA at .
o ;as the signing hidden key in 7.

Gen_Authenticator Algorithm:
If a user needs to transfer F to the cloud in ¢, the following steps have to follow:

The user selects » € R%¢ and then calculates R = g

After that, the client calculates the authenticators 6; = H (¢ ||i|| name, R) u"™* W;,
where name is the file name.

The user transfers the file tag tag = namel|t||SSigssk(name||t) and the set of
authenticators ¥ = {t, R, 01, ...0,} along with F to the cloud.

Gen_Proof Algorithm:

Through analyzing SSigss(name||t) using spk, the TPA checks the authority of
the file tag. Then, they choose a c— element subset I = {s1, 52, ...s.} of set [1,n]
as the index of the blocks to be checked when the SSigg(namel|t) is valid.

For every i € I, the TPA chooses random values v;(||v;|| < ||gl||), and sends the
challenge {i,v;}; ¢ 1; they calculate an aggregate authenticator 6 = [[,, 19?’. The
TPA also calculates =) ; ¢ jx;V;

The cloud sends S = (¢, R, 0, p) to the TPA as his reply.
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Check_Proof Algorithm:
» If P is obtained by TPA, then they check whether the following equation holds:

2 (s.0) =& (R, [ et il name, R)" .uﬂ> & (PKC.PKTPA, Hy (1) Zier vi)

iel

If it holds, then it generates output as true. Otherwise it generates output as false.

11.3.2 Cloud Storage Integrity Checking
and Auditing-1dentity-Based Privacy
and Traceability-Improved Strong Key-Exposure
Resilient

To ensure the user’s identity traceability and privacy, CSIA-IPT-ISKERA is pro-
posed where a group manager helps the users to protect their privacy. The IBL list
is used to track the members making the latest changes to identity tracing on each
block. The group manager can help the users in the group to generate or change
the shared data. Also, if the information dispute arises, a group manager is going to
access the user identity. The group manager is responsible for managing clients in
the group. This theory and proof guarantee the traceability and security of users.

Theorem 11.1

The chance of a public checker effectively accessing the genuine user identity on
the data block is 1/m when m is the number of users in the group during the daily
integrity testing tasks of specific cloud data.

Proof The public keys of the client who created the authenticators of the selected
portion of data are required to check the cloud data integrity in the task of auditing.
A public checker can collect the identity information on each data block because of
relying on the unique relationship between the user identity and the public key. Only
the final authenticators are determined from a collection of partial authenticators
with each team member’s hidden key. A final authenticator with the hidden key of
the group is created using the group manager. An authenticator doesn’t require the
hidden key of the user those asks to authenticate a portion of data. While the public
checker checks the integrity of data, the public key of the group is enough for the
verification process. Because all data authenticators are created with the group’s
hidden key, the public checker cannot then identify the user using the public key
on a block. The chance that the public checker estimates the right user on a portion
of data is % when there is m user in the group. Therefore, the confidentiality of
identification is protected.
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Theorem 11.2
When the argument takes place, the group manager can find which deceptive user
can change the data and reveals the identity information of that user.

Proof To help users to produce partial authenticators, a group manager is appointed
in CSIA-IPT-ISKERA scheme. Whenever a user requesting that a partial authentica-
tor is created by the group manager, it is documented in the identity block list (IBL).
It has some data, such as user identity and modified identity of the portion of data.
If a user in the group changes a portion of data intentionally, the other users of the
group can detect this nasty data block. When a user submits such a discrepancy, the
group manager can check the IBL and see the user making the newest change on this
portion of data. All data changes, including malicious information, are registered in
the IBL database. If the group manager sees the list, the dishonest member will
reveal their identity. The traceability of identity is therefore accomplished.

11.4 Result and Discussion

Here, the effectiveness of CSA-ISKER and CSIA-ISKER and CSIA-IPT-ISKER is
tested in terms of user time to revise the hidden key, communication complexity, and
auditing process time. The cloud auditing services are tested using the pairing-based
cryptography (PBC) library.

11.4.1 User Time to Revise the Hidden Key

It is a measure to calculate the time consumption to revise key on the user side in
CSA-ISKER, CSIA-ISKER, and CSIA-IPT-ISKER schemes.

Figure 11.1 shows the user time to revise the hidden key in CSA-ISKER, CSIA-
ISKER, and CSIA-IPT-ISKER auditing scheme. The user time to revise hidden key
in CSTA-IPT-ISKER scheme at 8 time period is 13.95% less than CSA-ISKER and
7.5% less than CSIA-ISKER schemes. This is because where each file is split into
a number of blocks so the client can easily update the hidden key for a particular
block with less time consumption. From this analysis, it is known that the CSIA-
IPT-ISKER has less user time to revise hidden key than the other cloud auditing
schemes.

11.4.2 Communication Complexity

This is how much time the TPA and user spent to communicate.
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Fig. 11.1 Evaluation of user time to revise hidden key

Figure 11.2 shows the communication complexity in CSA-ISKER, CSIA-
ISKER, and CSIA-IPT-ISKER. If the challenged block is ten, then the communi-
cation complexity of CSIA-IPT-ISKER is 6% less than CSA-ISKER and 2.08%
less than CSIA-ISKER scheme. It is because of the IBL that trace the identity
information. From this analysis, it is known that the CSIA-IPT-ISKER has better
communication complexity than the other cloud auditing schemes.

11.4.3 Auditing Process Time

It defines the time needed for cloud storage audits.

Auditing process time for CSA-ISKER, CSIA-ISKER, and CSIA-IPT-ISKER
schemes is shown in Fig. 11.3. By ensuring the identity privacy and traceability, the
time in auditing process for CSIA-IPT-ISKER scheme is low. From Fig. 11.3, it is
proved that the CSIA-IPT-ISKER has better auditing process time than other cloud
storage auditing schemes.
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Fig. 11.2 Evaluation of communication complexity

11.5 Conclusion

In this article, the cloud storage auditing based on CSA-ISKER is improved
by the proposed CSA-ISKER. The data integrity problem in cloud storage is
considered in CSA-ISKER which creates hidden keys for users based on their
identity information. Hence, it enhances the security of data. Also, CSA-ISKER
verifies the outsourced data through the proof verification process. The CSIA-IPT-
ISKER is used to ensure the user’s identity and traceability. The users in the cloud
protect their privacy with the aid of a group manager, and then they maintain an
IBL to achieve identity traceability. The experiments are conducted in terms of user
time to revise hidden keys, communication complexity, and auditing process time
to prove the effectiveness of proposed CSA-ISKER and CSIA-IPT-ISKER.
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Chapter 12 ®
Cloud Computing Challenges e
and Concerts in VM Migration

J. Keziya Rani and M. Sri Lakshmi

12.1 Introduction

The huge changes in information technology in recent years have made it very
difficult to manage IT resources in the cloud. In this regard, virtual machine
technologies adopted by organizations to efficiently allocate and manage resources.
In this regard, reduce the cost in the operation in turn enhancing the performance of
the application along with the reliability. In traditional communication, the process
of virtualizing is dividing the physically available resources into logical resources to
have a flexible resource allocation. The separation of the logical resources form the
physical resources [5], makes it easier to distribute the workload, thus enabling the
loads to be executed on the different VM but on same machine and transition of the
VM from one system to another. VM migration departments have many parallels to
their origin, called process migration, where the migrant wants the process to run
from one system to another. The procedure causes the migration of the particular
state from one system to another.

Any way the purpose is to choose walking strategies rather than VMs [7]. At
some point in the 1980s, political migration was well studied; however, it has never
been used in practice because of the problem of maintaining dependency between
different modules of the work system. However, virtual machine migration is no
longer subject to these restrictions.

With VM migration running and the entire system running, the migration
issue is simplified and effectively resolved. Virtual machine migration over the
past decade has proven to be an effective approach to many goals, including
workload strengthening, workload balancing, reducing power consumption, and
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cellular packet assistance. As a result, in recent years, it has received huge acclaim
in the industry. However, virtual machine migration also presents problems specific
to service disruption, bandwidth usage, management top-end features, and rapid
security breaches. Because VM migration, application development effectively
closes the question of re-searching, which has generated tremendous interest in the
search network.

This overrides all the roles involved. Virtual machine migration must be carefully
applied to cloud management. In this article, we look in detail at virtual machine
migration [8] and discuss its benefits and challenges.

12.2 Background

12.2.1 Cloud Management

Many features in managing the cloud are done supporting the migration of VM,
which summarizes all the benefits of VM migration and their use in cloud and
intracloud management [1]. The main causes of server interruptions are prolonged
server interruptions or poor hardware performance. Also material restoration. Load
balancing in cloud management is a major issue that can shorten server’s life and
reduce quality of service. For the time being, the servers are running at a higher
capacity with the download effect.

Using direct VM migration credentials, it works consistently across all data
center servers based on improved service quality. In addition, by speeding up VM
migration on the web, load balancing between different data centers using geospatial
space. Server association VMs are tightly built and demolished in the data center. In
addition, some may be delayed or inactive. Virtual machines can be ugly if the data
center servers are not connected. In a server pool, virtual machines can be routed to
a power resolution or declaration decision which is shown in Fig. 12.1.

Hybrid cloud is performed with some benefits, i.e.:

1. Elastic in nature and cost-effective
2. Most suitable with business needs

Service Level Agreements are prime concern sometimes migration from one
cloud to other cloud providers has to migrate VMs to cloud datacenters.

12.2.2 VM Migration and Challenges

The challenges and the issues associated with the VM migration are summarized
below along with the immigration exit scheme.
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Fig. 12.1 Virtual Machines

VM migration data moves from one location to another. Direct migration is
subject to the condition that the migrating VMs should not be suspended for services
that are running, but there are no restrictions on dead migration [3].

In overall VM migration aspects, these are the prime challenges:

* Storage data migration
e Memory data migration
¢ NCC(network connection continuity)

12.2.2.1 Storage Data Migration

VM migration is done on a server storage system; the site is transferred to virtual
disks; disk data is available remotely due to high disk I/O latency but violently ALS.

Memory data migration: migrating data to memory, all current reports must
be moved to the destination site if they want to run from the temporary virtual
machine location after the migration. Status information includes processor states,
memory data, device states, and more. Usually current state memory is found in data
migration.

12.2.3 NCC

Moving the virtual machine to a new location needs approaches to reach customers.
You can also keep open connections for live streaming during migration. Immigrants
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have different problems depending on the circumstances. The migration methods are
categorized in three angles: methods of migration, migration space, and migration
granularity. Virtual machine migration can be classified into two types as: inactive
migration and dynamic migration. Inactive migration can stop the virtual machine
depending on the service should continue whether after shutdown or before stop-
ping. If the virtual machine is temporarily disabled, the running states are overlaid
and moved to the destination site. No open network connections are maintained
during migration, and all connections are reconfigured after the virtual machine is
restarted [6].

As shown in Fig. 12.2a, in the case of direct migration, data migration from
memory and continuity of network connection are two issues that need to be
resolved to avoid downtime. The data migration is done on the cases when the source
as well as the destination sites lags the common storage facility. Apparently, the
migrant virtual machine has severely disrupted services to non-resident migrants.
The scope of the cloud data center is dramatically controlled during its 7/7 operation,
so most studies focus on direct migration [4].

Migration of LAN restrictions to description in Fig. 12.2b: the source and
destination host is similar to a data center connected to a single network and a single
storage system.

Figure 12.2c. Source and destination hosts are not part of a single storage system
other than an IP address; the system is connected to a low bandwidth network and
has high latency in a homogeneous environment.

12.3 Performance Metric and Overhead

Approaches of qualified migration aim in repositioning the virtual machine reducing
the further unwanted secondary effects. In this section we summarize the criteria for
assessing the effectiveness of a migration strategy. Some immigration policies focus
solely on increasing the factor, while others work best on a number of measures [5].

Total migration time: Indicates when the modified virtual machine starts restart-
ing and the rest of the data is stored on the internal site.

Downtime: The migrant VM service is not available. The measurement deter-
mines the transparency of the clients of the migrating virtual machine. Dead
migration — total duration of migration.

Total network traffic: All data is transmitted while migrating, and this competes
the network bandwidth with mileage.

Service degradation: Migration affects a service running on the migrated vir-
tual machine. It is measured by growth changes and response times. Network
performance is also measured by using network bandwidth. These metrics can be
obtained involving the time of the total migration with the traffic in the network.
Time required for total migration is short, and overall network traffic is for specific
migration and low network usage.
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12.3.1 VM Overheads Are Classified in Three Types

Computational overhead: Migration negotiations are typically conducted with the
source and target host VMMs. The migration process replaces certain CPU cycles
and memory locations. These two hosts cause interruptions on all virtual machines.
When migrating demons run on a migrating virtual machine, certain virtual machine
computing resources are consumed. In addition, some migration optimization
technologies include data computation, compressing the data.
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Network overhead: The migration of VM is highly tedious on the network. It
compares resources available in the network with virtual machines working in both
the target and the source hosts. Reads data in the onsite storage of the source and
places it on the destination where one of the I/O bandwidths is also used.

Overhead of space: The VM migration works without workloads when com-
pared to the network bandwidth and the cycles.

In Fig. 12.3, the primary goal is to understand the correlation between memory
and total migration time.

In Fig. 12.4, it demonstrates that the total migration time linear gathering of
memory and its overhead of time.

Both effected linearly.
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12.3.2 VM Live Migration with Workload [2]

The above Fig. 12.5 distinguishes the impact of migration and benchmark perfor-
mance.

12.4 Conclusion

Direct migration is a new technology with many benefits that can help cloud
service providers and customers. It reflects the foundation of managing the hardware
and balancing the load that is termed as the management in cloud. Data center
migration can improve VMS compatibility and resolve the vendor lockout issue.
When this concept is complete, the virtual machine scrapes to solve many migration
presentations. In this article, we mainly provide an outline of the process involved
in the migration and the challenges in it. Finally, we conclude with performance
evaluation and overheads.
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Chapter 13 . ®
Arduino-Based Plastic Identification Chock or
and Picking Robot

Shahana Bano, G. Lakshmi Niharika, G. V. R. Y. Vamsi,
R. S. K. Pavan Kumar, and G. Srinivasa Koushik

13.1 Introduction

Different research works [8] employ different types of sensors [7], but for the
identification of plastic, we can use the capacitive proximity sensor. As these
proximity sensors are for the industrial purpose, these can also be used for our
day-to-day activities. The capacitive proximity sensor is similar to the inductive
proximity sensor. This capacitive proximity sensor works on the principle of an
electrostatic field, but the inductive proximity sensor works on the principle of an
electromagnetic field. This sensor switches or senses objects such as metals and
non-metal objects. These non-metallic objects include paper, plastic, cloth, glass,
and liquids. When the target object is near to the sensing plate or face of a sensor
then it starts exhibiting the electrostatic field and it senses the object whether it is a
metal or non-metal. As well as the robotic arm is a mechanical usage product called
as forced labor which is mostly programmable by microcontrollers and also can be
made think and act like a human arm and mostly used for repeating works such as
“pick and place” [6] and assembling things. The total work-some can be divided
into parts and can be fed to robotic arms. The robot car contains the robotic arm,
IR sensor, and Capacitive proximity sensor. When the vehicle or rover is moving
with all these, finds objects in front of the vehicle and the vehicle stops and checks
whether the object is plastic or not then with the help of the robotic arm it picks and
holds the object. If it is plastic, when checked by the capacitive proximity sensor
then it puts the object into the bin [1]. Else, it drops the object on to the ground.
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13.2 Requirements

13.2.1 Hardware Components

* Plywood: The plywood is used for the construction of the robotic arm and also
handling the objects on it.

* Arduino Uno: Arduino is an ATMega328 microcontroller board. It is DIP (dual
in-line package). In this Arduino, we have 20 input/output pins, out of which
6 can be used as PWM pin, i.e., which can also be used for analog inputs. It
contains crystal oscillator whose frequency can vary according to manufacturer,
but generally it is 16 MHz quartz oscillator. Supplies power by external using
USB cable and external 9v battery (Fig. 13.1).

* Motor driver: The motor driver used in this is L293D. It is usable from 5 to
12 V, atup to 1 A total output current. The direct wiring and usage are somewhat
difficult, but it can be more convenient to use. The maximum switching frequency
is 5 KHz (Fig. 13.2).

* Servo motor: This servo motor was used for greater precision of rotation of the
object to an angle and distances.
Specifications:
e Torque: 1.8 kg-cm (4.8 V)
e Speed: 0.10 s/60 degree
* Weight: 9 gm
* Gear type: plastic
* Rotational range: 180 degrees (Fig. 13.3)

- ©OUNO

el AIDUIND
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Fig. 13.1 Arduino Uno R3
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Fig. 13.2 L293D motor driver

Fig. 13.3 Servo motor

* Gear motor: This gear motor is used for our domestic purposes as it is very
simple to use. This motor mainly transforms the shaft speed into particular ratios
of torque.

Specifications:

¢ Working voltage: Dc 3-12 V

e Torque: 800 gm-cm

* Speed: 130 rpm

¢ Rotational range: 360 degrees (Fig. 13.4)
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Fig. 13.4 Gear motor

Fig. 13.5 Teethed wheels

* Capacitive proximity sensor NPN no: This sensor was used for the identifica-
tion of plastic for this research. But it can also be used for identifying objects like
metallic as well as non-metallic objects.

Voltage: (10-15) Vdc
Sensing range: 15 mm

* IR sensor: This IR sensor [2] was used for some specific purposes to detect the
object in front, and also it transmits the light spectrum.

* Teethed wheels: These wheels were used for the movement of the robotic arm.
It is eco-friendly to use this teethed wheel.

Specifications:

* Outer teethed: 24

* Inner teeth: 12

* Compatible shaft size: 6 mm

¢ Thickness: 6.5 mm (Fig. 13.5)
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13.3 Procedure

13.3.1 Robotic Vehicle with IR Sensor

For this research, the robotic vehicle is the moving vehicle on the ground which
holds the robotic arm, IR sensor, and capacitive proximity sensor. This IR sensor has
the voltage of 5 V, and the potentiometer can be varied in order to set the object to be
detected [16, 17]. This IR sensor uses the wavelength of the object by the infrared
spectrum. It mainly works on the intensity of light; by changing its potential value,
we can detect the object. This vehicle moves on the ground when it finds or detects
the object in front of it then it stops moving the vehicle. With the help of capacitive
proximity sensor, it checks whether the object is plastic or not, and with the robotic
arm, it picks the object and throws it into the bin (Fig. 13.6).

13.3.2 Robotic Arm Procedure

The function of the robotic arm can perform only 2 types of operation and coded
in a controller when a plastic detected every motor goes to up position and then
again goes to the rest position and keeps on monitoring till it gets an active input.
This is shown in the flow chart below. So here, the controller keeps on monitoring
for an input signal; this input signal can be given based upon the type of usage
as the controller receives the signal; it has to initiate the operation of an arm that
is to activate motors. To power motor a small input signal from the controller is
not sufficient there comes the action of motor driver. We used L298 driver module,
using L298N chip can directly drive 3-30 V DC motor and can provide 5v single-
chip circuitry to supply, support 3,3vMCU control, L298N Dual H Bridge Dc Motor
Driver IC Driven part of the terminal supply area Vs: +5 V Driven part of peak
current lo:2A.

Fig. 13.6 IR sensor
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Fig. 13.7 Flow chart for the
controller of robotic arm

Pick and
place

In this below Fig. 13.7 flow chart we can identify that when an object is identified
in front of the bot then it picks, and checks using the sensor and decides to place the
object inside or on the ground.

13.3.2.1 Gripper

This is the front part of the arm which performs the same operations of human
fingers to pick and drop the plastic wastes. For this one toothed wheel is used and
connected to a gear motor, and maximum stretch length is 180 degrees for dropping.
The gripper has movement along x-axis and maximum stretch length in the opposite
direction (Fig. 13.8).

13.3.2.2 Wrist
The wrist is a link between the gripper for adjusting the position of the gripper and

can pick, place objects in a specific co-ordinate. This wrist has only one degree of
freedom; it can roll along the x-axis. A servo motor is used because servo has an



13 Arduino-Based Plastic Identification and Picking Robot 149

Fig. 13.8 Gripper

inbuilt controller which can tell the position of the wrist, so it is more flexible for
finding a specific coordinate. Even if the gripper moves by some external factor, we
cannot do it manually as the controller knows the position and can adjust the wrist.

13.3.2.3 Elbow

See the fig of the elbow part has the pitch along the y-axis. It has only one degree of
freedom that is used for lifting the objects. The elbow part is linked to the wrist so
after picking it lifts it in air. Here the lifting is done by a gear motor. The gear motor
provides a specific delay so that it can move up to an angle (theta). Angle theta will
be the same as angle swept by a motor, the radius of both wheels is the same as the
rpm of gear motor = 130 (Fig. 13.9).

so 0 = (130 % (360/60)) * delay
= 780 x delay

Torque = 800 gm — mg
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Fig. 13.9 Elbow

13.3.2.4 Shoulder

This shoulder part links the elbow and helps in shifting the object. It has freedom
along yaw. Here the 12 teeth wheel rotates the 24 teeth wheel one that is the speed
of 12 teeth must equal to 24 teeth. Therefore, every one degree of smaller wheel

angle swept will be 2 degrees.

0 = (2 % 130 (360/60)) * delay

= 1560 = delay

Torque = (11 +12) * mg
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Fig. 13.10 Flow chart for complete structure of prototype

L1 = length of elbow

L2 = length of shoulder

The above Fig. 13.10 flow chart shows the procedure of our prototype. This is
a dynamic robotic arm where the arm is placed on a rover. This rover travels all
around the floor. As shown in the (Fig. 13.10) flow chart while rover traveling in the
room if any obstacle is detected by an IR sensor which will be on rover it stops for
a particular amount of time and then checks by capacitive proximity sensor which
type of material is the obstructed. If it is plastic, then the sensor produces a positive
signal which is fetched to the controller [4] as soon as it receives the signal the
controller penetrates a pick operation. So the servo and gear motor get the power and
angle that should be rotated. But the main problem here is the height of obstacle and
what depth should the arm be rotated. This problem is solved by an IR sensor that
measures the distance between gripper and obstacle and sends it to the controller.
As it receives the information, it subtracts the angle from the maximum angle that
should be rotated by the elbow and rotates to rest of the angle, and the operation
of placing the object into a bin is done as usual. So here all the assembling and
working are done by the controller receiving and sending information, and all the
calculations are done and programmed in the controller.
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13.3.3 Capacitive Sensor Procedure

For this research, we have taken the capacitive proximity sensor. The sensing
capacity is of 15 mm and voltage of 10-35 VDC. The external voltage was supplied
from the battery of 9 V to the Arduino [3] using breadboard connections. The direct
connection of signal out wire to the Arduino board may lead to the damage of the
board. So, a 1000 €2 resistor is placed in between signal out and digital pin of the
Arduino board. This capacitive sensor can detect the objects either by touching the
objects and also up to the sensing range of sensor. To detect the objects by capacitive
proximity sensors knowing object dielectric constants. The dielectric constant varies
from object to object and material to material. The dielectric constants are available
for every object. The capacitive proximity switch sensor of NPN NO is in which
the calibration is done. To get the accuracy and adjust the readings to identify only
plastic. The sensor glows when the target object is plastic, and it sends the status
signal to the robotic arm. If the status is high, then it throws the object into the
basket. Else it drops the object down to the ground (Figs. 13.11 and 13.12).

Step 1: Start.

Step 2: Rover moves with the IR sensor, capacitive proximity sensor, and robotic
arm.

Step 3: IR sensor functionality.

Step 4: If the object is nearer to the rover, then it stops at that point.

Else it moves until it finds the object.

Step 5: Capacitive proximity sensor functionality.
Step 6: Identifies whether the object is plastic or not.

If it senses as plastic, then it gives a signal to the robotic arm.

Fig. 13.11 Internal mechanism of a proximity sensor
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Fig. 13.13 Detecting the plastic by a capacitive proximity sensor

Step 7: Robotic arm [5] takes the signal given by the capacitive proximity sensor,
and if it is high, then it picks the object and throws it in the bin.

Else the arm doesn’t pick anything.

Step 8: Rover moves to the next object if that job is completed.
Step 9: Repeat the steps 1, 2, 3,4, 5,6, 7, and 8.
Step 10: End.

13.4 Results

The identification of plastic is in the above results, i.e., in Fig. 13.13. So, in this way,
the sensor sends a positive signal to the robotic arm [5] and goes for a further step
process of picking of the object if it is plastic.

Figure 13.14 is the side view of our robotic arm in which the arm picks the
object and keeps it in the bin. When the signal passed from the capacitive proximity
sensor checks for positive or negative signal. As soon as the controller receives the
positive signal, it gives power to the servo and gear motors and the angle that should
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Fig. 13.14 Robotic arm connections

be rotated. This complete movement was handled by calculating the height of the
obstacle is detected by the IR sensors which measures distance between gripper and
obstacle and sends to the controller. So the picking operation of plastic is seen in
Fig. 13.15. These snaps of Figs. 13.16, 13.17, 13.18, 13.19, and 13.20 were the
movements of the robotic arm at various stages. At first, it finds the plastic from the
available objects; later it picks and lifts and keeps aside the available plastic. So the
identification and robotic arm mechanism work coordinately to identify plastic.

Figure 13.21 identifies that there is no plastic in front of it so the controller
doesn’t respond to pick it. Figure 13.22 is the case if it is no plastic i.e. other than
plastic.

13.5 Conclusions

By doing this project, we have learned how the arm actually functions and can be
shifted to different directions. The use of different kinds of motors is to be used for
different purposes and calculation of angles that arm can sweep according to delay.

Because of these arms, most of the works have become simpler and time-
effective. These are a bit costly but more useful in many industries. Till now, we
have many methods for identifying the plastic but using this industrial purpose
sensor for our regular needs is a bit identifying our route in it. So, this capacitive
sensor can also be used for water leveling and waste segregation. All the connections
should not be directly given to the Arduino because the Arduino board may be



13 Arduino-Based Plastic Identification and Picking Robot 155

, _

Fig. 13.15 Picking the object if it is plastic

Fig. 13.16 Picking the plastic object from different objects

damaged. Once starting the programming, one must verify all the connections.
Identify the sensitivity point with a bit of patience. The sensors functionality is
variant to understand. By doing this prototype we have learned the functionalities
of different sensors.
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Fig. 13.17 Holding the plastic object

Fig. 13.18 Lifting the plastic object

13.6 Future Scope

We can use digital image processing [9] and machine learning techniques to detect
objects with more accuracy. For further improvement of this research work, we are
planning to develop an Alexa skill to the robotic arm by using the node MCU to
help in smart applications like finding the phone.
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Fig. 13.19 Keeping the plastic object aside

Fig. 13.20 Placing the plastic down

157
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Fig. 13.21 No plastic case

r—— - : _—

Fig. 13.22 Rough sketch of our prototype
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Chapter 14 )
Ingenious Lighting System (ILS) for e
Smart Cities Using IoT

R. Praveen Kumar, S. Smys, and Jennifer S. Raj

14.1 Introduction

The smart city development has to concentrate every area including the power
utilization of the city [1, 2]. The street lamps that are used in the cities to avoid
accidents and the uncertainties during night time though it ensures safety consume
a large sum of energy [3, 4]. As a solution to these problems, the ingenious lighting
system is proposed in this paper. Ingenious lighting system has the advantage
of automation control with the help of networking [5, 6]. Automation plays an
associate degree progressively vital role within the world economy and in the
standard of living. Automatic systems are being preferred over manual systems [13].
The analysis presented provides the automation in managing the street lights and
shows power conservation to a certain level.

In existence, the street lamps are mainly based on manual management and light
perception control, and both the methods pose certain demerits such as:

1. Extended period for maintenance
2. Hard fine-grain control
3. High energy consumption
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To overcome the above three problems, we proposed the ingenious lighting
system. To reduce the maintenance period, we are moving to the automation, and in
case of a broken lamp, a certain mechanism would be available to identify the broken
lamps; the brighter the street lights, the higher the consumption of the power.

To reduce the energy consumption, a dynamic luminance adjustment adjusting
the intensity is used based on the demands in the current. To satisfy fine-grain
control, every street lamp needs a unique identification, such as the independent
control, all day through control, and adjustable brightness based on the prevailing
demands. The current street light system uses incandescent lamps, mercury vapor
lamps, etc. Different styles of light-weight technology are employed in lighting
style with their glowing potency, lamp service life, and their consideration. Due
to its advantages like low power consumption and long life, LEDs are considered
to be a promising source for modern street lighting systems [11, 12]. Because of
these advantages, LEDs are likely to replace traditional street lamps in the future.
Materials of top quality with high precision and also advanced production lines are
needed for diode technology. Therefore, the analysis work highlights the energy
economical system of the road lights system victimization diode lamps with an IR
device interface for dominant and managing.

14.2 Literature Survey

1. Survey on LPWA technology: “LoRa and NB-IOT: Rashmi Sharan Sinha, Yigiao
Wei, Seung-Hoon Hwang. Year of Publishing: 2018. In this paper, they provide
a survey on NB-IoT and LoRa as efficient solutions connecting the devices.”
Interference on open frequency makes data rate low.

2. An overview of Bluetooth Wireless Technology™ and some competing LAN
Standards: “Ruisi He, Bo Ai, Gongpu Wang, Ke Guan, Zhangdui Zhong, Andreas
F.Molisch, Cesar Briso-Rodriguez, and Claude” Oestges YearofPublishing: 2017.
In this paper “ensures the safety of the travelers, and updates real-time multime-
dia information. It uses UDP, so no acknowledgment is done or requested.”

3. “SSL: Smart Street Lamp based on Fog Computing for Smarter Cities: Gangyong
Jia, Member, IEEE, Guangjie Han, Member, IEEE, Aohan Li, Member, IEEE,
JiaxinDu. In this paper they provide the importance of (1) fine management; (2)
dynamic brightness adjustment; (3) autonomous alarm on abnormal states, Auto
Rectification of malfunctioning lamps are not available.”

14.3 Methodology

The ingenious lighting system adopts a dynamic control methodology [7, 8, 25]. In
the framework for street lights put forth the street light glows on sensing the human
passing by and switches off by the time the humans reach the arena of the next street
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light that glows on recognizing the object moving across it. In future, this system
can be realized using GSM or other high-level wireless communication networks
like 6LoWPAN which can be implemented worldwide [9, 12, 17, 25].

14.4 Existing System

Due to its advantages like low power consumption and long life, LEDs are
considered to be promising sources for a modern street lighting system. Because
of these advantages, LEDs would be the alternatives for conventional street lights.
Materials of top quality with high precision and also advanced production lines are
needed for diode technology.

In the present field of electronics and electrical technologies, factors such
as cost, power consumption, efficiency, and automation are quite important [19,
20]. Economical street lighting systems are developed with complex control and
maintenance. For reducing and controlling the energy consumption of the public
lighting system, many technologies like automation and cloud are being developed.
The existing system is adopted by the hybrid network [8], framing a flexible
platform to easily and highly automate the street lights using the IoT with the narrow
to establish a connection between the server and the street lights.

14.5 Proposed System

In this proposed system, the ingenious lighting system is implemented by raspberry
pi, and it is used to trace and adjust the entire node. Light-detecting resistor, infrared,
and current sensors are the various sensors used. In this proposed system, if one node
gets failed, then raspberry pi gets network from another node and it provides that
to the failure node [18, 19]. This project is highly automated and traces street lamp
status. Automatically it finds the node failure and immediately resolves by raspberry
pi comparing another node in the network.

14.5.1 Comparison Between Existing and Proposed
14.5.1.1 Existing System

* 10 LED bulbs of 150 watts/h glow for 12 h consumes about 18 units (18 kWhr).
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14.5.1.2 Proposed System

e 10 LED bulbs of 150 watts/h glow for 12 h consumes only about
13 units(13 kWhr).

¢ Peak hours (6 PM to 11 PM) — 7.5 units for ten bulbs.

* Ideal state — 5.2 units (approx.) for ten bulbs.

The above graph (Fig. 14.1) represents the comparison between the existing and
proposed system’s energy consumption.

The blue triangle shows the power consumed by the existing system when there
is no auto adjustment.

The red triangle shows the power consumed by the proposed system when there
is auto adjustment is present.

14.6 Block Diagram

14.7 Block Diagram Explanation

In the above (Fig. 14.2), the ingenious lighting system is simply implemented by
a raspberry pi. The above diagram is containing two nodes, router, and raspberry
pi. Three sensors are connected to each node. LDR sensor, IR sensor, and current
sensor these all the sensors are input to the node. The two nodes are connected to
raspberry pi via a router, and the node status is obtained by every second. That time
any node will be failed the raspberry pi get data from another node and it was given
to failure node.
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LDR sensor can be abbreviated as a light-dependent resistor sensor. Each node
consists of its own LDR sensor [14]. A light-dependent device works on the
principle of photoconductivity, i.e., the resistivity of the material relies on the
amount of light incident on them. During the day when the light falls on the LDR,
the resistance value decreases, and at dark, the value of resistance increases which
is called dark resistance. The resistance begins to drop drastically if the device is
allowed to absorb light [21]. When a constant voltage is applied to LDR or when
the intensity of light increases falling on LDR, the current tends to get increased.
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14.7.2 IR Sensor

IR sensor can be abbreviated as infrared sensor. Each node consists of its own IR
sensor. An IR sensor is a sensor that uses its transmitted infrared light to find the
obstacle using the intensity of the reflected infrared light. The reflection mechanism
is effective only with the range of about 10 m [10]. It can be also used to find
the obstacle using the temperature or heat present in the obstacle. The infrared
radiations are invisible to human eyes. IR sensor is simply a device that consists of
two major parts: they are LED which acts as a source that emits infrared light and the
photodetector which is used as a reception for the reflected beam. The photodetector
is capable and sensitive only to the wavelength of infrared radiation that is emitted
from the source.

14.7.3 Current Sensor

The current sensor is also connected to each node. Each node owns a current sensor.
For easily measuring output voltage with respect to the current which is detected.
The detected voltage is directly proportional to the current through a particular
path. There will be a voltage drop when a current flows through a wire or circuit.
The current-carrying conductor is surrounded by a magnetic field that is generated.
Designing of current sensors uses the above two phenomena.

14.7.4 Working

All nodes are connected to a router as shown in Fig. 14.2. The required power supply
is provided to each node which comprises sensors like IR, current, and LDR sensors.
The server is turned on. Using the IP address of the router, connection is established
between the server and the router. Each node transmits its data from various sensors
to the sensors via the router. During daylight, the LDR value reduces below 200
which keeps the light off. When the LDR value increases above 200, the lights are
turned on automatically. Initially, the lights glow in the dim state. When the IR
sensor detects any obstacle or any motion of vehicles or auto-motives.

When infrared light radiated from the source gets reflected by the obstacles or
motion of vehicles and received by the photodetector, this increases the values of
IR, which increases the intensity of light [15, 16]. These values are continuously
recorded in the server. The current sensor values are also being continuously
recorded by a server. Based on the current sensor values, the state of light bulbs
can be measured. When the current is zero and the voltage is not equal to zero, the
bulb is broken [23]. When current is not equal to zero and voltage is zero, the bulb
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goes to power saving mode. When current and voltage are zero, the bulb is open
circuit or short-circuited, i.e., the power line is broken [24].

In this system, if one node gets failed, then raspberry pi gets network from
another node, and it provides that to the failure node [22]. For example, during
the day when an LDR sensor of one node fails, raspberry pi checks the other node’s
output of the LDR sensor and rectifies the value of the failure node’s LDR sensor.
The working is explained by the flowchart Fig. 14.3.

14.8 Expected Output

Digital values of the measured analog outputs are from various sensors as follows:

1. Current sensor
2. Infrared sensor
3. Light-dependent resistor sensor

The following are the expected outputs:

* Based on the values of LDR, the light is made off or on.

* Based on the values of the current sensor, the following can be inferred.

e Current = 0, Voltage! = 0 — Bulb is broken.

e Current! = 0,Voltage = 0 — Power saving mode.

¢ Current = 0, Voltage = 0 — Bulb is stolen or open circuit.

* Based on the values of infrared sensor, the light can be made to glow bright or
dim and acts as dynamic light intensity adjuster.

14.9 Response Time

For a single measurement, this causes large response time.

For example, 35 ms for objects placed 6 m away.

The response time is an important factor for any sensor. It changes according to
the increase in the distance between the object far more than 6 m. IR sensor can
detect up to 10 m, i.e., up to 30 ft. IR response time also varies with respect to the
angle of the object.

14.10 Social Relevance and Usefulness

Kaushal [1] The smart city basically tries to develop a more reliable, highly secure,
convenient, environment with minimized power consumption.
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Meering and Paolo Balella [2] The smart infrastructure is the highest entailment
in smart city development.

[3] The street lights are one of the important infrastructures that avoid uncertain-
ties in the night time and ensure safety.

Giffinger et al. [4] It is essential to improve the street light with the adjusting
capability and management to reduce energy consumption.

Jin et al. [5] Here we can even solve the problems with no manpower, i.e., using
the LDR sensor of one lamp system, other systems can be rectified automatically.

Lombeardi et al. [6] Thus, by using this ingenious lighting system, the amount of
electricity can be reduced by one fifth.

Zanella et al. [7] This fact again is relevant to the social awareness about energy
saving and efficient energy consumption.

14.11 Conclusion

An ingenious lighting system reduces the major amount of power consumed
by the street lights preventing over usage of the electricity that existed in the
conventional methods. The LDR, current, and the IR sensors utilized provide an
auto-rectification street lamp system reducing both the energy consumption and the
cost. The proposed method is viewed as a more versatile system as it is extendable
and adjustable according to the needs. At present, it is utilized in the one-way traffic
in the highways, and in the future, it is planned to extend its usage employing the
GSM services in the two-way traffic with the improved flexibility even on rainy days
and bad weather.
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Chapter 15 ®
QoS in the Mobile Cloud Computing e
Environment

C. Arun and K. Prabu

15.1 Introduction

In past days the computational process is performed only in the desktop computers
only. The mobile cloud computing technology is invented after that all computa-
tional process can perform in cloud utilizing the devices that are mobile. The mobile
devices usage is increasing highly nowadays [1, 2]. The fresh survey result shows
the eagerness of people in using the mobile devices [3]. The benefits of CC and MC
are merged into the MCC, the mobile cloud paradigm, and represented in the Fig.
15.1.

Mobile computing user can interact with computer at the time of movement
without any technical troubles, and cloud computing user can communicate with
cloud and access the cloud resources as on demand [4]. By utilizing MCC, the
mobile devices can access the cloud via Internet for the data processing. The
mobile devices need not have any high storage capacity and high computational
power. All the computational process is performed outside of the user devices inside
the remote server which in cloud [5]. MCC is defined and termed to be a more
sophisticated technology supporting a very large group of people irrespective of
time and place following the principle of pay as you go [6]. Mobile cloud computing
competently decreases time and energy consumption of application performance
and improves the data storage space of user’s mobile devices and extends the life
time of the device battery [7-9]. But, few areas in mobile cloud computing need
more developments [12], they are the quality of service (QoS), management of
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Fig. 15.1 Basis figure of
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network access, bandwidth, pricing, standard interface, convergence required in
services, latency, efficiency in energy, application migration and management of
resources, etc [19].

15.2 MCC System Architecture

The MCC is comprised of three parts: mobile network, cloud, and Internet service
providers. These three parts are integrated and formed the mobile cloud computing.
The Fig. 15.2 MCC Architecture.

(a) Mobile Network

It is a mixture of network operators and mobile devices. Mobile devices may be
smartphones, tablets, laptops, etc. [2]. These devices and network operators are
joined to the operator of the network with the help of base stations or any radio
networks. BTSs establish the connection and maintain the connection between
mobile devices and network operators.
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(b) Cloud Service

The data centers in the cloud are the layers that provide service to the cloud. Data
center layer is a group of interconnected servers with the help of high-speed network
connections. PaaS enables the client to install his own applications. IaaS being the
top of the data center layer. The main work of this layer is allocated in the server,
hardware storage, and other networking components to the user on demand basis.
SaaS manages the hosting of the software [4].

(c) Internet Service

The Internet enables the requisition transfer from the user to the cloud and
delivers the services of the cloud to the user. The user can communicate with the
cloud with the help of 3G, 4G, and 5G connections.

15.3 QoS in the Mobile Cloud Computing Environment

MCC effectively decreases power and the computation time enhancing the storage
space of the and the lifespan of the battery despite the advantages offered by
the MCC, it still entails improvements in the major areas quality of service
(QoS), management of network access, bandwidth, pricing, standard interface,
convergence required in services, latency, efficiency in energy, application migration
and management of resources, etc.

(a) Well-Organized Bandwidth Distribution

The 5G small cell network is used to improve the bandwidth and the signal
strength to in turn improve the execution speed [3].

(b) MCC Clubbed with the CRN (Cognitive Radio Network)

Cognitive networks are very useful for accessing the cloud through mobile
devices. These two technologies are joined and skip the performance demerits. An
effective bandwidth utilization is achieved in MCC by the integration of the CRN
[10]. But user mobility and communication failure will make it more critical. So a
new method called cloudlet is introduced in MCC that enhances its QOS [5].

(c) Mobile Cloud Computing with Cloudlet

The group of computers connected to the internet is called the cloudlet. The
nearby mobile devices can access these computers. Using this nearby cloudlet
minimizes the cost and time at the time of offloading the task by the mobile devices
[6]. Sometimes cloudlet may not be available in near to the user, and then the mobile
device can access the cloud or use its own resources.
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(d) Cross-Cloud Communication

As the demands placed by the users are very hard to be handled by single clouds,
the cloud merging is introduced. Mobile sky computing (MCC + Sky computing)
can fulfill the user’s needs enabling the easy access cross-cloud communication

[11].
(e) Privacy and Security of MCC

Mobile cloud computing suffers from numerous security threats due to the
restriction in the supply and the processing power. So this increases the vulnera-
bilities in the MCC.

With the entailment for the multilevel authentication.

) Secured MCC

The MCC performs the processing of the data inside the cloud and outside
the mobile devices. The user need not store anything in their devices due to the
duplication process available in cloud [13].

(g) Energy Consumption Minimization in Data Centers of Cloud

To save the energy, only some server is switched on and other server is switched
off at the time of low traffic. To monitor this traffic, a special server is used [14].
In pick time the other server sends the request to the special server and it switched
on the all servers in the network. Using this server, the wastage of energy can be
controlled.

(h) Resource Management

The resource management system must be developed for mobile devices and
cloud servers. The resources are allocated before the execution starts, and the
unnecessary resources are also allocated to the user [15]. The resource management
system must allocate the resources based on the demands.

15.4 MCC Applications

MCC technology is used many places. Nowadays mobile cloud computing appli-
cations used in many areas such as biometric area, mobile vehicular cloud, mobile
learning, remote display, mobile health cloud application, multimedia mobile cloud,
social mobile cloud, etc.

(a) Biometric Authentication Application

The mobile devices are able to scan the biometric evidence such as face
recognition and fingerprint recognition for the authentication purpose [16]. The
scanned data is processed in the cloud. The sample data is already in cloud
storage. The new data is compared with the exciting data then the authentication
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is verified. For this process, it needs a high computational processor. The mobile
cloud computing offers a high computational processor to the client. All the process
is outside of the cloud.

(b) Mobile Vehicular Cloud

Using MCC the user can achieve many benefits in mobile vehicular cloud. Some
applications such as route tracking and traffic management are the merits of mobile
vehicular cloud [17]. A navigator is fixed in the vehicle. Using this navigator the
traffic is monitoring. As per the client’s request, cloud will update the best path to
the user.

(c) Mobile Learning

The mobile learning is mainly used for the education system. The user can read
and download the source with the help of MCC anywhere at any time [18]. There
are two models in mobile learning as cloud model and client model. In client model,
user has to download the mobile learning application from the cloud. Then the user
has to pay some amount for accessing the cloud. The user can sent the request to the
cloud for accessing the cloud through mobile devices and access any data from the
cloud. Cloud model is verifying the user ID for the authentication and response to
the user.

(d) Remote Display

The data processed in the cloud in a remote location is accessed by the users in their
mobile phones in the web browsers.

(e) Health Mobile Cloud Application

MCC offers health applications. In this model, it can be split in two models as
patient model and admin model. In admin model it is maintained by the hospital
side. They provide the unique ID to the patients and verify the ID at the time of user
login. The main work of the admin is uploading the periodical report to the cloud.
The advantage of this method for the admin is that they can maintain all the patients
record safely [20]. In client side the client need not carry the records for all time and
they can consult any other doctor anywhere.

(f) Mobile Multimedia Storage

The user can store any type of data such as video, audio, document, etc. in cloud
using their mobile devices [21]. They can access the data using their username and
password anywhere at any time.

(g) Application in Social Cloud

Nowadays most people are communicating with their friends via social media
such as Facebook, LinkedIn, Twitter, etc.; using this, they need not to store anything
in their devices; all the data are stored in cloud [22, 23]. So the large amount of
storage is gained by the user.
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15.5 Conclusion

Mobile cloud computing is the fastest developing technology in these years. In
mobile cloud computing, the user can access the cloud during moving position at a
normal usage. The paper details the MCC architecture, QoS in MCC environment,
and applications of MCC. Some difficulties are placed in mobile cloud computing
such as energy consumptions, security issue, etc. Future research work will over-
come these problem and mobile cloud computing will be the rich technology to
mobile users.
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Chapter 16

Digital Communication and the Digital e
Divide: Cultural Aspects

of Human-Computer Interactions

Marcel Pikhart

16.1 Introduction

16.1.1 Literature Review

ICT (Information and Communication Technology) and business communication
are according to generally accepted literature culturally specific, which means that
there are some aspects of human communication that are acceptable in one culture
but not necessarily acceptable in another one. Nowadays classic research was done
by Geert Hofstede, and it was a breakthrough in the area of business and managerial
communication even if the vast proportion of his research was also focused on the
ICT sector [1]. The cultural dimension in management and planning has already
been highlighted by many authoritative textbooks for management studies [2—4].
However, there is not much literature about the similar importance of cultural
conditioning in ICT. Business studies have made significant progress in the past
few years regarding the improvement of the awareness of cultural conditioning of
business communication; however, ICT sector is still lacking behind, and this paper
is an attempt to improve the current situation.

Human-computer interaction (HCI) and human-human interaction through the
means of computerized information is the basic paradigm of human communication,
and now we cannot imagine global communication otherwise. As Hofstede puts it
[5], the human communication and human-human computer interaction are based
on a platform which works like software of mind, i.e., the cultural platform upon
which all communication takes place, and ignoring this aspect will necessarily lead
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to the distorted information or a loss of data, and the message we want to convey
will not be transferred properly.

The past research proved that several years ago the management of compa-
nies, even if the company was based globally, did not realize the importance of
intercultural studies and necessarily led to a lot of frustration caused by business
failure. Neglecting these aspects of communication led to a significant loss of
information in the business processes and therefore to lower profitability. All
these negative consequences stimulated the establishment of a new academic and
pragmatic discipline, i.e., intercultural communication [6, 7] which established itself
in management studies and business areas very quickly and firmly.

Multilingual and intercultural competence in ICT is, similarly to the global
business area, a necessity which if neglected will create a significant loss of
information [8, 9]. The mass use of ICT in the global world is unprecedented and
the past few years prove that the trend will continue at this quick pace. The modern
society is predominantly based on sharing information, i.e., both businesses and
the national economy are computational rather than manufacturing-based (Industry
4.0). The realization of this fact is crucial for ICT staff and managers because all
manufacturing and service industry is ICT-based and therefore cannot be functional
and operational without this informational aspect.

The pragmatics of this scenario is that if we want to succeed in the global
world of interconnectedness, we must consider all the significant aspects which
are embedded in our communication patterns, and interculturality is one of them.
The interculturality has already been reflected in other areas of ICT connected
expertise, i.e., not only business communication but also in other professional fields
such as in blended learning, eLearning, and mLearning [10-13]. Our dependence
on information relates to coordination and communication; therefore, all the
communication processes are deeply rooted in the emerging document society as
Michael Buckland puts it [14].

16.2 Research

16.2.1 Research Design

The research was conducted into the awareness of the foreign (Taiwan, Hong Kong,
China) and Czech students (age around 20, both male and female) of business
and ICT who attended the class of intercultural business communication in the
global world at the Faculty of Informatics and Management of the University of
Hradec Kralove, Czech Republic, in the winter semester of the academic year
2019-2020. The aim of the course was to update the students on current trends
of intercultural management, intercultural communication in business, and IT;
therefore, the instructed needed to have some idea about the initial awareness of
the topic.
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The number of respondents was 48. The data were collected by a qualitative
questionnaire testing the awareness of interculturality and its importance in busi-
ness, managerial and computer communication. The questionnaire was distributed
online at the beginning of the semester (October 2019).

16.2.2 Research Question

The research question was based on a premise by Michael Buckland that “the
well-being of individuals and societies is entirely dependent on information and
communication technologies” [14] and it was as follows: How much are the univer-
sity students aware of the importance of interculturality in business communication
and in the ICT sector.

16.2.3 Research Results

As expected, based on the previous years, the awareness of the importance of the
topic of interculturality in business communication or ICT communication is very
limited; however, we can observe some improvements when we compare these
results to the results some 10 years ago when the course started.

The students clearly expressed their surprise that there are very important things,
apart from technical expertise in programming, design, and software architecture,
which can have a significant impact on the way information is transferred through
ICT.

The students of business proved to be more aware of the impact of interculturality
more than the students of ICT because they are used to realizing the importance of
interculturality in everyday business scenarios. Business students also knew that
being able to work in an international context and global teams need certain skills
that are very much connected to intercultural communication and competencies.
ICT students, however, preferred more technical expertise and did not consider
interculturality to be very important or even significant in the ICT context.

These results are appalling because they present a potential threat to the proper
development of the ICT industry and mostly ICT practical implementation and
cooperation in everyday business scenarios. It is crucial that not only business but
also ICT employees fully realize the importance of this area in the global business
environment.
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16.2.4 Research Limitations

The research was conducted with a limited number of respondents; however, we
claim that it is still relevant, and the results could be generalized and then motivate
further research into this area.

16.3 Discussion

We still lack significant and relevant literature on the importance of culture and
interculturality in ICT. The articles which focus on the topic are only marginal and
lacking depth and breadth which the topic deserves.

However, the book by Michael Buckland Information and Society [14] published
in 2017 by the MIT Press Essential Knowledge Series presents the most important
theoretical foundations of the fact that cultures cooperate through shared informa-
tion. This background can present a starting point for further discussion and also
research into the area of culture in ICT.

Both human-computer interaction and human-human computer-enabled interac-
tion are the two aspects of global communication these days, and these are “the
means for monitoring, influencing, and negotiating relationships with others” [14].
Business and any kind of collaboration and communication are based on trust and
relationship; therefore, this topic is of the utmost importance for all who are involved
or responsible for HCI and ICT [15].

This is only a preliminary research into the awareness of interculturality in
business and ICT university students. No further research into the same topic
is needed; rather, this should be a starting point for further research into the
use of the basic principles of interculturality in ICT and the possible ways of
implementation of interculturality in everyday pragmatics of information science
and human-computer interactions.

16.3.1 Practical Implications

The results of the research showed that the awareness of the interculturality
importance in ICT and business university students is very low, and this could be
an impetus for further research into implementation interculturality in ICT and also
our university curricula.

There are many aspects of ICT and interculturality that should be pragmatically
implemented into the outcomes of ITC departments, such as website creation,
presentation templates, preferred communication channels, etc. For example, the
use of colors, the layout of the website (eye-tracking optimization based on various
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cultural models), various iconic representations of objects could be understood in a
different way in a different culture, etc.

16.4 Conclusions

The paper attempts to prove that human-computer-based interaction and human-
human computer-facilitated interaction are two aspects of communication in the
modern world, and they are both influenced by several factors out of which
interculturality seems to be significant in the global world of interconnectedness.
If ICT follows the trends of business communication in the past two decades,
there will be a lot of inspiration for further research and possible implementation
of intercultural communication strategies in the websites, intranet platforms, etc.,
because it will improve our visibility and competitiveness in the global market.
There is significant research into intercultural communication in business [16-20];
however, we still lack sufficient research into interculturality in ICT. The topic of
interculturality presents a crucial area that needs further investigation.

Digital communication, therefore, should not present a digital divide caused by
misunderstanding, and on the other hand, it should be a tool to improve our global
communication patterns and competitiveness.
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Chapter 17 )
An Efficient AES with Custom e
Configurable Encryption Algorithm

Using Dynamic Keys for Secure Data
Communication in Networks

P. Pavan Kalyan, Shahana Bano, Y. L. Pranthi, and V. Lokesh

17.1 Introduction

In any communication system wired, wireless, and many different applications, data
security is considered as a crucial issue. Different technologies and algorithms are
used to secure information and protect it from different attackers and unauthorized
users. Nowadays to encrypt the data used technique is cryptography. It is the art
of using mathematics to encrypt and decrypt data or information. It is divided
into symmetric cryptography, asymmetric cryptography, and hashing. We are using
symmetric cryptography, which is a process of encrypting and decrypting the data
by using the same key. The symmetric algorithms are RC4, RC5, SHA, DES, AES,
etc. Recently used algorithms are DES and AES. DES algorithm using the same key
for both encryption and decryption and the block and key size are very poor, i.e.,
64 bits, it is easily cracked by the attackers using crypt-analysis attacks. The AES
algorithm provides large block size and key size, i.e., 128,192,256 bits, and the
algorithm also cracked by the side channel and biclique attacks [1]. To overcome
these attacks, we add new features to the algorithm, and it provides more security to
the algorithm [3]. The conventional cryptosystem or symmetric key cryptosystem is
shown in below Fig. 17.1.
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Fig. 17.1 A conventional cryptosystem process

Y
A

17.2 Symmetric Encryption Algorithm

The symmetric encryption algorithm is a process of encrypting and decrypting data
or information by using the same key [4—-6]. Nowadays the most used Advanced
Encryption Standard [AES] algorithm is issued by the National Institute of Standard
and Technology (NIST) in 2001. It is developed by two Belgian cryptographers,
Vincent Rijmen and Joan Daemen. The AES algorithm based on the three different
block sizes and key sizes, i.e., 128,192, and 256-bits. It operates data on a 4*4 matrix
which is called a state matrix [7-9]. For the conversion of plaintext into ciphertext,
it needs several repetitions that is depend on the size of the key used. For 128-bit
uses 10 cycles of repetitions, 192-bit uses 12 cycles of repetitions, and 256-bit uses
14 cycles of repetitions are needed. The 128-bit input data will be separated into
16 bytes and arranged into 4*4 matrix of the bytes as shown in Table 17.1. This
algorithm consists of four phases [10]. These are add round key, substitute bytes,
shift rows, and mix columns. Each round processes the four phases except for the
last round which has processed only add round key, substitute bytes, and shift rows.

Add round key: The phase performs 128-bit state matrix directly XOR with the
128-bit round key. If it is the last round, the round key value is ciphertext [11-13].

Substitute bytes: The 16-byte input values are substituted by looking up a
substitution-box (S-box). This S-box implements inverse multiplication in GF 2%).

Shift rows: The phase performs 4*4 state matrix, each row is shifted to circular
left operation. The first row is unchanged, the second row of each byte is moved to
one left position, the third row of each byte is moved to two left positions, and the
final row of each byte is moved to the three left positions [14—16].

Mix columns: Each column of four bytes now transformed using matrix
multiplication function. This function takes four bytes of one column and outputs
for four new bytes, which is replaced by an original column. It performs all four
columns and replaced by completely new bytes (Fig. 17.2).

The AES decryption process is shown in Fig. 17.3 and performs the round key
add operation before the decryption process is initiated. In this process, each round
consists of four phases. These are Inv sub bytes, Inv shift rows, add round key, and
Inv mix columns. The final round of the decryption process ignores the Inv mix
columns.
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Fig. 17.2 AES encryption process

17.3 Proposed System

The proposed system is working on three phases. The first phase performs custom
replacement for input values, i.e., plaintext, the user will choose the character or
alphabet in the plaintext replaced with another character or alphabet. In the second
phase performs encrypt the data using dynamic keys. Firstly, the data or information
are framed, each frame consists of 16-byte data and is transmitted sequentially.
Based on the order, the 16-byte of key changed by one unit for each round and
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finally added padding bits to ciphertext either left or right. The proposed custom
configurable encryption and decryption algorithm process is shown in figures (Figs.

17.4 and 17.5).
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17.3.1 Custom Replacement

The custom replacement is the process of replacing one character or alphabet with
another character or alphabet in plaintext. It provides more security to plaintext
because it totally changes the plaintext. The attacker breaks the ciphertext and it
can’t be identified. The custom replacement process is shown in Fig. 17.6.

17.3.2 Dynamic Key Generation

The system starts with 128-bit of block size and 128-bit key size. The sender will
make 16-byte data into frames. Each frame is sent in sequential order, primarily
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Table 17.2 Dynamic key generation process

keyo = keyo + 1 key; = key; + 1 key, = keys + 1 keys = keys + 1
keys = keys + 1 keys = keys + 1 keye = keyeg + 1 key7 = key7 + 1
keyg = keyg + 1 keyg = keyg + 1 keyjo = keyjo + 1 keyi; = Keyy; + 1

keyiz = keyps + 1 keyizs =keyiz + 1 keyis = keyi4 + 1 keyis = keys + 1

Fig. 17.7 Add padding bits
process Encrypted data

v

Add padding bits to or Add padding bits to
the Left the Right

Add padding bits

v

Final Cipher
Text

based on the order to generate the key from encrypted data. The receiver will know
the key to receive the frames based on the sent by the transmitter. The dynamic key
generation process is shown in Table 17.2.

17.3.3 Add Padding Bits

After custom configurable encryption algorithm, some padding bits are added to the
either right or left to the ciphertext, it provides more security to the ciphertext. The
padding bits will be added to the left or right will be decided by the sender. The add
padding bits are shown in below Fig. 17.7.

17.3.4 Algorithm Handler

Part 1: The AES round key operation is shown below.

Step 1: Add round key: The round key Ry, Ry, . ..., R, are obtained from encrypting
the key by expanding it.



17  An Efficient AES with Custom Configurable Encryption Algorithm Using. . . 191

0= Wo Xoo Xo1 Xoz2 Xo3
Wi Xio X Xz Xi3
Wy Xoo Xo1 Xop Xo3
Wi X300 X1 X3z X33
W; < W;—Ng XOR Sub Byte (W;—1)

Step 2: Substitute bytes: The 16-byte input values are substituted by looking up a
substitution-box. S-box maps an 8-bit input, “i,” to an 8-bit output, d = S(i). The
input is mapped into its multiplicative inverse in Rijndael finite field.

GF (28) — GF (2)[x]/ (x8 + x4 +x3 + x + 1)

The multiplicative inverse transformation is shown below.

X0 10001111 Yo 1
X1 11000111 yi 1
X2 11100011 y2 0
X3 11110001 y3 0
x4 = 11111000 * y, + 0
Xs 01111100 ys 1
X6 00111110 Y6 1
X7 00011111 y7 0

where [Xg, X1, X2, X3,X4,X5,X6,X7] is the S-box output, and [yo, y1, ¥2, ¥3, Y4, ¥5, Y6,
y7] is the multiplicative inverse.

Step 3: Shift rows: All the bytes are shifted to circular left operation that is depends
on rows.

Xoo Xoi Xoz2 Xogs
X1 X2 Xz Xipo
Xon Xp3 Xpo Xz
X33 X30 X311 X3p

After performing the shift row operations result shown in the table.

Xoo Xoi Xoz2 Xog3
X0 X1 Xi2 Xi3
Xo0 X1 Xz2 X23
X300 X31 X322 X33

Step 4: Mix columns: Mix column operation performs multiplies with fixed current
state matrix.
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17.4 Result

Figure 17.8 shows the results of a custom configurable encryption algorithm to
transmit and receive data in secure communication via networks. In this algorithm,
using a custom replacement for plaintext and encrypt data with dynamic key with
the size is 16-byte key length. The new key size is increased by 1 byte when the
16-byte data frame is sent. The frames sent in sequence according to equation
Key, = Keyn; + 1, finally add padding bits to the resultant encrypted data. As
a result, the encryption of data using custom configurable encryption is using a
dynamic key.

Figure 17.9 shows the custom configurable decryption process. Initially removes
padding to the encrypted data and decrypts the data using dynamic keys, where the
characters are replaced by the corresponding values.

17.5 Conclusion

AES algorithm is proposed using the dynamic key method of a custom configurable
encryption algorithm. Initially, plaintext replaced with custom replacement and 16-
byte data into the frames and transmitted in sequence and each frame transmits
varies the key. With this key change, data security in communication networks will
be improved. The above algorithm is an encryption technique for the transmission
of data to ensure that the data is not accessed anonymously.
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Chapter 18 ®
Efficient Prevention Mechanism Against e
Spam Attacks for Social Networking Sites

A. Praveena and S. Smys

18.1 Introduction

Online social networks are growing day by day similarly its usage also multiplied in
terms of great extent. It is used to represent the users to share, display, and represent
various feelings by means of text format. These attributes are representing their
personal details that may be visible to everyone, and it will be hidden by themselves.
Social network is the structure in which the people or a group of associations called
hubs is associated by at least one particular sorts of interconnection. It may be a
companionship, college team members, family members, trade relationship, etc.
Some interpersonal interaction will exchanged with a group of people and shared
through networks that are associated through the system. These destinations are
exceptionally helpful in maintaining the relationship and associating the general
population with intrigue, for example, music or games and so on. In such cases, the
data security and images are threatened by various attacks. Hence, there is a need
for research activity to identify the attacks present in the real-time issues.

Identifying each attack on a single user or client is one of the major challenges.
Cloning attack is a malignant attacks prevailing in the social networks. In describing
Facebook or Twitter, everybody will post their own images and somebody will
always refresh their status. Nowadays, the social network adapted a security scheme
named as profile guard. It makes the profile visible only if they are friends or in a
contact.
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In some cases, there is a chance of misusing the user information without
knowledge of the person. As per the Wolfe statement, the worst social media attacks
are predicted. In that social media attacks are specifically targeted. Web-based social
networking has turned vulnerable for the cybercriminal activities. Channels attract
the hackers. Hence, there is a need for detecting and controlling various attacks
like hacking, denial of service attack, cyber stalking, software piracy, phishing,
credit card fraud, and virus dissemination. This research focuses on analyzing
the social network attack with its motivation, objective, and its contribution.
Section 18.2 provides the detail description of various research activities contributed
toward the attack detection and avoidance or prevention. Similarly, Sect. 18.3
provides the problem identification and its solution. Then, research methodology
is considered here to analyze the operation of neural network standards and swarm-
based algorithms under Sect. 18.4. Finally, the results are observed under Sect. 18.5,
and conclusion is carried out in Sect. 18.6 with future work.

18.2 Literature Survey

Researchers and scientists from all orders regularly need to manage the established
issue of worldwide enhancement where the fundamental target is to decide an
arrangement of specific model. It is represented to predict the parameters or state
factors that must proceed with estimation of a predefined attack or an arrangement of
ideal exchange off qualities on account of at least two clashing destinations. Burnap
et al. (2014) discussed about the case of the terrorist event in Woolwich, London, in
2013.

In recent days, according to Zephoria, Facebook is a very popular means of social
networking, especially in several English-speaking countries, attracting 2.20 billion
monthly active Facebook users for Q1 2018. The username and their details are
easily retrieved or accessed by that team or group members. This is the first source
for hackers or attackers. Table 18.1 describes the active users in social network

Table 18.1 Monthly active

. . Social network | Monthly active users
users in social networks

Facebook 2,200,000,000
YouTube 1,800,000,000
Instagram 800,000,000
Twitter 336,000,000
Pinterest 200,000,000
Ask.Fm 160,000,000
Tumblr 115,000,000
Flickr 112,000,000
Google+ 111,000,000

LinkedIn 106,000,000
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surveyed by Lee (2010), Pritikallas (2018) and Wolfe, S (2018). Though the spam
prevention techniques available in the mailbox, still the mailbox remains flooded
with the spam mails and it was suggested by [Burnap, Pet.al (2014), Hong, J (2012)].
The content-based filtering techniques such as the support vector machine, KNN,
and Naive Bayes are used as rule filters and employed in the inbox of the users to
reduce the spam in the inbox. The programming for the spam filter enables to reduce
the spam in the mail. Boyd, D et al. (2016), Sathesh A (2019) and Karthiban et al.
(2019) suggested that anti-spam developers should not only concentrate in filtering
of spam but also should consider costs associated with it.

18.3 Problem Identification

In social network, the information and the person’s identity are linked and all the
information are directed with certain intention to the people viewing the message.
This reaches a privacy breach if the information disclosed is beyond the scope
privacy breach. More than half a billion users are using OSNs and are sharing
their details online. With so many privacy concerns, the OSN users would prevent
themselves from sharing information. This would essentially bring down the social
capital of the online community making it a social and stagnant. Therefore, we aim
to develop efficient privacy enhancing algorithms and frameworks that could ensure
users’ information privacy, protect it from unwanted disclosures and maintain the
social capital of the community.

Recent social frameworks empower new open doors for members to draw in,
share, and collaborate with each other. This people group esteem and related
administrations like inquiry and promoting are undermined by spammers, content
polluters, and malware disseminators. With an objective to save the network and
guarantee long-term achievement, a swarm-based approaches are revealing social
spammers in online social frameworks. Hence, various social networking concepts
that are adapting the challenge of sending unwanted requests, messages, postings,
etc., which is similar to the mail which is transferred to the spam directory.

18.4 Research Methodology

18.4.1 AdaBoost LogitBoost Algorithm

The AdaBoost algorithm, introduced by Freund et al. (1995) [2], is used for many
practical difficulties. It is derived from the basic boosting algorithms. Figure 18.1.
provides the AdaBoost pseudo code. Initially the training data are fed as input to
the algorithm, which is described as (x1; y1) ... (xm; ym) with every xi belonging
to the domain space of X and with every label yi denoted in some label Y. In some
cases the value of Y = {—1, 41} is assumed. Based on the calls of the AdaBoost,



198 A. Praveena and S. Smys

‘ Social network

| Mapping and assembly |

| Pre-filtering |

!

| Classification I

Fig. 18.1 Overview of the spam detection framework

the algorithm is repeated in series of rounds t = 1, 2 ... T in order to retain the set
of weight over the training data. The weights of this unit are distributed in “i”” and
T units denoted by(i). Though equal weights are set after every round, the weights
in the training set get increased. The weak hypothesis is identified by the weak
learner’s job h; : X — {—1,+1} denotes distribution Dt., achieved after the error
measurement.

With respect to the Dt, the training is done for the weak. The weak hypotheses
are rules are sub-collections that examines are chosen.

Given (x1, yl)...(xm,ym) where x;eX, y; € ¥ = {—1,+1}.

Step 1: Initialize
D;(i) = % For t = 1 .T Train weak learner using distribution Dt.

Step 2: Get weak hypothesis i, : X — {—1, 41} witherror €, = P,,_,,, [h:(xi) # yi]
Step 3: Choose o; = + 5 In d- E’)
Step 4: Update the value Dt+1 @)

Where Zt is a normalization factor output of the final hypothesis:

T
H(x) = sign (Z oc,h,(x))

t=1

18.4.2 Chaos Genetic Algorithm

Generally, the usages of chaos in many applications were increased. In this
research the analysis and result that show the features are important to efficiency
enhancement. By modifying the genetic algorithm, the chaotic function is a very
known function and is given below.

Zus1 =1 (1= Z,)
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From the equation, the value takes Zn, which may be from O to 1. The variation
in Zn provides the new value Zn + 1. Repeat the process if new value of Zn occurs.
Where X is the parameter value represented between 0 and 4 for full length, if the
iteration occurs then the value remains constant. The behavior of variable z depends
upon the A, it could be periodic, convergent, and chaotic. If the value of the A is less
than 3 then it leads to solutions of convergent. If the X is between 3 and 3.56 then
the periodic behavior occurs. If the value is in between 3.56 to 4 then the system is
fully chaotic, it may be neither convergent nor periodic.

18.4.3 Proposed Hybrid Optimization

Glowworm is the common name for various groups of insect larvae. It includes
Elateridae, Lampyridae, and several members of the families Phengodidae. Krish-
nanand and Ghose (2009) proposed Glowworm Swarm Optimization (GSO) as a
novel technique based on the SI with an objective to multiple optimization. This
optimization employs with physical agents called glowworms. The glowworm (m)
at time () has three significant parameters. It is based on the search space position
(xm(1)), level of luciferin (Im(z)), and a the range of the neighbor (rm(¢)). They
stated that these three parameters may vary with respect to the time. In an ant
colony optimization, the finite regions are randomly located in the search space but
GSO have an advantage to distribute the glowworms randomly in the workspace.
After this process, other parameters are initialized with predefined constants. This
approach consists of machine learning algorithm (Wei 2005) to identify the attacker.
The objective is to select the innermost data theft points by calculating the position
of each attributes by weight age concept. After completing all the process, the
glowworm swarm behavior is realized with machine learning to perform metrics.
The training phases are represented with the sparse linear models to perform kernel
function ¢ centered at various training phases.

N
Y = ki (x = x7)
i=1

where ki are linear combination weights y(x) is the sparse linear model and ¢(x — x;)
is for multikernel cases.

The modification of Eq. 1 results in Eq. 2, to show multikernel relevance vector
machine to perform distributed complex networks to find trilateration.

M N
YO =YD kit (x — x;)

m=1i=1

where k,,; is the multikernel weights of RVM.
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In distributed network, the data propagation will be different, based on the
location and its internal characteristics. It enables the automatic detection of proper
kernel at each location. The main advantage of this method is that it can locate
the node even if different types of nodes are in the same location. Hence, the
trilateration is noticed by formulating the unknown nodes as x, y, and z. Next process
is identifying the location. For this process, the swarm intelligence optimization-
based algorithm is considered. Here, the glowworm-based algorithm is considered,
which is derived by Krishnanand and Ghose (2005). The algorithm reflects the
behavior of fireflies and lightning bugs.

Algorithm for proposed RVM-GSA-based optimization technique is given as
follows:

Step 1: Initialize the dataset with each attributes.

Step 2: Select random samples and identify the particular affect dataset.

Step 3: Calculate the initial conditions and its attributes state with machine learning
concepts.

Step 4: With respect to the user details, calculate the weight and utilize it for finding
the attack with least cost.

Step 5: Find the attack node in a particular location based on following GSO
process.

(i) Represent luciferin level of glowworm (i) and time (t), it is mentioned by li(t).
(i1) Find the nearest nodes (glowworm) that have higher intensity of luciferin.

(iii) Calculate the value li(t). For example, if i = ¢, then it results in lc(t). In this
case, if d has the nearest location, then lc(t) moves toward 1d(t). Here, ¢ and d
are glowworms.

(iv) Update process: It is given by [;(r + 1) = (1 — p)l; (1) + yJ(xi(t + 1)).

Based on the node variation, we need to update the process.

Step 6: Assess the exact attack type and find the accuracy. Else go back to Step 4
and proceed until it locates the position.

18.5 Experimental Results

It is tested and implemented with the MATLAB simulation to estimate the percep-
tion power that prevails in between the spammer as well as users who are genuine.
The receiver operating characteristics (ROC) is determined with the X axis denoting
the false positive rate and Y axis the true positive rate. The accuracy of the system
classifier is determined by this ROC. The corner left of the ROC curve determines
the maximum accuracy. The ideal ROC curve includes the coordinate (0,1) that
provides the 100% true positive rate (Fig. 18.2).

The collection of data is completely determined by each user, the Facebook
(status update messages followers’ information, following friend) information, and
the user profile were gathered. The spam classification applied on the Twitter data
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Fig. 18.2 Experimental H Accuracy
results in terms of accuracy
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Table 18.2 Experimental results

Classifier Accuracy (%) False positive (%)
LogitBoost 87.86 6.2

Lib support vector machine 83.09 10.2

Relevance vector machineBased glowworm swarm 88.10 6.1

predicts the nature of the profile as the a promoter, genuine, or spammer (Table
18.2).

Accuracy — It is the measures of classifier to generate an accurate classification
of liver disease

TP + TN __ Total number of correctly classified cases

A = -
ccuracy TP + TN + FN + FP Total number of cases

18.6 Conclusion

The AdaBoost and chaos genetic algorithm were considered as existing, and they
were compared with the proposed hybrid methodology. The investigation is based
on the implementation of these methods to the cluster the user data vectors.
The AdaBoost algorithm is effective to reduce the basic complex recognition
problems. In chaos genetic algorithm, the process is based on the iteration such
as evaluation, selection, crossover, and mutation. Hence the separable is easily for
huge amount of dataset and further provided to clustering. The effective result
proves that chaos genetic algorithm is better than AdaBoost algorithm. Similarly,
hybrid proposed relevance vector machine-based glowworm swarm optimization
technique is considered to test the complex data collected from the real-time
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Facebook statistics. It is observed that high dimensional problems are easily solved
with exact Receiver Operating Characteristics. The accuracy of the RVM GWS is
the maximum value represented as 88.10.
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Chapter 19 ®
Interactive English Language Mobile Qs
Application

Blanka Klimova and Ales Berger

19.1 Introduction

Mobile devices are nowadays more common among young generation groups than
traditional desktop computers. In fact, only 40% of people in developed countries
are using the traditional desktop computer [1, 2]. Currently, more than 90% of
young adults between 18 and 29 years possess a smartphone [3] and use it in all
their everyday activities since these devices are portable, ubiquitous, and interactive.
Thus, young people can access the Internet at anytime and anywhere, especially in
developed countries [4].

Therefore, the use of mobile phones, respectively smartphones, is no exception
in education where students use them for expanding their knowledge about the
discussed topic or communicating with their peers and teachers. This is also true
for foreign language learning. Currently, there are several mobile applications for
teaching English as a foreign language (TEFL) (cf. [S]). In order to make students
motivated to learn English and tailor learning material to their needs, English
language teachers with the help of the faculty programmers at the University of
Hradec Kralove (UHK) in the Czech Republic decided to develop and implement
such a smartphone application (app) in the teaching of English to students of
Management of Tourism (MT).
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19.2 Literature Review

The findings of the literature review show that the use of smartphone apps has
positive effects on English learning among university students aged between 18 and
28 years [5—14]. Although there is an increasing number of smartphone apps used
for all aspects of English language learning, they are mostly exploited and effective
in vocabulary learning [14]. This was confirmed, for instance, by Lee [7], who
in his study discovered that learning English vocabulary via the smartphone apps
was enhanced, both when learning independently and with a teacher, in comparison
when using traditional printed textbooks. In the study by Luo et al. [8], it was also
revealed that the smartphone apps had improved students’ vocabulary and sentence
structure, but not comprehension. However, it is important to learn this vocabulary
in the context, which also contributes to easier retention of new words. Another
important fact is the use of media in learning new words, such as audio input, which
also contributes to the reduction of cognitive load of learning new words [12].

The results of the identified articles from the literature review indicate that EFL
learners when applying mobile apps in their learning are more stimulated to study
both formally (i.e., in the face-to-face classes) and informally (i.e., outside the
classroom settings) [5, 6, 15]. Furthermore, they exhibit less anxiety [8]. Other
research [16] shows that mobile apps are also exploited in developing EFL writing
skills, especially in developing their accuracy. The research studies also reveal that
Android is the most common operating system in this respect [13, 17].

The main limitations of the reviewed studies were that they included small and
homogeneous sample sizes [18].

19.3 Smart Solution to Interactive English Education at FIM

Teaching English at the Faculty of Informatics and Management of UHK takes place
throughout the whole existence of the faculty, and eLearning and blended learning
methodologies have already been implemented [19-21]. In the winter semester of
2017, several students were given the opportunity to try out completely new teaching
and learning method. This is the use of smart mobile devices and their potential
in a project called Anglictina Today (Fig. 19.1 below). The design and content of
the app were tailored to students’ study needs. The findings of their needs analysis
confirmed the findings of the literature review that students would like to enhance
their vocabulary.

The main benefit of the entire learning environment is a chance for the student
to be in almost immediate contact with his/her teacher, which leads to a greater
motivation of the students and shows the real information about the results and the
course of study of all the students. Nowadays, there are many mobile applications
for teaching English phrases and vocabulary, but there is no communication between



19 Interactive English Language Mobile Application 205

Welcome in #252019P

Fig. 19.1 Anglictina Today — an example of the website part

the teacher and the student. The introduced solution offers this option and opens up
a new perspective on the entire teaching.

The entire platform is split into a website part and mobile part and one server
part. The server part is responsible for efficient data retention, user authentication,
data capture, news distribution, and response to events. The website part (Fig.
19.1 below) has a number of functions, especially for teachers. This is mainly the
administration of students, vocabulary and phrases, as well as the distribution of
alerts and responses to comments. One of the main aspects is also a possibility to
see learners’ results.

The mobile app is targeted at students. It offers the opportunity to study new
vocabulary and phrases and then to test their knowledge. The application collects
all data about the users/students and sends them to the server section for their
analysis and assessment. After testing, the Internet domain www.anglictina.today
was purchased, where the project English Today was located. There is also a website
environment for the tutor on this domain. The mobile application for students is
published and freely available on Google Play.

To build a complete solution, it was necessary to overcome many decisions and
propose an optimal and advantageous solution, whose outcome then was Firebase
technology from Google Inc., which has broad possibilities and many of its services
were used in this project. It can be referred to as the server part of the project.
The application part for the teacher was built in the way of the Internet application,
mainly because of the simple accessibility by the tutor. The programming language
is JavaScript, more precisely ECMAScript 6. Furthermore, the authors added
Google Cloud Messaging, which enables the tutor to send notifications to his/her
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Fig. 19.2 Web app of vocabulary lesson (authors’ own processing)

students. After logging in, the teacher can edit individual lessons, their vocabulary
and phrases (Fig. 19.2), or see the students’ results (Fig. 19.3).

On the contrary, students can access the application via Google Play and use
the following app functions on their smartphone with the Android operating system
(Fig. 19.4).

19.4 Conclusion

Both the literature review and the analysis of students’ needs have revealed that the
most suitable smartphone app for learning English should focus on the enhancement
of students’ vocabulary, respectively phrases, which is in fact one of the core skills
students need to know to be able to communicate in a foreign language. In addition,
this article has provided a description of the development and implementation of
one of these apps for learning English vocabulary and phrases. Although this pilot
project is still in its infancy, so far it has seemed to be a smart solution to develop
an interactive English education and the students welcome it.

At the end of the semester, students’ results will be evaluated and analysis will be
made on the shortcomings of the solution. New supplements will be then proposed.
Further, the research and implementation of an improved solution will continue. For
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Fig. 19.3 Web app of students’ achievements from Lesson 1 on vocabulary (authors’ own
processing)
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Fig. 19.4 Mobile app screens (authors’ own processing)



208 B. Klimova and A. Berger

testing, the app can be downloaded free of charge on Google Play or on a Google
Play store, possibly one might ask the authors for access to the teaching section.
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Chapter 20 )
Numerical Evaluation of Highly Qs
Oscillatory Integrals of Arbitrary

Function Using Gauss-Legendre

Quadrature Rule

K. T. Shivaram and H. T. Prakasha

20.1 Introduction

The numerical integration of a highly oscillating function is one of the most
difficult parts for solving applied problems in signal processing, image analysis,
electrodynamics, quantum mechanics, fluid dynamics, Fourier transforms, plasma
transport, Bose-Einstein condensates, etc. Analytical or numerical calculation of
these integrals are difficult when the parameter €2 is increased, In most of the cases,
lower-order quadrature methods are failures such as trapezoidal rule, Simpson’s
rule, etc. The numerical quadrature method for oscillatory integrals was first
implemented by Louis Napoleon George Filon [1]; Filon-type methods show the
efficiently computing aspect of the Fourier integral computation of moments where
something other than x is itself a difficult task. Levin and Sidi [2] evaluate the
first few oscillations of integrand using a standard process, David Levin [3]. the
modified method that does not require the calculation of the moment. Iserles [4]
developed a similar method by the use of higher-order derivatives of the integrand.
Evans and Chung [5] proposed a numerical integration method for computing the
oscillatory integrals; recently Thsan Hascelik [6] evaluate the numerical integrals
with integrands of the form on 0, 1. by n-point Gauss rule of three-term recurrence
relation method. The integration rule proposed in this paper requires the zeros of
P>y (x) and computed associated weights. The integration points are increased in
order to improve the accuracy of the numerical solution. The reminder of this paper
is presented as follows. In Sect. 20.1, mathematical preliminaries are required for
the understanding concept of the derivation and also calculated Gauss-Legendre
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quadrature sampling points and its weights of order N = 20, 50, 100. Section 20.2
provides the mathematical formulas and illustrations with numerical examples (Fig.
20.1).

20.2 Gauss-Legendre Quadrature Formula over Oscillating
Function

If ® = 1, r = 2, numerical integration of an arbitrary function f is described as

Il:/:)f(x)cos<%)dx:/;f(\/f)cos (%) 2%

1 1 1
=Zwi—2f(ﬁ) cos(t—_> W (20.1)

1

21 1\ 1
:Zwizf(\/x_i)cos (Z)ﬁ
If = 2, r = 200, numerical integration of an arbitrary function f is described as

1 2 1 1 2 t% dt
L = Of(x) cos 200 dx = 0f<t00)c0s T 200
m il 2\ (2w & 1 2\ x; 0
=Zwkf<ti2°° ) cos (—) =Zwif<xi2°°> cos(—) Xi
= ti / 200 = Xi 200

(20.2)

If ® = 2, r = 1, numerical integration of an arbitrary function f is described as
1 1
2 2
I3=/ f(x)sin(—)dx:/f(t)sin(—>dt
0 X 0 t
m m
1 . 2 1 . 2

= gwkif(ti)mn(E) = § Wiz_ f(xi)sm<x—i>

If o = 1,r = 200, the numerical integration of an arbitrary function f is
described as

(20.3)
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(b)

Fig. 20.1 Oscillation of weighted functions. (a) w (x) = cos ( xLZ ) (b) w(x) = cos ( ﬁ ) (¢)
wx) = sin( 2 ) () w(x) = sin( n )
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Fig. 20.1 (continued)
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I /1f( ) L Vg /lf(tztl)O) (L)
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(20.4)

where &; and n; are sampling points and w; and w; are corresponding weights. We
can rewrite Eq. (20.1) as where &; and n; are sampling points and w; and w; are
corresponding weights. We can rewrite Eq. (20.1) as

I = Zwk f(xg¢) (20.5)

i=0
where Wy = T cos( L ) *w; and xx = ./Xj. We have demonstrated the

algorithm to calculate samphng points and weights of Eq. (20.5) as follows:

Step1. k—1
Step 2. i=1,m.

Step 3. Wi = 2}003(}&)*%
Xk = /Xi

Step 4. compute step 3.
Step 5. compute step 2

Computed sampling points and corresponding weights for different values of N
are based on the above algorithm.

20.3 Numerical Results

Compare the numerical results obtained with that of the exact value of various order
N = 20, 50, 100 by Gauss-Legendre quadrature rule; these are tabulated in Table
20.1, and results are accurate in order to increase the order L.

20.4 Conclusion

In this paper, numerical integration of the form f of ) s1n( )dx and

f of (x) cos (x,) dx are evaluated numerically with different values of @ and r
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Table 20.1 Compare the numerical results by using Gauss-Legendre quadrature rule

Exact values Order Computed value
g i
So cos () dx L=20 0.0894310923
= 0.0946528064 L=50 0.0946122970
Hascelik 6 L =100 0.0946528381
S = x*cos (5 ) dx L=20 0.00160917532
=0.002110004128 L =50 0.00229053172
L =100 0.00211090975
[0 sin (2) dx L=20 001624179037
=0.0182548954 L=50 0.01816533218
L =100 0.01825483641
o sin (s ) dx L =20 0.001821673088
=0.003117835926 L =50 0.003127131233
L =100 0.003117361087
120 : 2
JoGaay sin (;) dx L=20 0.134418903421
=0.193783272144 L =50 0.192247814349
Hascelik 6 L =100 0.193780915316
Soe™sin () dx L =20 0.561087771890
= 0.461841915645 L=50 0.461889135655
Hascelik 6 L =100 0.461841783027

. We have applied Gauss-Legendre quadrature rules of order 2 L to evaluate the
typical numerical integration of highly oscillating function.
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Chapter 21

An Automated System to Detect Phishing <o
URL by Using Machine Learning

Algorithm

Deepa Parasar and Yogesh H. Jadhav

21.1 Introduction

Over the past few years, the Internet has played an increasingly large part of
everyone’s personal and professional life. It is not necessary that every website
is going to be easily accessible or moneymaking. Day by day more malicious or
phishing websites have started to appear. This type of malicious websites is a threat
to all facets of the consumer. This may result in economic losses for the consumer,
although some may create misperception about the ethical administration of the
country. Human comprehensible URLs are used to classify billions of websites
running today’s Internet [1]. Adversaries trying to gain unauthorized access to con-
fidential data may use malicious URLSs to present them to naive users as a legitimate
URL. These URLSs are called malicious URLs which serve as an unwanted activity
gateway [2]. These malicious URLs can result in unethical activities such as theft
of confidential and private information. It could lead to ransomware deployment on
user phones. Many security agencies are prone to various malicious URLs because
they can place the government and private organizations’ confidential data at risk.
Some encourage their users to use social networking sites to publish unauthorized
URLSs. Many of these URLs are synonymous with business promotion and self-
advertising, but some of them may pose a vulnerable threat to naive users. Naive
users using malicious URLs will face the adversary’s extreme security threats [3].
To ensure that users are not allowed to visit malicious websites, validation of URLs
is very necessary. Several methods have been suggested to detect malicious URLSs.
One of the basic features that a program should have is to allow the harmless
URLS of the user to be requested and to prevent the entry of malicious URLs. This
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is done by alerting the user that it was a malicious website, and they should take
precautions in the future. Instead of focusing on the syntactic properties of the URL,
a program can take semantic and lexical properties from each URL. Traditional
methods like blacklisting [4] and heuristic classification [2, 5] can identify and
block such URLs until they enter the client. One of the basic methods to detect
malicious URLs is blacklisting [4]. The blacklist method is typically maintaining
a database containing the list of all previously known malicious URLs. A server
search is performed each time a new URL is identified in the process. Here, the
new URL must fit and check that previously known malicious URL in the blacklist
[6]. The update must be performed in blacklist whenever a new malicious URL
is found in the process. With ever-increasing new URLs, the method is repetitive,
time-consuming, and computationally intensive.

Another method is the heuristic classification [5] where the signatures are
compared and checked to establish the connection between the new URL and
the current malicious URL. While both blacklisting and heuristic classification
can effectively distinguish malicious and neutral URLs, they cannot cope with
the emerging attack techniques. One of these techniques has serious limitations
in classifying newly generated URLs that they are inefficient. Most web-based
companies use large servers that can store as many as millions of URLs and refine
these URL sets on a regular basis. The main problem with these solutions is the
human intervention required to maintain and update the URL list. We are proposing
a new approach using advanced machine learning techniques that Internet users
could use as a tool to overcome these limitations.

Our novel approach will distinguish between malicious and non-malicious URL
using machine learning algorithms. Our System will use logistic regression, SVM
(Support Vector Machine), and Naive Bayes method on the URL database by
extracting various features URLs such as host-based features and lexical features
[4].

Focusing on the URL can often expose fake sites as well. There are a number
of ways that hackers can modify the URL to look like the original, and if users are
aware of this, they can test the site’s security more easily.

In their White Paper, Watson et al. (2005) described “Know Your Enemy:
Phishing,” a collection of real-world phishing attacks collected in honeynets from
Germany and the UK [5]. Honeynets are transparent software networks designed
to gather information about various attacks in the real world for further forensic
analysis. They found that phishing attacks using insecure web servers as hosts are
by far the most effective for predesigned phishing sites compared to using self-
compiled servers. For many different phishing sites, a compromised server is often
a host. Having been uploaded to the cloud, such pages are often only available for a
few hours or days.

Garera et al. (2007) focus on learning the URL structure used in different
phishing attacks. They found that it is often possible to tell if a URL fits into a
phishing attack without having to know the corresponding page data. This paper
describes numerous features that can be used to distinguish between a benign and a
phishing URL. Such features are used to design an efficient and highly accurate
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logistical regression filter. This filter is used by the paper to conduct detailed
measurements on various million URLs and to calculate the incidence of phishing
on the Internet today [7].

Ma et al. (2009) suggest a system for classifying malicious URLs using a
variable number of URLs lexical and host-based properties. They established a
problem-based method based on automatic classification of URLs through statistical
approaches to discover the telltale lexical and host-based properties of malicious
website URLs. Through mining, these methods can learn extremely predictive
models and automatically examine tens of thousands of features that may reveal
suspicious URLs [8, 9].

21.2 Proposed System

A URL’s two major components are the protocol identifier and resource name that
specifies the address or domain name of the Internet where the resource is placed.
The protocol descriptor and resource name separation syntax is a colon and two
forward slashes separating the descriptor of the protocol and the resource name.
The blacklist method is the traditional way to detect malicious URLs. It contains
the list of URLs which were earlier declared deceitful and verified by sources. The
proposed system identifies malicious URLs based on the machine learning approach
and updates the URL into the whitelist and blacklist. Performance of three different
machine learning approaches: logistic regression, Naive Bayes, and Support Vector
Machine, has been done for classifying URL as malicious or not [10]. All these
three algorithms are obtaining the appropriate lexical feature that could be used to
determine perceptions for finding malicious URLSs and then using this representation
to train a system for further prediction. The architecture and flow diagram of the
proposed system is shown in Figs. 21.1 and 21.2.

The data set of malicious and non-malicious URLs is collected for training
purposes. The dataset used for the proposed system is a URL dataset from the
website Kaggle, with 480,000 samples in the dataset, 384,000 of which are
malicious URLs and others are normal URLs [11]. The proposed system uses
feature extraction and data modeling of the URLs. A decision vector is created from
the URL present in the dataset. The URL in the data set will get read one by one
and every URL will go through the following operations as specified in the flow
diagram shown in Fig. 21.1, such as extraction of different features like suspicious
characters, no. of dots and slashes, etc. These extracted features are then used for
training the classifiers. When the user enters the URL to check its authenticity, then
first it is checked in the database. If the URL is present in the database, then it means
that it has been already checked and found out to be malicious or not. Accordingly,
the result is shown to the user and the session ends. But if the URL is not present
in the database then the URL will go through all operations as mentioned in Fig.
21.2 and the result is provided to the user. Simultaneously, the database will also get
updated.
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Fig. 21.1 The proposed system’s architecture

The data set of malicious and non-malicious URLs is collected for training
purposes. The dataset of URLs used in this experiment is taken from the website
Kaggle, with 480,000 samples in the dataset, 384,000 of which are malicious URLs
and others are normal URLs [11]. The proposed system uses feature extraction and
data modeling of the URLs. A decision vector is created from the URL present in
the dataset. The URL in the data set will get read one by one and every URL will
go through the following operations as specified in the flow diagram shown in Fig.
21.1, such as extraction of different features like suspicious characters, no. of dots
and slashes, etc. These extracted features are then used for training the classifiers.
When the user enters the URL to check its authenticity, then first it is checked in the
database. If the URL is present in the database, then it means that it has been already
checked and found out to be malicious or not. Accordingly, the result is shown to
the user and the session ends. But if the URL is not present in the database then
the URL will go through all operations as mentioned in Fig. 21.2 and the result is
provided to the user. Simultaneously, the database will also get updated.

Black- and whitelist: Traditional black- and whitelist of URLSs is the first step
toward the categorization of a new URL. First level validation is done through the
identification of normal and malicious URLSs [4]. The standard URLSs are applied to
the whitelist, and the blacklist directory includes malicious URLs. For checking of
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Fig. 21.2 Flow diagram for malicious URL detection

any new URL, black- and whitelist is traversed to identify the category of URL. It
determines whether the URL is in the blacklist or on the whitelist.
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Lexical analysis: The second step for the identification of the URL category is
the lexical filter. Inside the invalid domain name, it checks for keywords like “com,”
“www,” etc. This checking is based upon the training of the system. Few rules to be
checked for the domain name are:

e If there are more than four numbers

e Presence of special characters such as (#, $, @, ~, _, —)
e Top 5 URL address (com, en, net, org, cc)

* Repetition of “.” symbol in the domain name

¢ Total count of characters in the address of the web

Flask framework: Flask is a popular web framework for Python, which means it
is a third-party Python library used for web application development.

Feature selection: Syntax for a typical URL is like this http://www.example.com/
index.html

Indicating the type of protocol (http), name of the host (www.example.com) is
followed by extended file name(index.html).

Garera [12] and Gattani [13] make comprehensive assessments of the selection
of URL features. The developer of a fake website knows that his website’s domain
name is at risk of being blocked, so when we purchase a web address called as a
domain name, we often prefer to take cheap or even free domains for saving the cost.
The characteristics usually carried by URL [14] and his domain are: (1) following
TLD is not the standard domain name; (2) special characters in domain name; and
(3) very long domain name.

Based on the content above, few rules can be summarized out to be used by
classification methods:

If the domain name contains more than four numbers and presence of special
characters addition to that if the URL contains any of some famous domains then
it is likely benign URL [3]. The number of dots in the domain name is also very
important in the classification of URL. Also, the total length of any URL or domain
name can be used for a decision, as a phishing URL have a long domain name. The
specific keyword is pushed in the training vectorizer for each of these feathers for
training the model.

21.3 Classification Methods

21.3.1 Logistic Regression

Logistic regression is the appropriate regression analysis to be carried out when
the dependent variable is dichotomous (binary). Since it is a method of binary
classification, it is also called binary regression. Logistic regressions are sometimes
difficult to understand. The statistics of the intellects allow us to conduct the
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analysis too quickly then deduce the performance. It has been observed that logistic
regression in this proposed system takes less time for analyzing URLs.

21.3.2 Support Vector Machine

A Support Vector Machine (SVM) is formally defined by a separate hyperplane
which is used as a discriminatory classifier. A hyperplane is a line in two-
dimensional space that divides a plane into two sections where it lies in each
category on either side. SVM is nothing more than a supervised algorithm for
machine learning that can be used for classification or regression challenges. It
works very well with a clear margin of separation.

21.3.3 Naive Bayes

Naive Bayes for a given element use the training set to measure its subfunctions
for training purposes. Using a Gaussian distribution, the classifier is generated
from the training set by measuring the mean and variance of each subfeature [15].
Specific category likelihood is determined. The test sample is taken for classification
with its measured function. Posterior is determined for each category (malicious,
normal). The base for the Naive Bayes algorithm is Bayes’ theorem with naive
independent assumptions of Bayesian statistics, according to which in relation to
each other all features are self-determined. The classification approach of Naive
Bayes decides on the basis of probability by treating the characteristics separately,
even if they are dependent on one another or other characteristics. The increasing
feature may lead to the probability of marking the data independently. This approach
is mostly applicable in text classifications and in complicated predictions with high-
dimensional information. Naive Bayes probabilistic classifier generates rules based
on initial knowledge and previous assumptions. It uses the concept of a similar
attribute to predict the probability of different classes.

21.4 Results and Discussion

The dataset used for the proposed system consists of 480,000 samples of URL out of
which 384,000 are malicious URLs and remaining normal URLs [11]. The dataset
was divided into the ratio of 75:25 as a training sample and testing sample. The three
different machine learning algorithms have been implemented to classify the URL
into malicious or normal. Lexical analysis has been performed on the URL to extract
the lexical feature. We endorsed the lexical feature derived from the bigrams of the
URL and the term frequency. The reverse of the term frequency provides a minimal
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Table 21.1 Accuracy

! Algorithm Accuracy
measure of different — -
classifiers Logistic regression 80%
Support Vector Machine | 85.35%
Naive Bayes 49%

classification setting. The main task of classifying URLs is done through logistic
regression, Naive Bayes algorithm, and Support Vector Machine. The comparative
accuracy of the abovementioned algorithms is shown in Table 21.1.

21.5 Conclusion

For the identification of malicious URLs, the traditional list of URLs stored as
black- and whitelists and machine learning algorithms have been used in this article.
Hackers circumvent anti-spam filtering strategies by placing malicious URLs in the
message content. Hence the method of the URL analyzer detects the malicious
URL with the aid of a reduced phishing feature set. Malicious URL detection
plays a critical role in many cybersecurity applications, and approaches to machine
learning are clearly a promising direction. In this paper, using machine learning
techniques, we gave a detailed introduction to malicious URL detection. Here, we
compared three different machine learning approaches to identify whether the URL
is a phishing URL or not. Among logistic regression, Naive Bayes, and Support
Vector Machine, accuracy for identification of malicious URL is high for Support
Vector Machine and with respect to time consumption more efficient one is logistic
regression.
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Chapter 22 )
An Automated Test Framework for e
Regression Test Selection for Web

Services

Divya Rohatgi, Gyanendra Dwivedi, and Tulika Pandey

22.1 Introduction

Web services belong to a class of applications built as per the framework of service-
oriented architecture. These applications are particularly applicable to provide
dynamic functionalities. For tagging of information, they use XML, and for service
behavior, WSDL is used. They have given altogether a different approach to develop
applications and to increase the productivity of organizations. With the help of these
services, organizations can develop business functionality which as per demand can
be offered for use and which as per requirements can be integrated with different
other available services to impart a better or evolved function. So as per change
in business scenarios, such services have to undergo frequent changes. Thus they
should be properly maintained. Software maintenance is a software engineering
activity that is required whenever the software undergoes a change due to bug or
evolution. It is considered to be the most expensive activity in terms of time, cost,
and effort. One of the activities of software maintenance is regression testing. This
activity requires executing all already written test cases in order to verify that new
modifications in the software have not introduced new errors in an already corrected
program. Regression testing consumes a considerable amount of maintenance costs.
As these services are having heterogeneous plus dynamic nature, the regression
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testing of such applications becomes a difficult task. Thus if we want to reduce
maintenance cost then we have to emphasize on minimization of regression testing
efforts. Many authors have proposed various strategies and methods for regression
testing, in which regression test selection is a promising one. It requires the selection
of a subset of test cases from the existing test suite and executing them in contrast
to the execution of all the test cases in a test suite. This research paper elaborates
on various methodologies for regression testing especially of web applications and
web services and presents a framework aided by a tool that helps in regression test
selection of web-based applications particularly web services.

22.2 Literature Review

Due to problems in the regression testing of web-based applications, various
authors have proposed different approaches. This section covers the literature
review covering the regression test selection approaches of web-based applications
specifically web services. Nauman bin Ali et al. [1] demonstrated the concept of
regression testing and explained that it is used to make sure that new modifications
in the program do not add to new bugs. Legunsen et al. [2] emphasized that test
selection for regression testing can increase the speed of execution as it runs only
those tests which are having an impact due to the change in the program. Athira
et al. [3] presented a UML model that is based on the preference factor of the test
cases. The author used the activity diagram for coverage data. To decrease the test
cases, priority rules were used. Avritzer and Weyuker [4] presented a methodology
to get test cases by getting profile data. Daou et al. [5] used data flow information
for programs that are data centric. Gagandeep et al. [6] presented a technique that is
based on a model applicable for regression testing of web-based applications. The
authors presented four steps in the model which include domain analysis, model
traversal and test case generation, optimization of test cases using coverage criteria,
and lastly production of a regression test suite. Hossain Md [7] used reusable limit
value for web application regression testing. Nooshin Anari et al. [8] used semantics
for WSDL which is a language for web services description and with the help
of which automated tests are developed. Zarrad Anis et al. [9] have done a very
organized review of regression testing techniques for web applications which helps
in the selection of suitable technique. Anneliese Andrews et al. [10] recognize test
cases as reusable, retestable, and obsolete. The authors presented a model-based
regression testing black box in nature. In [11] Rothermel and Harrold explained
challenges for regression test selection in which first is related to the approach to
choose the test cases and second is to find the time and approach to augment the
previous test suite. Claudio et al. [12] proposed an analysis of the keyword for
regression testing. Ruth [13] has shown empirical studies of Privacy-Preserving
Regression Test Selection Techniques for Web Services. In [14] Izzat Alsmadi has
reported that it is urgent to decrease test suite in case of web services as compared
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to conventional programs. Masood et al. [15] presented a safe and automated testing
approach for regression which uses original and modified WSDL.

22.3 Proposed Approach

For some software like web-based applications, software testing particularly regres-
sion testing is a challenging plus costly effort for the testing team as they are
constantly changing and evolving applications. Thus to reduce regression efforts,
regression test selection is a good candidate. This section presents the proposed
framework supported by an automated tool for choosing test cases for regression,
particularly which is known as RTS or regression test selection in literature. The
input to the framework is web-based applications containing web services. In the
proposed framework, the main objective is to decrease the test suite, i.e., to achieve
regression test selection, and to achieve this, the hybrid model is implemented. The
hybrid model is a conjunction of a data-based and keyword-based selection model.
The test data is kept in external files like Excel, CSV, etc. The keywords are also kept
as operations or names or types of the component in external files. The test selection
strategy implements a hybrid model. The application either takes data from excel
then it is a data-driven approach or it selects input based on keywords like single
select, multi-select, etc. then it is implementing the keyword-driven approach. For
the demonstration, an online survey reporting system is used. The online survey
reporting systems are used to have a survey containing questionnaire which can be
offered online to the public. They are normally created as web forms with the back
end database to save the answers and statistical software to provide visualization
and analytics. The changes can be done on the survey like change in component and
component behavior. To retest these web-based applications like surveys whenever
any change request is made; regression testing has to be carried out. Figure 22.1
depicts the hybrid framework for the test selection.

A test case for regression is chosen on the basis of test input data. Once the
automated tool will execute, then only those test cases will be selected which will
have test input information. The automated tool ignores each such test case where
test input information is not available. Hence it is implementing the data-driven
approach. The data-driven approach integrates with the keyword-driven approach
also in which based on the keyword, the test input data is provided to the tool.
Figure 22.2 depicts the approach.

To implement the strategy for test selection, first test cases are created on the
basis of survey requirement. On a load of the survey, the automation tool will read
the expected question text from the test case input file. Figure 22.3 shows the sample
test case.

After that, test data is created which is basically test input to the survey. Then
the automated tool is run based on the Selenium framework. Figure 22.4 shows the
execution.
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Response Result

Path | Q_Type |Input Expected Question Text (Pass/Fail)

How likely you
recommend the product
to yourfriend on a given
scale?

1 list input~4

input~Better |whatare the reasons
quality behind your score?
To which industry do you

2 textArea

3 select input~2
R belong?

How satisfied are you with
the product?

5 select input~0 Are you married?

We thank you for your

6 end time spent taking this
survey

4 select input~3

Fig. 22.3 Sample test case

D:ndriversryjava —-jar silenium-test.j

Starting ChromeDriver 77.8.3865.48 (f4B47B49852eEh556FBﬂ3ﬂh65h953dce955@321?-ref

s/branch-heads/38650{#442>) on port 15631

Only local connections are allowed.

Please protect ports used by ChromeDriver and related test frameworks to prevent
access by malicious code.

[1573887547.668 IIVARNING]: This version of ChromeDriver has not bheen tested with
Chrome version 78.

[1573887547.882 1[IVARNING]: This version of ChromeDriver has not heen tested with
Chrome version 78.

Mov 16, 2819 12:29:89 PM org.openga.selenium.remote.ProtocolHandshake createSess
ion

INFO: Detected dialect: W3C

inside GoToMextPage»>1

qType in else>>list

inside GoToNextPage>>1

qType in elsed>textArea

inside GoToNextPage>>1

gType in elser’select

inside GoToNextPage>>1

qType in else>’select

inside GoToNextPage>>1

qType in elser’select

inside GoToNextPage>>1

Fig. 22.4 Tool execution run

22.4 Results

The results of the execution of the tool are given in Fig. 22.5. The tool will append
Pass/Fail in response results.

To validate the performance of the proposed approach, two sample surveys
were made containing different types of question types. Survey 1 consisted of 20
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Response Result
Path Type |Input Expected Question Text
Q_Typ g g (Pass/Fail)
How likely you
. . recommend the product
1 list input~4 : ; Pass
to your friend on a given
scale?
input~Better |what are the reasons
2 textArea 2 : - Pass
quality behind your score?
. To which industry do you
3 select input~2 Pass
belong?
. How satisfied are you with .
4 select input~3 Fail
the product?
5 select input~0 Are you married? Pass
We thank you for your
6 end time spent taking this Pass
survey
Fig. 22.5 Result of execution
Table 22.1 Performance improvement on sample survey
Type of Changes in | Impact of Performance
No of compo- the type of change on improvement in
Survey No questions nents component | questions %
Survey 1 20 4 3 15 25
Survey 2 25 5 4 20 20

questions with 4 categories of questions like single-select questions, multi-select
questions, numeric punch questions, and open text questions. Survey 2 consisted of
25 questions with 5 categories of questions like single-select questions, multi-select
questions, numeric punch questions, open text questions, and grid (scale) questions.
The results are reported on the input sample of surveys in Table 22.1.

The above results are also reported graphically in Fig. 22.6. The graph shows
if the impact of change is less then it is better to use regression test selection than
rerunning the entire test suite.

Thus if we compare the above automated framework with manual test selection
or rerunning entire test suite then there is a significant improvement. We can’t cover
all possible permutation and combinations using a manual approach for regression
testing.
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Fig. 22.6 Performance based on component vs. change request

22.5 Conclusion

The paper proposes a new framework for test selection to reduce the regression test
suite. The framework is automated which gives faster results with less effort. The
validation of the approach is performed on sample web application and the results
are presented graphically. The result proves that test selection is a better choice if
done judiciously. The framework is validated for online web applications, but it can
be generalized for other applications also.
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Chapter 23 )
End-to-End Secured Architecture for G
Internet of Things Information Kendra
(IoT_IK) Integrating IoT-Enabled Smart
Services and Applications

A. Vimal Jerald and S. Albert Rabara

23.1 Introduction

Internet of Things (IoT) is a convergence of devices, things, and objects by using
sensor devices and related hardware for intelligent identification and tracing by data
exchange using communication techniques [1]. IoT is so popular today because of
some potential applications such as smart health, smart agriculture, smart traffic,
crowd monitoring, smart city projects, etc. [2]. The existing IoT-based applications
and services are bound to a single domain or a sector. The user needs to request
different service providers geographically diverse to access these services. It is vital
to integrate various loT-based smart services and applications.

Security issues at large arise when millions of objects, devices, and things
communicate using wireless technology in an integrated environment for deploying
various smart applications and services. Any leakage of information from any of
the IoT devices/sensors could severely damage the privacy and authenticity of the
users and data. Even if the wireless technologies are secured on their own, their
integration generates new security requirements. The creation of end-to-end secure
channels could be one of the steps in the creation of security integration in IoT
architecture [3]. Confidentiality and integrity are few other major security concerns
that need to be addressed. Security solutions for IoT environment are entirely
different from the conventional techniques as IoT is a network of tiny devices. So,
energy-efficient encryption and decryption techniques are to be used. It becomes
essential to mitigate the security threats of IoT smart applications and services in
an integrated environment. Proper remedies in an integrated perspective are devised
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envisaging a multilevel security architecture for integrated IoT-based smart services
and applications.

23.2 Related Work

Fugen Li et al. have proposed a heterogeneous encrypting homeworks online/offline
to establish secure data communications over sensor node of IoT and Internet host.
It is concluded that the proposed method provides a solution for security issues
when integrating WSNs into the Internet as part of the IoT [4]. Xuanzia Yao et
al. have put forth a scheme of lightweight multicast authentication mechanism for
small-scale IoT applications. Other security concerns like privacy, authorization,
and integrity are not addressed in the article [5]. R. Shadid et al. have designed
a lightweight scheme for secure constrained application protocols (CoAP) by
compressing the header of Datagram Transport Protocol Security (DTLS) messages.
The different types of security attacks have not to be addressed when constrained
devices are connected by CoAP [6]. Sherin P. et al. have proposed a multilevel
authentication system for smart home applications. The proposed system facilitates
various security properties such as data confidentiality, integrity, forward security,
privacy preservation, and mutual authentication [7]. B. Vaidya et al. have come out
with a secure device authentication mechanism for smart energy home applications.
This system does not provide enough information to prove that it is better than
other authentication mechanism and how it is secure against attacks. Hence, it is
essential to improve the authentication scheme which should satisfy the security
factors like data confidentiality and integrity [8]. Xu Xiaohui has explored the
various security mechanisms in the Internet of Things such as safety certification
and control technology supported with equipment authentication mechanisms [9].
Q. Wen et al. have presented a technique for ID authentication at sensor nodes
of IoT. It is a dynamic variable cipher that is deployed using pre-shared metrics
between the communication parties. In the work presented, the insulation of the
pre-shared metric needs to be secured for the work, and it should be implemented
for a large number of IoT devices. Only then the presented work can be applied
for the real-time deployment of IoT-based application where the dynamic variable
cipher security certificate is applied [10].

PN. Mahalle et al. have dealt with identity authentication and capability-based
access control (IACAC) for the Internet of Things. The authors have attempted
to match the integrated protocol with both authentication and access control
capabilities to realize mutual identity implementation in IoT [11]. R. Mahmoud
et al. have explored the challenges in IoT security with the prospective measure.
They have presented the security issues and mitigations to be taken in each layer
of IoT. Confidentially, integrity, availability, and authentication are these security
measures that must be lightweight and heterogeneous in nature [12]. Prem et al. have
proposed a novel technique for privacy preservation of IoT and introduced privacy
preserving in IoT architecture. The authors have implemented the proposed system
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which is proved to be an efficient system ensuring IoT data privacy. Like privacy,
the other security concerns like confidentiality, authentication, and integration are
not addressed [13]. Don Chen et al. have presented a secure architecture for the
Internet of Things to analyze the security challenge and threats [14]. Qi Jing et al.
have explored security problems of each layer of IoT architecture and have put forth
solutions [15]. Quardeng et al. have analyzed the security issues of the layers in IoT
architecture such as the perception layer, network layer, and application layer. The
authors have presented the construction of secure IoT and security strategies for
fixing the security threats existing [16]. K. Jaswal et al. have proposed a security
securing Internet of Things. The article has listed various IoT protocols used,
security challenges in IoT systems, network layers of IoT architecture, and IoT
security threats [17]. A white paper on security in the Internet of Things by Wind
River System has explored the security constraints in the IoT environment [18]. The
literature has revealed that there are many IoT-enabled applications and services
work independently. Seldom there are literature cited the integration of IoT Smart
Services into one architecture with end to end security.

23.3 Proposed Security Architecture

The proposed secured architecture integrating Internet of Things smart services
and applications is designed with end-to-end strong multilevel security factors
such as confidentiality, mutual authentication, integrity, and privacy. The user
authentication, device authentication process, and service authentication process
at SG of IoT_IK ensure the mutual authentication and other security factors with
support of the security algorithms. The security support for proposed architecture is
enhanced by adopting various security mechanisms by incorporating ECDSA-based
certificate, elliptic curve cryptosystems [19].

The three different levels of security are adopted with multilevel authentication
using ECC. The security architecture proposed with the various security processes
is depicted in Fig. 23.1. The architecture ensures stronger security for the integrated
IoT smart applications and services. The security processes at the various levels of
the proposed architecture such as secure user registration, secure device registration,
secure user and device authentication, secure service registration and secure service
authorization which are explained subsequently in detail.

23.3.1 Major Components

The proposed architecture comprises three units such as IoT smart services envi-
ronment (IoT SSE), IoT Information Kendra (IoT_IK), and IoT client. IoT smart
services environment consists of sensor devices (SD), Smart Readers (SR), and
field gateway (FG) which are connected appropriately in IoT SSE. IoT Information
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Fig. 23.1 Proposed end to end security architecture

Kendra (IoT_IK) is designed for data aggregation and data analysis appropriately
with respective applications. IoT_IK comprises of server cluster (SC), Applica-
tion Data Server Cluster (ADS), and Smart Gateway (SG). The service cluster
(SC) in IoT_IK comprises of different servers such as Application Programming
Interface Server (APIS), Security Management Server (SMS), Application Data
Server (ADS), Data Management Server (DMS), Web Services Server (WSS),
and Information Alert Server (IAS). IoT clients are mobile devices, IoT-embedded
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alarms, emergency alerts system, smart watches, loT-connected vehicles, actuators,
etc.,

23.3.2 Functionality of the Security Architecture

The proposed architecture enables the integration of IoT smart applications and
smart services which facilitate the user to access the IoT services securely anytime,
anywhere and with registered devices. The user establishes a connection with
Smart Gateway (SG) at the Internet of Things Information Kendra (IoT_IK) using
Hypertext Transfer Protocol (HTTP) via the Internet. The user with the help of user
interface (UI) at the user’s device requests the SG for secure user authentication
and user device registration. The user through UI feeds the user details such as
name, DoB or age, Aadhaar number, mobile number, and email id. The user device
credentials such as MAC id or IMEI and IP address are extracted automatically. The
user is primarily authenticated using OAuth at SG by sending a one-time pin (OTP)
to the mobile number entered by the user for the primary verification. On successful
verification of mobile number, user id (U_id) and device id (D_id) are generated by
the SG using user and device credentials. The certificate registry at SG generates
the user certificate based on ECDSA by encrypting U_id and D_id using ECC. Key
pairs such as public key (PuK) and private key (PtK) are also generated using the
ECC cryptosystem. The generated user certificate is stored in the certificate registry
at SG along with PuK. The same user certificate is sent to the user device along with
PtK for further authentication.

The sensor devices, objects, and Smart Readers (SR) at smart service environ-
ment (SSE) are registered with corresponding field gateway (FG) of SSE. The
inferred raw data by the sensor devices are read by Smart Reader (SR), and the
same is sent further to the FG. Network communication is established between FG
and SG of IoT_IK using the Constrained Application Protocol (CoAP). FG using
the Ul requests SG for service registration. The service credentials such as service
name, service type, and IoT devices id allocated by FG, MAC id, and IP address of
FG are used to generate S_id and [oTD_id after fundamental authentication using
Oauth at SG. The certificate registry at SG generates a service certificate using S_id
and IoTD_id along with PuK and PtK generated using ECC. The service certificate
generated is stored in the certificate registry along with its PuK. The same certificate
is sent to FG along with PtK.

The raw sensed data from SSE are sent by FG along with the corresponding
service certificate that is sent to SG using CoAP over the established connection
between FG and SG. The service is authenticated securely at SG using credentials
in-service certificate with the stored credentials at the certificate registry. The PuK
at SG and PtK are sent by FG and are used to decrypt the data in the certificate.
On successful authentication, the sensed data are sent by FG and are further sent to
the Application Programming Interface Server (APIS) for data analysis. The sensed
data is received at APIS at a fixed time interval after the secure authentication of
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services. APIS aggregates and processes the data based on the service using the
respective algorithms. Data Management Server (DMS) supports the APIS with the
GPS information and other information related to the SSE. Web Service Server
(WSS) helps the APIS with web-based services on demand to supplement data
processing. The processed data are stored at the Application and Data Server (ADS)
regularly. If the processed data reaches a threshold state based on the algorithm, the
data is to be sent to the IoT client as alerts or messages. Information Alerts Server
(IAS) facilitates APIS for message formatting based on the IoT client. The Security
Management Server helps to encrypt the alert information with the help of the ECC
cryptosystem. The encrypted form of alerts and messages to [oT client is sent with
PuK from SG. The PuK is sent along with the message or alert, and the PtK with
the user or IoT client will decrypt the data. Hence, only the appropriate user or loT
client will receive the alerts or messages securely.

When the user requests SG at IoT_IK for a service using Ul at the user’s
device, the service certificate is sent along with the PtK; SG will validate the
credentials in the certificate decrypted by respective PuK. The secure user and
device authentication are carried by matching the credentials of the certificate and
the credentials stored at the certificate registry. On successful authentication, the
user request is further sent to APIS for the requested data. APIS, in turn, processes
the request and with the help of other servers of service cluster (SC) at IoT_IK. SG
establishes secure communication between IoT_IK and IoT client or the user device
using HTTP. The requested service information is sent to the user or to the IoT client
through SG. The service information in an encrypted form with PuK is sent to the
user devices. The user device with the help of PtK decrypts the data. So, it is possible
only for the appropriate user device to receive the requested service information
securely. Figure 23.2 illustrates the functional components of the proposed secured
architecture.

23.3.3 Multilevel Security at the Proposed Architecture

The research proposes stronger security for the proposed architecture in different
levels such as client, IoT smart services environment (IoT_SSE), and IoT data
transaction and processing.

23.3.3.1 IoT Client and Device Level

The registered IoT client and IoT devices used are authenticated and authorized at
the client level security with the help of ECDSA certificate and message exchange
using ECC. All the data transferred from the SSE level to the client level through
the IoT_IK are encrypted and decrypted with ECC. Digital certificates are also used
to authenticate registered IoT devices to ensure the integrity and confidentiality of
the information. User authentication is carried out to assure users’ privacy. Only the
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Fig. 23.2 Functional components of the proposed architecture

registered user may avail of the authorized service using the registered device. So,
there is no possibility of unauthorized access to service, and it is not feasible for the
unauthorized service to communicate the user.

23.3.3.2 IoT Smart Services Environment Level

All the smart devices and sensors connected in an SSE are to be registered and
authenticated in the FG by obtaining their IoTD_id (device id) and MAC ID. The
FG receives the information from the IoT devices and encrypts the information and
establishes a secure communication using CoAP with the SG of IoT_IK using a
digital certificate. The SG verifies the credentials in digital certificate generated
during the registration process and receives the encrypted data for further analysis.
This phase ensures that only the registered IoT devices may send raw data and
through which confidentiality is achieved. It is not feasible for the intruders to access
the IoT devices like FG.

23.3.3.3 Internet of Things Information Kendra Level

The Smart Gateway establishes secure communication using HTTP with the
APIS using mutual authentication and forward the encrypted data to APIS for
data aggregation and analysis of information. The APIS decrypts the information
and processes the data based on the algorithms according to the services and
applications. The APIS then establishes communication with IAS through the SMS
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for sending messages or alerts to the registered users and the smart devices. The
service authentication process assures the integrity, and thus there is no chance of
authorized service providers to influence the actual data inferred from SSE. The
messages or alerts are sent to the appropriate user who requested the service, based
on the user credentials in the certificate attached.

23.3.4 Secure Data Communication Between FG and SG

The proposed architecture lays a secure connection between the FG and SG after
successful authentication using the X.509 digital certificate via Secure Socket
Layer (SSL) protocol. CoAP protocol is responsible for secure data communication
between FG and SG. FG requests a connection with SG by sending PtK and ECDSA
service certificate X.509. SG checks the authenticity of the certificate using the
corresponding PuK and other stored credentials of FG. If the authentication is
successful, the FG can be trusted, and further data transaction is permitted. The
session keys are exchanged securely between the SG and FG. The sensor data
from the IoT SSE can be securely transmitted over the established channel. The
raw data or the inferred information from SSE via FG are taken to the Application
Programming Interface Server (APIS) of IoT_IK for data aggregation via SG. The
data transaction between FG and SG takes place securely by service authentication,
i.e., by verifying the credentials stored in the certificate of the respective service.
If the credentials in the certificate and the credentials of service fetching raw data
from the FG match, the data fetched from the service environment is taken to APIS
securely.

23.3.5 Architecture Level Secure Data Processing

The user registered with a registered smart mobile device using the UI requests
for any service to SG at IoT_IK. The request from the user is sent using HTTP
along with the user and device certificate which consists of the user and device
credentials. Use and user device certificate authentication at SG based on the
OAuth authentication method are carried out with the credentials extracted from
the certificate registry. If the credentials extracted from the service registry and the
credentials with certificate match, the user and device are authenticated successfully.
On successful authentication, the user request is further sent from SG to APIS for
the necessary action rather than a process. Similarly, the raw data from SSE are sent
through FG to SG at IoT_IK for data aggregation. The raw data is attached with
the service certificate which comprises of service credentials and credentials of SG
along with PtK. The CoAP protocol is used for data communication between SSE,
FG, and SG. If the credentials with the service certificate, PtK, and the credentials
extracted from the certificate registry for the corresponding SSE match, the service
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is then authenticated. On successful authentication, the raw data fetched from SSE is
forwarded to APIS by SG for further action. The communication channel from SSE
to SG through FG and the communication channel from the user to SG are secured
using the proper security mechanism proposed in the architecture. The process of
secure data communication at the architecture is depicted in Fig. 23.3.

23.4 Experimental Study

A test bed has been designed using an experimental setup for the proposed work.
Secure user registration, device registration, secure service registration, secure user
and device authentication, and secure service authentication are performed to ensure
the end-to-end security of the proposed architecture. The performance analysis on
ping response time, system throughput, and latency analysis guarantees that the
proposed architecture functions efficiently with the enhanced performance.

23.4.1 Performance Analysis of Security Functions

Ping response time for the proposed architecture, using ECC cryptosystem and self-
signed ECDSA generated over SSL, with respect to the security functions such
as User Registration, Device Registration, Service Registration, User and Device
Authentication and Service Authentication. Ping response time was calibrated using
the inferred data set for the simultaneous requests range from 20 to 200 with the
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increase of 20 requests respectively. The Ping response time for various security
functions for parallel requests are tabulated in Table 23.1, and the Ping response
time taken for the security functions are graphically represented in Fig. 23.4.

23.4.2 Analysis of Overall System Throughput

Performance analysis is done to compute overall system throughput which is the
total work done by the proposed system at a given time. Table 23.2 presents the
obtained overall system throughput for the system model based on the proposed
architecture. An analysis is made of system throughput for 1000 to 10,000 parallel
service accesses with an increase of 1000 requests. Time consumed and bandwidth
utilized are presented in the table. According to the obtained results given in the
table, the time is taken to increase gradually when the service requests or access
increases. It takes 261.600 s for 10,000 service accesses/requests to complete all the
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Table 23.2 Overall system throughput
No. of parallel requests| Time taken in seconds| Bandwidth utilized (Mbps)| Failed requests (%)

1000 2.943 29.30 0.20
2000 11.005 58.59 0.15
3000 25.645 87.89 0.13
4000 42.245 117.19 0.15
5000 68.426 146.48 0.14
6000 98.130 175.78 0.18
7000 128.582 205.08 0.17
8000 173.254 234.38 0.16
9000 215.623 263.67 0.19
10,000 261.600 292.97 0.20

operations of the proposed architecture. Bandwidth utilized for the service accesses
or requests proportionately increases. It takes 29 Mbps for 1000 service accesses on
an average. It is proved from the results given in the table that the failed requests are
very minimum, i.e., it is only 0.15% on an average for every 1000 service requests.
Figure 23.5 Illustrates the overall system throughput for the proposed system based
on the architecture.

The overall performance of the proposed architecture proves to be efficient and
secured based on the different performance tests conducted. Performance analysis
results of various security functions establish a secure communication between the
user and the IoT_IK. Similarly, the data communication between FG at SSE and
SG of IeT_IK and the communication between SG and IoT clients take place
securely. The time taken for various security processes and the time taken for
accomplishing the service requests are very less. The service requests failed are
very minimal.

23.5 Conclusion

Secured architecture integrating Internet of Things (IoT)-enabled smart services is
proposed to actualize the vision of availing IoT-based smart services and appli-
cations by integrating heterogeneous devices and objects in diverse environments
anytime, anywhere and in any device in a secured manner. This proposed architec-
ture is adaptable and unique for the users to have secure access over diversified [oT
smart applications and smart services. The proposed novel IoT Information Kendra
(IoT_IK) will certainly help the government to provide smart services that may
benefit a billion of the general public particularly people living in rural areas if it is
established in every mandal or divisions. The proposed system will be a means of
achieving the Digital India mission of the Union Government of India.
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Chapter 24 )
The Repaschine: A Robot to Analyze Qs
and Repair Roads Using Cutting-Edge
Technologies

Ayngaran Krishnamurthy, Bhavan Kumar, and S. Suthir

24.1 Introduction

Nowadays commerce and transportation are driving the world especially in develop-
ing countries like India transportation through roads which are the most important
base toward developing the country’s economy. But as always there was and is an
issue that has a massive effect on the transportation of people; the reason is the
presence of potholes. Potholes are caused due to pressure and immense load over a
drenched road. These potholes affect the suspensions of heavy-moving vehicles, and
not only that, it also kills the civilians every day. In recent times almost every road
in India have potholes, none to blame for as government as always is doing great
measures to improve the quality of roads and to repair roads, but before they do,
everything would be over as current manual practices for repairing roads are time-
consuming and affect transportation to a great extent. This is the cause that drove
toward framing a solution, the Repaschine. Repaschine is a small compact device
planned to be built over the most precise and high-level engineering technologies
such as machine learning and IoT. The Repaschine is a robotic device that can scan
over the roads and detect potholes across the road, not just that it also identifies the
depth and shape of potholes and fills the potholes by the use of the cutting-edge
technology. The use of cutting-edge technology makes the machine work precisely
at a faster rate of speed [4, 5].
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24.2 Literature Survey

Before making a solution for the problem, the problem was studied much deeper to
gain insight that is to be met to overcome the issue. Here are some articles shortlisted
as a part of the literature survey for your convenience:

Articlel
Source: India Today [1].

Date established: 24 July 2018.

Title: Over 9300 deaths, 25,000 injured in 3 years due to potholes.

Description: As per the reports, it is stated that there are around 9300 deaths
caused, and nearly 25,000 were injured. The main reason behind it is the potholes
on the roads which cause serious damage for drivers who travel on roads with high
speeds. This leads the government to appoint a committee of engineers to work on
this subject and come up with a solution.

Reference: This Road Safety Audit is being done by independent road safety
auditor at every stage and the finding of which are being compiled by the
concessionaire/contractor of the project. Beside this Ministry and National High-
ways Authority of India (NHAI) have its own websites. An independent engi-
neer/authority engineer appointed by NHAI and the concerned project directors of
NHAI inspect the project highways under their respective jurisdictions.

Article2
Source: Times of India [2]

Date established: 15 July 2018

Title: Potholes killed 3597 across India in 2017, terror 803.

Description: It is stated that the situation is getting worse year by year as the
death rate due to accidents caused by potholes on roads is drastically increasing by
726 people a year. The NHAI and government of Maharashtra have taken this issue
as serious and are combinedly working on to reduce the thing to a greater level.
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24.3 The Repaschine

Repaschine is a machine that could work with a higher rate of speed and accuracy.
The Repaschine is being built with the concepts of machine learning, IoT, and 3D
printing. Let’s stop before we guess; 3D printing is done using carbon nanotubes,
yes it’s CNT that will be used to print as they can withstand a lot of tensile strength
(Fig. 24.1). The device uses an image processing technique under the machine
learning concept for detecting and analyzing potholes. The product development
is still in process, and the product is developed with the idea in mind that it must be
able to withstand the heaviest trucks and do the job in a precise, faster, and efficient
manner. The Repaschine will be fed with datasets for analyzing any data. It scans the
roads with the help of a rapid imaging concept, and the images are simultaneously
scanned to find various depths over a particular image; each image taken will have a
location stamp denoting the area at which it was taken. The images taken will help
the machine prepare a preprinting model as a visualization before printing to decide
the pattern for filling a particular pothole as we know that not only the material but
also the structure of the construction helps and contributes to the strength of the
construction [6, 7, 8].

24.3.1 Methodologies Used

As discussed the use of cutting-edge technology is what makes Repaschine a great
product. The major techniques are:

(1) Machine Learning — The image recognition used in machine learning concept
not only helps to analyze an image; it also helps to detect various depths
in images, and this is what is needed to find potholes faster; the analyzing

(T =1

u:Qc R =R

Fig. 24.1 An image is seen as a function defined in continuous space
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potentiality helps to get the shape of the pothole and helps design a preprinting
model in the device, not just that the machine learning concept helps facilitate
and decide dynamically the structural construction of pothole which helps in
holding up larger amounts of stress and pressure.

(2) IoT — The IoT concepts help the machine in locating the way it scans the road
and helps keep a note of the region scanned earlier added to its use of IoT helps
to improve the functionality of the device.

(3) 3D printing — One of the hot topics of recent times is that the 3D printing is used
to get designs of models that help gain overview of a design at a lower cost; the
designing is done usually with the help of predesigned sketch, but in this device,
the 3D printer will gain input from machine learning concepts that provides the
size and shape to be printed. The printing is done using carbon nanotubes as
they can withstand a large amount of pressure and have high levels of tensile
strength estimated at 63gigapascals (Fig. 24.2).

24.3.2 Scope of Repaschine

The project has a great scope in today’s scenario as it is only one of its kinds. There
are no such prevailing systems to face this issue; moreover, it is fully automated
and hence does not require the involvement of human resources; this will be a major
revolutionary product. In the future, this will play a major role in reducing the deaths
of civilians and improving the comfort of transportation. This will eventually reduce
the cost of repairing the roads, and when modified it can also be used as an enhanced
technology to lay roads and bridges (Fig. 24.3).

24.3.3 Design of Repaschine

The design of Repaschine was initially hand-drawn and was refined several times
to make it sleek and cost-efficient. One such refinement was the use of machine

Jig

u(t. x) = H(t.x.u,Vu,V?u) ~ v(x)= u(0,x)

Fig. 24.2 A PDE:s evolution
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Fig. 24.3 3D depth reconstruction: The goal is to reconstruct the depth of a single monocular
image; this is achieved by training a dataset with several inputs under the supervised learning of
machine learning concept [3]

Fig. 24.4 (a) A still image and (b) the corresponding (ground truth) depth map. Colors in the
depth map indicate estimated distances from the camera

learning instead of artificial intelligence in the place of image analysis as machine
learning provides more precise and accurate results in a shorter period. The
exoskeleton of Repaschine is made of heavy-duty alloys to prevent and overcome
unexpected scenarios like a vehicle running over the device and so on (Fig. 24.4).
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24.4 Innovative Usefulness

Innovation in this device is providing a solution to an issue that people always didn’t
mind would have such a large impact. Not just that as we all know tar is the usual
component used to lay roads, but before being poured on to the surface, tar needs to
be heated, and tar when heated produces toxic gasses that may cause serious health
issues, as said earlier, in later time when the modified versions of Repaschine are
used, then the use of tar can be completely avoided, hence also playing a smaller
part in improvising the countries health.

24.5 Conclusion

The stated system is in its designing stage where the technologies are utilized
and uses of the machine are minimal. We can take this concept to a greater
stage and wield machine for multiple purposes. The proposed system is constantly
being worked upon, and various other methods and designs are constantly being
improvised in terms of usage of the image processing concept and also the material
used. Apart from this the concept stated has great usage, and multiple users
can be benefitted from it. These pros can be eventually increased by undergoing
constant research. To conclude we say that the concept of designing a machine
for reconstructing the roads is a novel approach and has a great future scope in
developing this system to the next level, so its purposes and other technical aspects
are improved.
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Chapter 25 ®
Learning Parameters for Hybrid Qs
Bayesian Network

B. Naveen Kumar and P. V. Kumar

25.1 Introduction

Bayesian network is a directed acyclic graph that encodes the conditional depen-
dencies among random variables. BN is a graphical representation of the joint
probabilistic distribution of the model. A Bayesian network contains nodes and
edges. Each node represents a random variable, and edge captures conditional
dependency between two random variables. If there exists an edge (A- > B) in the
graph between random variables A and B, it means P(B/A) is one of the factors in the
joint probability distribution. Each node is assigned with one conditional probability
distribution (CPD) that contains all the probability values depending upon its parent
values. Estimating such probabilities is called parameter learning [3]. Maximum
likelihood estimation (MLE) is one of the parameter estimation techniques which
optimizes the parameter values based on the data. In general, most of the nodes in
BN have few parents relative to the overall size of the network, and this property
is referred to as conditional independence, and it is greatly used to simplify the
computation [4].

25.2 Linear Gaussian Bayesian Network

Bayesian network with continuous random variables is called linear Gaussian
Bayesian network; CPDs’ linear Gaussian distribution and they represent multi-
variate Gaussian distributions. The theorem of linear Gaussian model: Let X be
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a linear Gaussian of parents {Y1,..Xk}: P(X|Y) N(BO + BTy;02). Assume {Y1,..Xk}
are jointly Gaussian with distribution N(p,0). Then distribution of X is a normal
distribution P(X) = N(uwX;0X2) where WX = B0 + pTw,0X2 = 62 + BTopP. The
joint distribution over {X, Y} is a normal distribution where Cov(Yi; X) = Pj ojfj
[5]. Example of linear Gaussian BN in which all variables are Gaussian and all
CPDs are linear Gaussian distribution.

25.3 Parameter Estimation for HBN

In this work, CPDs for continuous random variables have been estimated based on
multivariate Gaussian distribution [13]. HBN can contain both discrete and con-
tinuous random variables multinomial or Gaussian in nature; learning parameters
for HBN are divided into the following tasks based on the type of the random
variable [6].

25.3.1 Continuous and Discrete Parents

In the case of HBN, parent nodes are a mixture of both continuous and discrete
random variables with an assumption that the child node has a linear Gaussian dis-

tribution. Consider a random variable X with parents U = {U1,U2,... ... Uk} then
the probability distribution P(X/U) = N0 + Blul + ... ..... + Bkuk;02), and the
goal is to learn the parameters 0X/U = < 0,81, ... ..,8k,02 > using MLE technique

the definition of Gaussian distribution P(X) = (1/,/2mo)(exp(x — W)2/202) [1].
Assume M data samples D = {¢ [1],¢ [2],....... ¢[m]}, the likelihood function for the
given data D is taking the log of the equation for simplification and differentiating
w r t to L and equating to zero [7].

L (6X/U; D) = P(D/6X/U) = MYm = 1 (1/,/2) (exp (x [m] — ) 2/262)
(25.1)

log (6X/U; D) = logMYm = 1 (1//2¥) (exp ( x [m] — n) 2/202) (25.2)

log (6X/U; D) =M X m = log (1//2) + log (exp (x [m] — ) 2/202)
(25.3)

log (0X/U;D) =M Xm = 1
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log(1) — 1/21log (24) + (x [m] — ) 2/202 (25.4)

9/01 (MXm = 1log(1) — 1/21og ) + (x[m] — p)2/262) =0 (25.5)
9/01 (MXm = 1log(1) — 1/21og ) + (x[m] — p)2/262) =0 (25.6)
9/0p (x[m] — ) 2/202) =0 (25.7)

MXm =12/262 X[m] — ) (=) =0@)MXm=Ix[m]=MXm = 1p
(25.8)

p=_1/M)M X m = 1x[m] (25.9)
Similarly, differentiating w r t to 02 and equating to zero

02=(1/M)PMm=1x[m] —pn)2

Now probability distribution of a new instance [M + 1] can be estimated by using
W and 02

P(X[M+ 1] =x1/U) = (1//2¥) (exp (x [m + 1] — ) 2/202)

25.3.2 Continuous Parents for a Continuous Random Variable

Consider a simple case of two continuous random variables X and Y and data
instances D = {(x[m],y[m]): m = 1, ... M}; the MLE estimate for the joint Gaussian
distribution of X and Y can be derived as mean vector < ED[X],ED[Y] > [2] and
covariance matrix; < ED[X] and ED[Y] > are the mean values of random variables X
and Y, respectively. Joint multivariate Gaussian distribution of two random variables
is (1/2wn/2|P|1/2)exp.{—(1/2)(x — mx)TP — 1(x — mx)} [8] where mx = E(X) is
the mean vector of the random vector = {X,Y}PX = E[(Xx — mx)(x — mx)T] is the
covariance marix n = dimX is the dimension of the random vector = {X,Y}PX =PT
X =[EX — mx)2E(X — mx)(Y — m y)E(Y — my)(X — mx)E((Y — my)2)] Likeli-
hood function L(D;mx,PX) = Q M m = 1(1/2nn/2|P|1/2)exp.{—(1/2)(xm — mx)TP
— I(xm — mx)} [3] taking log of the above equation and differentiating w r t to mx
and equating to zero [9].
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log(D;mx, X X)=MXm=1log((1/2nn/2|X]|1/2)

exp{— (1/2) (xm —mx) T — 1 X (xm — mx)})

=M X m = llog(1) — [log(2mtn/2 + log (IX| 1/2)]
+ log (exp{— (1/2) (xm — mx) T — 1 X (xm — mx)})

=MXm = 1log(l) — [log(2nn/2 + log (|X| 1/2)]
+ log (exp {— (1/2) (xm — mx) T — 1 X (xm — mx)})

3/0mxM X m = 1log(1) — [log(2mn/2 + log (IX] 1/2)]
+log(exp{— (1/2) xm —mx) T — 1 X (xm — mx)})
0+MXm=1

a/omx [{— (1/2) (xm —mx) T — 1 X (xm — mx)}]
by applying vector differentiation we get

3/0X (XTAX) = 2AX

MXm=19d/0mx [{— (1/2) (xm —mx) T — 1 X (xm — mx)}]

=MXm=1-2-1X((xm-—mx)

MXm=1-2

—1X(xm—mx) =0

mx=1/MMXm=1xm

(25.10)

(25.11)

(25.12)

(25.13)

(25.14)

(25.15)

(25.16)

(25.17)

(25.18)

Similarly, differentiating w r t to PX and equating to zero, covariance matrix is
obtained using the probability distribution of a new instance X[M + 1] which can

be estimated by using mx and PX.
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Algorithm

ContinuousParent()

begin

Step 1: Read the input D data instances

Step 2: Calculate Sufficient statistics

Step 3: for (each node i in Bayesian Network)
Step 4: If(parents(node)) = Discrete and Continuous
Step 5: Call DiscreteandContinuousParent(i)
Step 6: EIsIf parents(node) = Continuous
Step 7: Call ContinuousParent(i)

End

25.4 Result Analysis

Test data is collected from the source Kaggle (Heart Disease UCI https://archive.
ics.uci.edu/ml/datasets/Heart+Disease) on heart disease patients with the set of field
sage, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope, ca, thal
[10], target, and the data which is divided into test and training sets. Oldpeak is
the continuous variable, and it depends upon parameters that were estimated by
updating CPD of the target variable in the training data [11]; the cross-validation on
the test set gives the distance between estimated CPD and actual CPD of the target
variable; it is one way of evaluating the result. Another way is to predict the unseen
instances based upon the estimated CPD.

25.5 Conclusion

CPD for continuous child node in HBN is estimated by using MLE which works
on optimization of the parameter values based on the observed data. In this work,
MLE and multivariate Gaussian distribution are combined together for parameter
estimation; however, MLE sometimes overfits the observed data, and parameters
are estimated to fixed values [12]. In future work, Bayesian score can be used along
with multivariate Gaussian distribution to estimate parameter values which avoid
overfitting, and thereby estimation is near to actual underlying distribution.
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Chapter 26 ®
Authorship Attribution Using Regression e
Model

S. Lakshmisridevi and R. Devanathan

26.1 Introduction

Big data analytics has been applied to authorship attribution especially in the
identification of authors in the social media texts. [1, 2]. Authorship attribution [3, 4]
essentially involves assigning an unknown text to a particular author from a group of
authors. In terms of modeling, authorship attribution inherently attempts to capture
the stylometry of an author [5, 6]. Authorship attribution has been applied to many
languages besides English [7, 8]. Authorship attribution has many applications
including medical diagnostics and forensics [9, 10], detecting [11] in social media
and detecting the writing styles, etc.

In its simplest form, authorship attribution involves identifying the author of an
anonymous text from a group of authors. In the early authorship attribution methods,
the unitary invariant technique was used based on the length and frequency of words
in a given text [12]. Zipf formulated a model for word frequency in a text [13].
Koppel [14] has been attributed to the pioneering work in the area of authorship
attribution using the methods of statistics. Burrows’s delta [15] technique has been
shown to have significant success in authorship attribution. The other methods
used for authorship attribution involve the maximum likelihood method based on
Bayesian classification, entropy based on information theory, and techniques based
on decision tree [16].

A multivariate analysis approach for authorship attribution involves a vector
of multiple textual clues from a given text. Assuming the documents of different
authors are points in space, assigning a text to an author involves finding the
shortest distance between two points representing the unknown text and the author.
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Since multivariate analysis leads to high-dimensional analysis and techniques, such
as PCA, SVM is used to reduce the dimension to a lower level so as to make
authorship attribution practicable [16, 17]. Distribution of words in texts based on
entropy has also been studied using the distance metric such as Kullback-Leibler
(KL) divergence. Machine learning approaches such as neural networks, K-nearest
neighbor algorithm, and Bayesian regression are also used for authorship attribution
[18, 19].

In terms of features used for authorship attribution, function words have been
predominantly used for the reason that they are generally invariant with respect
to topic and they cannot be consciously controlled. Notable among the techniques
using function words is the method proposed by Burrows which is based on the
multidimensional Laplacian distribution of function words [20]. Syntax and parts of
speech (POS) have also been used for authorship attribution. Taxonomies of parts
of speech have been used to build trees whose roots are labeled by the text of POS.
The taxonomy is to construct the stylistic feature of text classification. Character
n-grams are also found to be useful for the classification of styles of documents.

In this paper, we propose a method of authorship attribution in which a text
is characterized by a regression vector derived from the word frequency-rank
distribution of function words in the text. Forming Z-score vectors using the
regression vectors, authorship attribution is proposed based on a minimum distance
metric between the unknown text and a group of authors.

The main contribution of this paper is as follows:

(i) A linear regression method based on function word frequency distribution is
used to characterize the text in terms of regression coefficients.
(i) Authorship attribution technique is proposed based on the distance measure
between the Z-score vectors derived through regression coefficient vectors.
(iii) Favorable comparison of authorship attribution results with that of well-known
Burrows method.

To summarize the rest of the paper, in the following section, we discuss the
regression model used. Section 26.3 describes the application of the regression
model to authorship attribution. Section 26.4 compares the performance of the
proposed model with that of the Burrows method and Sect. 26.5 concludes the paper.

26.2 Regression Model Development

In this section, we propose a regression model for characterizing a text developed
earlier by the authors [21]. Zipf [22] modeled the text using the frequency
distribution of words in a text. He ordered the frequency in decreasing order.

Let f(r, N) denote the frequency in N tokens, of a word with Zipf rank, r = 1,
2,...n where n is the maximum rank considered. Zipf formulated the following
model:
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Jr(r,N) = % (26.1)
r

where « is a free parameter, C is a normalizing constant, and

N = Z £ (r, N) (26.2)

r=1

Equation (26.1) is known as Zipf’s law.
To account for the drop in frequency for the higher ranks, a modification is made
to Zipf’s law by Mandelbrot, and it is called ZM law [22] which is stated as
r+mBfr=c (26.3)

where m > 0 is introduced.

Proposition 1: Taking the natural logarithm of (26.3)
BIn(r +m) +In(f) = In(C) (26.4)

One can write (26.4) as
B [ln(r) +1In (l + ﬁ)] + In(f) = In(C) (26.5)
r

We now state the following proposition.
Proposition 1: Equation (26.5) can be written in the form

P 1
B |:Qo +Y 0 (7)] +In(f) = In(C) (26.6)
i=1

Proof: See Appendix Equation (26.6) can now be put in the form

p
(InC — BQ,) — [BZ o (})] =In f
i=1

P
8o + (Z Si p"> =Inf (26.7)
i=1

where

do=(InC—-BQ,)
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Generalizing (26.7) into a regressive formula, we can write

Y = X8+ ¢ (26.8)
where
Y=[nfi,Infr...... Infi...... In f,]'
B=1061,82,......... 8jev oee .. 8,801,

t stands for transpose,

X=[xj;i=123...0j=1,23,....p+1

1
xi,j=i—j;i=1,2,3,.....n;j=1,2, .............. p

and
Xi,p+1 = 1,vi=1,2,3.....n

&0 ~ Ny(0, 0,) corresponds to a noise term assumed to be a multivariate normal I
.1.d distribution of n variables with zero mean and variance o ;.
Maximum likelihood solution of § in (26.8) is given as

A

B = [(X‘X)”X] Y (26.9)

Equation (26.9) is the solution to the regression Eq. (26.8).

26.3 Application of Regression Model to Authorship
Attribution

The principle of the proposed method is to first convert Zipf word frequency vector
into a regression vector which in turn is transformed into a Z-score vector. The
author of the unknown text is identified using a metric between the unknown text
vector and that of the author’s texts.
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26.3.1 Z-Scores, Manhattan Distance, and Metric

In order to compare our proposed authorship attribution method with that of Bur-
rows, we proceed as follows. The frequency data for 25 common words appearing
in English are extracted for each of the 12 texts which are written by six authors
with two texts corresponding to each author. The frequency of words is given in
Table 26.1. Using the regression method outlined in Sect. 26.2, we determine the
maximum likelihood solution of regression model coefficients (eighth-order model)
for each of the 12 texts (Table 26.1). Each text is now identified with a 9-tuple vector.
The Z-score is then calculated as follows:

7= (x — f) (26.10)
o

where x is the data, X is the mean, o is the variance of the data, and Z is the Z-score.
We computed Z-score for every coefficient considered which resulted in Zq score,
q=1,2,...0.8,0, which is essentially Z-score corresponding to each element of Q
vector given as

Q=1[Q1,Q2,Q3....Q8,Q0]

In the case of Burrows’s method, data x in (26.10) corresponds to the frequency
of the word in the text and X and variance ¢ are calculated based on the frequency
of a particular word in all the 12 texts. The mean and the variance are calculated for
each of the 25 words. Each text will then correspond to a 25-tuple Z-score vector
(Table 26.2).

Given two Z-score vectors x and ywhere

x= (X1, %2, ... %)

y=0Ly2. oo ),

the Manhattan distance is defined as

n

Mxy = Y |xi — il (26.11)
i=1

Metric between unknown text and an author is defined next. Suppose we have an
unknown text U, with Z-score vector Zu and an author with two texts A1l and A2
with the corresponding Z-score vectors ZA1 and ZA2. A metric between text U and
author A is defined as

Dya = min {Mua;, Mua;} (26.12)
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Table 26.1 Frequency of the words of 12 texts

Words | A1 | A2 | Bl B2 Cl. |[C2 |RI R2 S1 S2 |El1 |E2
The |2449 | 5895 | 11,821 | 14,906 | 2265 | 7323 | 31,241 | 12,282 | 2371 | 9896 | 7636 | 4540
Be 1578 | 3704 | 8233 19525 | 1365 | 4508 | 23,047 | 8716 | 1245 | 6247 | 3713 | 2617
To 2513 16343 | 9181 9163 | 953 |3253|25,268 | 16,332 | 1245 | 4855 | 4631 | 3141
Of 664 | 1718|2955 3138 394 |1377|14,348 5021 |332 | 1780 1803 1154
And | 604 | 1548 3240 3470 |265 |947 9420 |4809 |304 | 1354 1736|947
A 882 | 1970|4258 |4482 |605 2102 |13,813|5855 |752 |3595 2171 1479
In 2334|5534 12,098 | 12,936 | 878 | 3205 | 38,137 | 15,212 | 1135 | 4309 | 5042 | 3099
That | 1260 | 2779 | 4927 | 6278 | 1146|3697 | 17,134 | 7458 | 987 | 4018|3101 | 1770
Have |558 |1631 /2037 |2295 |398 |1116|7764 |3258 |534 |1842 1487|675

I 882 | 1970 | 4258 4482 |605 |2102 13,813 |5855 |752 |3595|2171 | 1479
It 245 | 638 | 1588 1961 | 122 |457 |4004 |1283 |121 |623 479 |389
For 254 |590 |2034 [2016 126 |516 |4764 |1742 |183 |850 | 684 |439
Not | 426 |1696 3433 |3877 |331 |2164 6015 |2548 |413 | 234218401073
On 391 | 966 |2002 |2166 256 |918 |4308 |1781 |227 |904 | 1106|652
With | 148 465 | 1528 |1597 |154 407 |5440 |2210 |150 |960 | 847 | 469
He 391 966 |2002 2166 256 |918 |[4308 |1781 |227 904 | 1106 652
As 147 | 370 |483 451 33 146 | 1754 | 813 71 254 1417 | 219
You |595 |2190 3192 |2522 |257 |824 |10,552 /6198 |116 |644 2133|1102
Do 648 | 1450|2121 2580 293 |1082|11,200|5256 |457 |2165|1383 822
At 571 | 1976 | 3882 4382 557 |2955|7546 |3674 |351 | 1562|2307 1161
This | 589 | 1512|3508 |3731 |367 | 1311|7407 |3365 |390 |1523 1312|828
But 374 | 712 | 1640 1678 |99 |316 |5140 |3149 |257 854 |629 | 356
His 164 |530 | 1144 718 34 |79 6113 |2773 |62 398 |477 |305
By 346 | 985 2028 1668 | 119 |447 9399 |4098 |252 1099|951 | 556
From |480 | 1065|2274 |2084 |118 440 |10,948 4478 |175 |1013 1096 702
Words | A1 | A2 | Bl B2 Cl. |[C2 |RI R2 S1 S2 |El1 |E2
The |2449 5895 | 11,821 | 14,906 | 2265 | 7323 | 31,241 | 12,282 | 2371 | 9896 | 7636 | 4540
Be 1578 | 3704 | 8233 | 9525 | 1365 4508 | 23,047 | 8716 | 1245|6247 | 3713 | 2617
To 2513 16343 | 9181 9163 | 953 |3253 25,268 | 16,332 | 1245 | 4855 | 4631 | 3141
Of 664 | 17182955 3138 394 |1377|14,348 5021 |332 | 1780 1803 1154
And | 604 | 1548 3240 |3470 |265 947 |9420 |4809 |304 | 1354|1736 | 947
A 882 | 1970|4258 |4482 |605 2102 |13,813|5855 |752 |3595 2171 1479
In 2334|5534 | 12,098 | 12,936 | 878 | 3205 | 38,137 | 15,212 | 1135 | 4309 | 5042 | 3099
That | 1260 | 2779 | 4927 | 6278 | 1146|3697 | 17,134 | 7458 | 987 | 4018 3101|1770
Have |558 |1631 /2037 |2295 |398 | 1116|7764 |3258 |534 |1842 1487|675

I 882 | 1970|4258 |4482 |605 2102 |13,813|5855 |752 |3595 2171 | 1479
It 245 | 638 | 1588 1961 | 122 |457 |4004 |1283 |121 |623 |479 | 389
For 254 |590 2034 2016 | 126 |516 |4764 |1742 |183 |850 |684 | 439
Not | 426 | 1696 3433 |3877 |331 2164|6015 |2548 |413 |2342 1840 1073
On 391 1966 |2002 2166 |256 |918 |4308 |1781 |227 904 |1106 652
With | 148 465 | 1528 |1597 |154 407 |5440 |2210 |150 |960 | 847 | 469
He 391 1966 |2002 2166 |256 |918 |4308 |1781 |227 904 |1106 652

(continued)



26  Authorship Attribution Using Regression Model 267

Table 26.1 (continued)

Words | Al |A2 | Bl B2 |C1. C2 |RI R2 |S1 |S2 El E2
As 147 | 370 483 |451 |33 |146 1754 813 |71 |254 |417 |219
You 595 | 2190 | 3192 | 2522 | 257 | 824 10,552 | 6198 | 116 | 644 | 2133 | 1102
Do 648 | 1450 | 2121 | 2580 | 293 | 1082 | 11,200 | 5256 | 457 | 2165 | 1383 | 822
At 571 | 1976 | 3882 | 4382 | 557 | 2955 | 7546 | 3674 | 351 | 1562 | 2307 | 1161
This | 589 | 1512 | 3508 | 3731 | 367 | 1311 | 7407 | 3365 | 390 | 1523 | 1312 | 828
But 374 | 712 | 1640 | 1678 |99 316 |5140 | 3149 |257 854 |629 |356
His 164 |530 | 1144 718 |34 |79 6113 |2773 162 |398 477 |305
By 346 | 985 | 2028 | 1668 | 119 1447 9399 4098 252 1099 | 951 |556
From | 480 | 1065 | 2274 | 2084 | 118 1440 10,948 | 4478 175 1013 | 1096 | 702

Table 26.2 Metric between unknown text and author (proposed method)

Authors
Unknown text | Abronte Burney Conrad Edge Richard | Stern
Al 9.287551 | 15.2268 4.600985 | 4.163741 |25.43824 | 3.883777
A2 9.287551 | 19.89171 4281479 | 13.45129 |34.72579 | 3.852605
B1 15.2268 3.758693 | 18.65296 9.378856 | 13.52786 | 14.13694
B2 17.42025 3.758693 | 20.84642 | 10.55381 | 14.85948 | 16.29978
Cl1 13.56903 | 28.79583 | 10.14287 | 17.73277 |39.00727 | 0.888879
C2 3.488556 | 18.65296 | 10.14287 774772 | 28.8644 6.030929
El 5.894536 | 10.60373 7.589902 | 9.934735 |21.55077 | 5.190053
E2 14.09848 9.378856 | 17.52464 9.934735 |16.37892 | 12.978
R1 79.31194 | 61.89169 |31.36925 |65.21347 |53.8737 |78.19146
R2 25.43824 | 14.15134 | 28.8644 16.37892 | 53.8737 |24.31776
S1 3.852605 | 26.24807 0.986006 | 17.3039 16.12065 | 14.26063
S2 4.859182 | 16.29978 4.54664 4.76281 | 24.31776 |14.26063

where Mau;, i = 1,2, corresponds to the Manhattan distance between Zu and ZAi
vector, 1 = 1,2.

26.4 Comparison of Results

To investigate the use of the proposed method for authorship attribution and compare
it with that of the Burrows method, we proceed as follows. Table 26.4 shows the
distance between the unknown text (each of the 12 texts, in turn, is considered as
the unknown text) using the proposed method. We derive the metric between the
unknown text and each of the authors using (26.11) and (26.12). The metric between
the unknown text and its own author, for example, between A1 and author A, is taken
as the Manhattan distance between Al and A2 both of author A. Examining Table
26.3, considering Abrontel (A1) as the unknown text, the metric between Al and
all six authors in the row gives Abronte as the least. Hence, Abrontel is assigned
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Table 26.3 Metric between unknown text and author (Burrows)

Authors

Unknown text | Abronte Burney Conrad Edgeworth | Richardson | Stern

Al 2.261048 | 3.361087 |14.94231 6.418857 | 17.20816 6.190078
A2 2261048 | 1.100039 |15.22276 5.465715 | 15.18287 6.470521
Bl 17.20087 | 17.66773 3.017894 | 9.761468 | 15.56685 9.561772
B2 14.94231 | 14.92735 3.017894 | 7.502909 | 15.9497 6.662913
Cl1 3.361087 | 0.850492 | 15.40918 5.875438 | 14.16183 7.079541
Cc2 1.950531 | 0.850492 | 14.92735 1.561119 | 13.32998 7.790976
El 7.439405 | 6.275275 | 7.502909 | 2.621825 | 10.1868 2.653279
E2 5.689019 | 5.39361 9.533737 | 2.621825 | 9.319498 7.038581
R1 18.19497 | 10.96374 | 15.56685 | 14.65328 3.027607 |21.69186
R2 6.922072 | 13.32998 | 16.05834 | 11.62568 3.027607 | 18.66426
S1 5.546845 | 7.079541 | 6.345388 | 5.569234 | 18.66426 2.503459
S2 8.693538 | 9.160399 | 6.549214 | 5.884191 | 19.49556 2.503459

Table 26.4 Metric between unknown text and author (Burrows)

Authors
Unknown text | Abronte Burney Conrad Edge Richard | Stern
Al 9.287551 | 15.2268 4.600985 | 4.163741 | 25.43824 | 3.883777
A2 9.287551 | 19.89171 4.281479 |13.45129 | 34.72579 | 3.852605
Bl 15.2268 3.758693 | 18.65296 9.378856 | 13.52786 | 14.13694
B2 17.42025 3.758693 |20.84642 | 10.55381 14.85948 | 16.29978
Cl1 13.56903 | 28.79583 | 10.14287 | 17.73277 |39.00727 | 0.888879
C2 3.488556 | 18.65296 | 10.14287 7.74772 | 28.8644 6.030929
El 5.894536 | 10.60373 7.589902 | 9.934735 |21.55077 | 5.190053
E2 14.09848 9.378856 | 17.52464 9.934735 |16.37892 | 12.978
R1 79.31194 | 61.89169 |31.36925 | 65.21347 |53.8737 | 78.19146
R2 2543824 | 14.15134 | 28.8644 16.37892 | 53.8737 | 24.31776
S1 3.852605 | 26.24807 0.986006 |17.3039 16.12065 | 14.26063
S2 4.859182 | 16.29978 4.54664 4.76281 |24.31776 | 14.26063

to Abronte correctly. Proceeding similarly, all the 12 unknown texts are assigned
correctly to the respective author except in the case of Abronte2 which is assigned
to Burney incorrectly. This gives an accuracy of 11 out of 12 correct assignments or
91.7% for the proposed method. Table 26.4 gives a metric between the 12 unknown
texts and the 6 authors using the Burrows delta method, using word frequencies
directly. Proceeding similar to Table 26.3, it is seen that unknown texts are assigned
correctly only in the case of Burneyl and Burney2 giving an accuracy score of 2 out
of 12 or 16.7%, for the data considered.

Moreover, as the Burrows method takes the actual frequency of more than 100
most frequent words, the processing becomes difficult and complex.
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26.5 Conclusion

This paper proposes a new method of authorship attribution based on regression
model coefficients derived from frequencies of common words in a text. The results
of the proposed method compare favorably with that of Burrows for the same
data. The poorer performance of the well-known Burrows method compared to the
proposed method is perhaps due to an insufficient number of words for analysis used
in the example considered. Typically, Burrows has produced good results for 150
words or more. Nevertheless, our proposed method, even with 25 functional words,
is able to give a higher success rate in assigning unknown text to an author. This
provides empirical evidence that regression coefficients could be a viable candidate
for use in authorship attribution.

A.1 Appendix

Taking natural logarithm of (26.3)

log () + log (1 n ?) = i% [(r . l)n n (—1)"“(%)"} (26.13)

n=1

L0y ey

Approximating up to p terms only

p i .

m 1 1\’ myJ
1 log (1 _>~ N -1 —) 26.14
og () +log (1+7) ~ ( r) +-n (2 (26.14)

Using binomial expansion, one can write
m P 1
log (r) + log (1 + 7) = Qo+ ZI: Qi <r—l) (26.15)
iz

where

2”:1
Qo = —
n:ln



270 S. Lakshmisridevi and R. Devanathan

and

Qi (1)’ Lom +pZ_i L b |i=1.2
1= i k:1i+k C; =1,Z....p,

Substituting A3 into (26.5), (26.6) follow.
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Chapter 27 ®
Survey on Various Actuator Technologies i
for Refreshable Braille E-book Reader

D. Kavitha ® and V. Radha

27.1 Introduction

According to a study [1] in 2015, around 3.6 million people were totally blind,
217 million people were moderately impaired, and 188 million people were mildly
impaired. Visually impaired students account for around 12%, and they need to be
educated for reading, writing, and communicating, so there is a need to develop
assistive technology for them. Braille is a code system found by Louis Braille in
1821 for assisting visually impaired [VI] peoples. Braille cell has six raised dots for
each character arranged in two columns of three dots in each row as in Fig.27.1a.
Currently single line Braille display system is available in market. According to
the Braille standard [2] the dot base diameter should be 1.4-1.5 mm, dot height —
0.5 mm, dot height for adjacent dots — 0.05 mm, distance between dots vertically
within same cell — 2.5 mm, and distance between dots horizontally within same cell
— 6.4 mm as represented in Table 27.1 and Fig. 27.1b.

In order to access largely available sources of e-books and text materials freely
on the internet, there is a need for Refreshable Braille Display (RBD) for converting
text in computer to Braille display system. There are two main types based on which
touch sensation is made: surface haptic display and shape display technologies.
Surface haptic technologies do not use any moving parts, but a user can touch
and feel virtual elements. Bau et al. [3] used electrovibration for tactile display and
squeeze film effect by Winfield et al. [4]. Those technologies are not successful for
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Fig. 27.1 (a) BRAILLE DISPLAY word in six dot cell structure (b) Braille cell dot dimensions

Table 27.1 Braille dot specifications

Specification Range

Dot base diameter 1.4-1.5mm
Dot height 0.5 mm
Dot height uniformity of adjacent dots 0.05 mm
Center distance of two vertical dots within same cell 2.5mm
Center distance of two horizontal dots within same cell 6-6.4 mm

multi-line RBD. The shape display technologies are where deflections of actuators
are used for tactile sensation. In this survey we focus on working mechanisms of
each actuators based on shape display technologies.

27.2 Piezoelectric Actuator

Piezoelectric actuators are simple to design with fast response rate and lower power
consumption, also less failure rate and hence a popular choice for designing RBD.
The piezoelectric reeds react to the applied electric voltage which is converted into
mechanical movement. As we need to control six pins to form a single Braille
character, for making a single line of Braille characters, it would require us to control
‘n’ number of individual piezoelectric actuators. These requirements create more
complexity in the design and hence the price for the resulting device zooms high
to US$1000 for a single line refreshable Braille display. Stacking six piezoelectric
actuators within a single standard Braille cell dimension is again a challenging task
that is yet to overcome. The piezoelectric material which is small in size requires
a lever to push the Braille pins upward when an electric current is applied which
in turn occupies more space. The piezoelectric reeds are replaced by piezoelectric
bimorph which produces vibration for pin displacement [5] (Fig. 27.2). To overcome
piezo bimorph, piezoelectric linear motors [7] were developed which will generate
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Piezoelectric bimorph

Fig. 27.2 (a) Piezoelectric Braille cell as implemented in [6] (b) Piezoelectric bimorph imple-
mented in [5]

a
shaft

slider _

Fig. 27.3 (a) Piezoelectric ultrasonic linear motor as in [7] (b) Piezoelectric ultrasonic linear
motor as demonstrated in [8]

a linear movement that will push the pins upward. These were later replaced by
more sophisticated piezoelectric ultrasonic motors [8] which are more responsive
and compact when compared to the earlier predecessors (Fig. 27.3).

27.3 Electromagnetic Actuator

It has a permanent magnet surrounded by a pair of electric coils. When an electric
current is applied to the coils, a magnetic flux is created in the middle where the
permanent magnet is placed. Depending on the polarity, the magnetic flux pushes
the permanent magnet up or down. By repeatedly alternating the polarity of the
applied voltage, it is possible to control the movement of the pin by pushing it
up or pulling it down. Since it generates a powerful mechanical force, which is
robust and easy to scale, it became a popular choice of mechanism used in the
design of RBD, and many models are designed [9]. But again, this too faces the
same problem of piezoelectric actuators. It requires six different electromagnets
to control a single Braille character for machine, and hence they need to be
stacked in a small space [10]. These approaches require mini electromagnets to
be placed close to each other, and the resulting magnetic flux produced by the
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b
Braille pin Upper Case
Magnet
Flip latch
Lower Case
Solenoid
Steel core

PCB

Fig. 27.4 (a) Permanent magnet linear actuator as demonstrated in [11] (b) Single Braille pin
using electromagnetic actuator as in [12]

individual electromagnets interferes with the neighboring pins’ movements. The
Braille character formation became highly unreliable and error prone. Each and
every electromagnet requires considerable amount of power to operate a full-scale
refreshable Braille; the required power went up to multiple factor. The bulky size
of electromagnets and the electrical mechanisms to route power to individual entity
became more complex too. To reduce the magnetic interference permanent magnets
[11] are replaced by soft iron materials, ferro magnets, etc. Because of the above
discussed limitations, it was impossible to achieve a full-page Braille display.
Rotating latch structure was used in some works which lead to limitations which
were overcome by flip-latch structure for minimizing friction and stability [12]
(Fig.27.4).

27.4 Shape Memory Alloys

They are a special type of steel alloy materials; when formed in the shape of thin
coil rod or spring, they can change their state of shape when energized. They are
in miniature form and can be used in any handheld devices. This mechanism is
increasingly popular among researchers worldwide who are working on RBD. SMA
has two physical states and has the ability to retain their position when energized
or de-energized. Their movement axis is set to the Braille pin movement direction
so that they can be used directly to drive a Braille pin without the need of any
additional lever thereby saving space requirement. Electricity or thermal energy is
used to stimulate an SMA (Fig. 27.5).

When stimulated they change their physical state by moving in the upward
direction, and when powered off, they retain their ideal state. So, to retain the
position of any pin, SMA must be kept in constant energized state and hence
continuous power supply is required. Since the axis of mounting of the SMA
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Fig. 27.5 (a) Tactile display using SMA as in[13] (b) SMA tactile actuator as implemented in [14]

is in line with the axis of the pins, the height of the device tends to be higher
when compared to other forms of RBDs which impact the portability factor of
the device. To lift a pin physically, some amount of power is required which is
to be generated by the SMA, but they have a limitation in generating the required
amount of mechanical force. These SMAs are made of copper-zinc-aluminum alloy,
copper-aluminum-nickel alloy, and/or nickel-titanium alloy combinations, and they
subtly vary in their performance characteristics. Using shape memory alloy micro
coil actuator along with magnetic latch will result in good pin displacement and
reduced power consumption [13, 14] (Fig. 27.5).

27.5 Thermopneumatic Actuator

These are the type of actuators that works by creating pressure difference inside a
sealed cylinder. The miniature cylinder is filled by a gas which can move a piston
connected to a Braille pin up or down. When pressure inside the cylinder and outside
ambient pressure are the same, the pin remains in the half position, that is, the pin
is in the suppressed state. By increasing pressure inside the cylinder, the piston is
moved upward pushing the Braille pin up which is the on-state. By controlling the
pressure of different cylinders through pneumatic solenoid valves, the Braille pins
are actuated and different characters are formed. But clustering six cylinders in a
small Braille character dimension is practically a challenging task. The number of
valves to control individual cylinder makes the design more complex. For the pins
to remain high, constant pressure needs to be maintained in the chamber. This again
demands more energy and power. Moreover, all these auxiliary parts need to be leak
proof is a daunting practical challenge. A small amount of leakage in the pressure
somewhere in the pipeline will lead to pressure drop inside the cylinder thereby los-
ing the power to lift the pins. These practical limitations are yet to overcome to form
a successful RBD. Vidal-Verdu et al. [15] Thermopneumatic actuator implemented
concept in RBD. But it is confined to two line Braille display (Fig.27.6).
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Fig. 27.6 Thermopneumatic actuator for single cell Braille and for two cell Braille as demon-
strated in [15]

27.6 Electro Active Polymer

These are the special type of polymers which can modify their shape, when an
electric or thermal force is applied. Compared to SMA, electro active polymers
are more efficient and highly responsive with little power, and they produce large
deformation with significant mechanical strength. The Braille cell pins can be easily
lifted up or retreated back by this polymer which makes them an effective solution
for a RBD. A thin polymer film of dielectric elastomer [16] can convert electric
energy into large mechanical force even by occupying small space. The electrostatic
force squeezes the polymer between the electrodes which in turn morphs into
significant mechanical force to push the pins up. On the other hand, the ionic
elastomer works by movement of ions inside the polymer when an electric current is
applied. Tonic metal polymer composites and reactive gels are a few of their types.
They require a considerable amount of fire to generate a hold on a pin and constant
power to retain its fold. The elastic model is of these, and dielectric elastomers
are to be kept at very lower side to generate a large Maxwell strain. Because of
its gel-like nature, they lack the required mechanical stiffness to move or hold a
mechanical weight. They are not bistable, which means when an applied electric
power is switched off, they will return to their inactive state. They are not suitable
for the places to retain a hold on something for a longer time period. The property of
rigidness in an EAP directly affects its reactive strain. The more they are rigid, they
produce less strain. There is a need for bistable elastomer actuation as in [17]. The
DE elastomer actuator has more attractive properties like stability, fast, small size,
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Fig. 27.7 (a) Dielectric elastomer Braille dot as demonstrated in [19] (b) pneumatically actuated
with micro bubble actuator as presented in [20]

weightless, less power consumption, and less overheating [18], but high voltage
components lead to lower the dielastomer technology to be replaced by silicone
elastomer. The unstableness of elastomeric membranes used in pneumatic actuation
has been overcome by using endoskeletal bubble as demonstrated in Fig. 27.7b.

27.7 Conclusion

Piezoelectric actuator is the popular technology adopted in most of the commer-
cially available refreshable Braille display as they are reliable, fast responsive, and
scalable and have low power requirements. Even though piezoelectric bimorph
is better than latching solenoids, but they fail due to contamination issues. Still
then, they are relied upon by developers as they are more efficient. Another major
disadvantage about piezo is that it renders single-line text when compared to their
predecessor technologies. EAPs later replaced piezoelectric bimorphs because they
consume lesser power remarkably. Shape memory alloys and thermopneumatic
actuators have their own disadvantages like more power consumption, bulky size,
and less portability.
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Chapter 28 ®
An Approach of Searching Mobile User Qs
Location with QoS Provisioning in 5G

Cellular Networks

Kalpana Saha (Roy) and Riyanka Hazra

28.1 Introduction

The wireless devices and 5G mobile technologies provide the various services
in mobile networks with high volume of data and quality of service (QoS)
improvement. Generally, compared to 4G networks, 5G will work more faster, and it
provides up to 20 Gbps [1, 2]. 4G LTE provide high QoS service based on the data
transfer classification. 5G technologies gives high speed for data communication
and low latency compared to 4G technologies, because 4G techniques require high
frequency bandwidth to connect all users during their busy environment [3]. Due
to the lesser latency level of 5G technologies, it provides immediate response with
successful delivery rate. So the 5G technologies is most concentrated on the quality
of service (QoS) and quality of experience (QoE) for the real-time applications
such as video calls, games and secure transactions. Quality of experience is mostly
focus on the high quality with end-to-end successful data transmission with service
providers. Delays and backhaul load can be reduced by using the cache system
available in the base station, and this will be helpful to reduce the delay in 5G
networks [1, 2, 4]. 5G techniques provide the best handset and offer a priceless
offer to the users [5]. To overcome the macrocell issue and increase the signal
strength, small cell deployment with a limited cell radius is necessary. Frequency
reuse helps to increase the network capacity [6], and it achieves high throughput
with the help of bandwidth estimation technique [7]. To obtain high QoS, traffic
measurement is required with high traffic control strategies [8]. By using all these
services, 5G networks provide the high reliability and scalability, and it controls
the network traffic with QoS [9]. This technology utilizes less power, and that
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leads to reduce the requirement of power and energy consumption. Radio access
technology (RAT) helps to access different users at the same time. Policy routers
[10] are the routers which introduce the software agents for newly defined device.
Next-generation network (NGN) is the most important component to measure the
performance of terminals and devices in the wireless network. To obtain high RAT
performance, mobile user-assisted technology should be created [11, 12].

Here, 5G technology supports all mobile centric techniques like secure transac-
tions, cloud storage, authorization, network lifetime, authentication, and successful
data transmission [13]. IP-based model will be imposed in 5G system, and all
IP network (AIPN) also provide high Qos with lesser error TAE [14, 15]. These
enhanced 5G technologies are used for high network capacity by expanding
the spectrum level and reuse process. The cost will be very low, but it provides the
high spectral efficiency with lesser complexity due to the utilization of millimeter
wideband techniques in 5G networks [16]. This proposed work is mainly focused on
the quality of services and quality of experience, and it helps to maintain the quality
of quantity of network users with high throughput, packet delivery rate, and lesser
delay, routing overhead, and latency [17].

28.2 Proposed Works

5G technology covers a lot of different technologies. 5G networks ensure a fast
connection with high data rates. 5G network is widely used for private networks.
Wireless networks have limited resources and shared medium compared to wired
networks. Emerging of 5G applications and services meets new challenges that are
not possible with traditional QoS models and parameters. Minimum call blocking
probability and minimum handoff call dropping probability improve QoS for multi-
class traffic. The relative locations among base stations and mobile users affect
dynamically the channel conditions which degrade QoS. In our proposed work, our
aim is to trace the location of a maximum number of mobile users with the provision
of better QoS.

28.3 Software Used for Implementation

Our proposed work is based on a network simulator. We have used simulator ns3.25
which only works on the Ubuntu version. We develop our program using C++ and
python language. We run our simulator in Netanim 3.107 version and python. The
simulator ns3.25 version is installed by www.namsan.org. and runs Ubuntu 14.04
version which is a very robust architecture. The working of the mobile user tracking
technique is similar for the ns3 point to point module and CSMA module.
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28.4 Simulated Result with Graphical Representations

Our simulated results depict node and their [P and MAC addresses which are shown
in Table 28.1. In this case, their IP and MAC address are different. The simulated
results depict which nodes are connected with other nodes at the same time duration.
In Table 28.2, we show that base node 0 and node 5, node 6, and node 7 are all
connected. We try to define node 5, node 6, and node 7 are mobile users which are
tracked by node 0. It is clear in another way that node 5, node 6, and node 7 are
working as a connector or mobile tracker. We also show these nodes are connected
with different time durations.

In our paper, we try to map the number of ports to nodes. In our proposed
work, Netanim shows there are seven nodes. Every node has own IP address and
MAC address. In this simulation nodes 0 and 1 are connected from start. There are
permanent node 0 and permanent node 1. There IP and MAC addresses are different.
Our simulated results from Netanim are shown in Figs. 28.1, 28.2, 28.3, 28.4, 28.5,
28.6, and 28.7. Our simulated results from python are shown in Figs. 28.8, 28.9,
28.10, and 28.11.

28.5 Conclusions and Future Work

In our paper, we have searched the maximum number of mobile users and given
them better QoS with low latency and high data rates because a maximum number
of mobile user connections is desirable. We try to develop an approach to trace the
maximum number of mobile users with better QoS in 5G cellular networks. In this
paper, we try to show trace mobile users in the nearest destination with no path
loss. In the future, we will introduce a better end-to-end performance analysis and
ns-3-based channel matrix generation.

Table 28.1 Node and their Node P MAC

IP and MAC address
Node 0 10.1.3.4 | 00.00.00.00.00.0a
Node 1 10.1.2.1 | 00.00.00.00.00.03
Node 2 10.1.2.2 | 00.00.00.00.00.04
Node 3 10.1.2.3 | 00.00.00.00.00.05
Node 4 10.1.2.4 | 00.00.00.00.00.06
Node 5 10.1.3.1 | 00.00.00.00.00.07
Node 6 10.1.3.2 | 00.00.00.00.00.08
Node 7 10.1.3.3 | 00.00.00.00.00.09

Another node 0 | 10.1.1.1 | 00.00.00.00.00.01
Another node 1 | 10.1.1.2 | 00.00.00.00.00.02



Table 28.2 Node-to-node
connection and their time
duration

N | Fromnode | Tonode | Time duration
1 |0 5 2.5e-05

2 0 6 2.5e-05

3 /0 7 2.5e-05

4 16 5 0.000212037
5 |6 7 0.000212037
6 |6 0 0.000212037
7 10 5 0.000324074
8 |0 6 0.000324074
9 |0 7 0.000324074
10 |0 5 0.000324074
11 |0 6 0.000324074
12 |0 7 0.000324074
13 |6 5 0.000502111
14 |6 7 0.000502111
15 |6 0 0.000502111
16 |6 6 0.000625127
17 |5 7 0.000625127
18 |5 0 0.000625127
19 |5 5 0.00073716
20 |0 6 0.00073716
21 |0 7 0.00073716
22 |0 5 0.00073716
23 |0 6 0.00073716
24 |0 7 0.00073716
25 |5 6 0.000924193
26 |5 7 0.000924193
27 |5 0 0.000924193
28 |7 6 0.00103823
29 |7 5 0.00103823
30 |7 0 0.00103823
31 |0 5 0.00115027
32 |0 6 0.00115027
33 |0 7 0.00115027
34 |0 5 0.00127327
35 |0 6 0.00127327
36 |0 7 0.00127327
37 |7 6 0.00137332
38 |7 5 0.00137332
39 |7 0 0.00137332
40 |0 5 0.1024

41 |0 6 0.1024

42 |10 7 0.1024

43 10 5 0.2048

44 10 6 0.2048

45 10 7 0.2048

46 |0 5 0.3072

47 10 6 0.3072

48 |0 7 0.3072
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