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Abstract. Deploying a large number of mobile agents in scenarios where
agents migrate frequently and/or exchange messages frequently requires
methods for message delivery that are adequate to these specific situ-
ations. Deciding on which message delivery model to use, and whether
a newly developed model is better than existing ones, may be difficult
without an experimental testbed for comparison. This paper presents
a framework for the comparison of message delivery models dedicated
to mobile agent systems. The framework allows the generation of large,
difficult scenarios, in which different methods may be evaluated side-
by-side, revealing trade-offs between success rate, delivery time, and
resource consumption. The architecture of the framework is designed
to quickly integrate new models and to allow the direct deployment of
a model implementation in real-life applications. As validation, we have
integrated the implementation of several well-known delivery models and
made comparisons between these models, from different points of view.

Keywords: Multi-agent systems · Mobile agents · Models and
abstractions for MAS

1 Introduction

Mobile agents enable computation to be performed on a remote machine, by an
autonomous entity that is able to travel between different hosts, thus avoiding
both the difficulties of remote procedure calls and the high bandwidth required
to move, from one machine to another, data instead of code. Beyond current
applications of mobile agents in high-performance computing [2], wireless sensor
networks [6,14], and fog computing [4,16], Future use includes large-scale wireless
sensor networks and smart city infrastructures, which require that the protocols
for messaging between agents scale up with the number of agents, nodes, and
messages, and with the frequency of agent migration.

While they migrate, mobile agents need to be able to receive messages, from
either fixed agents or other mobile agents. A message delivery model (sometimes
called a message delivery protocol in the literature) is a set of rules and methods
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describing how to deliver a message sent from one agent to another that is iden-
tified by its name, in a distributed deployment, considering that the destination
agent is mobile and is able to migrate between different hosts (or nodes). When
mobile agents decide dynamically where to move next, it is challenging to create
a message delivery model such that messages reach a rapidly moving agent in
a timely manner. In the case of a large number of mobile agents that change
host frequently, trade-offs exist between latency, reliability, performance, and
network load. While many message delivery models have been surveyed from a
qualitative point a view [15,17], choosing the appropriate model also requires a
comparison of experimental results.

This paper introduces a framework for the comparison of message delivery
models for multi-agent systems featuring mobile agents. We present the archi-
tecture of the framework, together with tools for analyzing the outcomes of sim-
ulated large-scale experiments. The result is an environment which developers
can use to evaluate the advantages and trade-offs of either pre-implemented or
newly developed models quickly and efficiently, using numerical comparisons for
relevant criteria. The framework is implemented in Java and it is open-source.1

Based on characteristics such as number of agents and nodes, processing
power of nodes, latency of the network, and frequency with which agents send
messages or with which agents migrate, we generate a large number of scenarios
for the simulation of the given conditions.

We have implemented several models for message delivery. All the implemen-
tations are available to the framework through the same API and can transferred
to real-life MAS frameworks, such as the Flash-mas framework [12], or the
popular Jade framework, as MTP instances. The implemented models have been
evaluated on the same scenarios and evaluated according to the same metrics
– message delivery success rate, mean delivery time, and network load. These
metrics quantify the criteria presented by Virmani and by Rawat [15,17], and
are also inspired by the work of Deugo [8]. Based on the results, we were able to
make quantitative comparisons between the models and observe which model is
more appropriate for each situation, whether we are dealing with a high rate of
migration, or a large number of messages, or a resource-constrained network.

The next section presents work related to the subject of this paper. Section 3
introduces the architecture of the framework and its main features. Section 4
covers the comparison between several existing message delivery models, together
with experimental results and discussion. The last section draws the conclusions.

2 Related Work

Existing models for message delivery in mobile agent systems have been previ-
ously surveyed and compared. Deugo [8] compares several classic delivery models
from a theoretical point of view, without actual experiments. Virmani [17] and
Rawat et al. [15] make qualitative comparisons of the state-of the art models
1 The implementation is freely available as a Github repository at https://github.

com/dragospetrescu/mobile agents system simulator.

https://github.com/dragospetrescu/mobile_agents_system_simulator
https://github.com/dragospetrescu/mobile_agents_system_simulator
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at the time. However, no means of quantitative comparison are offered. In the
qualitative analyses, the features that are evaluated are generally a subset of
the following: solution to the tracking problem (when an agent moves after the
message is sent, but before the message reaches it), guaranteed message deliv-
ery, support for asynchronous communication, delivery in reasonable time, and
transparency of location. However, without any quantization of these criteria,
one cannot evaluate the trade-offs between features, such as whether a not-
so-perfect success rate is a fair trade-off for other advantages, such as a good
delivery time.

Message delivery models for communication in mobile agent systems are gen-
erally built around several well known schemata:

– the centralized solution, in which one server is tracking the whereabouts of all
agents and forwards their messages accordingly; this is improved by the home
server scheme where different servers are assigned to different partitions of
the agent set, offering a more balanced solution than centralization [18];

– blackboard solutions, in which agents need to visit or contact the blackboard
explicitly in order to get their messages [3,5];

– forwarding proxy solutions, in which each host remembers the next location
to which an agent migrated, and messages will be forwarded along the path
of the agent [7]; the shadow protocol combines the proxy model with the
home server model by using proxies but agents regularly send updates of
their location to their home server [1]; a combination of forwarding proxies
and location servers is used by MEFS [9].

Mobile agents are currently used in several application areas, the most rel-
evant being distributed computing (including here HPC and fog computing)
and wireless sensor networks. In distributed computing, agent-based applica-
tions generally use centralized messaging or centralized directories [4]. However,
experiments are only performed using a relatively small number of agents, a case
for which the centralized server solution works fine. If the applications were to
scale up to larger numbers of agents (e.g. in the thousands), the central server
would become a serious bottleneck. In wireless sensor networks, mobile agents
are used to gather information from WSN nodes. Some works only use mobility
along a pre-calculated itinerary, with no communication [14]. In the cases where
communication is needed, centralized communication methods are used, many
times using Jade [6,13]. This works for small setups or for when the number of
messages is low, but is not adequate to city-scale WSNs.

Research also exists in the field of distributed computing regarding dis-
tributed messaging [10], however these are made to support only fixed message
receivers, which are not able to migrate through the network. This makes the
problem that we address specific to the field of mobile multi-agent systems.

3 Framework Architecture

We see the implementation of a message delivery model as a system distributed
across all hosts, which is able to pick a message from one agent in the system
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Fig. 1. The structure of elements in a deployment with two hosts, each on one machine,
and 4 agents, two for each host.

and deliver that message to a mobile agent which is its destination, wherever
that agent may be located at the current time.

In a distributed mobile multi-agent system, there exist 3 types of elements:
mobile agents, hosts (or nodes), and what we call deployment support, which is
able to actually send data through the network from one host to another, and is
able to provide information about the network.

The architecture of the framework was built around the following principles:

– there should be a clear separation between the implementation of the message
delivery model and the implementation of application-specific or framework-
specific components of the multi-agent system;

– one should be able to change the message delivery model without changing
the structure of the agents, making the application agnostic with respect to
the delivery model that is used;

– one should be able to transfer the implementation of the delivery model from
the framework to an actual MAS deployment, making the delivery model
agnostic with respect to whether it runs in a simulation or in real-life.

This results in a modular structure which makes the implemented components
be reusable across situations and between simulated and actual deployment.

For both the agents and the hosts we have integrated the separation described
above, resulting in the following elements result (see also Fig. 1):

– the delivery model implementation; this implementation should be deployable
in a real MAS application framework;
• the agent/model segment is the part of a mobile agent which is model-

specific and is able to communicate with the corresponding host/model
segment; it stores any information which model-specific but must travel
together with the agent;

• the host/model segment contains all functionality that is dependent of the
model, but is fixed to the machine, e.g. the registration of agents located
on the host, or the routing of messages to or from the agents on the host;

– the testing components, including everything outside of the delivery model
implementation, and which is used to evaluate the model;
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Fig. 2. A UML class diagram, also describing the interactions between the model
implementation and the testing components.

• the agent/testing segment is the part of a mobile agent which participates
in evaluating the message delivery model; the agent/testing segment gen-
erates and initiates the sending of messages, or initiates the migration to
other hosts, all according to the settings in the evaluation scenario; the
agent/testing segment is homologous to an application-specific agent in
a real deployed application.

• the host/testing segment contains all functionality that is fixed to the
host, but is independent of the delivery model, e.g. packing and unpacking
of mobile agents when they migrate from or to the host;

– the deployment support contains all the elements that simulate a real deploy-
ment, such as the capacity to delivery messages between machines;

The resulting structure of the framework is layered. Messages are transmitted
as follows:

1. according to the evaluation scenario, the agent/testing segment of a mobile
agent generates a message and passes it to the agent/model segment of the
same mobile agent;

2. the agent/model implementation performs model-specific processing on the
message and passes it to the local host/model segment of the host;

3. the host/model decides the network identifier of the host at the next hop and
passes the message to the host/testing segment of the host, which passes it
to deployment support ;

4. at every intermediate hop (if required by the model), the message is passed
to the local host/model, which decides on the next hop;

5. on the host which is the destination of the message, the host/model passes
the message to the agent/model segment of the appropriate agent;

6. the agent/model segment passes the message to the agent/testing segment of
the same mobile agent, which updates the statistics related to delivery success
rate and delivery time.

Similarly, when an agent wishes to migrate, it informs the local host/testing,
which packs the agent as a message and passes it to the local host/model, which
routes it the same as with any message; when this special message arrives on the
destination host, the local host/testing will unpack and deploy the agent and
the local host/model will register the migration.
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There may be other messages that travel through the system, which are not
initiated by the testing components, but by model components, according to the
specific message delivery model. Such messages may be disseminating updates
on the location of agents or attempting to resend messages that have not been
delivered.

In order for a developer or researcher to evaluate a new model one must
only implement two Java classes – one for the agent/model part and one for
the host/model part of the model implementation. The interfaces which these
classes must implement contain a minimum of required methods: the agent/model

must contain a method to create and send a message, a method to receive a
message from the host/model, and a method to initiate the migration to another
host; the host/model must contain a method to send a message to another host
(via deployment support) and a method to interpret a message coming from
another host. The exact communication between the agent and the host parts
of the model implementation is not imposed. These relationships are presented
in Fig. 2.

3.1 Experimental Scenarios

The proposed framework supports the automatic generation of evaluation sce-
narios with the purpose of estimating the performance of the various message
delivery models in real life.

Time in an evaluation scenario is discrete, quantified by means of time units.
In a time unit, each node is able to process a given amount of messages, and on
each direct connection between nodes a message travels for a given length. For
easier interpretation of results, the scenarios presented in this paper simulated a
complete network with edges of varying length, but other network layouts may
be specified in the configuration of experiments. Some delivery models require
the network to be divided into regions. This is also done by the scenario gener-
ation component. While messages could have different sizes, larger sizes can be
simulated by several unit-sized messages.

For each delivery model, about 1000 scenarios were generated, considering
combinations of the following parameters:

– the number of nodes in the deployment – with values of 10, 50, 100;
– the number of agents in the scenario – with values of 2, 10, 100, and 200;
– the probability of an agent migrating to another node in a given time unit

– with values of extremely low, low, normal, high, and extremely high,
each value assigned to a probability between 1 in 1000 and 1 in 10;

– the probability of an agent sending a message to another agent in a given
time unit – with values of extremely low, low, normal, high, and extremely

high, each value assigned to a probability between 1 in 100 and 1 (the highest
probability is when an agent sends one message in each time unit);

– the “CPU” power of hosts, specifying how many messages a host can pro-
cess in a time unit – with values of extremely low, low, normal, high,
and extremely high, each value assigned to a number of 1 to 50 messages
processed in every time unit;
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Fig. 3. (a) The success rate of Central Server Schema, depending on CPU power and
migration frequency. (b) The delivery time (in time units) and the network load (in
number of messages on the network in a time unit) for the Shadow Protocol, for various
migration frequencies. (c) The performance of RAMDP, in terms of delivery time (on
a log scale), depending on CPU power and network size.

The framework is used via a command-line interface offering arguments spec-
ifying the Json files describing the hosts, the agents and the network, as well
as values for migration frequency, message frequency, processing power, and the
duration of the simulation. The configuration files for hosts and agents may
contain per-host/per-agent values for processing power and for migration and
messaging frequency. The framework is able to automatically generate all of
the necessary Json files, randomly, based on several parameters. Using files,
however, as opposed to generating the scenario at every execution, allows for
improved repeatability of experiments.

The results of one evaluation scenario are returned after the specified number
of time units, as a tuple of 4 values which we use as comparison criteria, as
detailed in the next section.

4 Comparison of Message Delivery Models

In order to demonstrate how our framework is able to handle comparison between
message delivery models, we have implemented several such models and com-
pared the experimental results of their evaluation.

In the comparison, we focused on how well various models handled difficult
scenarios, characterized by limited processing power, increased number of mes-
sages, or increased probability of migration. For each evaluation scenario, we
have used average parameters for all but a chosen characteristic of the scenario,
and we have varied that characteristic in order to evaluate its impact on the
performance of the model. As comparison criteria we use 4 values which the
framework computes for each scenario or for an entire batch of scenarios.

The message delivery rate is the ratio of messages successfully delivered
during the entire simulation, over the total number of sent messages:

Delivery rate =
number of messages which have been delivered

total number of sent messages
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The mean message delivery time is average number of time units it takes
to deliver a message:

Time =
∑message

i message delivery time for message i
total number of messages

The mean network load is the average number of messages which are in
transit over the network, over the entire time of the simulation:

Load =
∑steps

i number of messages in transit at time unit i
number of steps

The mean time during which messages that do not get to be delivered stay
in the network or on the hosts, before being discarded, is computed as:

Timefailures =

∑
failed messages time spent in transit

number of failed messages

In order to validate the presented framework, we have implemented several
known message delivery models from the literature. For each model, we have run
1000 scenarios with various configurations of the parameters. Each experiment
ran for 100,000 time units, of which 30,000 time units were left for messages
to be delivered, with no new messages being sent. We have grouped message
delivery models into two categories [8]:

– asynchronous models, where it is the message that travels through the net-
work, trying to reach its destination agent (leading to the chasing problem);
such models are CS, FP, HSS, MDP, and MEFS (in some cases);

– synchronous models, where it is the destination agent that needs to synchro-
nize with the source of the message or with the host where the message is
currently stored and, once synchronized, the message is delivered immedi-
ately, so that messages spend almost no time traveling through the network;
such models are RAMDP, Blackboard, and MEFS (in some cases).

For asynchronous models, we have analyzed how the success rate, the network
load, and the delivery time are influenced by migration frequency and message
frequency. Figure 4 presents these results, from which we can derive some useful
insights into the situations various models are adequate for. In this comparison,
the number of agents was large and CPU power has been relatively limited, in
order to observe the efficiency of the models.

The Central Server Scheme (CS) model is characterized by the existence
of a particular, central, server, which knows the locations of all agents. When
agent migrate, they notify the central server. Every message that is sent between
agents passes through the central server, which forwards it to the host where the
destination is located. The central server is the bottleneck of the system and the
performance of the system relies on the performance of the central server machine
(as seen in Fig. 3 (a)). While the migration frequency has a moderate impact on
performance, increasing the number of messages decreases performance abruptly
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(see Fig. 4 (b)), because all messages queue on the central server and don’t get
to be delivered. For situations where the number of messages is reasonable and
reliability is not required at 100%, CS is well suited.

The Home Server Scheme (HSS) improves CS by distributing the central
registry to several servers, with each agent being assigned to a specific home
server [18]. Home servers know the distribution of agents among servers. HSS
generally has good performance, but delivery time increases when there is a
large number of agents, because, as with CS, performance is limited by the
performance of individual nodes.

In the Forwarding Proxy Protocol (FP), an agent leaving a host leaves
a proxy on the host, pointing to its next location [7]. A message must ‘chase’ an
agent in order to reach it. FP is the only completely decentralized model, among
the models compared. FP has very good success rate even when the number of
messages is very large. Its advantage comes at the cost of long delivery times
and high network usage, even when the migration frequency or the number of
messages are moderate. However, if reliability is needed, FP is the best choice.
Other models based on FP add home servers, which need CPU performance in
order to route messages.

The Shadow Protocol combines HSS and FP features, with agents using
proxies but periodically updating their location on their home server (the
‘shadow’) [1]. The shadow forwards the message to the last location that it
knows and from there the message chases the agent via proxies. Performance of
the Shadow Protocol is better than FP when migration frequency increases, but
is worse when the number of messages is large. The results in Fig. 3 (b) show how
a lack of migration is related to higher network load, as more frequent migration
leads to more frequent refresh of the information in the shadow, and therefore
better performance. Being pseudo-centralized, performance of the Shadow Proto-
col can benefit from increased CPU performance for home servers. If the number
of messages is not very high, Shadow offers good all-around performance.

The Message Efficient Forwarding Schema also combines centralized
server features with forwarding proxies, introducing more reliability by placing
forwarding proxies on hosts where it migrates from, and also changing its reg-
istration from the old host to the new host in order to increase efficiency [9].
MEFS has similar results to FP.

Message Delivery Protocol (MDP) uses a hierarchical structure to track
the location of agents and to route messages in the system [11]. The structure,
however, needs to be created specifically for each particular deployment. MDP
is quite reliable when there are many messages, has good delivery times and
does not load the network. It never achieves perfect reliability, but it is a good
trade-off if short delivery times and low network usage are required.

We can observe that, when CPU power is limited, no asynchronous model
handles a large number of messages too well, except maybe FP, which comes
with other disadvantages for less stressful scenarios. For the case of very frequent
messaging, MDP is a good choice.
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. Comparison of asynchronous models, for 100 nodes and 200 agents. On the
left, migration probability varies between 1‰ and 10%, with messaging probability of
10%. On the right, messaging probability varies between 1% and 100%, with migration
probability of 1%.

For synchronous models, we have analyzed how the success rate, the net-
work load, and the delivery time are influenced by migration frequency. For
these models, we have not presented a comparison where the messaging fre-
quency varies, because their performance is not influenced by the number of
messages – an agent retrieves all its messages received until that point at once.
For the same reason, except for MEFS, which is a hybrid model, the network
load is also quite low, as messages don’t chase agents, but just wait on a host
until an agent retrieves them.

In the Blackboard model, every node hosts a blackboard where agents leave
messages [3]. An agent which is the destination of a message needs to move to
the host where the message is stored in order to receive it. Lacking a specific
action from the part of the agents to visit all hosts, the success rate of message
delivery is low, and only increases when agents migrate frequently, having the
opportunity to visit more hosts.
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Fig. 5. Comparison of synchronous models, for 100 nodes and 200 agents, when migra-
tion probability varies between 1‰ and 10%, and messaging probability is 10%.

The Reliable Asynchronous Message Delivery Protocol (RAMDP)
groups agents in regions and each region has a blackboard for messages [5].
Whenever an agent migrates, it informs the region and in return it receives
its messages. As with the blackboard model, performance increases when agents
migrate frequently, also because an agent receives messages only after it migrates
and informs the region server. The design of the regions is important, as is
visible in the case displayed in Fig. 3 (c), where a network of medium size offers
the best performance because the number of regions is more adequate to the
number of agents and nodes. RAMFS offers good success rate, especially when
the frequency of migration is higher. As message retrieval is related to agent
migration, agents that don’t migrate don’t get to receive their messages very
often (Fig. 5).

5 Conclusion and Future Work

We have presented a framework for the experimental evaluation of message deliv-
ery models in a variety of scenarios, allowing users to compare the performance
of various models and to ascertain which model is adequate for a specific sit-
uation. We have integrated the implementation of several delivery models and
compared their performance in stressful scenarios. We were able to draw several
conclusions related to the suitability of the models for various usage situations.

The framework does not currently support evaluating the robustness of a
model when faced with network failure, faulty implementation, or agents that
crash unexpectedly, nor the impact of the adoption of open systems, in which
agents are able to enter and leave freely. This is a part of future work.

We intend to extend the framework with further metrics, for instance for ana-
lyzing CPU consumption, as opposed to only limiting CPU usage. We intend to
develop the tools needed to analyze hosts individually, or by regions, as opposed
to evaluating metrics across all hosts.
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