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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

The HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis



HCI International 2020 Thematic Areas
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Thematic areas:

• HCI 2020: Human-Computer Interaction
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Conference Proceedings Volumes Full List
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HCI International 2021

The 23rd International Conference on Human-Computer Interaction, HCI International
2021 (HCII 2021), will be held jointly with the affiliated conferences in
Washington DC, USA, at the Washington Hilton Hotel, July 24–29, 2021. It will
cover a broad spectrum of themes related to Human-Computer Interaction (HCI),
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2021.hci.international/.

General Chair
Prof. Constantine Stephanidis
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Abstract. Heuristic evaluation (HE) is an inspection-based usability evaluation
method in which a number of evaluators, typically 3–5, assess the usability of a
system based on a set of usability guidelines. HE was first introduced by Nielsen
and Molich and then revised by Nielsen. Since its introduction, HE has gained
wide popularity among human-computer interaction (HCI) and user experience
(UX) practitioners and is now one of the most common usability evaluation
methods. A few years after the introduction of HE, some researchers realized
that novice evaluators perform poorly on complex systems. This issue, known as
the expertise effect, is one of the major challenges of HE; i.e., the more expe-
rienced the evaluator is, the better the results of the evaluation. Consequently,
some researchers argue that the results of HE are the product of the evaluator’s
experience rather than the method itself. To address this issue, we interviewed
15 usability experts, all of whom had at least four years of experience and who
came from both academia and industry. We analyzed their responses and
developed a step-by-step protocol.

Keywords: Usability � Inspection-based methods � Heuristic Evaluation �
Novice evaluators

1 Introduction

Technology is found everywhere around us, from smart phones to smart watches to
tablets, and is involved in every aspect of our lives, from communication to education
to health. It has basically changed the way we live, and any person in the present day
must interact with it. This was not the case until two decades ago. Before then,
technology was limited to certain groups of tech-savvy people. However, the focus on
developing systems that are merely functional is no longer sufficient; systems must be
usable enough to be used by ordinary people who are not tech savvy. Usability is one
of the main objectives of the field of human-computer interaction (HCI) [1]. To
increase the usability of systems, a number of methods have been proposed, one of
which is heuristic evaluation (HE). HE is a method in which a number of evaluators,
typically 3–5, assess a system based on a set of usability guidelines. HE was first
developed and proposed by Nielsen and Molich [2, 3] and then revised by Nielsen [4].
Currently, HE is very popular and is one of the most common usability evaluation
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methods [5, 6]. Despite its popularity, HE suffers from multiple problems to the extent
that some researchers have started to question its reliability [7]. One of the major issues
of HE is the expertise effect [8], which means that the more experienced the evaluator
is, the better the results of the evaluation [9]. This issue has led some researchers to say
that the results of HE are the product of the evaluator’s experience rather than of HE as
a method [7]. A potential reason for this problem is that HE is not a structured method
[7], which means there is no step-by-step guide on how to perform it. This lack of
direction is especially problematic for novice evaluators who have no or very limited
experience. Moreover, HCI is a relatively new field, so there is a scarcity of HCI
experts. Even in research projects, researchers depend on novice evaluators to perform
HE [10, 11]. Even if experts are available, hiring them is usually expensive, which
explains why startups and small companies depend on novice evaluators [12]. HCI is a
multidisciplinary field, and HCI practitioners come from different backgrounds, such as
computer science, psychology, art, and business; some have no formal HCI education
[13]. Ideally, potential users should be involved in the development life cycle. How-
ever, HCI practitioners are sometimes expected to represent the user [14], which
increases the importance of their work. Additionally, HE should ideally be performed
by 3–5 evaluators to increase the likelihood of detecting most usability problems.
However, some companies hire a single HCI practitioner, as shown in a survey con-
ducted in Malaysia [15]. Poor usability has large economic costs [16] and can lead to
serious health and safety risks [17–19]. Therefore, there is a need to develop a step-by-
step protocol to guide novice evaluators through HE to improve the quality of their
evaluations, thus improving the usability of the systems that they are evaluating. In this
study, our aim is to create such a protocol. We interviewed 15 usability experts from
both academia and industry about their experience with HE, the difficulties they faced
with it, how they overcame these difficulties, and their suggestions on how to improve
HE for novices. We coded and synthesized their responses and created a coherent, step-
by-step protocol for HE.

2 Related Work

A review of the HE literature indicates four directions. The first direction focuses on
producing general usability guidelines. This direction started even before the proposal
of HE in 1990 by Nielsen and Molich [2, 3]. For example, in 1987, Shneiderman [20]
produced eight golden rules based on his experience in the field; these rules are general
guidelines meant to help designers in designing their system and assessing its usability.
After Nielsen’s proposal of HE and the ten usability heuristics, many researchers and
usability experts tried to follow suit by providing their own usability heuristics and
guidelines. These guidelines differ; some are more abstract than others, and there are
some overlaps between them. However, most of them are driven by experts’ experience
in the field. To name a few, Tognazzini [21] created a longer list that contains 19
principles, and Gerhardt-Powals [22] produced a list of 10 principles through her work
in cognitive science. A less well-known list is Mandel’s [23] three golden rules. Due to
the abundance of usability guidelines, some researchers began to compare them or even
merge them. For example, in [24], the author merged Nielsen’s ten heuristics with
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Tognazzini’s principles to develop a new set of 15 heuristics, and in [25], the author
compared Nielsen’s ten heuristics to Gerhardt-Powals’s 10 principles.

In contrast to the first direction, the second direction focuses on producing domain-
specific heuristics. Many researchers believed that the usability guidelines were very
general and difficult to implement in certain domains. Therefore, they started to pro-
duce heuristics tailored to specific audiences, platforms, disciplines and contexts.
Examples are [26], which is a list of 12 usability heuristics for touch-screen mobile
devices; [27], which is a list of 18 usability heuristics for automated teller machines
(ATMs); [28], which presents 11 sets of heuristics to evaluate usability and the overall
user experience (UX) of social networks; and [29], which generated a set of heuristics
for mobile learning applications intended to be used by a Malaysian audience. The
aforementioned studies are just examples of the work that has been performed in this
area, and many other papers have been published with domain-specific heuristics in
areas such as healthcare systems, e-government, and video games.

The aforementioned directions focus on developing a set of usability heuristics.
However, usability heuristics are only one component of the HE process; HE as a
method needs to be enhanced as well. This need has been realized by a number of HCI
researchers. Therefore, researchers pursuing the third direction started to re-evaluate the
effectiveness of the method and attempt to improve its various elements to help
evaluators utilize it better. They worked on improving the understanding of the
guidelines, finding better ways to implement them, and enhancing the reporting of
usability issues.

Usability heuristics are abstract and relatively vague and can be open to different
interpretations. The authors of [30] realized this issue and analyzed two sets of
heuristics: Nielsen’s heuristics and Shneiderman’s principles. They developed a set of
principles on how to improve usability guidelines, such as explaining the relevance of
each heuristic, changing the language form of some heuristics to be active rather than
passive, and simplifying some heuristics that contain more than one concept. When
performing HE, the evaluator should identify usability problems that potential users of
the system will encounter. To avoid finding false positive usability issues, the authors
of [31] suggested including personas in the process of HE. However, when they
compared the results of HE with personas with traditional HE, they found no significant
difference in the results. Another way to address this issue is to conduct HE based on
specific scenarios. Therefore, a method called heuristics walkthrough (HW) was
developed and applied in two studies [32, 33]. The two studies compared HW to HE
with contradictory results. In the first study, HW outperformed HE, while in the second
study, there was no significant difference between HE and HW. The authors of [31–33]
aimed to keep potential users in the mind of the evaluator during HE, but in [34], the
authors suggested adding real users during the evaluation; they called this method
participatory heuristic evaluation (PHE). They did not mean the addition of potential
end users but rather a person with experience related to the domain being evaluated.
Another technique is the hybrid usability methodology (HUM) proposed in [35], which
suggests integrating HE with usability testing (UT). Combining both HE and UT
increases the number of usability issues found. Performing HE in one session can be an
overwhelming endeavor. The authors of [36] realized this issue and modified traditional
HE to a different version called the structured heuristic evaluation method (sHEM).
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The idea of sHEM is to break down the heuristic list into smaller categories and then
perform the evaluation for each category in a separate session. When sHEM was tested
against HE, the results showed that sHEM was superior [37]. Reporting usability issues
is an important component of HE. In fact, it is arguably the most important component
because it conveys the results of the evaluation. For that reason, the authors of [38]
attempted to improve the formatting of the reports. Rather than using the simple format,
which includes describing the usability issue and which heuristic it violated, they
suggested a new format that is divided into four parts: first, describing the problem,
likely/actual difficulties, the specific context and assumed causes; second, stating the
discovery resources and methods; third, stating why the problem is related to a certain
heuristic; and finally, stating why the problem should be eliminated. The formatting
they suggested improved the quality of the usability issues detected.

HCI is a multidisciplinary and relatively new field, and HCI experts are not easily
available and are expensive to hire. Therefore, in research and in industry, novice
usability evaluators are used to perform HE. However, novice evaluators can produce
poor results. Just a few years after the introduction of HE, the authors of [39] realized
this was a problem. In their study, novice evaluators found approximately 23% of the
usability issues. In an effort to understand what novice evaluators think about HE, the
authors of [40] asked 31 students to express their opinion about HE after evaluating
two websites. While most of the students thought it was a useful method, they thought
it was difficult to implement. The results of this study, along with those of [41],
provided valuable insights into the difficulties that novice evaluators face during HE.
For example, novice evaluators faced some difficulties linking the usability problems to
the correct heuristic. Additionally, writing the final report was considered problematic.
Another effort to understand what makes HE difficult for novices is presented in [42].
In this paper, the authors noted that some novice evaluators had difficulty distin-
guishing between the heuristics. They suggested renaming some of the heuristics to
eliminate confusion.

In contrast, expert evaluators can typically identify 74%–87% of usability issues
[9], therefore there is a significant difference between the performance of experts and
novices. The researchers in [43] attempted to bridge that gap by interviewing four
usability experts. They showed the experts Nielsen’s heuristics and asked them to talk
about the tactics they used for each heuristic. Consequently, they developed a list of 38
tactics, or 3–6 tactics per heuristic. Usually, HE is performed by multiple evaluators,
typically 3–5. However, each evaluator performs the evaluation separately, and they
then aggregate the results. To improve the quality of HE, a method called collaborative
heuristic evaluation (CHE) was developed [44] that enabled the evaluators to perform
the evaluation as a group. This method was tailored for novice evaluators by [45] based
on the idea of adding an expert to a group of novice evaluators to see whether the
inclusion of an expert in the group increased the quality of the evaluations. When the
results of the group of novices plus the expert were compared to those of a group of
novices and a group of experts, the findings indicated that the results of the group of
novices plus the expert were closer to those of the group of experts than to those of the
group of novices. In another attempt to increase the quality of novices’ evaluations, the
authors of [46] suggested adding real potential users to the HE process and proposed
two methods: a user exploratory session of heuristic evaluation (UES-HE) and a user

6 A. Abulfaraj and A. Steele



review session of heuristic evaluation (URS-HE). In the former method, users were
included before the evaluation and allowed to explore the system, after which the
evaluator evaluated the system. The latter method involved the opposite approach: the
evaluator evaluated the system, and then the users and the evaluator reviewed the
system. When UES-HE and URS-HE were compared to HE, both produced better
results than HE.

The goal of this paper is to provide a step-by-step protocol on how to perform HE
to facilitate the use of HE for novices, reduce the confusion they may experience, and
increase the effectiveness of their evaluations. The literature on HE indicates that some
researchers are concerned with developing new heuristics or combining existing
heuristics, as shown in the first and second directions. However, HE is a process, and
usability heuristics are only one part of it. Improving HE is also a concern, as seen in
the third and fourth directions; however, most of the papers approached a particular
aspect of HE rather than the entire process. Although these papers provided excellent
insight, they did not address the overall issue.

3 Methodology

To develop a step-by-step protocol, we interviewed usability experts. Although this
work is aimed at novices, we chose to interview usability experts because they once
were novices and experienced the difficulties that novices face. Therefore, they have a
good understanding of how to overcome these difficulties. To choose the participants,
we first had to define an expert because what makes an individual an expert is not well
defined in the literature. This lack of a definitive answer occurs not only in HCI but
across all disciplines to different degrees. Some fields have higher interrater reliability
(for example, weather forecasting has 95% interrater reliability), whereas other fields
have lower interrater reliability (for example, clinical psychology has 40% interrater
reliability) [47]. One reason for this discrepancy is that validating the outcomes is more
difficult in some fields, especially those that deal with human behavior [47].

To the best of our knowledge, little work has been done to define experts in the
field of HCI. The only attempt to do so is [48], in which the authors aimed to classify
usability practitioners into five categories: novice, beginner, intermediate, senior and
expert. They based their work on the famous idea of deliberate practice [49] and
suggested that to be a usability expert, an individual should have a master’s degree or
PhD in the field and at least 10,000 h of usability practice, which equals 10 years of
experience. These are somewhat strict criteria and are based on the idea of deliberate
practice, which has been criticized. For example, the authors of [50] stated that
deliberate practice is important, but alone, it does not explain how an individual
becomes an expert. They noted that other important factors are involved in expertise,
such as IQ, starting age, and personality.

Since it is difficult to find many usability experts with 10 years of experience and
deliberate practice has been criticized, we attempted to follow previous studies in their
methods of interviewing experts, particularly the approach used by the authors of [43].
Thus, we consider the minimum experience for an expert to be 4 years of experience in
the field.
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When choosing the number of experts to interview, interviews should typically be
conducted until data saturation is achieved, meaning no new insights are added. In [51],
the authors suggested that to reach saturation, 12 interviews are needed. Therefore, we
planned to conduct 10–15 interviews and to add more if we did not feel that we had
reached saturation. The number of interviews also depended on the availability of
usability experts.

We interviewed 15 usability experts from both academia (7 participants) and
industry (8 participants). Ten of them were male, and 5 were female. All of them had at
least 4 years of experience, and the maximum amount of experience among the experts
whom we interviewed was 15 years. The participants from academia had experience
teaching HE and greater access to novices; they also should have previously performed
HE at least three times. The participants from industry had more hands-on experience
with the method, which gave them more knowledge of the actual techniques used.
Interviewing people from both academia and industry gave us better insight into both
the knowledge and the techniques behind HE because we believe that knowing the
techniques without understanding the knowledge behind them would be less effective
and vice versa.

The semistructured interviews were held between May 2019 and July 2019. The
major items involved asking participants to describe their overall experience with HE,
the difficulties they faced and how they overcame them, the detailed process of con-
ducting HE, and how they documented usability problems, mapped usability problems
to the heuristics, and estimated the severity of usability problems. They were also asked
to suggest how to improve the understandability and the applicability of HE for
novices. In addition, the interviewees were given the chance to talk about anything
related to the topic to provide more insight. The interviewer asked questions based on
the interviewees’ responses.

The interviews were conducted either face-to-face (6 interviews) or via conference
calls (9 interviews). After the interviewees gave their consent, each interview was audio
recorded. During each interview, the interviewer took notes on the major points made
by the interviewees. After 13 interviews, we felt that we had reached saturation.
However, we continued our interviews to confirm that belief. After all 15 interviews
were completed, the interviews were transcribed, and the audio recordings were
deleted.

After the interviews, we analyzed the data to derive coherent insights. We started
by examining the similarities in the participants’ responses and organizing them into
categories. Then, we created higher levels of categories. In this process, we focused on
two things. First, we focused on the problems that the usability experts faced when they
started performing HE or the mistakes they had seen novices make, how to overcome
these difficulties, and how to improve HE as a method. Second, we focused on the
overall organization of the HE process. Based on the analysis, we developed a step-by-
step protocol.
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4 Results

4.1 Problems Evaluators Faced, How to Overcome Them
and Suggestions to Improve HE

1. Before performing HE, the evaluator should have some knowledge about human
abilities and the way people interact with technology. Considering usability
heuristics to be standalone guidelines without understanding why we apply them
could lead to incorrect judgments. The reason for performing HE is to help users
accomplish their goals in the easiest way possible. Therefore, two main aspects
should be understood before performing HE. First, how do humans go about
accomplishing their goals? Second, what are the usability components, and how
will they help? Consequently, the evaluator should understand these two aspects
before undertaking HE. Norman created a famous model called the seven stages of
action in his book The Design of Everyday Things [52], which explained how
humans perform tasks. Usability is a general term that has many definitions, but
Nielsen provided a good definition in which he explained its components. After
reading and understanding Norman’s seven stages of action and Nielsen’s defini-
tion of usability, the evaluators would have a better understanding of why they are
performing HE.

2. Usability heuristics should help users accomplish their goals and should make the
means of accomplishing the goal usable and easy. Therefore, the set of heuristics
should be mapped to the seven stages of action as well as the usability components.
The evaluator should understand how each of these usability heuristics helps in the
process of accomplishing the goal and in which steps of the process it plays a role.
The same applies to usability: in what components of usability will each heuristic
help?

3. The traditional way of representing usability heuristics does not provide an
effective understanding of heuristics. Simply providing a label with 2–3 lines of
description and an example is not a good way to explain heuristics. There should
be more information about each heuristic, and multiple aspects should be
addressed:

• Give examples that are not limited to the interface. To provide a deeper
understanding of each heuristic, provide examples of how these heuristics could
be used in everyday life in situations outside the interface.

• For each heuristic, give multiple examples that are related to the interfaces;
between 3 and 5 examples would highlight different issues that these heuristics
address.

• When providing examples, present both good and bad examples. Good
examples help the evaluators understand what should be done, and bad
examples help the evaluators understand what to avoid.

• Explain the different components of the heuristics. Some of the heuristics deal
with complex ideas that have multiple components, and these components
should be clearly written. For example, Nielsen’s first heuristic, “Visibility of
System Status,” states that the user should always be informed about the status
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of the system. There are three components of this heuristic: first, the existence
of the system status; second, the visibility of the system status to the user; and
third, making the status visible to the user in a timely manner.

• Explain the different aspects that each heuristic addresses. For example, Niel-
sen’s second heuristic, “Match Between System and the Real World,” says that
the system should speak the user’s language. Clearly, this heuristic deals with
multiple aspects, such as the language used, metaphors, and icons.

• Explain the significance of each heuristic. For example, explain in detail why
each heuristic is important and the consequences of ignoring it. Supporting
these explanations with empirical results and psychological principles will help
in emphasizing their importance.

• Explain the applicability of each heuristic. Some evaluators think that if a
system violates one of the heuristics, then it automatically indicates a usability
issue that needs to be fixed. This is not the case because there are sometimes
good reasons for violating the heuristics. This idea should be clear to the
evaluators. Therefore, providing them with examples of situations in which
violating the usability heuristics is acceptable will help clarify this idea.

• Explain that some of the heuristics deal with more than one related concept. For
example, Nielsen’s tenth heuristic, “Help and Documentation,” deals with two
concepts: providing help to users when needed and the existence of docu-
mentation for the system. Although these two are closely related, they are not
the same. Putting them into one heuristic tends to make the evaluator focus on
only one of them. Separating them into two different heuristics forces the
evaluator to examine each concept more carefully.

• Some of the heuristics are labeled in a way that does not convey their meaning.
Renaming these heuristics not only enhances their understandability but also
helps the evaluator remember them later.

4. Deciding how to inspect the system is another issue, and there is more than one
way to do so. The system could be inspected page by page, by certain tasks, by
certain aspects, etc. Evaluators will sometimes be asked to inspect only one page or
a very small part of the system, and in this case, their job is easier. In contrast,
inspecting the entire system could be an overwhelming job for novice evaluators.
To choose how to perform the inspection, evaluators should know the main ser-
vices or purposes of the system. On that basis, they can develop a set of goals
rather than tasks. Then, the system can be inspected according to these goals.
Moreover, specific parts of the system, such as the homepage, the contact page, and
the about us page, should be inspected.

5. The timing of the inspection session is yet another problem. Some evaluators
inspect the entire system in one session, which may take up to two hours or more in
large systems. This might affect the evaluators’ mental stamina and cause them to
lose their concentration. To overcome this issue, the inspection session should be
broken down into smaller sessions with a suggested duration of between 30 and
45 min. If the system is simple and can be evaluated within 30–45 min, then that
duration is good. However, if the evaluation will take longer than that amount of
time, breaking it down into smaller sessions is preferable.
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6. Usually, evaluators are fully alert when performing the inspection, but being very
focused and alert might cause some problems. Evaluators might miss certain
usability issues because their performance while alert is likely to be superior.
Moreover, they could become overly critical because of their strong focus. In both
cases, they might report incorrect results. To address this issue, the evaluation
should be performed twice so that the evaluators approach each session in a dif-
ferent mood: first, tired or sleepy, to resemble the situation in which real users use
the system, and second, fully focused and more critical. The two sessions will help
the evaluator detect different usability issues.

7. Novice evaluators tend to think of usability heuristics as a checklist rather than an
inspiration. Thus, they become very focused on the heuristics and pay less attention
to the system itself. This approach hinders their ability to fully experience the
system and might lead them to detect false positive usability problems. On the
other hand, once they find a usability issue that is related to a certain heuristic, they
may rule out that heuristic and move on to the next even though they may still find
other issues that are related to the same heuristic. Therefore, evaluators should
perform two separate sessions. The first session should be a free evaluation in
which the evaluators examine the system as if they were real users and do not
consider the heuristics while performing the inspection. In the second session, the
heuristics should be used to ensure that the evaluators did not miss any issues.

8. When examining different systems and websites, we can see that designers make
specific mistakes. Providing a list of common mistakes to the evaluators and
linking them to the heuristics could help the evaluators inspect the system. This
could serve as a double-check procedure in which, after the evaluators finish the
inspection, they could look at these mistakes and double-check whether they exist
in the system that is being evaluated.

9. While all heuristics are important, some heuristics are associated with more
usability issues than others. There is no agreement regarding which heuristics are
associated with more usability issues, but there is agreement that there are dis-
crepancies. Moreover, some usability heuristics are associated with more severe
issues than others. Analyzing previous evaluations and providing the evaluators
with insight into which heuristics require focus could be helpful, especially when
the evaluation is performed under pressure to submit the results as quickly as
possible. Ideally, the evaluators should focus equally on all the heuristics, but
providing such information may be useful when the schedule is tight.

10. When performing the inspection, one session should be performed without
depending on the heuristics, and the other session should be based on the
heuristics. In the heuristic-based inspection session, the evaluator should go
through each heuristic to determine its components, attempt to focus on the aspects
that the heuristic addresses, and then inspect it based on whether there is a problem.

11. Assigning usability issues to a specific heuristic is an issue for novice evaluators.
While some think that the most important aim is to identify usability problems
regardless of whether they are assigned to a certain heuristic, others think that it is
important, especially for novice evaluators, to assign such issues to a certain
heuristic. The reason is that assigning usability issues to a specific heuristic
increases the credibility of novice evaluators and the legitimacy of the report that
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they submit to the developers. However, the task is sometimes confusing for two
main reasons. First, novice evaluators tend to think that a single usability issue
should be assigned to only one heuristic, while in fact, one issue can sometimes
violate multiple heuristics. Second, it is difficult to determine how the usability
problem is related to any of the heuristics. To facilitate this process, it is necessary
to first examine the effect of the usability issue in light of the seven stages of action
and usability components. When the stage of action affected by the usability issue
is known, a number of heuristics are automatically eliminated. Moreover, when the
usability component effected by the usability issue is known, other heuristics can
be eliminated as well.

12. Accurately rating the severity of usability issues is a difficulty that novice evalu-
ators face. Sometimes they overestimate the severity of the issue, while at other
times, they underestimate it. To facilitate the rating of such issues, evaluators are
encouraged to think of them in light of both the usability components and the seven
stages of action. This approach will help in accurately rating the severity of an
issue.

13. When reporting usability issues, in addition to what others have mentioned in
previous studies [31], increasing the credibility and understandability of novice
evaluators’ reports is an issue. Two main solutions are suggested. First, explain the
issue in light of the seven stages of action and how this issue hinders users in
accomplishing their goals, and in light of how the issue affects a specific com-
ponent of usability. Second, research is needed to support such claims with
empirical results, similar types of problems, articles, psychological principles, etc.

4.2 Coherent Heuristic Evaluation (CoHE)

We can divide the CoHE process into three stages: understanding, inspecting, and
documenting. In the first stage, the goal is to enable the evaluators to understand the
main reasons for performing an evaluation and to understand the set of usability
heuristics. In the second stage, the goal is to help the evaluators perform the evaluation.
The aim of the third stage is to help the evaluators accurately and clearly describe the
results of the evaluation.

Understanding

a. Start by reading Norman’s seven stages of action to understand how people go
about accomplishing their goals.

b. Read the definitions and explanations of the concept of usability, specifically
Nielsen’s definition of usability.

c. Read the usability heuristics, and for each heuristic, read the description, example
from everyday life, examples from the interface, different components, different
aspects, significance, and when it is not applicable.

d. Read how the heuristics are related to Norman’s seven stages of action to under-
stand the role each one plays in facilitating the accomplishment of the user goals.

e. Read how the heuristics are related to the components of usability to understand the
role each one plays in facilitating the usability of the system.
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Inspecting

a. Learn about what the system is, what it does and who the target audience is.
b. Define the goals that users would want to accomplish by using the system.
c. Before inspecting the system, allocate 30–45 min for each session. If a session

would take more than 45 min, it is better to divide it into smaller sessions.
d. First, inspect the system without referring to the usability heuristics. Attempt to

accomplish the predetermined goals on the system. In addition, go to the homepage,
try to learn more about the system from the about us page, and try to use the contact
us page.

e. Ideally, perform the inspection without the heuristics twice: once when not fully
focused (e.g., tired or sleepy) to resemble users in a normal situation and once when
fully focused and more critical. It is better to perform the former evaluation first to
avoid the learning effect.

f. Write down each usability issue without assigning it to any heuristic, and do not rate
its severity.

g. Second, inspect the system based on the heuristics. This time, examine the system,
but when accomplishing the goals, examine the aspects that each heuristic addresses
to evaluate whether they comply with the heuristic.

h. Write down each usability issue without rating its severity.
i. Finally, review the list of common problems associated with each heuristic and then

see whether the system you are evaluating has similar problems. If so, write them
down.

Documenting

a. For each usability issue found, start by assigning it to a usability heuristic or to
multiple heuristics. To do so, identify which stage of action it affects and then
eliminate the heuristics that are not associated with this stage. Then, determine
which usability components it affects and eliminate all heuristics that do not deal
with these components.

b. For each usability issue, think of it in light of the usability components and the
seven stages of action, and determine how it will affect the user in terms of
accomplishing the goal and how it will affect the usability components.

c. For each usability issue, write a description of the problem, take screenshots of it,
and provide a recommendation on how to fix it.

d. When describing the usability problem, try to explain it in light of the seven stages
of action and the usability components.

e. It is recommended that the description be supported by empirical studies, articles
and descriptions of similar problems when possible.

The following diagrams (Diagram a, b, c, and d) provide a high-level overview of
CoHE:
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a. Stages of CoHE

b. The Understanding Stage
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c. The Inspecting Stage

d. The Documenting Stage

5 Discussion

HE is a discount usability method, meaning that it does not require many resources and
is quick to apply. Admittedly, asking evaluators to read more about human ways of
accomplishing goals and usability and to perform the evaluation sessions multiple
times (based on their mood and on the heuristics) and asking them to put more effort
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into supporting their results in the report will take more time. However, since novice
evaluators tend to produce poor-quality results to the extent that their results are
sometimes not very convincing to the developers, the procedure needs improvement.
CoHE is a gateway to enhancing and mastering HE. It is expected that after performing
CoHE multiple times, evaluators will gain more experience in both the knowledge side
and the technique side of how to perform HE. For example, an evaluator will not need
to read the seven stages of action and their relation to the heuristics after performing
HE a few times because they will understand these concepts. Additionally, the duration
of each session will decrease as the evaluators gain experience and become more
confident and comfortable with performing HE. Therefore, the need to perform CoHE
will eventually subside, but in the beginning, it is needed to increase the confidence of
novice evaluators by reducing their confusion. Moreover, CoHE could be partially used
as needed. For example, if an evaluator feels that he/she already knows how to handle
certain parts of an evaluation, then he/she can skip that part. Although this version is
meant for novice evaluators, experts can benefit from it as well. UX/HCI as a field is
filled with many activities; thus, usability experts might stop performing HE for a while
and then return to it. Therefore, this coherent version could help refresh their memory.
CoHE is not based on specific heuristics but is a general step-by-step protocol that can
be applied to any set of heuristics, either general heuristics or domain-specific
heuristics. However, further work is needed in applying it to a specific set of heuristics
and then validating its value.

6 Conclusion

HE is an inspection-based method in which a number of evaluators, typically 3–5,
inspect a system based on a set of usability guidelines to identify usability issues. HE is
one of the most common usability evaluation methods. Although it is very popular, it
suffers from a number of problems. Studies show that the quality of HE when per-
formed by novice evaluators is poor. This means that there is a discrepancy between the
quality of expert results and novice results. To bridge that gap, we interviewed 15
usability experts to ask how they performed HE, the difficulties they faced and how
they overcame them, and their suggestions on how to improve HE for novices. Based
on their responses, we developed a list of problems, solutions and suggestions. From
that list, we created a step-by-step protocol for HE to be used by novices that we call
coherent heuristic evaluation (CoHE).

In future work, we plan to pursue three directions. First, we will apply CoHE to a
specific set of heuristics to map usability problems to heuristics and to Norman’s seven
stages of action and usability components, explain each heuristic’s aspects and com-
ponents, check for common problems associated with each heuristic, and determine
which heuristics detect the most issues. Second, we will validate CoHE by comparing it
to traditional HE. Third, we will examine the applicability of CoHE to a wide range of
sets of usability heuristics, both general heuristics and domain-specific heuristics.
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Abstract. Prototyping is one of the most critical and costly steps in
the product development process. However, the existing literature lacks
in prototyping strategies that are comprehensive and widely accepted.
Current prototyping strategies mostly focus on the hands-on activity of
building the prototype by relying on the designer’s experience. Another
limitation is that prototyping strategies often do not address human fac-
tors for prototyping human-centered products. This paper introduces a
House of Prototyping Guidelines (HOPG) framework, which integrates
the existing prototyping guidelines and human factor engineering prin-
ciples for better prototyping outcomes. The methodology contains four
steps. The first step pertains to the state-of-the-art prototyping litera-
ture review. The second step consists of filtering the prototyping find-
ings and summarizing the key prototyping findings from Step 1. The
third step presents the HOPG conceptual map, which is loosely based on
the House of Quality (HOQ) approach. HOPG contains the Prototyping
Categories and Prototyping Dimensions, which are similar to Customer
Requirement and Engineering Requirement of HOQ, respectively. In the
HOPG framework, designers go through the Prototyping Categories to
understand the prototyping requirements and then identifies the Pro-
totyping Dimensions to create the prototypes that fit human-centered
design needs.

Keywords: Protoyping · Human-centered design · Digital human
modeling · Human factors and ergonomics

1 Introduction

Prototyping is one of the most critical aspects of product development [66].
Literature shows that the top 20 companies that are known for their innovative
products spend around 142 billion dollars in their research and development
(R&D) departments. It is found that around 40 to 46% of R&D resources are
spent on products that do not make to the market [19]. For example, it took
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about 5,127 prototypes and five years for one of the leading household appliances
company to come up with the most successful vacuums on the market [1].

Although prototyping is referred to as the highest sunk cost in the product
development [14], there is still a lack of comprehensive and widely accepted pro-
totyping methodology in literature [14,45]. The current prototyping methodolo-
gies focus mainly on prototyping activities or hands-on prototyping experiences.
Most of the existing prototyping methodologies rely on designers’ intuition or
experience when building a prototype rather than providing systematic guide-
lines and best practices to aid designers in their prototyping quest [41,45].

Another limitation associated with current prototyping methodologies is that
Human Factor Engineering (HFE) guidelines are not adequately considered [45].
The absence or partial consideration of HFE guidelines causes products or work-
places not to address human needs and limitations. HFE is a multi-discipline that
applies theory and practice to optimize human well-being and overall system per-
formance [30,37]. Incorporation of HFE guidelines during product development
requires the collection of human-product interactions data, which is often not
widely available [29]. Generally, the human-product interaction can be simulated
either by creating a physical prototype, computational prototype, or mixed pro-
totype. Physical prototypes are advantageous in representing form and function-
ality; however, they are time-consuming and costly to build [8,12]. Alternatively,
computational prototypes are low-cost and less time-consuming to build, but
they lack representing the physical interactions between humans and products,
which limit the number of feedback [13,39]. Another concern during prototyping
is the amount of interactivity between the user and the product. Duffy (2007)
mentioned that if there is a high-level interaction exist between the user and
product, then a physical prototype would be a better choice. In contrast, when
a low-level interaction exists, the computational prototype is preferable [27].
What level of interactions to consider between the user and product lead design-
ers into the dilemma about the type (physical or virtual), fidelity (low or high),
and complexity (low or high) of prototypes to build [27]. Further, Camburn et al.
(2015) stated that there are no widely accepted guidelines on prototype building
strategies to assist designers [14].

The above limitations found in the prototyping literature provide the
primary motivation to undertake the current study. The objective of this
study is to create a framework that aids designers in developing theoretical
prototyping strategies to evaluate and design human-centered products and
workplaces during the conceptual design process by integrating HFE prin-
ciples. The rest of the paper contains a literature review of prototyping in
general and particularly for human-centered products in Sect. 2. Sections 3
and 4 presents the methodology of the framework and the HOPG, respec-
tively. Finally, Sect. 5 presents the discussion, limitations, and future work.
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2 Background

2.1 Prototyping

Definitions. Prototyping is referred to as “An essential part of the product
development and manufacturing cycle required for assessing the form, fit, and
functionality of a design before significant investment in tooling is made” [53].
Ulrich et al. (2012) defined prototyping as “An approximation of the product
along one or more dimensions of interest” [61]. Another definition that can
be found in the literature defines prototyping as “Prototypes are fit, form, or
functional design representations which enable designers to communicate test
directly, or validate design ideas” [69]. Further, prototyping is defined as an
artifact that approximates a feature (or multiple features) of a product, service,
or system [50]. Camburn et al. (2017) listed the common objectives for building
prototypes are design refinement, communication, exploration, and active learn-
ing [15]. A newly modified prototype definition has been proposed by Lauff et
al. (2018) after completing an empirical and industry-based study. Lauff et al.
(2018) defined prototyping as “A prototype is a physical or digital embodiment of
critical elements of the intended design, and an iterative tool to enhance commu-
nication, enable learning, and inform decision-making at any point in the design
process” [42]. From these definitions, it can be understood that prototyping is
used to improve the final design by creating a representation of the final product
early in the design process to evaluate and understand the form, fit, and func-
tionality before a considerable investment of resources is made. It can be used
for learning, communications, and extracting answers for questions.

Taxonomy. Prototypes have been classified in terms of cost, stage of design,
level of abstraction or realism, intended evaluation purpose [50,51] in the lit-
erature. Otto and Wood (2003) classified prototypes based on the evaluation
purposes or assessment of the concept. The evaluation can be classified into
six classes, which are proof of concept, industrial design, design of experiment,
alpha, beta, and pre-production prototypes [50]. Similar to Otto and Wood, Ull-
man (2002) also classified prototypes based on evaluation purposes [60]. Besides
prototyping taxonomy based on the evaluation purposes, taxonomy has been
developed based on the exploration of design space. Lim et al. (2008) classified
prototypes as filters and the manifestation of design ideas [44]. Prototyping clas-
sification is also made based on the process that is used to create the prototype,
such as material removal or material addition [73]. The major shortcoming of
these classifications is that they are unable to cover and distinguish the entire
prototype design space [55]. A recent taxonomy of prototyping based on the con-
cept of Prototype Purpose was proposed by Petrakis et al. (2019) [52]. Petrakis
defines the prototyping purpose as as the actual reason for building a proto-
type in order to achieve explicitly, already set objectives, which then proposes
23 sub-roles of prototyping purpose [52]. It is out of the scope of this report to
list all the prototype classifications available and point out the advantages and
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disadvantages. The classification of prototypes created by Stowe is presented in
the document due to its thoroughness and conciseness [55].

It is found that the classification of prototyping is based on variety, complex-
ity, and fidelity [36,55,59]. The first level of classification is in terms of variety,
i.e., whether the prototype is physical or non-physical. There is another type of
variety of prototype which is not included by Stowe is called a mixed or hybrid
prototype [10]. Non- physical prototypes are made using computational tools,
such as computer-aided design (CAD), finite element analysis (FEA), or digi-
tal sketches [55]. More information about mixed prototyping and computational
prototyping is provided in a later section. In the second level of classification,
the prototype is divided based on its complexity or, in other words, whether pro-
totypes represent the whole system, a component, or a sub-component. The last
level of classification is based on fidelity, where the prototypes are categorized
based on the depth of true representation of the final product.

2.2 Prototyping Best Practices and Findings

Physical Prototyping. The development time of physical prototypes usually
takes from weeks to months. Hence, industries have limited time and resources
to allocate building multiple physical prototypes and build new after each design
iteration occurs [53]. Since the mid-1980s, with the arrival of rapid prototyping
(RP) technologies, the amount of time that takes to construct a part for proto-
typing purposes significantly shortened due to automation [53,73]. The funda-
mental principle behind RP is to create a CAD model of the required design and
convert it to a digital file format via Stereo-lithography (SL), where a computer
program operates an RP machine based on the CAD file. The fabrication process
is done by adding slices of the original model layer upon layer until a physical
model is created [73]. This process saves time and cost by around 70% and 90%
respectively; hence, designers can create several physical models of their CAD
models simultaneously [53,68]. In the literature, RP is broadly classified based
on how the prototype is made, i.e., material addition or material removal pro-
cess. A detailed classification of RP is given in this reference [38]. The various
techniques used in rapid prototyping to create prototypes, whether by adding or
removing material is described in this reference [53,70].

Computational Prototyping. Computational or virtual prototyping is
defined as “A virtual prototype may be represented as a series of graphical figures
or CAD models, in animated or still format, created in the form of mathemati-
cal models and stored digitally in computer-usable memory” [73]. Computational
prototyping is about the presentation, testing, and analysis of three-dimensional
CAD models before creating any physical prototypes. Similar to physical proto-
typing, computational prototyping has also been classified in a number of ways
in the literature. One of the ways computational prototyping has been classified
is based on what computer-aided engineering (CAE) tools are used for creating
prototypes. For example, whether the computational prototypes are made to
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represent a 2D or 3D solid models or made to evaluate performance measures
such as fluid dynamics or fatigue. Also, if the computational prototype can be
used to analyze and simulate the final product as a whole, then it falls into
another category [18]. In another more comprehensive classification, computa-
tional prototyping is classified based on (1) visualization, fit, and interference
of mechanical assemblies; (2) testing and verification of functions, and perfor-
mances, evaluation of manufacturing and assembly operations; and (3) human
factors analysis [73]. In this paper, only the use of a computational prototype
to perform human factors analysis for human-product interactions is reviewed.
Hence, the literature review of CAD and CAE is not provided here.

Comparison Between Physical and Computational Prototyping. A
designer may favor a computational over a physical prototype if the compu-
tational prototype is more advantageous and provides a better alternative than
that of a physical prototype. In contrast, designers may prefer computational
prototyping over physical prototyping because computational prototyping might
be less costly in terms of both finances and time. Despite the high reliability and
accuracy of physical prototypes created by computer numerical control (CNC)
machines, the longer time and cost could outweigh their benefits [9]. Compu-
tational prototypes used during conceptual stage can help to reduce the use of
physical prototyping; thus, reducing time and finances [47]. Although physical
prototypes made by rapid prototyping are high in accuracy, they often shrink or
contain rough surfaces that require further machining operations. Thus, physical
prototypes may be dimensionally inaccurate, whereas virtual prototypes do not
have this problem [9]. Also, physical prototypes are difficult or impossible to
change or require further modifications once they are constructed. This inflexi-
bility also poses a problem when new design ideas need to be prototyped after
receiving revisions and feedback [73]. Thus, from the literature, it can be seen
that computational prototyping is preferred if greater communication through
realistic visualization, shorter lead time, and less cost are desired [73]. How-
ever, if the computational prototyping lacks an accurate representation of the
final product due to the complexities of the design and incomplete information
presented; then, physical prototyping becomes a preferred strategy due to its
high fidelity. For example, a recent study compares four different prototyping
methods (Physical, Computational, Virtual Reality, and Augmented Reality) by
designing an assembly of a corkscrew. It is noted that the majority of designers
prefer design by augmented reality. However, the physical prototyping method
was most useful for communicating and exploring the function and mechanical
aspect of the assembly [20].

High Fidelity or Low Fidelity Prototyping? It is found in the literature
that the early use of prototyping has been focused on the physical aspects of
design, such as layouts and dimensions. As computer technology developed, pro-
totyping is done with the aid of computers and software tools [32]. One of the
main concerns while developing a prototype is whether to build a high or low
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fidelity prototype [65]. There are different views regarding what type of fidelity
to choose in a design process [32,65]. For example, in one study, a low fidelity
physical prototype of a domestic lighting controller has been made from card-
board and foam to show that potential problems can be identified from low
fidelity prototypes. This approach proved to be a low cost and time-effective
strategy. It is reported that 28 problems are identified, and the revised design
significantly reduced the number of problems by 70% [32,67]. However, a high
fidelity virtual prototype of the same lighting controller has been made, and
it revealed an additional 29 (or 100% more) more problems than the original
low fidelity strategy approach. It is reported that instant visual feedback and
more realistic interaction helped to get more feedback from the user. Thus, high
fidelity prototyping reveals more problems but at the expense of a long time and
high-cost [32].

Low fidelity prototypes that are quick to make but modeling the main
attributes of design is time-consuming in high fidelity prototypes [11]. However,
it is also found that low fidelity prototypes might not help designers to evaluate
some of the physical attributes such as tactile, auditory, and visual feedback
properly [39]. In contrast, a few studies shows that both fidelity levels can help
designers during the evaluation of concept ideas. For example, a design study
executed in the interface usability domain suggests that low fidelity and high
fidelity prototyping are equally good at extracting usability issues [63,65].

Mixed Prototyping. Mixed prototyping is known as a virtualization tech-
nique that can blend both the capabilities of physical and computational pro-
totyping by incorporating the advantageous features found at each prototyping
type and compensating the limitations by offering a more interactive experience.
Bordegoni et al. (2009) defined this technique as “an integrated and co-located
mix of physical and virtual components usually seen using a see-through head-
mounted display (HMD)” [10]. Various studies showed that the key difference
in mixed prototyping is not the use of advanced computer-based 3D model-
ing and projection techniques but the interactive and immersive technologies
that enable human-product interaction. Mixed prototyping opens doors to novel
venues to create prototyping strategies to add visual realism, auditory realism,
tactile realism, and functional realism [10,49]. For example, a study focusing
on the development of a novel multi-model interface called Immersive Modeling
System (IMM) demonstrated that users wear HMDs to interact with a virtual
object while grasping and manipulating the physical object with controllers. In
this study, IMM is used to test the usability of a concept MP3 player and a
game phone. Although users found that the interface provides more natural,
intuitive, and comfortable interactions with the 3D product model within an
immersive way, authors reported that within the IMM interface, there could be
a dissociation between tactile and auditory realism. Also, limited or poor hap-
tic feedback still causes some of the realism to be disregarded [7,43]. Virtual
prototyping offers a highly interactive experience in terms of visibility of the
appliance or product, but the accessibility and feedback are still limited. In a
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different study, Barbieri et al. (2013) evaluated the effectiveness of the mixed
prototyping approach within the context of the usability of a washing machine
interface. The physical prototype of the washing machine included features that
allow users to configure the interface through changing knobs and buttons and
allowing them to represent different interface designs rapidly [7]. Although this
approach is suitable for a system composed of conventional physical elements
such as knobs and buttons, it is limited for digital applications where design
interfaces are based on touch screens. Thus, it would become difficult, if not
impossible, to represent various interfaces with only one physical prototype [7].
In conclusion, within the human-centered design realm, the majority of the pro-
totyping practices are heavily focusing on the usability testing, and techniques
used to build an interaction often vary drastically depending upon the type of
interaction (knobs versus touch-displays). Thus, even with the availability of a
mixed prototyping approach, what type of interaction method is used or how
much of the concept design must be represented physically depends on design-
ers’ skill set and expertise. The majority of the prototyping literature does not
provide guidance, and even reasoning, regarding the fidelity, type, and at what
design stage the mixed prototyping should be applied.

In the next section, we provided a summary of digital human modeling
(DHM) research as a computational prototyping technique from a human-
centered design perspective, specifically focusing on human factors engineering
and ergonomics in product development. DHM is often not covered within the
human-centered prototyping publications but mostly treated as an ergonomics
evaluation method within the embodiment phase of the product development.
However, the real value of the DHM approach is in its capability to represent
human attributes with visual realism and biomechanics early in the design phase.

2.3 Prototyping and Digital Human Modeling

There are various definitions of DHM available in the literature. It is defined
as “Digital human modeling is perceived as the digital representation of humans
inserted in a simulation or virtual environment to facilitate the prediction of
performance or safety of a worker in his/her working condition. DHM includes
some visualization of the human musculoskeletal structure as well as the math or
science in the background” [22,23]. Another definition of DHM is “Digital human
modeling technology offers human factors/ergonomics specialists the promise of
an efficient means to simulate a large variety of ergonomics issues early in
the design of products and manufacturing workstations. It rests on the premise
that most products and manufacturing work settings are specified and designed
by using sophisticated computer-aided design (CAD) systems. By integrating a
computer-rendered avatar (or humonoid) and the CAD-rendered graphics of a
prospective workplace, one can simulate issues regarding who can fit, reach, see,
manipulate, and so on” [17]. Ziolek and Kruithof referred to DHM as a mathe-
matical representation of human characteristics or behaviors. The characteristics
can include physical attributes such as size and shape, as well as physiological
properties, including fatigue [72]. It should also be mentioned here that DHM
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has two branches where one focuses on the physical aspects, and the other one
focuses on the cognition of humans [56].

From the above definitions, it is seen that DHM is a digital representation
of a human being inserted in a simulation where the digital human model per-
forms tasks or interacts with a product or a workplace. From these simulations,
designers can identify human factors issues by using DHM to improve or explore
new design spaces. Hence, DHM can be used to address the ergonomic issues in
the early design phase, and it may reduce or even eliminate the need for physical
mock-ups and actual human subject testing [6]. Thus, DHM has the potential to
do an ergonomic assessment of a given design during the conceptual stage and
use the feedback to address ergonomic issues in the final design. Implementation
of DHM within digital mock-ups (DMU) or virtual prototyping has the potential
to shorten the design time; thus, increasing the number and quality of design
options that could be rapidly evaluated by the design team. Incorporation of
DHM, digital prototyping, and virtual testing would cause additional cost in the
initial stage; however, it leads to an overall reduction in cost and time in the
long-run [17,71].

Fig. 1. Flowchart of the prototyping strategy methodology

3 Methodology

It is observed from the literature that there is a common pattern in developing
prototyping strategies. In a broader sense, the first step consists of an exten-
sive literature review followed by developing some prototyping guidelines which
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Table 1. Step 2: prototyping dimensions and prototyping findings

Prototype dimensions Summary of findings References

Type of prototype Physical >Provides exploration, refinement,
learning, communication of ideas

[12,62]

>Provides ergonomic assessment for
multiple complex physical and/or
cognitive task and high
human-product interaction

[5] [11]

>Provides tactile feedback [8]

>Requires high resources, i.e. cost
and time, less flexibility

[73]

Computational >Facilitates communication and
transfer of ideas

[13] [21]

>Facilitates learning and
improvement early in the design
process

[39,54]

>For ergonomic assessment of single
or few simple physical tasks for low
human-product interaction,
computational is preferable over
physical

[16] [13]

>Provides ergonomics assessment in
a shorter time with less cost

[47]

>Provides ergonomic assessment
where creating a physical prototype
is infeasible

[17,33]

>Multiple task analysis and
Cognitive assessment is limited

[28,40,56]

Mixed >Provides ergonomic assessment for
moderate to simple physical and/or
cognitive task

[3,4]

>Limited tactile feedback [7]

>It has some capabilities and
limitations of both physical and
computational prototype

[7,10]

>Can be used where a physical
prototype is infeasible or unsafe and
computational prototype lacks
fidelity

[4] [3,15]

Fidelity High >Provides accurate ergonomic
assessment

[32]

>Provides feedback of finer details [32]

>Requires more resources, i.e. cost
and time

[32]
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Table 1. (continued)

Prototype dimensions Summary of findings References

Low >Provides rough ergonomic
assessment

[11,39]

>Provides limited tactile, auditory
and visual feedback

[39]

>Requires less cost and time to
build

[32,67]

>Useful for creating quick multiple
iterations, reducing design fixation
and concept expression and
exploration

[15,31,57]

Complexity Sub-System >Requires fewer resources [26]

>Provides in-depth exploration and
focused ergonomic assessment only
for a particular sub-system

[19,35]

>Requires HTA to decide what
sub-system to prototype

[2]

Full System >Requires more resources [26]

>Provides ergonomic assessment for
the full system

[19,35]

Scale Full Scale >Create full scale prototypes if the
budget allow

[19,50]

Altered >Create increased/decreased scale
prototype for user evaluation

[19]

Iteration Single >Provides a fewer number of
feedback with less in-depth insight

[25,48]

>Requires fewer resources [25,48]

Multiple >Useful for refinement, gradual goal
accomplishment, higher quality
feedback, and the improved end
product

[25,48,58]

>Parallel iteration useful for concept
exploration

[24,46]

>Quick iterations reduce design
fixation

[15,64]

>Cost of new information vs cost of
iteration can guide the number of
iterations

[57]

are used to create prototypes. For example, Christie et al. (2012) extracted the
guidelines from the literature review and named as factors and questions [19].
Similarly, Camburn et al. (2015) extracted heuristics from prototyping literature



House of Prototyping Guidelines 31

and created a survey tool [14]. Menold et al. (2017) created specifications, phases
and lenses from literature [45]. Lauff et al. (2019) distilled the prototyping lit-
erature and extracted three prototyping principles to create prototyping canvas
[41].

The proposed methodology to create a prototyping strategy in this study is
developed by following the standard approach mentioned above. However, the
distinction between this work and previous methodologies is that the focus is on
a conceptual prototyping strategy rather than a hands-on prototyping activity.
The second distinction is that none of the previous prototyping strategies ade-
quately incorporated HFE guidelines and reviewed usability testing literature,
whereas this framework incorporates HFE guidelines. The third distinction is the
addition of a prototyping toolbox, which provides the know-how and tools to the
engineers who lack extensive prototyping experience. The previous prototyping
strategies and frameworks do not offer any prototyping toolboxes. The lack of
available toolboxes caused wide variations in the final prototype quality, even
though designers were using the same prototyping strategy. It is hypothesized
that adding a prototyping toolbox can reduce the variance in prototype quality
among designers who use the same proposed prototyping strategy.

Figure 1 shows the flowchart of the methodology used to create prototyping
strategies for human-centered products during the conceptual design process.
Step 1 consists of an extensive literature review of prototype definitions, tax-
onomy, prototype findings, and framework. A thorough literature review about
types of prototypes (i.e., physical, computational and mixed prototype, proto-
type fidelity, number of iterations) is performed. Step 2 consists of filtering and
extracting the prototype findings from Step 1 and presenting them as a list of
key prototyping findings. Three filters are used: a) Prototyping findings that
are empirically validated, b) Prototyping findings that are repeatable and vali-
dated by the scientific community, and c) Prototyping findings that are related
to human-centered products. A summary of prototyping findings developed in
Step 2 is given in Table 1.

Step 3 presents the theoretical part of the prototyping strategy, i.e., why?,
and Step 4 presents the practical part (toolbox) of the prototyping strategy, i.e.,
how?. Finally, in Step 5, the theoretical and practical parts are combined to form
the prototyping strategy framework. In this paper, we only focus on Step 1 to
3, which provides the theoretical foundations of the prototyping strategy. Step 4
and Step 5 are left out for future work. Step 3 is described in detail in the next
section.

4 House of Prototyping Guidelines (HOPG)

The theoretical part of the prototyping strategy in Step 3 is loosely based on
the House of Quality (HOQ) [34]. The HOQ has a customer requirement section
(What?) and the engineering requirement section (How?). Similarly, the theoret-
ical prototyping strategy named the House of Prototyping Guidelines has Pro-
totyping Categories (What?) and Prototyping Dimensions (How?), as shown in
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Fig. 2. House of prototyping guidelines

Fig. 2. These Prototyping Categories and Prototyping Dimensions are extracted
from the literature review performed in Step 1 and 2. The role of the Prototyp-
ing Categories is to identify the purpose of the prototype, i.e., what questions
the prototype should answer? What information should the prototype discover?
How much budget is available for the prototyping process?. These questions have
led us to develop four Prototyping Categories, namely, Purpose of Prototyp-
ing, Availability of Resources, Types of Ergonomic Assessment, and the Level
of Human-Product Interactions, as shown in Fig. 2. The Prototyping Dimen-
sions are equivalent to the engineering requirement from (HOQ). The Proto-
typing Dimensions defines the specification of the prototype that can answer
the questions and discover the information identified in Prototyping Categories.
The prototyping dimensions can affect the quality of the prototype and the end
product. Figure 2 shows there are five Prototyping Dimensions, namely, Type of
Prototype, Fidelity Level, Complexity, Scale, and Number of Iterations. These
six prototype dimensions are adopted from the prototype taxonomy created by
Stowe (2008) [55] and Systematic Tool developed by Camburn et al. (2015) [14].

HOPG weaves the Prototyping Categories and Prototyping Dimensions
together so that a designer can select the appropriate Prototyping Dimensions
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corresponding to the prototyping guidelines, as shown in Fig. 2. In HOPG,
designers first write down the prototyping problem statement of the product
to be prototyped. The problem statement drives the Prototyping Categories. In
other words, the Prototyping Categories are derived and weighted as per the
problem statement, and the appropriate weights are put in the weight column.
For example, in a given prototyping problem statement, if the requirement is to
learn about a new function, then the designer should put 1 in the corresponding
Learning weight column and 0 for the Refinement, Communication and Explo-
ration.

Next, the Prototyping Categories drive the selection of Prototyping Dimen-
sions. According to the Prototyping Categories, a designer can rate the corre-
sponding Prototyping Dimensions using the scale given for each Prototyping
Dimensions. While rating dimensions, a designer can rate only one of the sub
prototyping dimensions or rate all of them as needed. For example, for selecting
the Type of Prototype, the designer can use the guidelines presented in Table 1
to select whether the Physical, Computational or Mixed is appropriate to fulfill
the Purpose of Learning and then put 0, 1 or 2 in the corresponding boxes of
Physical, Computational and Mixed.

The Sum can be calculated using the formula below after rating all of the
Prototyping Dimensions for each of the Prototyping Categories completed:

Sum = Weight (Prototyping Categories) X Rate (Prototyping Dimensions)

Using HOPG, designers can find out the appropriate Prototyping Dimen-
sions, which can be used as theoretical prototyping guidelines to build proto-
types.

5 Discussions

This paper proposes a novel methodology to create theoretical prototyping
strategies for human-centered products. It is found in the prototyping litera-
ture that the current prototyping strategies focus mostly on hands-on activity
and prototyping experience rather than providing the guidelines on how to build
a prototype. Hence, success or failure in building a prototype can be mostly
attributed to the intuition and experience of the designers. Another gap found
in the literature is that none of the existing prototyping strategies focuses on
human-centered design. Hence, the proposed methodology addresses these gaps
by providing a framework that assists designers in applying prototyping best
practices while building a prototype systematically. The prototyping guidelines
and the human factor engineering principles are embedded in the framework of
HOPG, which ensures that the resulting theoretical prototype can answer the
question and discover the information related to human-centered products. The
primary outcome of HOPG is a systematic strategy that designers can leverage
to build their required prototype. Since HOPG is based on systematic rules and
guidelines, designers do not need to be an expert in prototyping and HFE to
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build a prototype. HOPG can help to reduce the trial and error of building the
correct prototype and thus reducing cost and time.

One of the limitations of HOPG is that it does not incorporate all the best
practices and guidelines of prototyping. Due to the nature of ever-evolving pro-
totyping literature, it is not possible to incorporate the vast and changing pro-
totyping literature in the framework. Another aspect of the HOPG is that even
though the framework is systematic, but the embedded prototyping guidelines
are generic. This causes the designers to use their own experience and deci-
sions to a certain degree to interpret the guidelines and select the Prototyping
Categories and Dimensions.

6 Future Work

One of the immediate future work that can be added to the theoretical HOPG is
related to Step 4 which is shown in Fig. 1. Step 4 is about the practical know-how
or the fabrication guidelines. Practical know-how complements the theoretical
framework. This will assist the designer in providing a complete prototyping
strategy that has both the theoretical and practical guidelines. The next possible
future work is to put the proposed framework (Step 1–4) into a platform that
the designers can use to generate prototyping strategies. This is shown in Step
5 in Fig. 1. The platform will help designers to systematically go through the
vast number of prototyping guidelines presented in Step 3 (HOPG) and the vast
number of tools in Step 4 (toolbox) and create the correct prototyping strategy.
Step 5 will help to pair the theoretical guidelines with the correct prototyping
tools. Another potential future work is the validation of the proposed framework.
The framework can be validated by comparing the prototyping strategies created
using designers who use the framework with the prototyping strategies created
by designers who do not use the framework and relies on their experience.
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Abstract. The design profession is shifting from designing objects towards
designing for experiences, and the main premise of this paper is that designers
need strategic guidance in bringing the emotional, contextual, and temporal
aspects of experiences into discussion. Existing externalization strategies are not
obviously equipped to help incorporate the transient characteristics of experi-
ences into the designer’s creative thinking. In this paper, we propose that
designers may be able to achieve this by including visual storycraft into their
creative process. Storycraft is the skilled practice of generating/building stories.
Stories and experiences share a sequential structure with a beginning, middle,
and end that can be crafted and influenced through design to evoke and affect the
emotions of their experientors. Several activities of designers are already very
similar to those of professionals in storycraft, as the tools and techniques used in
both domains are aimed at creating emotionally satisfying experiences. While
harnessing the power of storycraft to elevate strategies in designing for expe-
riences is an attractive idea, which has been embraced earlier by the design
research community, it is not a proposal that can easily be put into practice. We
have iteratively designed, evaluated, and improved Storyply as a method that
combines ‘conceptual design’ and ‘story planning’. Our studies have confirmed
that incorporating storycraft within conceptual design by means of Storyply
resonated well with design teams and indeed helped them to discuss and frame
ideas in an experience-centric fashion.

Keywords: Design � Design process � UX � User experience � User experience
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process � Design discussion � Visual meeting � Creativity � Conceptual design �
Experience prototyping � Chart and diagram design � Design thinking �
Design/evaluation for cross-cultural users � Emotion � Motivation � And
persuasion design � Information/knowledge design/visualization � Service
design � Storytelling � Fiction � Non-fiction � Comics

1 Introduction

The designer’s role in product and service development, and hence also their impact on
society, has evolved substantially. This is due to a shift of focus from “making stuff” to
“making stuff for people in the context of their lives” [34]. Designing for experiences
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requires designers to envision both the ‘dynamic qualities of experiences’ and the
‘constantly changing emotional response to such changes.’ They require strategic
guidance in bringing the emotional, contextual, and temporal aspects of experiences
into discussion [6]. To test, evaluate, and refine ideas, designers also need to externalize
and represent ideas into tangibles [8]. Existing externalization strategies are not
obviously equipped to incorporate the transient characteristics of experiences into the
designer’s creative thinking. Designers may need additional methods and tools to
envision, sketch, and discuss experiences over time in addition to the existing skills that
they have for drawing in 2D and making mock-ups in 3D. In this paper, we suggest that
designers may be able to achieve this by including visual storycraft into their creative
process. Storycraft is defined here as the skilled practice of generating/building stories.
The similarity between the critical properties of a story and an experience is evident.

They are both subjective, context-dependent, and dynamic [26]. They share a
sequential structure with a beginning, middle, and end that can be crafted and influ-
enced through design [27]. Both stories and experiences evoke and affect the emotions
of their experientors [17]. The activities of designers are already very similar to pro-
fessional storycrafters since, in both domains, artifacts and services are brought toge-
ther to interact with people who need to deal with a problem [5].

While harnessing the power of storycraft to elevate strategies in designing for
experiences is an attractive idea, which has been embraced earlier by the design
research community, it is not a proposal that can easily be put into practice.

In this paper, we propose a conceptual design method called Storyply that aims to
merge the skilled practice of generating stories with the competent practice of design.
The method includes a set of templates that guide designers by visually organizing their
efforts and creative output (see Fig. 1). We have iteratively designed, evaluated, and
modified Storyply to assist design teams in discussing and framing ideas in an
experience-centric fashion.

Fig. 1. Designers are conducting very similar activities to professionals in storycraft such as
writers and movie-directors. In both domains artifacts and services are brought together to
interact with people in order to create emotionally satisfying and meaningful experiences, and
tools and methods are needed to discuss these experiences, also in the conceptual design stage.
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2 Storyply

Storyply combines ‘conceptual design’ and ‘story planning techniques’ to help a design
team to discuss and visualize solutions for themselves and the potential audience of
their project, such as users, clients, and other stakeholders. A User-centered approach1

requires designers to place user experiences at the very center of their creative inten-
tions. This is easier said than done since, for decades now, designers have been honing
their creative skills to produce tangible products and interactions. So, they need help to
re-orient their creative focus from (tangible) objects to (intangible) experiences. Sto-
ryply offers useful guidance for that re-orientation and for building confidence in the
design for innovative experiences. In this section, we explain how a Storyply session is
conducted in several steps and provide a concrete illustration of each step.

2.1 Storyply Toolkit

Storyply provides nine templates to visually organize designers’ efforts and creative
output by dividing the total effort into more manageable sub-activities, next to offering
support for the sub-activities themselves.

There are two decks of pictures to ignite visual imagination. One comes ready-
made with the Storyply toolkit, and the other should be prepared by the participating
team before the workshop. A reference source called Storyply Tips is available to
ground the approach by providing quick access to relevant research findings and best
practices. It is a collection of useful tips from design thinking and story crafting
disciplines, such as different methods and tools that are widely used by professional
designers and storytellers in both industries. There is a procedure to guide the process,
which is communicated by the website and/or a facilitator, and supported by on-
boarding videos at storyply.nl/videos. These videos also include more details about the
example scenario that is used in the next section to explain the Storyply method. The
Storyply templates can be obtained upon request through the same website.

2.2 Storyply Method

The Storyply Method distinguishes two types of activities: Backstory2 and Story &
Review (see Fig. 2).

1 User-centered design is a research-led approach that utilizes an “expert mindset to collect, analyze
and interpret data in order to develop specifications or principles to guide or inform the design
development of products and services. These researchers also apply their tools and methods such as
contextual inquiry and lead-user innovation in the evaluation of concepts and prototypes [33].”.

2 In storycraft, a Backstory represents the set of significant events that occurred in the characters’ past,
and the storyteller utilizes that background information while building the story’s progressions [27].
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Backstory. Is the part to identify and utilize vital information about the background of
the project, target user(s), and the context of use while envisioning the experience in
general terms. Backstory helps a team with the interpretation of the project require-
ments and with collecting and organizing material that is potentially useful for iden-
tifying the experiences on which to focus. Backstory helps to externalize a fuzzy
internal process by steering attention to building blocks that are often taken for granted
(such as the project goals) but which tend to create confusion when not being explicitly
defined.

Story & Review. Is the part to generates and assesses the content and create alter-
native approaches that can lead to propositions for new experiences. Story & Review
guides the participants in using the outcomes from Backstory, in generating key
moments in the experience, and in evaluating how those fit with the emotional needs of
potential experientors. This activity helps to envision temporal aspects of an experience
and reflect upon the emotional impact of design intentions.

2.3 Storyply Workshop

In this section, we briefly go through the steps of a Storyply workshop (see Fig. 3). As
not all details may be sufficiently visible or understandable from the figures provided in
this paper, we advise the reader to also consult the onboarding videos at storyply.nl/
videos.

Fig. 2. Storyply supports a visual discussion process using templates, two decks of pictures
(Insploration Deck, Project Deck), and a collection of helpful guidelines (Storyply Tips). It
consists of two main layers: Backstory and Story & Review. Backstory consists of four steps:
Interpret Project Goals, Categorize Story Elements, Cast Your Characters, and Contextualize the
Experience. Story & Review consists of five templates: Identify the Conflict, Envision
Consequences, Make Your Proposal, Envision the Improvement, and finally Capture Ideas.
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Step 1-Interpret Project Goals. The first step guides the team to self-reflect by
sharing and discussing their interpretation of the project brief. They do so by naming
the project and re-writing the goal according to their individual opinions. This step acts
as a warming-up exercise and an opportunity to spot ‘shared consensus,’ ‘polarized
views’ or ‘complete lack of direction’ from the very beginning of the process.

Step 2-Categorize Story Elements. In this step, the members of the design team
browse and pick pictures from the Insploration Decks and organize them in the shared
People, Places, and Objects diagram. This acticity prepares the participants for the
following steps by inspiring their visual imagination (see Fig. 4). Designers are visual
thinkers, so the majority of inspirational material is likely to consist of visuals [22].

Fig. 3. A conceptual map of how Storyply works as a process: Backstory aims to identify
relevant information about the intentions of the project, the target user(s), and the context of use
to utilize while envisioning the experience’s progression. Story & Review helps to generate and
assess the content and creates alternative approaches that can lead to propositions for new
experiences.

Fig. 4. Step 1: Interpret Project Goals: “What is the goal of this project according to your
individual opinion?”, “What could be the title of this project according to your individual opinion.
Step 2: Categorize Story Elements: Browse the Insploration Decks, pick and choose at least nine
images per category (people, places, objects) to be placed on appropriate sections in the diagram.
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There are two decks of pictures. The Storyply Deck comes with the Storyply
Toolkit and aims to provide inspirational imagery for all kinds of projects. The Project
Deck consists of pictures that the participants should collect by insploring3 the project
domain and bring with them to the session. Browsing and reorganizing the pictures
together with all team members allows participants to have a multimodal communi-
cation. For instance, placing one card on top of another can indicate priority [31], and
that action can possibly trigger a lively discussion.

Step 3-Cast Your Characters. This step allows building believable characters to
become the actors in the experience. The goal is to discuss the ‘drives’ and ‘vulner-
abilities’ of the main character and his/her relationship with supporting characters who
could influence the experience under discussion. There is a difference between a
Character in Storyply and a Persona4 as frequently used in design. While a Persona
focuses mainly on consuming behavior, the main interest of a Character is the external
& internal conflicts that drive the emotional connection of people with their environ-
ment (see Fig. 5).

Fig. 5. Step 3: Cast Your Characters has four sections: 1) Main Character: Give a face, a name,
age, occupation and location to your character. 2) Supporting Characters: Who are the people
around the main character with an influence on the experience? 3) General Motivations of the
main character: Discuss about what drives the main character. What wakes him/her up in the
morning? and Points of Tension: Discuss about the main characters’ vulnerabilities. What keeps
him/her up in the middle of the night? Step 4: Contextualize the Experience: “Imagine the setting
of experience as vividly as you can following the questions beside each section.” The goal is to
come up with a simple illustration in the center that shows the character in context.

3 Insploration is an anagram that we came up with to imply exploring inspirations in order to fuel our
imagination. Design is a creative endeavor, and designers are explorers of inspiration: Insplorers.
Insploration works as a conscious and systematic act of searching for and capturing stimulants that
may inspire new ideas [2].

4 The Latin word ‘Persona’ means ‘Mask’ and has its origins in theatrical storycraft to indicate an
individual character. In contemporary marketing and design, the same term is used to describe
characteristics of a user group to represent the profile of a fictional individual to help companies
focus their intentions on their target customers [32].
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Step 4-Contextualize the Experience.
The fourth template helps the team to come to a visual agreement in one snapshot about a
key moment where the main character interacts with other entities at the location of the
experience. The task is to imagine the spacewhere the experience takes place as vividly as
possible and to sketch a straightforward visual representation of that scene (see Fig. 5).

Step 5-Identify the Conflict. 5The fifth template asks the team to describe the existing
experience by envisioning probable events that set the experience into motion in the
form of five key instances. This step makes participants start thinking about the
experience by visually representing how the characters feel throughout the story in
terms of key values (see Fig. 6).

Step 6-Envision the Consequences. The sixth template guides the team to envision
the impact of the conflict (discovered in the previous step) on the main character and
the consequences on the experience. They do so by imagining five more key frames,
that could be triggered by the previous five (see Fig. 6).

Assessing the Experiences in Template 5 and 6. The essential quality that distinguishes
experiences from products is their temporal nature. In order to design for experiences,
we need a way to think with the same temporal mindset, which requires a temporal
interface to play with the instances of the sequence of events. A linear storyboard can
only capture the sequence of events that would inform about ‘what happens’ or ‘what
could happen’ and although it might be useful for visual planning, instruction or
presenting a user journey, it does not allow us to capture and evaluate how the user
feels, and when, why and how that feeling changes over the course of the experience.

Fig. 6. Step 5: Identify the Conflict: Describe the existing experience, start with a probable
event that sets the experience into motion (which is called an ‘Inciting Incident’ in storycraft).
Step 6: Envision the Consequences: Elaborate on the future consequences of events you just
imagined (in the previous template). The primary and a secondary value placeholder on the right
of both templates are included for assessment purposes.

5 A Conflict is a useful tool that professional story-crafters use to figure out how a story character
behaves and decides. A 'Conflict' can be a struggle within the main character (internal conflict) or
between the Character and other people, places, and objects (external conflict).
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Ourgoal is to have a discussion about the emotional impact of the experienceon specific
personal values and make the participants think about the experience while visually
emphasizing how people feel throughout that particular story. The goal is to capture
changes in emotional intensity on to identify the corresponding ‘assessment values’ in
order to open them up for discussion. The values (Primary and Secondary) represent the
positive or negative charge that Characters are exposed to as a result of the choices they
make throughout their experience (see Fig. 7). Adding a temporal map where the team
discusses not only how events unfold but also how they impact the emotional state of the
character throughout the experience opens up awhole newdimension to discussWHYand
WHEN users feel the way they do, and WHAT to do about it.

Note that the goal of this chart is not to achieve precise metrics. The goal is to
provide an impression of the change as experience arcs that can assist in the discussion.
Storyply supports a discussion towards HOW the experience develops with respect to
identified project values. These project values can be goals as formulated in Step1 or
potential values that start to emerge during the discussion, i.e., any values that help to
translate the high-level intentions into meaningful values that can inspire and inform
design. During our studies, amongst various alternatives, one reference that proved to
be immediately useful was well-known psychological needs as laid out by Hassenzahl
[16, 17]. Here is a simplified interpretation of them [Martens, J.B.O.S (2017), private
communication]:

– Autonomy (I can do what I want, the way I want it): independence, freedom, ideals
– Competency (I am good at what I do): performance, control, challenge, skills,

learning

Fig. 7. The Y coordinate with the hearth icons on top and bottom represents the emotional
intensity on a scale from negative to positive. The X coordinate with the small clock image at the
end represents time. The dashed lines with arrows at each end remind us that the frames can
move up and down according to the designated values. To assess the events in terms of assigned
values, we ask: “How does the main character feel at each instance? Is it a positive feeling or a
negative one?” and to move the keyframes accordingly. In this figure we see that the sequence of
events planned in Template 5 & Template 6 are assessed in terms of the Primary Value: Self
Actualizing/Meaning and Secondary Value: Autonomy/Independence.
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– Relatedness (I feel close to the people I care about): family, romance, presence,
emotional expression

– Stimulation (I experience new activities): curiosity, mystery, play, coincidence,
novelty

– Popularity (I have an impact on others): power, status, recognition, fashion, helping
– Security (I am safe from threats and uncertainties): order, calmness, familiarity,

routine, relaxation

Step 6a- Assessing the Experiences in TMP 5 and TMP 6 - Primary Value. The
team assesses the sequence of instances according to the emotional need that they have
adopted as Primary value (see. Fig. 7).

Step 6b- Assessing the Experiences in TMP 5 and TMP 6 - Secondary Value. The
team assesses the sequence of instances according to the emotional need that they have
adopted as Secondary Value (see. Fig. 7).

Step 7-Make Your Proposal. This stage guides the team to make their proposal using
the conflict and the consequences that they have identified in previous stages. The
procedure is the same as in Step 5 except that Storyply offers the opportunity to re-tell
the story by proposing a more desirable sequence of events that are likely to elevate the
experience to a new and more desirable level (see Fig. 8).

Step 8-Envision the Improvement. This is the moment to illustrate how the events
could unfold with the teams’ intervention in mind and also to figure out a resolution6

within five new frames.

Step8a & 8b-Assessing the Experiences in Template 7 and 8. The team assesses the 10
new frames on the ‘Make your Proposal’ and ‘Envision the Improvement’ Templates

Fig. 8. Step 7: Make Your Proposal: The template prompts participants to “Imagine a more
desirable alternative that suggests a better experience.” Step 8: Envision the Improvement:
Participants are prompted by the message to “Elaborate on the impact of your proposal on the
experience.”Once again, these templates offer space to express the assessment values on the right.

6 In storycraft, ‘resolution’ ties loose-ends of the story, offers a solution rather than an ending and
allows people to see the outcome of the main character’s decision or actions during the experience
[15].
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with respect to the same values before. Of course, the intention is to identify
improvements in TMP 7 & 8 in comparison to TMP 5 & 6. At first glance, it might
look like that we are repeating the whole process all over again as templates TMP 7 & 8
are almost identical to templates TMP 5& 6. However, the objective is distinctly
different.

To understand the underlying rationale of this necessity for a substantial number of
additional key frames, we need to look at screenwriting. In screenwriting, every newly
identified event contributes to a meaningful change into a Characters’ life. This change
is expressed and experienced in terms of ‘Story Values’ and achieved through ‘Con-
flict’ in order to act as a ‘story event’ or in other words ‘Scene’7 [27]. Primarily, we
need the 3rd and the 4th scene in an experience ‘to express the meaningful change’ we
are introducing into the characters’ life inspired by the conflict we established in
previous scenes. Moreover, during the workshops, we observed that 10 instances were
not sufficient to take the experience to the point it needs to go ‘with a degree of
perceptible significance,’ [27].

Step 9-Capture Ideas & Make Notes. The last step in the Storyply method is to
capture initial ideas as a tangible outcome of the process. The assignment is to scribble
(quick) visual reminders of the initial ideas and directions that the project may take in
the future (Fig. 9).

The outcome of the whole process includes. (1) A clearly defined, structured and
visually recorded brainstorming session. (2) An opportunity to collaboratively re-frame
and interpret project requirements. (3) Sophisticated user archetypes who are driven by
convincing internal and external conflicts. (4) Visual stories about the impact of
emotional values on the user experience. (5) An externalized documentation of the

Fig. 9. Step 7: Make Your Proposal: “Imagine a more desirable alternative that suggests a better
experience.” Step 8: Envision the Improvement: “Elaborate on the impact of your proposal on the
experience.” Once again, there is space for the assessment values on the right.

7 “A SCENE is an action through conflict in more or less continuous time and space that turns the
value-charged condition of a character’s life on at least one value with a degree of perceptible
significance [27].”
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shared creative process that is immediately available for external communication
purposes. (6) A new design approach to prioritize experiential properties over physical
ones. (7) A new interface that allows externalizing ordinarily intangible ingredients
such as emotional needs, personal conflicts, and vulnerabilities that could lead to
insightful discussions about design directions.

3 Designing and Evaluating Storyply

We have iteratively designed, evaluated and re-designed Storyply over fifteen work-
shops in Italy, Sweden, Turkey and The Netherlands with 154 participants (63 Pro-
fessionals and 81Students/Trainees) from diverse backgrounds such as: designers
(industrial, product, visual, interaction, service, strategy, software, hardware, UX),
researchers, engineers, managers, filmmakers, R&D specialists and CEO’s. During the
fifteen workshops, the framework evolved and matured into more stable versions of
itself. In each version, we built a sequential structure in which the suggested process
was open for experimentation, observation, and debate.

3.1 Research Methodology and Procedure

We believe that incorporating storycraft in the conceptual design stage can support a
project team’s efforts in designing for experiences. This claim can be made more
concrete in terms of the following questions and sub-questions:

1. Why do project teams require support in designing for experiences?
a. Why do we believe that the conceptual design process is the right stage in the

design process to introduce storycraft?
b. What do we mean exactly by the conceptual design stage of design?
c. What do we mean by storycraft? Why and how can it be useful?

2. How can storycraft be incorporated into the design process?

To explore this latter question, we designed the Storyply method that we presented
in the previous section. It started off as an interface to collect user insights and
information that would help us to answer research questions and validate claims on the
usefulness of storycraft. The interface naturally grew into a framework that produced a
physical toolkit. We utilized this design process as our field of data collection with the
design iterations providing opportunities to validate or contradict current insights. This
process is frequently referred to as a Research Through Design Approach. The
Research Through Design Approach involves both a creative and a critically reflective
process in which literature survey and case studies are used to discover insights that are
subsequently incorporated into the act of designing [1, 12, 14, 25, 40] (Fig 10).

Applying Storycraft to Facilitate an Experience-Centric Conceptual Design 49



In a Research Through Design approach, the iterative design and evaluation process
of the conceptual tools and artifacts plays a crucial role [11]. Storyply is our attempt to
generate knowledge on how to enhance design practices by linking theory to practice
through investigating the process and tools of thinking and making [25]. Throughout
the evaluation process, we were guided by the following research question and sub-
questions:

3. Does incorporating storycraft within conceptual design resonate with design teams
and provide an improvement in the process of designing for experiences?
a. Does Storyply help designers to focus on and prioritize the experiential aspects

of a design project?
b. Does Storyply help designers to address the subjective, context-dependent, and

temporal nature of experiences?
c. Does Storyply help designers to envision user experiences in a better (more

profound) way?
d. Does Storyply help to envision better (more profound) user experiences?

(Fig 11)

Addressing these questions required a relevant and realistic project context where
the value that is generated by the user experience focus could clearly manifest itself (in
order to increase external validity). Moreover, to observe real design teams trying the
method, we needed a coherent framework and an appropriate setting to apply, observe,
and document. In the previous section, we explained the method, workshop, and
toolkit, which played a vital role throughout our research-through-design process.

Fig. 10. Template 9-Capture Ideas prompts participants by asking: “Make a quick sketch of the
idea and write a one-sentence description below for quick recollection of the ideas and
discussions in the future.” Additionally, this template offers a section to make notes of significant
ideas or discussion topics that feel ‘off-track’ but relevant during the whole process.
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4 Reflections and Conclusions

We started by pointing out the shift of focus from objects to experiences in the design
domain and explained the background and implications of this change on how
designers operate. We placed the conceptual design phase at the center of our attention
and provided an overview of how designers currently cope with the conceptual design
process. We proposed storycraft as a means to incorporate the experience into the
designer’s creative thinking and introduced the practical outcome of our evidencing
process as a framework to support our claims. What we learned from the process
helped us to produce answers to the research questions which we previously
established.

4.1 Informing Research Questions

Why do project teams require support in designing for experiences in the first
place? Designing for an experience exceeds the physical product [4, 26, 34] and
designers need to consider the time factor, as this is an essential aspect of experiences.
We explained the need for a way to assess an emotional experience by discussing and
weighing options about situations and events that belongs to a future context long
before it becomes an established component of design [6, 8, 23, 25].

– Why do we think that the early stage of the design process is the right stage in the
design process to introduce storycraft? The Pre-design and Discovery stages of the
design development process provide the best opportunity for innovation,

Fig. 11. Research approach to inform the discussion in this paper.
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opportunity identification and translation of the research into design [6, 8, 21, 23,
30, 34] and hence also to establish an experiential influence over the whole project.

– What do we mean by the early stage of design? Designers need to externalize and
represent ideas into tangibles in order to test, evaluate and refine ideas at this phase
[8, 9, 34]. As explained in detail in “STORYPLY: Designing for user experiences
using storycraft” [3], we explored the most relevant and widely used tools in the
design profession for this purpose and exposed their shortcomings in terms of
designing for experiences. We also offered an argumentation for why storycraft
offers a potential solution.

– What do we mean by story craft? Why and how can it be useful? Methods and tools
used in storytelling are believed to be relevant when planning for human experi-
ences [7, 10, 13, 27], as was argued in more detail in “Crafting user experiences by
incorporating dramaturgical techniques of storytelling” [2]. Professional sto-
rycrafting processes are quite advanced in their explicit awareness and clearly
defined strategies to aim at influencing experiences deliberately. Therefore, it is
relevant for designers to try and understand the structural strategies behind this
craft. This led us to the following question:

– How can storycraft be incorporated into the design process? We explored new
ways of incorporating storycraft in the design process to ensure that they could be
applied in a diversity of design situations. We conducted a Research Through
Design Approach as it promotes “creative translation and transformation of
precedents from different situations to develop new types of solutions” [37]. We
conducted co-creative design workshops. The visual meeting style in these sessions
provided clarity and helped our thinking process about how storycraft and the
design craft can come together in a structured process. These studies also helped us
to understand the requirements of a new interface that allows externalizing intan-
gible ingredients such as emotional needs, personal conflicts, and vulnerabilities
that could lead to insightful discussions about design directions. In Sect. 2, we
introduced Storyply, as our proposal to remedy the identified deficiency in current
design methods. During the evaluation process, we were guided by the following
research question and sub-questions:

Does incorporating storycraft within conceptual design resonate with design
teams and provide an improvement in the process of designing for experiences?
We approached this question by externalizing our own process. We analyzed work-
shops using the filtering criteria (Flow, Expression, Guidance, Outcome) (see Fig. 12)
that we developed with experts from design and storycraft domains. We conducted and
analyzed more than a dozen workshops in which we evaluated various iterations of our
proposed method and framework. The observations allowed us to conclude that
incorporating storycraft within conceptual design most definitely resonated well with
design teams.
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• Does Storyply help designers to focus on and prioritize the experiential aspects of a
design project? The participants confirmed that Storyply is perceived as helpful in
order to focus their attention and to prioritize the discussion towards experiences.
They found this to be a new and valuable approach that facilitated their efforts
towards designing for experiences.

• Does Storyply help designers to address the subjective, context-dependent, and
temporal nature of experiences? The participants confirmed that the suggested
structure is indeed empowering, as they felt it helped them to get a concrete handle
on otherwise more elusive components of experiences. They appreciated the ability
to discuss and play with subjective qualities in concrete terms.

• Does Storyply help designers to envision user experiences in a better (more pro-
found) way? The participants confirmed that Storyply offers an approach that is an
improvement over what they have been using previously for similar purposes. The
general tone of the collected comments was that the way we synthesized storycraft
with design felt natural and made immediate sense to participants.

• Does Storyply help to envision better (more profound) user experiences? The
collected comments confirm that Storyply triggers discussions that makes easier for
designers to focus on aspects that they had not been so interested in exploring
previously.

Fig. 12. Four design dimensions emerged as part of our analysis framework and we assigned
four descriptors to them: ‘The level of friction while navigating (without getting bored, confused
or frustrated) within the process’ was described as FLOW (Continuity). ‘The style and fidelity of
expression (orally, literally, visually, spatially, gesturally)’ was described as EXPRESSION
(Style). ‘The descriptiveness and timeliness of instructions and facilitation of the process’ was
described as GUIDANCE (Instructions & Facilitation). ‘The direction of the focus during the
discussions’ was described as OUTCOME (Focus & Direction).
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In summary, the real-time visual mapping of the thinking process under the
guidance of story crafting principles offers the following benefits:

• The design team can discuss and iterate new concepts in a platform that offers a
structure that allows sketching experiences true to their temporal, emotive, and
contextual nature.

• Embedding narrative competence into visual thinking drove the discussion towards
experiences. Consequently, the ideas that spin out of such discussions are more
likely to serve the purpose of designing for user experiences.

• The ordinarily impenetrable creative process is opened up to the contribution of
users and non-designer project stakeholders while the concepts are still under
consideration.

• The document which gradually emerges in front of the design team provides a
blueprint of the ideation process, which can be iterated back and forth at diverse
occasions with various participants who were not present at the time of the gen-
eration process.

4.2 Informing Design Practices

While designers are sincerely interested in utilizing stories to create value, without
appropriate tools and guidance, this interest can lead to disappointment as this endeavor
has proven to be more complicated than advertised.

• Patience is the key. Our observations confirm that finding out the intended value of
applying storycraft can take longer than expected. Visualizing feelings about a
product on a timeline provides an opening towards seeing pain and pleasure points
in the course of an experience. However, a visual timeline of events by itself
provides only a superficial insight without spending ample time for deliberation on
it. In a market where consumer satisfaction relies increasingly on prolonged use, we
need tools and methods that allow longitudinal inquiries. One proven approach is to
format user feedback in the form of ‘experience narratives’ that add consistency to
the memories that users have [19, 20].

• The two most relevant alternatives. The design industry has been quick to
embrace ‘experience mapping tools’ that promise faster gratification with less effort.
‘Customer Journey Mapping’ is a visual diagram that shows how a customer
interacts with a service. Customer Journeys for instance help to illustrate the
experience that a customer has with an organization [18]. ‘Service Blueprinting’ is a
multilayered flowchart of the delivery process of a service. Its primary goal is to
codify the service delivery process, which was ordinarily perceived as intangible
and ephemeral into something that could be documented and systematically
improved upon [35]. Currently, service blueprints are used mostly to help visualize,
align, and prototype experiences for complex service ecosystems [36]. These tools
use similar operational components such as time, flow, actions and “sequencing” in
order to prototype new experiences and services [18, 24]. Both tools require little
effort to apply and provide a sense of instant accomplishment, which makes them
attractive for decision-makers. However, the depth they allow to dig into for
insights is equally limited.
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• Output vs. Outcome. Acritical insight we gained during our studies is the differ-
ence between output and outcome. Storyply generates a significant paper trail, but
the ultimate objective of using stories is not to only documentation. It is to establish
a shared understanding. The focus is not what is on sticky notes, but what we
remember when we look at them. Our studies reinforced our conviction, which
Patton perfectly formulated as; “Shared documents are not shared understanding.”
[31, 39]. It is paramount to cultivate an environment and sufficient time to allow the
opportunity for a beneficial discussion. The goal is to reach a point where we
surpass discussing the ‘output’ and start to develop an understanding on what is a
desirable ‘outcome’ [31].

• A trade-off in payoff. Storycraft has a lot to offer. Nevertheless, designers have to
come to terms with the fact that there are no quick recipes which can fast-track you
in-front of the line. As in every craft with a reputable value, design-storycraft also
requires dedication. Methods and tools can offer helpful guidance, but the expected
value requires your trust in the process to collect the payoff. Storyply is no
exception. In various workshops, we had at least one participant who is more goal-
oriented, asking something like, “This is all well and good, but I am wondering
when we are going to start getting something concrete out of this process?” The
process requires a certain amount of trust in return to the value it provides since the
most valuable insights tend to appear after a period of feeling uncertain about the
outcome.

4.3 Conclusion

In its current form, Storyply combines ‘conceptual design’ and ‘story planning tech-
niques’ to help the design team discuss and visualize solutions for themselves and the
potential audience of the project such as users, clients, and other stakeholders. How-
ever, Storyply is not primarily intended to generate convincing stories or make good
storytellers out of designers. We are interested in adopting strategies from stroycraft
that are useful for discussion but not so much in strategies that serve to please an
audience. For instance, we are trying to understand the underlying desire that drives a
character, but we are not concerned with engaging an audience through dramatic
action. We try to pinpoint conflict in a character’s life, but we are not trying to escalate
conflict for the sake of dramatic intensity. While we encourage “drawing verbs (ac-
tions), not nouns (names of things),” we do not expect a good quality of illustration.
While we would like to achieve visual clarity to assist in the conversation, we do not
worry about the visual composition to direct the attention of the audience like a film
director would [13, 27, 38].

In short, we are interested only in the qualities that help designers to empathize with
users on an emotional level while visually imagining and discussing experiences to
inspire and inform design directions.

Even though we have designed Storyply as a discussion tool for designers, it also
aroused an unexpected level of interest amongst decision-makers as a translative tool.
Non-designers who work with designers communicated a keen interest in under-
standing the decision-making within the designers’ creative process. Ordinarily, the
designers’ process is not readily accessible from a management, sales, or engineering
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point of view. Design is therefore not often recognized as a ‘financial performer’ that
increases revenue and total returns to shareholders [28], despite the fact that the
demand for experience-centric design skills is likely to increase in the near future.
The UX profession is for instance expected to grow by a factor of 100 between 2017 to
2050, according to the N&N Group [29]. Tools that open up the collaboration between
designers and other professionals (and users) are therefore also likely to be beneficial
for the design profession itself.

The major obstacle towards a more widespread adoption of storycraft in UX design
seems to be the demand on the time investment required, so that scaling down the
Storyply method to a more manageable activity (or series of activities) is an obvious
direction for further research. Studying the efficiency of the method on repeated use is
another aspect that needs further study.

Ultimately, Storyply aims to merge the skilled practice of generating stories with
the skilled practice of design. To that end, the insights revealed in this paper can
hopefully inspire people who are interested in designing for experiences and services to
see storycraft under a new light and tap into its potentials to take their experience
design efforts to a new level.
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Abstract. This paper was part of a doctoral thesis research and presents a
discussion about the importance of selecting right measurement scales for
contextual knowledge elicitation and how this contributes to alternative selec-
tion (and potentially other phases) in the design process. Four different types
were compared, based on the results of two experimental procedures; an open
online A/B test, with 294 participants, and a triangulated controlled one, based
on test-retest, involving 90 people. The aim is impacting both research and
practice, regarding the involvement of users in the designing, a complex and
widely discussed matter of the discipline.

Keywords: Design process � Alternative selection � Measurement scales �
Knowledge elicitation

1 Introduction

Assess user feedback without manipulating the results is a wide explored problem in
the design domain (Roozenburg et al. 1991; Cross 2007), especially alternative
selection, that deals with knowledge elicitation (Diaper 1989). The most contemporary
concepts of designing propose users as critical participants of the process (Keinonen
2010), that’s why this matter is so important.

In past studies (Belfort et al. 2011, 2013, 2015, 2017) evidence were found that
principles of experience should be considered when assessing feedback from users.
That means elicitation should be real-time, real-context and direct (no intermediation).
Skipping any of these factors may lead to weak data collection.

One of the most important part of this process is choosing the correct scale for the
data collection. Searching for evidence, experiments have been conducted to compare
performances of selected scales (Belfort 2018). First, Likert and Pictorial. Second,
Likert (again), Semantic Differential and Opposition. Findings made clear Likert
extracted better results, overall.

Also, through these experiments was possible to attest the importance of elicitation
design decision making (Stompff 2016). And this depends, among other things, directly
on choosing the right scale for each procedure (internal and external validity). In the
context of design, this contributes directly with alternative selection and, potentially,
other project process phases.
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2 Theoretical Basis

First, it’s important to state that this research adopts the disciplinary design perspective
(Jones 1970); its relationship with the interdependence of problem and solution. Design
deals at the same time and similar importance with exploration and construction,
seeking transformation by artifacts, projected to meet people’s needs and desires. This
is still present on its contemporary forms (Sprint 2017) (Fig. 1).

The design process is the greatest feature of its disciplinary form. One of its phases,
the alternative selection, deals directly with the objective this study; user (knowledge)
elicitation and measurement scales (Micallef 2017). We are working to understand its
potential to contribute both academically and commercially, aiming to add value both
to research and praxis.

The most contemporary design concepts and approaches consider the involvement
of users. In a general way, we have user centered design (projecting for users) (Vre-
denburg et al. 2002), participatory design (working assessing users in specific touch-
points) (Bødker et al. 2004) and codesign (designing with users) (Steen 2013). That’s
the context where knowledge elicitation gets important (Fig. 2).

Explaining the concept, knowledge elicitation is the gathering of information from
the user (McNeese et al. 2017). Scales have a key function in this. Keeping principles
of experience (Belfort et al. 2011) is mandatory: a) situatedness; acting natural; b) real-
time; no rationalization; c) direct; without interpretation. This improves continuity
(Leont’ev 1978; Festinger 1957; Csíkszentmihályi 1997).

Fig. 1. Design as the discipline of transformation (Jones 1970)
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3 Methodology

Methodologically, this is a hypothetic deductive research, with transversal data
manipulation (Lakatos et al. 2009). This means, in a general sense, that synchronism is
not relevant for hypothesis validation, what allowed the work to be done in two steps;
first Experiment 1 and then number 2. To make results comparable, we normalized
them in a scale from 0 to 100; this is applicable to other cases.

In Experiment 1, users were presented casually to an online game and asked to use
it. During play, he’s perceptions was captured with no mediation, in real time and
context of use. Avoiding rationalization, the question was “how do you feel?”, fol-
lowed by a 5 point Likert Scale (Kasser et al. 1999) and Pictorial one (Twyman 1985),
with 294 participants.

Experiment 2 was a triangulated procedure, involving 90 users, validated with
reliability calculation (Lincoln 2012). An online game was also casually presented and
throughout experience usage data was collected. After providing feedback (Likert,
Semantic Differential and Opposition scales), results were verified by confirmation
question; test-retest (Zumpano et al. 2017) and, afterwards, normalized.

In the two experiments’ results asynchron comparison, the objective was to gen-
erate evidence and determine which scale performed better in capturing user data and
analyze methodological framework for future evaluations. This, in the context of
design, and more specifically alternative selection, present challenges and opportuni-
ties, as detailed in General contributions (Figs. 3 and 4).

Fig. 2. Experience cycle; continuities and discontinuities
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Fig. 3. Running Against Time game screens, from Joystreet (www.joystreet.com.br)

Fig. 4. Play Domino game screen, from Manifesto (www.manifestogames.com.br)
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4 Experiments

4.1 Experiment 1

To keep principles of experience contemplated, as described before, we made an A/B
test, with a web game, to assess user feedback. 294 participants were assessed
immersed on the experience, avoiding rationalization of the responses. Results showed
that in terms of engagement and time of response, Likert was a little bit ahead com-
paring to Pictorial.

In this experiment, the main challenge was, besides its own modeling, partning with
a game development company to use a real product as the object. A collaboration was
established with Joy Street, that was hugely important to the achieve results presented.
Besides authorizing using the game, they implemented the feature of data collection,
specially designed to run the experiment (Fig. 5).

Being online, and spread out like a friend recommendation, made possible to reach
a reasonable number of participants, with no use of digital marketing. Starting with two
scales was also a good strategy to keep internal and external validity more controlled.
A pilot would be helpful if conducted before; this is a lesson learned to be implemented
in future experiments (Fig. 6).

Fig. 5. Likert scale, Experiment 1
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In terms of implementation, Likert is also less time consuming. Pictorial demands
the creation and validation of pictograms. Considering this, Likert gains advantage and
that’s why it was used, also, in the second experiment, described below. In cases when
participants are not literate, and more visual cultures, Pictorial may still be an option to
be adopted.

4.2 Experiment 2

In Experiment 2, we conducted a triangulated test-retest (repeat question with a dif-
ferent formulation), with 90 users and one online card game, to evaluate performance
(consistent, neutral or inconsistent answers) of Likert (more effort effective in the first
procedure), Differential Semantic (Snider et al. 1969) and Opposition (Montalván et al.
2017) scales. Principles of experience were, again, preserved.

The challenges of this experiment were, like the first one; finding a game developer
to make possible working with commercial games. In this case, Manifesto Studio was
kind enough to open their deck of games and collaborate to make the procedure viable.
Working with three scales and more criteria was challenging in terms of scientific
management (internal and external validity) (Dancey et al. 2013).

In this case, having a pilot was extremely important to enhance the quality of
results. Also, test-retest and triangulation were validated as excellent strategies when
comparing scales for user elicitation. These two practices can be used in most of all
experimental procedures like this. Comparing data transversely with past experiment
was also a useful and replicable achieve (Figs. 7 and 8).

Fig. 6. Pictorial scale, Experiment 1
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Fig. 7. Likert scale, Experiment 2

Fig. 8. Semantic Differential scale, Experiment 2
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In the second experiment, results showed that Likert scale could capture more
accurate feedback from users, comparing to Semantic Differential and Opposition. This
considers engagement and time of response, but also repetition on confirmation
question, which adds evidence that Likert is very effective, reinforcing why it’s so
widely used in scientific and corporative researches (Józsa and Morgan 2017) (Fig. 9).

5 General Contributions

With these two experiments, we could better understand the impact of choosing correct
scales in the context of user elicitation. Also, Likert type presented better results, in
both cases, considering effort to implement, time of response and answer consistency.
Additionally, the use of Likert scale with Semantic Differential, and others) seems to
be, based on preliminary results, a promising opportunity.

Test-retest and triangulation, as a validation tool of scales consistency, is something
to highlight. It is flexible enough to be used in any other comparison, without losing
focus on experiment control. These tools can be applied not only for digital products’
evaluation, but analog artifacts as well, which enables more research branches and
possibilities.

Fig. 9. Opposition scale, Experiment 2
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Form this point, we face a potentially endless journey to new comparisons with
different scales, in other contexts of use and combined with other elicitation constructs.
New hypothesis aroused and the potential contribution was enhanced. Putting this in
the scope of design, and more specifically regarding the alternative selection based on
knowledge elicitation, seems promising, both academically and commercially.

In a broader perspective, we can benefit by this knowledge in everything related to
the involvement of users in design process; which is, as prior mentioned, still an open
and controversial topic (Thilo et al. 2017). In this case, we were evaluating alternatives;
how should we work from this to generate or select products, for example? Many
possibilities come from this question.

6 Procedure Replication

The methodological model, formulated to test the research hypothesis, searching for
evidence regarding the comparison of measurement scales for knowledge elicitation, in
the context of design alternative selection, is described below. To replicate it, follow
steps. Some of the tools used can be replaced for similar alternatives as long as the
results provide the necessary validation (Fig. 10).

All procedures should answer the following questions: a) What is the elicitation
sample?; b) What is the platform, strategy and measurement scale?; c) what alternatives
(artifacts or features) are being compared? d) What data verification strategy is going to
be applied?; What external objective measure can be used as reference? These are the
base for the experimentation.

Fig. 10. Opposition scale, Experiment 2
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To illustrate with an example: eliciting c) best confirmation modal for a) e-
commerce users b) navigating on a mobile phone e) based on percentile task success d)
verified specialist analysis. Many examples like this can be found in recent studies
(McNeese et al. 2017; Whitmer et al. 2016; Nguyen and Ricci 2017; Naghiyev et al.
2016).

In this formulation effort is put in habilitating the idea of elicitation design decision
making (Stompff 2016), which is a paradigm change still under discussion both in
academia and industry. This is an alternative to involve users in the design process,
without outsourcing designers’ roles and responsibilities. A wide range of possibilities
rise from this, pointing future research opportunities.

7 Related and Future Work

As already mentioned, the first (and more obvious) way to extend the research is testing
with other scales. There are several (and some yet to be invented). So, this is almost
endless journey. Also, we understand as promising testing the combination of scales, as
we tried with putting Likert and Differential Semantic together; it makes this an
exponential opportunity.

In Experiment 1 and 2, we incremented different experimental constructs, such as
piloting, triangulation, test-retest, reliability validation, transversality, normalization,
etc. All of it aimed to augment internal and external validity, generating quality data.
Extensions of research can aggregate more of these in the future; there is a lot of work,
methodological wise, to be done, with correlated potential contributions.

We also understand as a high potential opportunity work with non-digital products
and scales. This sets a new and broad variety of problems and opportunities of con-
tribution. Imagine, for example, a furniture business trying to select which product
should be included, and which not, in a new line. This would aggregate a lot of value
on that alternative selection, based on user (client) feedback.

Lastly, testing achieved constructs in different cultures can reveal more to be
worked on and layers of problem mitigation. Both experiments were conducted in
Brazil, but we are already planning to carry a third one in Portugal. Hypothetically,
results may vary from one country to the other and this may be, again, valuable to
enhance future results.
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Abstract. At present, the research of designers’ creativity mainly focuses on
management level, team level and physiological level. Our research purpose is
to study the demand and influence factors in the design creative process at
individual level. The significance of this study is that it can help us understand
the demand and influence factors of designers. This study also help us under-
stand the present design’s situation profoundly. We will learn to take effective
measures to improve the creativity of designers effectively, it is very beneficial
to strengthen the designer’s self-management and designer managers’ man-
agement. We use Grounded Theory Qualitative Research Method to collect first-
hand research data and build theoretical model through three-level coding to get
a complete designer’s creativity demand&influence factor model. This model
can provide pointcut and theoretical guidance for subsequent research. In the
process, we also found some interesting phenomena. Design content has obvi-
ous moderating effect on the creativity of designers. There is a mismatch
between supply and demand of incentive measures in all stages of design pro-
cess, which makes designers unable to maximize their design creativity. These
can be the focus of future research.

Keywords: Grounded theory � Designer’s creativity � Demand&Influence
factor model

1 Introduction

China’s reform and opening up policy has been implemented for more than 30 years.
Now China has opened up its own country and is accelerating to the world. After 30
years of rapid development, contemporary China is at a very important historical
moment, and the transition from manufacture to creation is imperative. The transfor-
mation from Made in China to Created in China is actually an important process of
market upgrading, an important measure to solve social problems, and an important
step to maximize national interests [1]. China will gain greater benefits in the complex
international economic structure. “Creation” can bring new ideas, break the old system,
break through the bottleneck of China’s economic development, and win dignity
through business innovation [2].

But at this stage, the creativity of Chinese designers has not been fully tapped,
which can be seen from the functions and appearance of Chinese industrial products.
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There are many reasons for this problem, and the following are the most important
ones. First of all, the soil of Chinese industrial culture has caused no particularly strong
demand for designers’ creativity at this stage. China has been a major manufacturing
country for many years, and the transition from manufacturing to creation will take
time. Manufacturing countries need designers who can complete the employer’s ideas.
In this process, designers’ ability to express themselves is relatively weakened. But
now many leading figures in the design industry have realized this problem, and are
improving the designer’s design cognitive culture from the links of designer education,
development and output [3]. Secondly, the education level of designers in China is far
from that of foreign countries. The foreign designer industry has developed earlierly
and has more categories, which can meet the needs of many industries. China’s
designer industry started lately [4]. Although the government is vigorously supporting
the education of designers, it will take a long time to catch up with foreign education.
The complete education chain of foreign designers can ensure that designers have a
considerable level of creativity. Finally, people’s attention to design is relatively low.
Although China’s economy has developed rapidly in recent years, it is subject to a
large population base, and the improvement of the living standards of ordinary people
is very slow [5]. According to Maslow’s hierarchy of needs theory, Chinese people’s
demand for products is changing from basic physiological needs and safety needs to
high-level social needs, respect needs, and self-actualization needs [6].

China wants to realize the transformation from “Made in China” to “Created in
China”, the study of designer creativity is an essential part of it. By studying the
creativity of designers, it can have a very positive impact on all aspects of product
concept derivation, shaping, research and development, and market launch [7].
Moreover, the effective improvement of designer creativity can promote the awareness
of all personnel in the entire industry chain. If the market demand is the source of
design, then the creativity of a designer is the brush that describes this source [8].
Designers are more than just employees who can meet the needs of employers.
Designers’ work is to produce creative products and attract users [9].

2 Model Construction Based on Grounded Theory

2.1 Grounded Theory

Grounded theory is a qualitative research method proposed by Glaser, a famous scholar
of sociology at the University of Chicago, and Strauss, a famous sociology scholar at
Columbia University in 1967 [10]. The focus of grounded theory is to effectively
analyze and summarize the original data, and then sublimate the highly generalized
concepts and categories. Then, it is necessary to carry out an association analysis of
these concepts and categories. The so-called association analysis is to discover the
logical connection between these concepts and categories, and take the research pur-
pose as the main line, so that these concepts and categories are closely spread around
the research purpose [11]. The research results are highly focused, compact and logical.
After the two scholars proposed this method, they further explained it. New theoretical
research results, especially sociology etc., do not necessarily rely entirely on
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experiments to “discover” or “invent”. They can also come from observations of real
events and observers’ own understanding [12]. These conclusions or understandings
may not necessarily be objective, but it is of great significance to understand human
behavior, psychology, and form new theories [13]. To eliminate these subjective
deviations, you can rely on traditional sociological research methods to seek a trans-
formation from “quantitative change” to “qualitative change”.

This research aims to study the influence factors and demand of designers’ creativity.
In response to this problem, Dr. Zhang once wrote a doctoral dissertation on “Designer
Creative Driving Forces: Based on the Perspective of Design Management” [14]. After
considerable research, he has found 14 specific factors that drive designers’ creativity,
which are very representative. These factors played a very important role in constructing
the in-depth interview outline in this research. Aiming at the influence factors and
demand of designers’ creativity, there is no mature theory or theoretical hypothesis, and
the grounded theory is very suitable for this kind of research with no hypothesis. The
grounded theory is a bottom-up research method, especially in the field of qualitative
research, the use of grounded theory will help researchers find general research direction
in the early stage, and then carry out purposeful in-depth research [15]. Many topics in
the field of design are very suitable to adopt grounded theory, but at present, the fre-
quency of grounded theory in the field of design is at a relatively low level. This research
adopts the grounded theory method, because we hope that the factors that really affect the
creativity of designers and the real demand of designers to exert their creativity can be
discovered from the past experience of designers [16]. In this way, we can find effective
incentives which are suitable for designers in the subsequent incentive research.

The research process of grounded theory qualitative research method can be
divided into three steps. The first step is to collect raw data, the second step is to
perform three-level coding, and the third step is to test theoretical saturation. Collecting
the original data and three-level coding needs to be carried out repeatedly. After each
repetition, the theoretical saturation test is performed until the constructed theory is
completely saturated. At this time, the constructed theory can be regarded as a truly
usable conclusion.

1. Collection of raw data: The collection of raw data was carried out using semi-
structured in-depth interviews. The outline of the initial in-depth interview is
compiled from the literature and has certain objectivity. The advantage of collecting
raw data in the form of in-depth interviews is that you can grasp the emotional and
psychological changes of the interviewees during the interview process, so that you
can adjust the interview strategy in time.

2. Three-level coding: Three-level coding mainly includes open coding, axial coding,
and selective coding. Through the three-level coding, the concepts and categories
with high generalization can be found in the original data, and the relationship
between these factors can be found. Through these connections, it is convenient to
build model later. Three-level coding is the most important method in the process of
building a pyramidal model.

3. Theoretical saturation test: The theoretical saturation test is performed after col-
lection of raw data and three-level coding. Grounded theory is a gradual approach,
and the saturation of the theory is “relative” rather than “absolute” (Fig. 1).
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2.2 Collection of Original Data

The raw data was collected in the form of semi-structured in-depth interviews. Ques-
tionnaires, interviews, observations, and other methods are often used when researchers
use grounded theory to collect raw data. The advantage of the semi-structured in-depth
interview method is that researchers can communicate face-to-face with the interviewees,
grasp the interviewees’ emotional and psychological changes in real time, and be able to
detect the change in the focus of the interview and the interviewee’s attitude to some
points in time [17]. The initial interview outline was derived from literature analysis. The
outline is highly academic, in order to facilitate the understanding of the interviewees,
oralization is needed. After each interview, we need to analyze the data immediately, and
put the new content in each interview into the outline of the next interview. The sampling
principle of the grounded theory is the “saturation theory” principle. Therefore, when a
certain number of designers are interviewed, information duplication occurs. When the
obtained information starts to repeat continuously, and no new content appears in the
interview, At this point, it can be considered that the theory has reached a saturation
level, and at this time, there is no need to find new interviewees.

This research mainly studies the creativity of designers. The proposition is rela-
tively broad. When looking for interviewees, the scope of the search is relatively large
[18]. The purpose is to describe the influence factors and demand of designers’ cre-
ativity as accurately as possible. According to the research purpose and the theoretical
saturation principle of the grounded theory, this research selects a total of 12 designers
through theoretical sampling, including 8 ordinary designers and 4 design managers.
These designers cover a wide range from the Internet to State-owned enterprises, from
UI design to VI design, and from 7 to 13 years of employment. The selection of
samples is quite representative (Table 1).

Before the interview, an outline was prepared in accordance with the documenta-
tion. During the semi-structured interview process, the interviewees were encouraged
to talk about the design behavior, psychological feelings, other people’s influence on
themselves, their own evaluation of their design results, etc. in the process of design
creation from their real experience as truthfully as possible. We can understand what
kind of demand designers will have in the process of design creation, and what factors
will have a greater impact on designers’ creativity. At the same time, due to the
limitation on number of researchers and energy, it is not possible to memorize the
content of the interviewees in time. After obtaining the consent of the interviewees, the
conversation process is recorded. The time length of each interview is about 50 min.
The outline of the initial interview is shown below (Table 2).

Fig. 1. Grounded theory research flowchart
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After the interviews is completed, the interview content is converted into text data,
and invalid content such as mood words, emotions, etc. are removed from the data.
After completing the above work, randomly select 2/3 of the respondents’ data as the
basis for subsequent coding analysis and model building, and the remaining 1/3 of the
data as a sample to test the theoretical saturation of the model (Table 3).

Table 1. Interviewees’ detailed information

Code Working years Gender Company Post name

A 7 Male Byte Dance Interaction Design
B 7 Male Meituan Visual Design
C 8 Female ICBC Interaction Design
D 7 Male Xiaomi Interaction Design
E 7 Female Sogou Visual Design
F 7 Female China Telecom Research Institute Interaction Design
G 8 Female Kugou Visual Design
H 7 Female Meituan Visual Design
I 12 Male Xiaomi Visual Design
J 12 Male Xiaomi Interaction Design
K 11 Male Sogou Interaction Design
L 13 Female China Telecom Research Institute Visual Design

Table 2. Interview outline of ordinary designer

Serial
number

Question

1 What is your design method or framework?
2 What kind of personality do you think a highly creative designer should have?
3 Can you describe to me the basic personal characteristics of those highly

creative designers around you?
4 What factors do you think have a deep impact on your creativity?
5 Do you think the team atmosphere has a great influence on your creativity?
6 What realistic factors do you think will affect your creativity?
7 What do you think you want in design process?
8 Do you think your psychology will have expectations for the design results?
9 Do you actively communicate with other members of the team?
10 What kind of team leader do you like?
… …

The Designer’s Creativity Demand&Influence Factor Model 75



2.3 Construct Model Through Three-Level Coding

In the qualitative research method of grounded theory, after collecting the original data,
the next step is to construct a model that can pass the theoretical saturation test by a
three-level coding method. The so-called three-level coding, the first-level coding is
open coding, the second-level coding is axial coding, and the third-level coding is
selective coding.

(1) Open coding
Open coding refers to the collation of raw data, the purpose of collation is to

achieve conceptualization and categorization. The original data is relatively complex
and disordered, and there may be situations where concepts overlap in one piece of
data. At this time, researchers need to be able to look at these data comprehensively,
systematically, and objectively, and split the statements where concepts cross. In this
process, researchers must have excellent logic and inductive ability, be able to accu-
rately capture the main purpose of the original data.

After many detailed analysis by researchers, 34 categories and several concepts
were finally sorted out. I want to show the research process to the audience as com-
prehensively as possible, but due to the limitation of the text space, only show some
important categories and their corresponding concepts as examples in the table below
(Table 4).

Table 3. Interview outline of design manager

Serial
number

Question

1 How would you assign the design work?
2 Do you know the theory of motivation?
3 What considerations do you have when arranging for employees to do some

design work?
4 How would you assess the quality of an employee’s work?
5 How can you improve the quality of an employee’s work
6 Do you have any penalties?
7 Have you communicated with your employees about these rewards and

punishments?
8 Do you regularly improve your work environment?
9 What kind of incentive measures do you think are more effective for the

creativity of employees?
… …
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(2) Axial coding
Axial coding is secondary coding. On the basis of first coding, inductive analysis is

performed again. First-level coding has obtained 34 categories and several concepts.
Axial coding is to discover the potential logical connections between these categories,
and to maximize the aggregation of categories with high-density logical connections
under a main category.

Table 4. Categorization of open coding

Category Original sentence (Initial Concept)

Knowledge and Skill Level 1. There must be a big difference between undergraduate and
doctoral students in doing the same work, because there are
too many years of design education difference,
undergraduate students should not be as good as doctoral
students in some theories. (Knowledge Level Difference)

Thinking Style 1. When I encounter difficulties, I will think for a period of
time first. If it doesn’t work, I will go to my colleagues for
help (Thinking Extroversion)

Personality Factor 1. When I was in school, I was quiet, and gradually became
extroverted after work. Communicating with others can
really solve many potential problems (Change Character For
Work)

Clarity of Design Objectives 1. If it is face-to-face communication, I will confirm clearly
with the customer face-to-face for the unclear part in the
design goal, so as to avoid rework (Fuzzy Description
Delays Time)

The Content of Design
Objectives

1. I will spend more time and more effort to achieve design
goals which I am interested in (The Mediating Role of
Design Content)

The Leadership of Team’s
Leader

1. A good leader can also bring more design resource
(Leadership affects resource support)

Sense of Achievement 1. When I work hard, I hope to hear others’ appreciation
(Outside Appreciation)

The Freedom of Design
Work

1. It would be better if we could form a team freely. I will
choose partners to complete this project (Free Organization)

The Reward and Punishment
of Design Work

1. Some companies have good fault tolerance mechanisms,
which can help designers reduce work pressure, and then
designers can boldly create better design products (Flexible
System)

The Supply of Design
Resource

1. In the design process, if I don’t have enough resources to
support, I have to give up some good design ideas in favor of
a design that can be done within existing resource (Side
Effect of Insufficient Design Resource)
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The first-level coding of the previous step has obtained 34 categories. This time, 9
main categories have been found through the second-level coding. These are: design
results, individual factors, work factors, organization factors, reality factors, scene
factors, and ability demand, psychological demand, basic demand. The nine main
categories and their 34 sub-categories and their connotations are in the table below
(Table 5).

Table 5. Main and sub-category of axial coding

Main category Connotation Sub category

Individual
Factor

This category refers to the individual’s own factors,
which may be innate or acquired. Individual factors
are easily recognized by others in the tea

Knowledge and Skill
Level
Thinking Style
Emotional Factor
Personality Factor
Intelligence Factor

Work Factor This category refers to the factors in the work
process. The composition of these factors is
complex, and they are also the most relevant factors
with creativity

Clarity of Design
Objectives
Feedback of Design
Results
Contents of Design
Objectives
The Supply of Design
Resource
The Difficulty of Design
Objectives
The Reward and
Punishment of Design
Work
The Freedom of Design
Work

Organization
Factor

This category refers to organization factor. Design
activities are often carried out in the form of team.
As a part of the design team, the quality of all
aspects of the design team also affects individual
designers, so organization factor is also very
important

Shared Mind in Team
The Level of Team
Professional Skills
Work Assignment in
Team
The Fairness in Team
Diversified Team Skills
The Atmosphere of
Team
The Communication of
Team
The Leadership of
Team’s Leader

(continued)
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(3) Selective coding
Selective coding refers to the case where the secondary coding has determined the

main category and the sub-category, and it is necessary to further logically summarize
all categories, and then select a core category among these categories. The core cate-
gory should have a leading role, and the core category is the starting point and ending
point of other categories. Other categories can be logically linked to the core category.
Through the core category, a systematic model can be constructed.

Through generalization and combined with the research purpose mentioned above,
the core category was finally defined as “design results”. The individual factor, work
factor, organization factor, reality factor, scene factor, ability demand, psychological
demand, and basic demand are considered to affect the design results. The “design
results-design creativity demand-design creativity influence factor “design creativity
influence factors and demand model is constructed. In the model, the “design results”
includes the quality and quantity of design results, the “design creativity demand”
includes ability demand, psychological demand, and basic demand, and the “design
creativity influence factor” includes individual factors, organization factor, work factor,
reality factor, and scene factor. The demand of design creativity directly affects the
quantity and quality of design results, and the influence factors can affect design results
directly or indirectly affect the design results through design creativity demand (Fig. 2).

Table 5. (continued)

Main category Connotation Sub category

Reality Factor This category refers to reality factor. Reality factor
refers to technical problems that cannot be solved
by designers

The Restriction of
Technology

Scene Factor This category refers to scene factor. Scene factor is
a collection of factors such as time, place and so on
when designers work

The Stability of Work
Environment

Ability
Demand

This category refers to ability demand. Ability
demand is the first condition for designers to
survive in the workplace

Manifest The Self-
ability
Improve Design Skills
Learn Other Work Skills

Psychological
Demand

This category refers to psychological demand.
Psychological demand is an important support for
designers to keep working motivation in work

Sense of Achievement
Sense of Satisfaction
Sense of Interest
Sense of Belonging

Basic Demand This category refers to basic demand. Basic
demand is some demands for designers to ensure
their normal survival and life

Economic Reward
Social contact
Work Welfare

Design
Results

This category refers to design results. The design
results is the periodical output of designer’s
creativity. The design results is a comprehensive
result, which has high value in the whole industrial
process

Quantity of Design
Results
Quality of Design
Results
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3 Designer’s Creativity Demand&Influence Factor Model

We get the model of designer’s creativity demand&influence factor shown in the figure
below based on previous research (Fig. 3).

In the model, the most important is the design results, the second important thing is
the design creativity demand, the third important thing is design creativity influence
factor. The “design results” includes the quality and quantity of design results. The
“design creativity demand” includes ability demand, psychological demand, and basic
demand. The “design creativity influence factor” includes individual factor, organiza-
tion factor, work factor, reality factor, and scene factor.

Fig. 2. Designer’s creativity demand&influence factor three-layer model

Fig. 3. Designer’s creativity demand&influence factor model
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(1) Design results
The core part is the design results, which are mainly reflected in the quantity and

quality. The number of design results can measure the time and energy invested by the
designer, and the quality of the design results can reflect the designer’s skill level,
knowledge level, and so on.

(2) Design creativity demand
From a macro perspective, the designer’s creativity demand is generally in line with

Maslow’s hierarchy of needs theory [6]. Designers must first solve their own survival
problems, and then slowly learn more about design knowledge and skills, and finally
want to realize their ideals.

(3) Design creativity influence factor
The factors that influence the designers creativity are very complex, not only at the

human level, but also at the scene and reality level. This precisely reflects that the study
of designer creativity is a very tedious and long process, and it can also explain that
there are no very effective theoretical assumptions on creativity until now.

4 Conclusion

Through this model combined with the interview process, we can know that the order
of designer’s creativity demand&influence factor are different in each design stage,
which means that the incentive measures should change in time to meet the need of
designers in each design stage. At the same time, there is a mismatch between supply
and demand of incentive measures in all stages of design process, which makes
designers unable to maximize their design creativity. It is also very important for
designers to find the right team, and suitable team can make designers work at top
capacity. At last, the content of design has obvious moderating effect on designers’
creativity, so the design manager should pay attention to assign design tasks according
to the designers’ individual characteristics.

Due to the limitation of time, there are still some shortcomings in this study. If you
have different opinions, please write to me to discuss.
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Abstract. We often need the cooperation of data analysts, statistical profes-
sionals, content editors, and visual designers to present a complete and per-
suasive information visualization project. Even a chart chooser is a tool that
designers consult, visual experts with statistical backgrounds think that such a
reference tool oversimplifies the process of visualization, and it is easy to guide
novice designers to draw the wrong charts. Conversely, some proponents
believe that the chart chooser is the primary tool for novice designers to go into
the field of information visualization.
Therefore, this study wants to explore the assistance and restriction of online

interactive chart choosers for novice visual designers. We collected six online
interactive chart choosers from the data visualization community. Ten subjects,
22 to 26-year-old novice designers, were recruited to conduct experiments. They
only had a little chart drawing experience. Five subjects referenced the chart
choosers in the test, and the other five were free to create charts without ref-
erence. Finally, semi-structured interviews and SUS usability evaluation were
conducted, and the preferences of the six chart choosers were ranked. The
results showed that subjects who did not consult the chart choosers used seven
chart types to represent three topics. That is fewer than those with chart choosers
used nine different chart types. Subjects who refer to the chart choosers believe
that the reference tools do not limit creativity and can assist drawing charts.
Moreover, after investigating the preferences of the six chart choosers, we
understand what features make designers prefer to use.

Keywords: Online chart chooser � Novice designers � Information
visualization � Chart design � Design assistant

1 Introduction

Information visualization is in the form of infographics, dashboards, diagrams, and
charts. The development of information visualization has not only been based on data-
based facts but also data-driven storytelling (Tong et al. 2018). With the expansion of
visualization into applications in different fields, visualization has gradually attached
importance to visual narrative (Obie et al. 2019) and aesthetics (Judelman 2004).
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Therefore, we often need the cooperation of data analysts, statistical professionals,
content editors, and visual designers to present a complete and persuasive information
visualization project (Nybro, Skolnik and Makulec 2015).

Nowadays, visualization software or online tools provide more and more diverse,
and not all projects have a team with all roles to support each other. In the process of
data visualization, a fundamental question often encountered by novice graphic
designers is, which type of chart should be used? Graphic designers without statistical
training will be confused about the data relationship and the type of chart they cor-
respond to. At this time, assistive tools are essential.

In 2010, Andrew Abela has developed a chart chooser on one page to help users
choose what is the best type of chart to use for the specific data relationship. Soon, the
page of the diagram was spread to many blogs and visualization communities (Abela
2010). In 2015, Stephen Few wrote an article to oppose Abela’s approach (Few 2015).
Quoting what Stephen Few wrote in the article, “As data visualization has become
increasingly popular during the last decade, efforts to explain it have often become
simplistic (i.e., oversimplified) to a harmful degree.” Conversely, some proponents
believe that the chart chooser is the primary tool for novice designers to go into the
field of information visualization. The discussion that followed was positive for the
evolution of chart chooser or other assist tools.

Gradually, we can also see more and more data visualization reference guides, e.g.,
physical cards, posters, and interactive chart choosers published on the internet. These
represent the needs of users, and visualization experts are actively developing tools or
guides for most people to use.

Even though people have different opinions of chart choosers in the visualization
community, there is currently no research on these assist tools for novice designers. We
know nothing about novice designers’ design processes and strategies when they need
to translate a dataset into a visualization story. Therefore, this research wants to know
what novice designers themselves think of these chart choosers and understand the
following four purposes:

1. Understand the process of novice designers designing data visualization stories;
2. Understand the steps of the novice designer using the chart choosers;
3. The preferences and opinions of the novice designer on the six chart choosers;
4. The usability evaluation of the chart chooser by the novice designer.

2 Prior Work

2.1 Selection of Chart Chooser

The study collected six online interactive chart choosers from the data visualization
community: 1) Visual Vocabulary, 2) From Data to Viz, 3) Data Visualisation Cata-
logue, 4) Interactive Chart Chooser by Depict Data Studio, 5) The Data Viz Project, 6)
Juicebox (see Fig. 1).
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“Visual Vocabulary” is developed by Andy Kriebel, and it is inspired by Visual
Vocabulary created by Financial Time-FT Graphics Team. It is a static graphic that
provides a reference for choosing chart types mapping data relationships. Andy Kriebel
developed the interactive “Visual Vocabulary” on Tableau Public and 1,026,109 views
as of December 31, 2019.

“From Data to Viz” is created by Conor Healy and Yan Holtz. They obtained
KANTAR Information is Beautiful (IIB) Awards 2018. “The Data Visualization Cat-
alogue” is a project developed by Severina Ribecca. It contains both a library of
different visualization techniques and a blog. In addition, the website is available in five
languages, English, Chinese, Spanish, Russian, and Turkish. The project obtained
KANTAR IIB Awards 2014. “The Data Viz Project” is created by Ferdio, which is also
the winner in KANTAR IIB Awards 2017.

When searching by the keyword “interactive chart chooser” on Google, we found
“Interactive Chart Chooser by Depict Data Studio” listed as the first one on search
results. The “Chart Chooser: Juice Labs” listed as the second.

Fig. 1. Six online interactive chart choosers used in the experiment.
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The six online interactive chart choosers are all made by visualization experts. They
have the same goal to guide anyone to the most appropriate graphic representation for
their given dataset. We made a comparison table (see Table 1) and the operation flow
of these chart choosers.

Table 1. Feature comparisons of the six online interactive chart choosers.

OICC Amount of
chart types

features

Visual
vocabulary

67 1. Data relationship descriptions
2. Differentiate data relationships by color
3. Create its own interactive chart examples and distinguish
between types
4. Explain the timing and precautions of various chart types

From data to
viz

39 1. Four levels of data classification: data relationships,
number of variables, ordered/not ordered, few points/many
points
2. By data story category
3. Differentiate data relationships by color
4. Briefly describe chart types and explain when to use them
5. Common mistakes and examples
6. Provide coding tools to draw this chart type and examples
of charts drawn by the tool.
7. Represent chart types with simplified icons.
8. Precautions

Data
Visualisation
Catalogue

60 1. Define data relationship types as “functions”
2. Classify chart types as graphs/plots, Diagrams, Tables,
Other, Maps/geographical
3. Identify various types of graphics by icon or name
4. Provide charts examples, descriptions, functions, and
analysis
5. List charts with similar functions
6. List the tools or software that can produce the chart type
7. Example link
8. Video tutorials
9. Downloadable eBook
10. Related product sales
11. Provide other visual resources
12. Five languages available: Chinese, English, Spanish,
Russian, and Turkish

Interactive chart
chooser

37 1. Chart type icons are large and colorless
2. Guideline
3. Resources
4. Example link

(continued)
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Furthermore, the operation flows of the six OICC are arranged in Fig. 2.

2.2 Selection of Datasets

All three datasets are taken from public data. In order not to make the participants feel
unfamiliar with the subject and increase time and cognitive load, the data subject is
closer to the participants’ life and culture. The goal is to expect they can focus on
creating and telling stories of data visualization.

The first dataset is “National Referendum Proposition 14: Results.” The thematic
content is “This is the results of National Referendum Proposition 14: “Do you agree to
the protection of same-sex marital rights with marriage as defined in the Civil Code?”
The dataset fields contain county/city, vote for/against, invalid/blank, total, registered
voters, turnout. The dataset was sourced from Central Election Commission.

Table 1. (continued)

OICC Amount of
chart types

features

The data viz
project

149 1. Classify chart types by Family, Input, Function, Shape
2. Consistent color planning
3. The classification of “Input” is distinguished by the shape
of the dataset
4. “Shape” is distinguished by the shape the chart looks like
5. Examples are links to large images, not webpages of the
example
6. Include diagrams

Juicebox 17 1. For PowerPoint and Excel users
2. Downloadable examples for use

Fig. 2. The operation flows of the six OICC.
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The second dataset, “Netflix Original Series (2013–2017).” Data fields include
major genre, title, subgenre, premiere year, seasons, status, minimum length, maximum
length, episodes and IMDB rating. The dataset was sourced from data world.

The third dataset is “Nomadlist City List.” The thematic content is “This is the
result of global nomads scored on Nomadlist.com. Data fields include the average
scores, the temperature of every city, living cost by month, and network speed.” The
dataset was sourced from nomadlist.com.

In these three datasets, several data relationships that can be used. Please refer to
Table 2.

The data relationships are partially the same, but there is also the difference. We
want to understand what data relationships the participants choose to correspond to the
chart type to present the subject of the story they want to tell.

3 Method

3.1 Participants

The 10 participants were all students of the master’s class of the School of Design,
aged 22 to 26, including four males and six females. The definition of a “novice”
designer in this study is a student who is still studying and not yet engaged in design
work. This group of participants has a background in graphic design and industrial
design but has not received professional training in statistics and data visualization. The
average number of times they drew charts in the past six months was four. The purpose
of the drawing chart is for course briefings and presentations.

None of the 10 participants had any experience using the six OICC in this study.
Those pieces of software they usually use are sorted from the most frequent to Word,
Excel, Illustrator, and Keynote. Only two of them chose the chart type according to
their own ideas, and the remaining eight always refer to the software suggestion or
other references from books. We randomly assigned these 10 participants into two
groups. Five participants in Group A referenced the chart choosers in the whole tasks,
and the others in Group B were free to create charts without reference, and then let
them try the OICC after drawing.

Table 2. The data relationships in the three datasets.

Dataset subject Data relationship

National Referendum Proposition
14: Results

Part-to-Whole, Ranking, Magnitude, Spatial,
Distribution, Deviation

Netflix Original Series (2013–
2017)

Part-to-Whole, Ranking, Magnitude, Correlation, Flow,
Change over time

Nomadlist City List Part-to-Whole, Ranking, Magnitude, Spatial,
Distribution, Correlation
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3.2 Task Procedure

This study wanted 10 participants to complete three tasks, draw three charts based on
three different datasets, and give textual explanations. The purpose of the task is to
understand the steps of data visualization for designers with a non-statistical back-
ground. Moreover, we conducted a semi-structured interview after the three tasks to
understand whether the OICC limits the creativity of the designers or assist the
designers. Besides, we would like to get their opinions on the OICC through
interviews.

The tasks and interviews were conducted in the laboratory. We set up a 21-inch
iMac to present six OICC. Three datasets were printed on paper. The A4 paper layout
used to draw charts was divided into a drawing area and a story area, which were used
to describe the chart they draw in text. Tools for drawing were colored pencils and
black markers. Please refer to Fig. 3.

Before the formal experiment, a pilot test was performed, and the time of each task
was adjusted to complete within 12 min according to the status of the pilot test. Take a
two minutes break between tasks. Therefore, the whole experiment and interview time
is about one hour. A timer was used in each task, and the participants were informed of
the time remaining when there were five and two minutes remaining. The purpose of
this action is mainly to hope that the participants can complete the graph and text
required for the task within the time limit.

The first stage was to fill in a questionnaire for personal charting experience; the
second stage was to perform three tasks; the third stage was a semi-structured inter-
view. In the final stage, the six OICC are sorted by preference, and the SUS usability
assessment scale for the six OICC was filled out. Please refer to the experiment process
of Group A and Group B (see Fig. 4).

Fig. 3. The left picture is the paper layout for drawing; the photo on the right shows the
participant doing the task.
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After introducing the entire experiment and interview process to the participants, the
observer read the following instructions to the participants before the task began, “You
will see three subjects and datasets later. Please draw a visualization on paper that you
think can present the data story. The graph/chart type is not limited, but it must fully
express the facts and insights you present to the dataset. It does not need to be very
accurate, but it must be able to express the theme you want to present so that your
imaginary readers understand. The graph/chart should be drawn in the drawing area and
must include a title and graphic elements. After drawing, briefly describe the content of
the chart you draw in the story area. We have prepared these tools for you to use freely.”

The order of the three tasks is randomly assigned. The participants can mark,
calculate, or draw on the dataset. The title must be written in the drawing area, but the
position is not limited; the description of the story area is limited to 300 words. The
observer conducted semi-structured interviews after the three tasks were completed in
order to supplement the participants’ insufficient description in the story area. The
observer cannot comment on the participants’ charts, but they can ask objectively what
they want to express.

In addition, the semi-structured interview for Group A contained the questions
below:

1. Which Online interactive chart chooser do you like most?
2. What do you think are the pros and cons of the chooser you just selected?
3. Please arrange the six choosers in order of preference.
4. Do you think such choosers will limit the creativity of designers?
5. Do you think choosers can help you create data visualization? Why?

The interview question for Group B replaced the second question and changed it to
“Do you think that if you are allowed to use the online interactive chart choosers from
the beginning, can they help you draw the chart? Why?” In the final stage, 10 par-
ticipants completed the SUS usability assessment scale for six online interactive chart
choosers.

4 Results

We collected the results from ten participants. Five of Group A referred to OICC in the
drawing process, and five of Group B did not refer to OICC. The drawing area contains
the chart they hand-drawn and contains the title; the story area contains the text
description of the chart. We summarized the types of charts drawn by the participants
and mapped them to data relationships and titles. Also, each participant’s preferences
for the six groups of OICC, SUS (System Usability Scale), and opinions were
collected.

Fig. 4. Comparing the process of Group A and Group B
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4.1 Chart Types and Data Relationship

The observer did not ask the participants to set a target audient for the chart in the
description. However, after the task was over, participants were asked who the target
audient of the first subject-referendum result was, and they all answered, “the public”.
The second question, Netflix original series, some people set it as Netflix senior
executives, while others want to recommend to audients. The third question is also
aimed at the general public.

When the ten participants got the data set, they would first survey the data set and
choose which sets of data to use to present the topic in their minds. Group A then
referred to the OICC with the highest preference, then conceived the chart and started
drawing. Group B, on the other hand, conceived the diagram and drew it directly.
When Group A referred to the selected OICC, although they clicked one or two charts
to see the explanation, most of the time, it will return to and stay on the first page where
all the chart icons can be viewed. The five participants showed that OICC could inspire
them but did not choose the specific chart type based on the data relationship corre-
sponding to the topic envisaged in their mind.

All ten participants completed the chart and wrote the title. Group A uses a total of
10 chart types, while Group B uses seven chart types. Three of Group A used different
chart types in all three topics, and only one of Group B did not use the chart type
repeatedly, but two of Group B continued to use bar charts in the three topics. From
Fig. 5 we can see that the data relationships presented in the visual chart are Magnitude
and Part-to-Whole as the most, and the bar chart and pie chart are the most on the
choice of the chart types.

Fig. 5. Amount of chart types mapping data relationships
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4.2 Preference for Six OICCs

In the ranking of preferences, participants ranked from favorite to least liked, with six
being the favorite and one being the least. The results of the average score, Top 1 is
CC02 (4.4 points), Top 2 is CC01 (4.1 points), Top 3 is CC05 (4 points), CC03, and
CC04 are both 2.9 points, and CC06 is the lowest with 2.7 points. Among them, four
participants chose CC02 as Top 1, another four chose CC05 as Top 1, another one
chose CC01, and the other one chose CC06. They describe the advantages of the
selected Top 1, which are plentiful, comprehensive, classified, prompted, examples of
common mistakes, big pictures, precise information, beautiful graph, proper color
matching, good contrast, attractive, clear icons, simple, commentary, and examples.
There is a total of fifteen reasons, and there are 11 terms related to practicality and four
related to aesthetics. Among them, “classification” is the advantage most people put
forward, and it was mentioned five times in total, followed by “clear icons,” four times,
and “good colors” three times. The shortcomings of CC01 are the weak interaction of
web links; CC02 is “improperly typeset (refer to the name of the figure next to the
icon),” “no drawing function,” “fewer examples,” “fewer applications,” “not presented
data relationship (because it’s in the lower half of the page).” In CC05, two people
pointed out “no classification,” “can’t know the usage at a glance,” “too many pictures,
I don’t know what to use for a while.” CC06 is “the charts are too small.”

4.3 Usability Evaluation of Six OICCs

Ten participants completed the SUS usability assessment scale at the end of the
experiment. Whether it is Group A or Group B, the scale is completed while using six
OICCs. We use acceptability (Bangor et al. 2008) to describe the SUS score. The
unacceptable score is 0 to 51.6 points, and the marginal representative 51.7–71 is an
unacceptable range, and the acceptable value is about 71.1 points. Table 3 shows the
heat table with three colors of acceptability, as defined in Fig. 6.

Fig. 6. Acceptability and original SUS score
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From the table above, we can see that the total number of “acceptable” that can be
obtained for each OICC is in order from CC03, CC05, CC02, CC01, CC06, and CC04.
That is to say, CC03 and CC05 are both 60% acceptable. Moreover, an excellent
auxiliary tool should make users want to use it often. If we take the average score of the
first question, “I think I will be willing to use this website frequently,” CC05 average
4.7 is the highest, which is what participants think they would frequently use (see
Table 4).

During the interview, we asked Group A participants, “Will OICC limit the cre-
ativity of charting?” All five answered, “No.” “Can OICC assist in drawing?” All five
thought they could assist them in drawing charts. Also asked Group B, “If using OICC
from the beginning can help them draw three tasks? Four of them thought they could
help them, and only one answered,” No, because too much style interferes with
thinking about the data.”

Table 4. SUS Q1 average score

Question CC01 CC02 CC03 CC04 CC05 CC06

I think that I would like to use this
system frequently

3.5 3.6 3.9 2.7 4.7 2.4

Table 3. SUS score heat table

Participant ID CC01 CC02 CC03 CC04 CC05 CC06
01T 42.5 47.5 87.5 65 87.5 72.5
05T 80 55 85 80 92.5 92.5
08T 77.5 67.5 57.5 37.5 70 35
09T 82.5 80 65 52.5 62.5 65
10T 70 90 92.5 45 90 60
02N 50 72.5 65 62.5 77.5 45
03N 35 55 57.5 55 70 40
04N 37.5 37.5 75 62.5 77.5 75
06N 75 80 87.5 40 67.5 75
07N 70 82.5 85 67.5 77.5 62.5

Amount of Acceptable 4 5 6 1 6 4
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5 Discussion

Among the three sets of data sets, the most common ones are Part-to-Whole, Ranking,
and Magnitude. Of the ten participants, only two Group B participants repeated the bar
chart three times in three tasks. The remaining eight can draw different types of charts.
Bar charts and pie charts are the charts that participants usually see most of the time. Of
the chart types drawn by ten participants, these two types also have the most significant
number. It also shows that the data types they use are Magnitude and Part-to-Whole.
Even if OICCs assisted participants, most of them still chose familiar charts. 01T and
09T stated in the interview that “if there is time, I can refer to CC01” and “ “The reason
I chose to reference CC06 was because I did not have enough time, and I was familiar
with the charts.” If more time is given, will participants be able to make full use of
those OICCs and carefully refer to the data relationship and chart recommendations? In
the future, there can be more in-depth research. Nevertheless, even so, there are still
three more chart types in Group A than Group B, and nine out of ten participants also
said that OICCs could help them draw charts.

The novice designer’s preference for OICC requires more practicality than aes-
thetics. Because of their aesthetic training, designers have a certain level of require-
ments for the visual design of the interface. However, under the pressure of time
constraints, to complete a task that requires rational thinking and is not familiar with,
information and visual clarity are the primary requirements. When OICC has a precise
chart classification, it allows users to determine what type to use quickly. Although
CC05 is mentioned in terms of “no classification,” “cannot know the use at a glance,”
“too many patterns, and do not know which one to use,” these show a common
problem, but it is an issue on the operation interface. It categorizes the graphics, and
also uses the navigation on the top of the webpage to categorize the graphics in four
ways: family, input, function, and shape, and the category will only expand the hidden
submenu after clicking the main menu. In twelve minutes, when users first use it, they
will ignore the hidden function.

In contrast, CC05 provides a wide variety of charts, even if it has its advantages in
visual design. The chart type can be classified according to the different concepts of the
user. The idea is good, but the interface is not intuitive. Compared with CC02, CC01,
or CC06, the category of the data relationship is directly displayed by the Tab interface
component, and the user can directly switch and select.

Preference is a decision made by the participants after a quick review of the OICCs,
and the usability evaluations are the results of the participants’ evaluation while
working through the tasks and taking more time to think. CC01, CC02, CC05 are in the
top three rankings for preference and usability. They have some common character-
istics, 1) the graphic design and color scheme of the website is planned, and 2) the
visual style is consistent. At a glance, the visual experience can attract designers who
have received aesthetic training. Although CC03 ranks fourth in preference, the
usability evaluation is tied for Top 1 with CC05. CC03, although modest in style, it has
the most features in six OICCs. In addition to the chart type description, there are links
to actual examples, a list of tools or software that can produce the chart, and a video
tutorial introduction. For beginners to visualize charts, it helps a lot.

94 C.-I. Chen and M.-C. Zheng



Based on the evaluation of the participants’ preferences and usability evaluations,
the difference between the preferences of CC05 and CC02 is only 0.4, and the SUS
acceptability is that CC05 is one more than CC02. If we add Peter Morville’s [5]
“desirable” element (2004) and evaluate it with “I think that I would like to use this
system frequently.” CC05 will become the OICC that novice designers want to use
(Fig. 7).

6 Conclusion and Future Work

Ten participants made 30 charts, using a total of 11 chart types and six data rela-
tionships. Participants who refer to OICC can draw more various charts and show their
creativity than those who do not. Participants have not seen these six groups of OICC
before. CC02, CC01, and CC05 are the top three in evaluating the preferences of
OICC, and CC03, CC05, and CC02 are the top three in terms of ease of use. CC05 is
not only ranked in the top three in terms of preference and usability, but it is also the
reference tool that novice designers want to use frequently in the future.

The practical, beautiful, and clear interface of OICC makes novice designers
interested in referencing. At the same time, they also think that by referring to these
plentiful materials, they can learn more about data and charts.

Future research work will expand the number of surveys of novice designers, and
based on the research results, design a prototype of a visual guide website suitable for
novice designers. The design verification of this prototype will be carried out actually
to create a visualization guide website for novice designers.

Fig. 7. The SUS acceptability and preference of six OICCs
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Abstract. The knowledge and application of usability methods and practices
have not yet found widespread adoption in practice. It is still frequently the case
that products are launched on the market that have not been tested for usability
once and therefore do not meet the demands and requirements of their cus-
tomers. This fact seems to be surprising, as customers, especially in the last few
years, have developed ever higher demands on the user-friendliness of products
and services. Therefore, this paper presents a new framework for testing the
usability of products and services - the so-called Usability Testessen. This
concept is based on the approach of discount usability engineering developed by
Nielsen and is an event that provides a creative and at the same time productive
space to test products of several companies free of costs by independent third
parties using well-known discount usability methods. Due to the reduction of
costs and effort for the preparation and execution of usability tests, this concept
is a great advantage especially for small and medium-sized companies and
startups, as they usually have to struggle with scarce resources and at the same
time high market pressure. In this paper, the individual phases of the Usability
Testessen and the stakeholders involved are presented in more detail. A short
summary of the key results of a qualitative evaluation should also show that the
newly developed concept is very well received in practice.

Keywords: Usability testing � Discount usability � Usability engineering

1 Introduction

While the 20th century was dominated by technology, the 21st century has its focus on
the people who have to deal with this technology. Instead of the long-standing mindset
that a product is good when it has as many functionalities as possible, the aspect of
user-friendliness should become the focus of every product development process.
While users are placing ever higher demands on the usability of a product, market
developments also show that those companies that think user-oriented and include the
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needs of their customers in the development of their products achieve a high level of
customer satisfaction and are particularly successful [1].

When testing software for functional errors, for example, it is easy to carry out
these tests independently and in some cases even automatically, but testing usability
requires more effort and the integration of potential users. Only in this way it is possible
to avoid the risk of one’s own operational blindness and to satisfy the expectations and
needs of customers in the best possible way. According to the motto test early test often
usability tests should be an essential part of every product development process.

In practice, however, this demand has so far received little attention. Various
studies, such as [1–5] show that many companies are still not familiar with the concepts
of usability. Especially in small and medium-sized enterprises (SME’s) this fact has
been increasingly observed [1, 6, 7]. Due to lack of financial resources, limited internal
knowledge and low staff capacities, such SME’s and startups, which have to deal with
the same challenges, find it very difficult to apply known usability methods and thus
enable the introduction of an integrated usability engineering [6]. This fact is intensified
by the complex appearance of most usability methods, which additionally discourages
companies [8]. In addition, there is also the great market pressure that has a negative
impact on the companies too. The costs and effort for the coordination and imple-
mentation of regular usability tests can often not be handled by SME’s and startups.

In this context, the challenge of recruiting motivated and suitable test persons is
particularly challenging. Since usability tests usually take place under clinical frame-
work conditions and are also very time-consuming for the test subjects, it is difficult to
get people excited about this activity. Furthermore, the long duration of the tests means
that there is a risk that the test persons will lose their motivation over the course of the
test, which can lead to a decline in the quality of the results [9]. For these reasons, in
practice a new product is often brought to market without a single test being carried out
on its usability.

In order to avoid the above mentioned situation, the discount usability approach of
Nielsen was used in the context of this thesis, as it also addresses the mentioned
problems. Based on this approach the concept of the Usability Testessen was devel-
oped, which is presented in detail in this paper. Hereby existing methods of usability
testing are to be embedded in an innovative, informal, creative and at the same time
productive overall context. The Usability Testessen represents an event format, where
companies can carry out free usability tests with motivated test persons without
extensive coordination efforts. In this way it should be possible for SME’s and startups
in particular to continuously optimise their products through usability tests in the sense
of an agile, iterative development.

The next chapter takes a closer look at the current value of usability in practice.
Thereafter the paper deals with the discount usability engineering developed by
Nielsen. Thereupon the concept of the Usability Testessen is presented in detail.
Thereby a subdivision into the individual phases of the Usability Testessen is carried
out. The main part of the paper concludes with a summary of the key results of a
qualitative evaluation of the concept. Finally, the contents of the paper are summarized
and delimited once again. Furthermore, an outlook on future research regarding the
Usability Testessen is given.
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2 Usability in Practice

As mentioned in the introduction, the importance of taking the user perspective into
account is becoming increasingly important [1]. This refers to the so-called usability of
a product - i.e. the “extent to which a product can be used by certain users in a certain
usage context in order to achieve certain goals effectively, efficiently and satisfactorily”
[10].

Despite this fact, in practice a very limited knowledge of usability methods and
practices can still be observed. Several studies can also prove this. Within the scope of
[1] a comprehensive study with German SME’s was conducted. Although more than
half of the respondents stated that high usability has been perceived as an important
aspect of the company’s success for a long time, methods for the optimization of
usability are rarely integrated into the product development process [1]. According to
the results of [2, 11], a large number of the usability methods developed in research are
unknown to almost half of the respondents. It should be emphasized that these results
occur although in [2] most practitioners feel a great need for knowledge about usability.
This is partly due to the fact that some examples from theory and practice impressively
demonstrate the positive effects that the consideration of usability in the development
of products can have. Examples of this are shown in [11–14].

However, a look at the usability methods developed in the research reveals a fact
that can be identified as the cause for the limited knowledge in practice: A multitude of
methods often appears very complex [8]. An example of this is mentioned in [15],
where a model, which is supposed to serve the better comprehensibility of a user
interaction with a computer, is enriched with approaches of fuzzy logic. Such methods
can be regarded as positive achievements in research. For practical application, how-
ever, they require too much specific knowledge, so that they are rarely used. The time
required and the costs incurred are accordingly estimated to be very high. The resulting
obstacle often leads to products not being tested for their usability at all [8].

As described in [6, 7], SME’s and startups have an even bigger problem when it
comes to adapting usability methods into practice. Many methods and practices are not
suitable for these companies because they have limited resources. In addition,
researchers provide these companies with few alternatives [6]. This fact is surprising, as
politicians, at least in Germany, have already noticed this situation a several years ago
and are trying to eliminate the existing problems with subsidies [6].

The iterative execution of tests of the usability and the user experience of a product
[11] - so-called usability tests - thus seems to be difficult for many companies. The
connection between product development and so-called usability engineering, which is
required in theory, is rarely used in practice. Usability engineering is the methodical
way to create the property usability, which should enable a systematic consideration of
ergonomic perspectives [16]. Only in this way is it possible to effectively use the
potential of knowledge about users for product development [17]. The company Braun,
for example, shows how usability engineering can be optimally integrated. In addition
to the integration into product development, usability has become an essential part of
the company philosophy, which can also be seen in their design process [18].
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In contrast, there are also some cases in which, despite usability engineering,
products have been developed not having a good usability. One example is the software
Microsoft Office 2007. Despite numerous prototypes and many experiments that
Microsoft undertook, users were not very satisfied by the new product [19, 20]. The
fact that large companies also have problems with the usability of their products shows
the great challenges. This is caused by the fact that usability engineering cannot follow
a structured, rational process, which results in a product with perfect usability. As
usability is about focusing on the human being, and the human being does not only take
his actions based on rational motives, but also incorporates emotions and his own
preferences, these aspects should also be considered in the context of an integrated
usability engineering. This means that when considering usability, the aesthetics and
design of a product should also be regarded as important success factors [21]. Finally,
this fact makes the challenge of integrating usability into the development of products
even more difficult.

3 Discount Usability Engineering

Due to the previously described current situation regarding the consideration of
usability in practice and the problems associated with it, a closer examination of the
discount usability engineering approach developed by Nielsen has been recommended.
In short, this approach assumes that: “In usability, the fastest and cheapest methods are
often the best” [22]. Hereby, Nielsen addresses the problems identified in this paper,
which can also be seen in Fig. 1, where a comparison of these and the proposed
solutions from the discount usability engineering is presented. The reason for this
correspondence is the even worse situation of the use of usability at that time. Neither
did usability methods find their way into practice [23], nor fundamental principles of
good usability were known [24].

To address these problems, Nielsen uses the following principles as the basis of his
discount usability engineering:

• Focus on the users of your product right from the start
• Perform regular empirical measurements of the usability of your product
• Create your product within an iterative design and development process [25]

Fig. 1. Comparison of identified problems and proposed solutions according to Discount
Usability Engineering
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To ensure that these principles are adhered to, Nielsen has developed special solutions
based on his approach.

The problem of high costs and a huge amount of time required to apply most
usability methods is an invincible barrier for many companies, especially for SME’s
and startups [8]. Taking into account the existing gaps in usability knowledge in
practice [1–5], it is easy to understand why many companies avoid usability tests.
However, to overcome this worst case scenario, Nielsen recommends the use of
intuitively accessible, if necessary simplified usability methods [25]. The application of
such methods should make it easier for companies to learn about usability and prevent
the market launch of non-user friendly products. As a result, companies can improve
their knowledge about usability incrementally. The time and monetary expenditure is
significantly lower than with traditional usability methods, so that especially SME’s
and startups can benefit.

Within his approach Nielsen recommends the creation of so-called scenarios and
the use of the simplified thinking aloud method. Scenarios are a kind of prototype that
are limited in their complexity and functionality, so that they can be used for short
usability tests [25]. Figure 2 illustrates this once again. The simplified thinking aloud
method is based on the classical thinking aloud method [26] and does not require the
complex recording of the test via video or eye tracking software. However, users still
have to express all thoughts and feelings they perceive while testing the product, so that
they can be documented [25]. In addition to these two methods, there are also other
recommended techniques in the context of discount usability, such as heuristic eval-
uation, card sorting or walkthroughs [27], which are not further considered in this
study.

The integration of usability into the product development process has, as mentioned
before, still not taken place in many companies [1, 5]. So far, only a slight increase in
knowledge about usability has been noted [4]. In the past, Nielsen already critically
noted this fact and therefore recommends considering two aspects in the context of
discount usability engineering: All activities to improve usability should have an
educational character, so that companies are trained to consider the customer’s point of
view [28–30]. In addition, these activities should specifically attempt to promote the
practical use of usability methods so that attention to this business-critical topic is
continuously increasing [31].

Fig. 2. Creation of a scenario [25]
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Nielsen also recommends a proposed solution to the last problem, i.e. lengthy tests
under unattractive laboratory conditions lead to a decrease in the motivation of the test
subjects [9]. Discount usability engineering tries to avoid the resulting decrease in the
quality of the results by recommending the use of short-term methods. In addition, the
tests should be conducted outside of traditional laboratory settings and more in the
everyday environments of the test subjects, as these are also closer to the real appli-
cation of the products [25].

With his discount usability engineering, Nielsen thus follows Voltaire’s principle
that “the best is the enemy of the good” [32]. Using the best possible methods is useless if
they cannot be applied correctly or only with great effort [25]. Companies should
therefore prefer to use simpler methods in a first step, which may not yet deliver optimal
results, but at least achieve some progress. Based on this, companies can continuously
increase their knowledge and consider the use of more complex usability methods, up to
the strategic integration of usability into the product development process [25].

4 The Concept of the Usability Testessens

Once the identified problems were countered with the help of Nielsen’s discount
usability engineering, a transfer into a practically applicable concept of a framework for
usability testing was carried out - called the Usability Testessen. In the following
section, a distinction will be made between Usability Testessen in the narrower sense
(i.n.S.) and in the broader sense (i.b.S.). This only serves to explain the concept in a
comprehensible way. Figure 2 is intended to visualize this connection once again.

In a narrower sense, the Usability Testessen is an event that is intended to create a
space that is both creative and productive, in order to test the products of several
companies using well-known discount usability methods of independent third parties
free of costs. In a broader sense, the Usability Testessen also includes the entire
organizational process for preparing, evaluating and optimizing the event. As shown in
Fig. 3, the concept follows the Plan-Do-Check-Act (PDCA) cycle according to Deming
and thus aims at continuous improvement [33]. The Usability Testessen i.n.S. repre-
sents the execution phase.

Fig. 3. Usability Testessen in the broader sense (i.b.S.)
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The concept of the Usability Testessen is offered voluntarily to all interested par-
ties. The planning, testing and optimization are not carried out centrally by a super-
ordinate unit, but decentralized, as there is an independent organizational team for each
city in which the event takes place. If several people from one city have decided to
establish the concept, they will be given access to the workspace of the Usability
Testessen community. This community is an association of people who voluntarily
want to help establishing methods and practices of usability in practice. The workspace
is divided into a cloud-based repository system for all necessary documents for the
preparation, implementation and optimization of the Usability Testessen, a project
management tool for communication within the individual organizational teams and
between the entire community and a content management system for the maintenance
of the shared website. In the following, the Usability Testessen procedure for a par-
ticular city is described following the individual phases.

4.1 Preparation

In order to ensure the successful execution of each Usability Testessen, it requires a
multitude of preparations, which are carried out by the organization team of the
respective city. Figure 4 summarizes the individual steps of this preparation phase
graphically.

Usually, a Usability Testessen takes place every two months. However, this time
frame varies from city to city as the capacities of some organizational teams are limited.
Since the Usability Testessen is called a travelling circus, which means that each event
takes place in a different location, the first activity is to find a suitable host. The host
can be any conceivable organization. Ideally, contact to potential hosts can be estab-
lished during a Testessen. Otherwise, the search is carried out via e-mail enquiries to
potential candidates.

Each host’s task is to provide innovative rooms in which the Usability Testessen
can take place. Usually this is the office of the company or a room belonging to the
organization. Together with the organization team it is checked whether the location
meets certain requirements, such as the existence of a wifi connection and sufficient
space for a minimum number of participants. Following the motto if there’s a problem
make a party out of it, the choice of location explicitly avoids laboratory conditions, as
Nielsen recommends with his discount usability engineering [25]. Rather, the varied

Fig. 4. Procedure for preparing the Usability Testessen
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and innovative locations should increase the creativity, productivity and motivation of
all participants. It is also hoped that this variety will reduce the test providers’ oper-
ational blindness. Furthermore, an increase in the quality of usability tests should be
achieved by having the test persons check the products in realistic environments [13,
25]. In addition, the fear that during the usability tests the performance of the test
subjects and not the product is tested should be removed.

Besides the location, the host also has to take care of the procurement of catering,
i.e. cold drinks and pizza, and provide these to all participants during the Usability
Testessen free of charge. The organization team will assist by providing an estimate of
the costs based on previous experience. Pizza as food was deliberately chosen, as its
diversity means that there is something for every taste and it can also be eaten during
the short breaks between the usability tests. The goal behind the provision of free
catering is to increase the motivation of all participants while maintaining productivity.

In order to encourage the host to assume the above-mentioned obligations,
incentives have also been created for him. On the one hand, he can raise awareness and
promote his organization with his innovative facilities and his willingness to volun-
tarily support other companies in usability testing. He can also continue this in personal
contact with the participants during the Usability Testessen. On the other hand, up to
three test stations are reserved for the host, where he can test his own products for
usability.

After all arrangements with the host have been made successfully, the registration is
opened for the test providers and test persons. Thus, anyone who has something to test
or would like to test something can register. It does not matter whether the products or
services are digital or analogue. Approximately two to three weeks prior to the
Usability Testessen, the registration form is deactivated and the selection of the par-
ticipants takes place. With regard to the test stations, an attempt is made to exhaust the
maximum number given by the location. If more test providers than possible have
applied, the selection will be based on the quality of their tests. In contrast, the test
persons are selected at random. Here, care is taken to ensure that not always the same
test persons are selected, so that as many persons as possible can be granted access to
the Usability Testessen. The random selection of test persons provides the test stations
with feedback from many different perspectives. Target group-specific feedback is
deliberately avoided, as the recruitment of target groups would be much more time-
consuming. Furthermore, there is also a large number of overlaps in the observation by
a heterogeneous user group. Most usability problems relate to the basic handling of
certain products by people, which is why the target group is not needed for the
Usability Testessen [34]. Thus the principle “the best idea can come from everyone” is
valid for the Usability Testessen [18].

Those who have registered will then receive a confirmation or rejection. All the
necessary preliminary information is also part of the confirmation. For example, the test
providers receive a checklist to help them prepare their test case. With the help of these
documents, organizations and test persons who have little knowledge about usability so
far are also given the opportunity to participate at the Usability Testessen. The barrier
of entrance should thus be lowered and the principle of education fulfilled [28–30].
This fact is particularly desirable with regard to SME’s and startups.
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As a final step, the organization team prepares all necessary materials for the
Usability Testessen. These include name tags, signs for the location or even flow charts
so that the test persons know which test stations they have to go to at what time. With
the help of these documents, the Usability Testessen is to be structured in such a way
that the participants can unleash their creativity without having to deal with compre-
hension questions.

In addition to these preparation activities, the organization team is also continu-
ously available as contact person for the host, potential test providers and test persons.
Open questions can be addressed to the organization team via various communication
channels. Next to an optimal coordination of the event, the basic ideas of education and
propaganda [28–31] should be passed on through this activity. During the coordination
with the stakeholders, common misunderstandings about usability methods and prac-
tices can be quickly eliminated. Additionally, the marketing of the Usability Testessen
is carried out by the organization team. Especially social media are used, but also
classical media, such as magazines, are used so that as many people as possible can be
addressed. Participants of the Usability Testessen are also asked to share their
impressions and the concept, so that the principle of propaganda [31] can also be
followed here.

4.2 Execution - The Usability Testessen i.n.S.

After all the preparatory steps have been successfully completed, the Usability Tes-
tessen i.n.S. can be carried out. The process of the Usability Testessen i.n.S. can be
described very well by the standardized schedule, which is shown in Fig. 5.

Prior to the official start of the event, some preliminary work has to be done. The
organization team will take care of the registration and briefing of the test persons and
test providers. They will also set up the location and prepare the technical equipment so
that the event runs as efficiently as possible. The test providers must already set up their
test stations so that testing can begin immediately after the introduction.

The Usability Testessen then begins with a short welcoming from the host and a
presentation by the organization team. In this presentation, the basic idea and history of

Fig. 5. Procedure of the Usability Testessen i.n.S.
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the Usability Testessen are briefly explained and the advantages of the event for all
participants are highlighted. Also part of the introduction is the explanation of the
methods used in the tests using an example scenario. Following the basic idea of
education [28–30], all participants should also receive a further increase in knowledge.
Furthermore, this explanation should guarantee a well organized event. After the end of
the introduction, the participants will have the opportunity to eat pizza, to get cold
drinks and to talk to each other, so that the motivation increases.

Thereupon the usability tests start. In six test rounds with a duration of twelve
minutes each, the test providers are given the opportunity to check their products for
their usability. After each round, the test persons change so that each test provider has
six different test persons. The number of test subjects was referred to [35], which shows
the relationship between costs and benefits in relation to the number of different test
subjects. Although it is mentioned in this paper that the best possible cost-benefit ratio
is achieved with five test subjects, the sixth test subject is intended to provide a kind of
buffer in case a test does not run as expected [35]. Even with six subjects, the benefits
are still 100 times higher than the costs. This fact is even more pronounced in the
context of Usability Testessen, since the test providers have almost no costs, except for
the preparation of their tests. The idea of short-term tests is based on Nielsen’s basic
assumption that the motivation of the test subjects and thus the quality of the results
remain at a high level [25]. The exact duration of twelve minutes, however, crystallized
through the continuous improvement process of the usability test eating.

Due to the short duration of the tests, the test stations are asked to create scenarios
[25] of their products in order to meet the time schedule. In addition, the Usability
Testessen advocates the simplified thinking aloud method, as it can be carried out
without additional technology and also allows as much qualitative feedback as possible
during the short tests [25]. If the test providers would like to use a different usability
method, they have to explain it to the test person independently. In order to maintain
motivation during the course of the event, there is a break after three tests, during which
all participants can enjoy a snack once again.

After all tests have been carried out, the participants come together and the test
providers summarize their findings gained from the event, under the moderation of the
organization team. In this way, the test persons indirectly receive feedback that their
efforts have been appreciated and represent an added value for the test providers. By
ensuring that all participants leave the Testessen with a positive feeling, the effect of the
education is increased and the likelihood that the participants will promote the event
and especially the establishment of usability within companies is increased too [28–31].

Following this summary, all participants can stay at the location and discuss with
each other in a relaxed networking atmosphere. This makes it possible, for example, for
test providers to agree on further, more detailed usability tests with test persons who
have given positive feedback. It is hoped that open discussions about usability will
improve the participants’ understanding.

4.3 Feedback and Optimization

The last two phases of the Usability Testessen i.b.S. - the gathering of feedback and the
optimization of the concept based on it - are bundled and described in this section. At
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the end of each Usability Testessen, the participants are asked by the organization team
to give feedback on the Testessen, both personally and via e-mail. The aim of this is to
continuously optimize the concept.

In order to provide feedback, the participants answer a questionnaire, which is
summarized in Fig. 6. The questionnaire is voluntarily and anonymously designed.
This is to ensure that negative aspects are also noted and that the feedback is of high
quality. When creating the questionnaire, care was taken to keep it as simple as pos-
sible so that the barrier to answering is minimal.

At the beginning of the questionnaire, a distinction is made between test providers
and test persons in order to observe whether the individual stakeholders have different
needs and concerns. With the help of the second question, it is to be found out through
which marketing channels the idea of the Usability Testessen can be spread best. The
following two questions serve to identify aspects that are particularly positive or
negative. The last question is for other remarks. In addition, the individual organiza-
tional teams have the opportunity to add further questions to the questionnaire after
each Testessen. For example, the evaluation of a new usability method can be carried
out or the quality of the pizza can be queried.

The information obtained is then consolidated by the organization team. Positive
aspects can be used for marketing purposes. At the same time, care should be taken to
ensure that they continue to leave a positive impression at future Testessen. The
negative criticisms must be given the greatest attention. After prioritizing all comments,
an agenda for eliminating the negative aspects must be created. The evaluation carried
out by the respective city is then made available to the entire Usability Testessen
community so that synergy effects can be exploited.

To ensure that the Usability Testessen i.b.S. succeeds, it requires the support of the
four stakeholder groups: organization team, host, test providers and test persons. Their
tasks and advantages with regard to the Usability Testessen are summarized in Fig. 7
for better comprehensibility.

Fig. 6. Questionnaire for the optimization of the Usability Testessen
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5 Evaluation of the Usability Testessen Concept

Since the start of the Usability Testessen in 2013, several qualitative surveys have
already been conducted. In this paper only a short overview of the most important
results of this evaluation will be given, as a complete report will be published in form
of a further paper.

While the Usability Testessen, according to the prototyping approach [36], still
started with an untested concept, the event could be continuously optimized thanks to
the continuous feedback of all participants. This becomes clear, for example, in the
time schedule of the usability tests: In the beginning, they were not limited to a given
duration, but varied from test provider to test provider. In addition, test persons were
allowed to change their test station on their own. As a result, the tests were disrupted by
testers who were already changing. Additionally, the number of test rounds therefore
varied. Thanks to the feedback, the duration of the test rounds was limited. Over time,
it became clear that twelve minutes is the optimum time to work through a scenario. By
standardizing the tests, it was therefore possible to achieve a better comparability
between the tests.

Besides the optimization, the evaluation results also confirm the existing lack of
knowledge about usability in practice. Both test providers and test persons are regularly
testing novices and carry out their first usability tests during the Usability Testessen.
This shows that the demand for education and propaganda [28–31] is not unjustified
and that the Usability Testessen even complies with it. Especially the marketing of the
Usability Testessen is to be emphasized in this context. As can be seen from the press
releases and recommendations by the participating persons [37], the principle that one
should test as early as possible and as much as possible is becoming increasingly
widespread.

Furthermore, the evaluation quickly shows that the concept has met with great
acceptance in practice. On the one hand, the continuous expansion of the Usability
Testessen community should be mentioned in this context. Meanwhile there are already

Fig. 7. Summary of the tasks and benefits of each stakeholder
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29 cities, mainly in Germany but also internationally, which have hosted the Usability
Testessen, with an organization team of 143 people. On the other hand, it should be
noted that the format is not only accepted by startups and SME’s, which usually do not
have the necessary resources for larger usability tests. Meanwhile even ten of the DAX
companies have taken part in the Usability Testessen, either as hosts, test providers or
test persons. Some companies have even integrated regular participation at the
Usability Testessen into their product development process and take part at every
Testessen in their city.

Finally, the evaluation showed that the test persons are not only participating
because of the free catering, but are mainly interested in testing products that are not yet
available on the market. The free catering is only a positive side aspect, which, as
hoped, leads to additional motivation on the part of the test persons. This shows that the
recruitment of test persons is apparently not as difficult as expected. It can therefore be
assumed that companies often promote their usability tests unattractively.

6 Conclusion, Limitations and Future Work

In this paper the concept of the Usability Testessen was introduced. It is designed to
help eliminate the problems identified in practice regarding the consideration of
usability. The developed concept is based on the discount usability engineering, which
provides appropriate solutions for the problems found. Thus, the Usability Testessen
represents a realization of these solution proposals, which is illustrated in Fig. 8.

The use of methods, which can be applied with common sense, should not only
reduce costs and time, but also take away the fear that the cost-benefit ratio in usability
testing is not worth the effort [38]. This aspect is especially important for SME’s and
startups. Rather, the Usability Testessen should motivate all participants to continu-
ously expand their knowledge about existing usability methods and practices [25]. Of
course, the informal atmosphere should also be helpful in order to promote both the
teaching aspect and the idea of marketing usability concepts [28–31].

The Usability Testessen should therefore not only motivate test persons to provide
high-quality feedback, but also encourage companies to consider usability as part of

Fig. 8. Comparison of identified problems, corresponding proposed solutions according to
discount usability engineering and realizations within the framework of the Usability Testessen
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their product development. In summary, it can be said that the Usability Testessen is
one way getting usability engineering in your organization.

The key results of the evaluation summarized in this paper show that the theoret-
ically developed concept is also positively accepted in practice. One reason for this is
that the principle of continuous improvement is pursued and that this allows the needs
of the participants to be incorporated into the concept. Based on the results, it can be
assumed that the Usability Testessen addresses existing knowledge gaps and has
already been able to close them to a certain extent. However, it rather sensitizes
companies to think about the integration of their product development process with
usability engineering. As mentioned before, a more extensive discussion of the eval-
uation results was deliberately omitted in this paper due to space problems. For this
reason, another paper is already planned, which will deal with a comprehensive
evaluation of the concept of the Usability Testessen.

Furthermore it should be mentioned that the Usability Testessen has to be distin-
guished from other approaches of usability testing. The methods used in the context of
the Usability Testessen can only be of a qualitative nature, as the concept is based on
just six tests with a duration of twelve minutes each. At the same time, the concept does
not claim to replace formal tests under laboratory conditions, although these are crit-
ically examined in the context of this paper. Quantitative surveys as well as laboratory
studies are very important among the usability methods, but pursue different goals than
the methods used in the Usability Testessen. In this context, the deliberate avoidance of
target group specific test persons [34] is to be added, which would not be meaningful in
another context, but is appropriate in the context of the methods used for the Usability
Testessen.

The discount usability engineering approach developed by Nielsen has been par-
tially critically examined in research. Studies such as [39] were considered in the
development of the Usability Testessen, but are not discussed this paper, also due to
space problems.

During the description of the consideration of usability in practice, the initial sit-
uation of SME’s and startups was especially emphasized. Due to the insufficient
resources available there, the Usability Testessen represents a great added value
especially for these companies. Despite this distinction, the concept of the Usability
Testessen is not to be considered explicitly in the context of SME’s and startups.
Although these companies are very satisfied with the event, there are also a multitude
of large companies, as already shown in the evaluation, which also attend the Usability
Testessen.

Within the scope of future research, it could be considered, in addition to the
aspects mentioned above, whether there are other approaches besides discount usability
engineering, whose consideration creates an added value for the Usability Testessen.
So far, only the use of scenarios and the simplified thinking aloud method are rec-
ommended. If companies would like to use other usability methods, they have to
consider independently how to implement them in the context of the Usability Tes-
tessen. Future research can provide support and determine which (discount) usability
methods are additionally suitable for the Usability Testessen.
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Abstract. With the development of technology, there are more and more
emerging new definitions in circulation. For instance, a definition of Rich Media
has been created, one which does not take a specific form for internet com-
munication media. Rich Media refers to the methods of information transmis-
sion through animation, sound, video, and interactive mediums. Such a social
phenomenon reveals people’s reactions and the way they explore between
technology and information transmission. This, in turn, reflects the combination
of information transmission and technology required to create a better user
experience. Based on this phenomenon and our current situation, the current
definition of Rich Media has its limitations. Such limitations often lead to the
over-acceptance of new technologies. Whenever the new technology appears,
people try to apply it to every object without considering whether it is suitable or
not. It is important therefore to pay attention to the new technology. The
methodology proposed here can help build up information construction to verify
whether a better user experience is achieved. This paper explores argues for this
efficient methodology – Rich Media 2.0, a methodology to enhance Media
information construction to create a better user experience.

Keywords: Information construction � User experience � Service design �
Design process

1 Introduction

With the advent of the 5G era, information has skyrocketed, and the diversified
development of communication channels has been promoted. Information transmission
can no longer be limited to the dissemination of information to designated objects, but
rather it achieves multiple types of interactive information transmission through mul-
tiple media. In this context, the designer acts as a bridge for information conversion and
tries diversified communication paths to form sufficient media information to achieve a
positive user experience. The diversification of information has enabled the design to
evolve from problem-solving to constructing a sound service system before the
problem emerges. Any nascent problems that have emerged have been resolved from
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the perspective of the overall service system. From information design to interaction
design, the design approaches the users step by step. The combination of a variety of
technologies also helps to efficiently screen, refine, and summarize within the context
of an enormous amount of information.

Designers have continued to explore application scenarios in various industries
under the development of new technologies. Various types of technology and equip-
ment continue to intervene in real life and widely assume service roles in our society.
As new definitions of smart cities, smart manufacturing and smart agriculture continue
to emerge, designers have gradually perfected various design projects to ensure positive
user experience and feedback. Design is more and more valued for its unique value,
and the continuous improvement along with the development of design make the
boundaries of design continue to widen. Will the focus of different aspects of the design
process have an impact on user experience? A complete project has undergone different
cycles from zero to completion, such as technical limitations, even staffing changes,
and so on, so it may result that the completed project is in line with the initial
expectation: as M. Eigen states,

“It is important to understand that this structure is iterative in its approach. This
means that at every stage of a service design process, it might be necessary to take a
step back or even start again from scratch. The single but very important difference
being in ensuring that you learn from the mistakes of the previous iteration” [1].

However, time cannot stagnate, so how to ensure the accuracy of previous infor-
mation over time, moreover, whether that information has undergone predictable and
unpredictable changes. The methodology that tests the value of current information is
increasingly needed.

At the same time, with the rapid development of science and technology, more and
more cultures and education industries have adopted emerging technologies in order to
solve problems. China has a population of 1.3 billion and embraces an extremely
complicated user situation. Adopting traditional design and evaluation methods will
make the culture and education industries involved in complex social issues and issues
relating to human nature. In the standard design and evaluation phases, methods such as
user interviews and behavior observations are often utilized. The process is usually
costly and have a long cycle. The changeability of the interviewees may cause a bot-
tleneck in the rapid and effective evaluation of service systems. Studying and evaluating
the user’s operation time, cognitive modes, behavioral habits, error rate, amenability, and
degree of satisfaction will help designers observe user experience, products, environ-
ment and service details, and further, obtain much information in the process.

Challenges facing designers:

1: How to create an extensible evaluation system for stakeholders?
2: How to ensure that the service content is sufficient under the premise of meeting

the feasibility and the needs of customers?
3: How to effectively deal with participants’ feedback during the design process, and

turn the information into a productive design force in a timely and accurate
manner?

4: How to strengthen the construction of media information to update the design to
obtain a better user experience?
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2 Purpose

In This paper is based on an in-depth interview and discussion from the perspective of
the designer. This paper abstracts the critical elements of the whole design process from
multiple design projects. Furthermore, it constructs the nodes of the design process as
the methodology of Rich Media 2.0 basic structure.

We were inspired by the hypercycle structure of Manfred Eigen, which functions as
follows: “If we ask for a physical mechanism that guarantees the continuous evolution
of a translation apparatus, hypercyclic organization is a minimum requirement. It is not
sufficient - though necessary - that the information carries involved are of a self-
replicative nature. If we analyze the conditions of hypercyclic organization we
immediately see their equivalence to the prerequisites of Darwinian selection. The latter
is based on self-reproduction which is a kind of linear autocatalysis. The hypercycle is
the next higher [sic] level in a hierarchy of autocatalytic systems. It is made up of
autocatalysts or reproduction cycles which are linked by cyclic catalysis, i.e. by an-
other superimposed auto-catalysis. Hence a hypercycle is based on non-linear (e.g.
second or higher order) autocatalysis.” [2] On the one hand, the design process is made
up of many different elements and links. While performing its duties, each should take
into account the overall process. Moreover, on this basis, design is evolved. On the
other hand, the individual information of each link needs to achieve “autocatalysis.” [2]
That is, “autocatalysis”, as a real-time information monitoring tool, can determine the
positivity or negativity of feedback information through visualization of the audience’s
emotions and can enable all the design links to have pure feedback - without interfering
factors - thus establishing an improved direction. In this way, in-depth research and
creation of effective tools will enable not only the design process to be a virtuous circle,
but also all the designed links can capture and update information in real-time.

3 Rich Media 2.0

Rich Media 2.0 is a methodology to strengthen the construction of media information
and hence to create a good user experience. This methodology is used to test the real
feedback of users. It is a hypercycle model that collects information. We can under-
stand the users’ emotional changes, get feedback, and optimize the design through the
induction device in order to ensure the effectiveness of the service content. We turn the
uncontrollable perceptual service into the information data through the observation of
psychological and emotional changes according to user behavior. From social phe-
nomena to life trends, from art installations to cultural and educational design, various
languages from different industries are trying to define the concept of human-centred
design, which is called Rich Media 2.0. The cases we have carried out below reflect the
current attempts of designers to develop this concept.

Case 1: A Intangible Cultural Heritage in China
This intangible cultural heritage in China is a palace architecture built in period of the
Ming Dynasty. Now it is a museum of classics, calligraphy and painting. Since 2008,
the museum began to display numerous exhibits of calligraphy and painting of national
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treasure in batches, some of which were not displayed due to site restrictions. For
example, if a scroll painting of more than 10 m is rolled up, it is easy to store, but its
display space is required to be exigent. When initiating this project, the problem to be
solved was to use art technology to make an open-exhibition of painting and callig-
raphy in a proper way and in a limited space. As a museum of calligraphy and painting,
the first task was to make art and cultural education more accessible; to design a new
way of exhibiting in order to eliminate the gap between visitors and exhibits.

Based on the above background, we found out that the main problem faced, as in an
initial survey, was that the exhibition’s rationale regarding the collected works was
relatively simple, such as there being a requirement to exhibit according to the clas-
sification of dynasties. The main goal of the museum was to become a visitor-oriented
cultural organization. Its aim was to focus on the visitors, and improve the content
category and way of visiting after understanding the real experience of visitors through
researching their visiting routes.

Furthermore, through design scenarios and service roleplay, we could understand
the users’ behavior from their own perspective and gain a full picture of their mindset.
Therefore, visitors were classified according to their purposes: experts, students and
tourists. Moreover, we sorted out the relationships of stakeholders, and asked: what can
we do for them? How could they give us feedback? We were able to test the impact on
service quality through various factors. The museum necessitates the provision of a
relatively dark window environment for the protection of ancient calligraphy and
paintings, and to display them by stages and by categories. At the same time, we
collected information and sorted the key information from research through visitor
interviews and questionnaires. For example, Expert A offered a piece of information
about the scene light being dark, the exhibits’ window being far away, and the viewing
capability not being very good; Student B wanted to have an extraordinary explanation
of the painting and calligraphy; Tourist C needed more cultural information.

Overall, designers made the reconstruction based on diversified media information
in an iterative way to provide an updated solution. We redesigned the service blueprint
and visitors’ emotional visiting map, creating an independent and neutral methodology.
We redesigned the museum through the following three points. First, as shown on the
left side of Fig. 1, the digital analysis guide function was provided, which can zoom to
three times of the original painting to help visitors to see the original painting more
closely and clearly. Second, as shown on the right side of Fig. 1, the methodology
allowed a high degree of freedom and expansibility. It could reasonably arrange the
different needs of visitors within the visiting service so that visitors could draw virtual
paintings themselves and transfer them to mobile phones based on the principle of
Chinese traditional painting. Third, digital analysis is provided. Visitors who enjoy this
kind of service can have a deeper analysis of the content, including the translation of
ancient characters, the background context of the time of the works’ creation, the
explanation of the composition of the painting and the making process of the painting.
Through the above three points, the iterative updating of information was improved.
On the whole, we were able to strengthen the human-computer interaction experience,
expand the direction of the new service, and make the interactive users’ map, which is
how we make users become designers too. Moreover, we were able to improve par-
ticipation in flexible ways.
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However, user requirements will change with time, and the change of information
level caused by time is worthy of attention, an issue that will be the core for improving
the next step of design. The requirements of the users for the first experience will be
different from those for the second or further experiences. However, the content of
experience for the user who has experienced visiting many times is not updated in time,
and our design should consider this information transformation. This shows the
importance of this Rich Media 2.0 methodology. Through Rich Media 2.0, users’
emotions can be monitored in real time and essential information can be found to make
a redesign.

Case 2: Regeneration Plan of Old Town in Beijing
Located in Xicheng District, Beijing, the old town covers an area of about 37 hectares.
Its history can be traced back to the Yuan Dynasty, and it lasted through the Ming and
Qing Dynasties. It is mainly composed of the former residences of celebrities, with a
temple at the core. The whole cultural area of the old town in Beijing was without
protection or promotion. After understanding the background, we underwent a process
of research through contextual interviews and storyboards to collect user in-formation
and understand the expectation of tourists here. We prioritized these expectations and
built “a day in the life”, and then used that as the basis for the creation of a blueprint for
tourists.

As a consequence of this research, the central axis of this service gradually
appeared: we needed to provide users with a quick guide to discover the profound
historical background and rich cultural features of the region. We provided services
through APP to gain the maximum contact point with tourists, as shown in Fig. 2. We
provided a digital guide of services that users may need during their journey, including
ancient buildings, former residence of celebrities, traditional food. We also established
a scoring system rating places to visit. In the ancient building area, the AR function of
the APP could be used to combine the virtual digital image with the actual scene,
making the explanation and guide service more intuitive. For example, the ancient
building photographed by AR will virtually restore what was happening at that time.

Fig. 1. (left) The process of translating ancient Chinese characters by touch screen. (right) A
self-coloring process to create ancient paintings anew.

Rich Media 2.0: A Methodology to Enhance Media Information Construction 117



After the APP had been used, we conducted a follow-up visit for users, and dis-
covered that the knowledge of history and culture was boring for tourists. As an
opportunity for improvement, we provided a platform that allowed the residents to tell
the story in the APP. With the advancement of time and the increase of visitor flow, the
difficulty of auditing and the cost of human resources was getting higher and higher.
After reassessment, we cancelled this service. In order to find out what motivated
people to use the APP and then combine it with the current entertainment experience,
once again, we focused on tourists. How to integrate tourists with the service itself -
how to find common ground? To increase attention and relevance, we attempted to
mark the scenes that had been filmed in the region in the APP, and then users could find
matching scenes.

Overall, we are considering what services we can provide to customers at the
functional level. Is it usually difficult to motivate visitors while providing customer
service? How to stimulate users to use our services first when they have many alter-
natives? We need to think about all these questions. As time goes on, media infor-
mation is presented in a more and more diversified way. It is particularly important to
pay attention to the fact that information of such historical and cultural areas changes in
real time. The protection of the area does not mean that it is divorced from the
surroundings, but protecting it does mean finding a combination of new design
products and regional planning.

Case 3: Cocoa Bean Experience Day
In 2017, Shanghai University of Science and Technology held a three-day cocoa
themed activity experience day to cultivate the learning interest of 8–10-year-old
pupils. What needs to be highlighted is how to teach students to learn the content of
extra-curricular learning materials through new media, and how to cultivate students’
interest in learning. According to the research, the form of exhibition, explanation and
teaching cannot stimulate students’ interest. We focused on improving the activity
service itself, aiming to combine the interests of children, expand the possibility of
teaching methods, and improve the learning efficiency. We used contextual interviews
and storyboards to collect insights from teachers, parents, and children. We found that
children now prefer to use mobile phones or iPads to experience digital services after
class, and that more interaction and animation feedback can attract their attention.
Moreover, parent-child interaction to complete the learning task together can improve

Fig. 2. Finding popular locations through the application’s AR capabilities
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the learning experience of children. We tried to visualize the key points of knowledge
in the textbook and show them dynamically, and connect the teaching knowledge
points through games.

The user interface with touch control may generate information exchange as shown
in Fig. 3. Diversified presentation is a way that students today accept at an earlier stage.
The changes in our times create the distinct characteristics of students. Their focus,
daily life style and hobbies are also different. We need to continually reflect and grasp
the trend of the times and update the service contact points to meet the current needs
and achieve the service goals. It is obvious that the methodology is crucial: one which
can monitor users’ emotions in real time to feedback information in order to determine
design work at a higher stage.

Case 4: APP of the Traditional Culture Museum
In early 2013, the museum launched the APP project in order to popularize the
knowledge of cultural relics. The historical data was presented digitally. Although there
are essential differences between digital presentation and cultural relics, the former
offer easier means of preserving relics and disseminate them.

Based on the above background, the museum can receive 15 million tourists every
year. Through the app display, the cultural treasures of the museum will be presented to
more Chinese more efficiently. How to choose cultural relics to display and promote?
How to explain them in the app? These are the first things we needed to consider. We
used the Shadowing Plan to observe visitors to the museum. The Plan, combined with
the situational interview, revealed that many visitors had deep feelings for the auspi-
cious beasts on the building and at the gate of the palace. Although many did not know
what they were, they still took photos of them. We tried to use auspicious animals to
find a clue through the history of cultural relics. We found that our ancestors had used
auspicious animals as decorative patterns since ancient times, including flying in the
sky, climbing on land and swimming in the sea. We connected these mythical animals
and used them as an opportunity to display cultural relics, guiding users to understand
cultural knowledge. Through written text and text decoration, we drew a set of aus-
picious animals by hand, and explained them according to relevant cultural relics
stories, and combined these with the actual location of the museum’s icon to attract
tourists to find auspicious animals on the spot.

Fig. 3. Learning about cocoa beans through interactive games
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As soon as the APP was launched, the majority of users liked it, and they also asked
for derivative products. We took this opportunity to contact the relevant government
sector, to launch a series of derivative products, and provided DIY functions to create
auspicious animal models, including replaceable parts such as eyes, horns, scales,
feathers, head crowns, etc., which were drawn according to the real data shown in
Fig. 4. Each detailed part had a prototype, allowing the visitors to customize their own
auspicious animal cultural relics. On reflection, we were able to provide expandable
services and maintain individual autonomy, so that users could decide the time and
intensity of experience according to their actual needs.

Case 5: Digital Marketing Construction of a Jewelry Brand in Beijing Interna-
tional Trade Mall
China International Trade Yintai jewelry concept store is a pioneering practice in
China’s new retail era. This brand focuses on the new concept of “jewelry personal-
ization”: providing each customer with the most suitable jewelry products. The main
obstacle to the initial growth of the brand lies in the experience of the service path.
There are deficiencies in customer value identification, integration and the practicability
of the brand.

Fig. 4. Group A on the left shows the connected visual map of auspicious animals. And the
relationship between buildings and cultural relics. Group B on the right shows the interaction
application.
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Based on the above research, we decided to improve the user experience. How to
provide customers with the most suitable jewelry products? We focused on how users
chose their jewelry and extracted a series of keywords through interviews and insights,
including matching temperament, light convenience, etc. Then we put forward the
concept of a face jewelry service shown in Fig. 5. The establishment of face jewelry is
not just to develop a product, but also to carry out marketing and sales work, in the
anticipation that designers become a part of the business and solutions are found
together with customers. Starting from the key points of users’ attention, we recom-
mended appropriate headwear through the camera to identify users’ face shape, hair-
style, and expected weight size so that users could realize that each piece of jewelry
should have a unique emotion and become the wearer’s self-expression and spiritual
strength. We tried to create a product recommendation that could match the user’s look
and facial features in real time, which, in turn, would expand the Rich Media 2.0
framework.

4 Characteristics of Rich Media 2.0

In addition to all the strategies above, the design process itself proved a way of finding
the critical points of redesign after the design was completed. We were then able to
integrate the redesign into the methodology, namely, Rich Media 2.0., as shown in
Fig. 6.

Fig. 5. (left) Facial recognition. (right) Jewelry recommended according to the face shape
according to the DATA of Facial recognition.
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Fig. 6. The construction model of Rich Media 2.0.

4.1 Fact

According to Cambridge dictionary the meaning of fact is ‘something that is known to
have happened or to exist, especially something for which proof exists, or about which
there is information’ [3].

The design process is built by facts such as atmosphere, time, events, common
sense, space and factors.

4.2 Need

During design project the need influenced by all participants such as provider, user and
designer related to function, purpose and service.

4.3 Stakeholders

Stakeholders refers to all associates of a complete project. Status, relevance, balance
and value were used to analyze the interaction among different stakeholders.

4.4 Touchpoints

Touchpoints mean the connection between user and service, which happens con-
sciously and unconsciously, and a number of ways to communicate between them.

4.5 Information on Demand

The strategy of information on demand allows the audience to determine the timing,
type, and intensity of the media service they participant in.
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4.6 Autocatalysis

An essential part of Rich Media 2.0. is a real-time information-monitoring tool. It can
judge the positivity or negativity of feedback information through the visual visual-
ization of the visitor’s emotions, meaning the design link produces feedback to
establish improvement in future directions. That is, in the design process chain, each
link can carry out information value tests and strengthen the authenticity of user
feedback, in order to promote the higher cycle of the design chain that, in turn, can
improve the design and user experience.

Secondly, emotion [4], self-expression produced in the process of human contact
and interaction with things, is a feeling state of cognition and behavior that is inspired
and integrated by neural circuits, response systems. With the development of tech-
nology and computer technology, emotion recognition based on image recognition and
physiological signal analysis has gradually evolved into a mature field of emotion
research. In the model of Rich Media 2.0 methodology, we propose that users’ emo-
tional feedback can be used to assist the design work in every link, that is, through the
results of feedback, it can help designers improve the service design in the process. This
self-cycling program not only emphasizes the visualization process of emotion but also,
more importantly, links the positive and negative aspects of user emotion with changes
in time. Emotion is a kind of internal subjective experience, but when emotion occurs,
it is always accompanied by some external performance. This kind of external per-
formance reveals some behavior characteristics that can be observed. People’s facial
expression shows various emotional states through the changes of eye muscles, facial
muscles and mouth muscles. People’s eyes are best at communicating. Different eye
movements can express people’s different emotions and feelings. The change of mouth
muscles is also an important clue to express emotions, for example, when hateful,
“gnashing teeth” and when nervous, “with open mouth” [5]. This way also makes it
possible to judge the emotional state of a person by observing the changes.

Fig. 7. Evaluation of the Listed Cases by Rich Media 2.0 Mode
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Based on the above cycle, autocatalysis is the driving force of the higher cycle. The
construction of the framework improves the construction of media information in the
design process. Autocatalysis, as the core link, promotes the whole design process
chain to find problems and catalyze them so they become a more advanced infinite
cycle. It monitors emotions in real time to gain real feedback information that can
improve the design. By extracting the features of Rich Media 2.0 and applying it to
grounded theory, the following picture shows the framework of its construction mode,
and provides a visual analytical method for people, as shown in Fig. 7. As can be seen
from the above picture, in the design process, the information fluctuation is presented,
which shows the degree of deviation from the original information reality in each
design link. The selected cases all present a wavy line, and all need to have the
methodology to build the construction of media information. Furthermore, the auto-
catalytic effect of autocatalysis is used to show that the prototype of the ideal model
may achieve a more stable and balanced route in the future.

5 Constructing Rich Media 2.0

Where should Rich Media 2.0 usefully be applied? First of all, the information will
change as time goes on, and autocatalysis will be triggered by re-examining the real
feedback of information in each link of the design process. Autocatalysis is used to
monitor various emotional states of people. We have a fundamental emotional clas-
sification. Most studies tend to agree that there are at least six basic emotions: hap-
piness, anger, fear, sadness, disgust and surprise [6]. It makes the design process carry
on effective information reconstruction and recirculation. Conscious or unconscious
emotions can give real feedback to the interactive links, which can be widely used in
the expansion of the service field. Some are listed as follows:

5.1 Offline Interactive Facilities and Services

Rich Media 2.0 can provide autocatalysis and effective information feedback at the
beginning of the completion of facilities and services. As students, teachers, teaching
materials, experience methods and social systems change with the service time, just as
in case 3, only providing functional solutions is the bottom line to meet the needs, and
providing a pleasant service experience can help us gain confidence, and helps us to
know ourselves. As the carrier of information and the kind of service are changing with
the times, we need to find ways to match the development of the times and the age of
users, and to marry these with the content of the experience, such as in the Cocoa Bean
project, mining the case of active experiences of 10–13-year-old children, and applying
it to teaching contexts to achieve better service purpose. The out-standing significance
of Rich Media 2.0 is to excavate a good cycle of evaluation and guidance services for
testing offline interactive facilities and services.
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5.2 Virtual Information Construction

Digital devices have become an important part of the current social information dis-
semination process. The convenience of information transmission and the information
overload require efficiency and convenience of information construction and screening.
Rich Media 2.0 is used to evaluate the location and rationality of on-demand infor-
mation in the information service chain, therefore re-evaluating the user service
experience. For example, in the case 4, it is observed that tourists are interested in
auspicious beasts at this stage. We take this as the starting point for service design to
meet the trend of the times and users’ expectations. No matter what medium or method
is used, the service provider determines what consumers can see and how to see it. We
need to provide a complete user-initiated content production method to let users begin
to intervene in content production. In this way, there is a move from the provider fully
leading to the consumer also being involved in production; a move that lets users
decide the time and intensity of experience according to their actual needs.

5.3 Digital Exhibition

How to present the information elements appropriately? The application of the digital
exhibition maximises the service expectation of users. Rich Media 2.0. has brought
about a new role for the value chain, and a redefining of the role and relationship of
participants from all sides, so that the presentation mode is not divorced from reality
and can be applied to new digitalization. For example, in the case of jewelry brand –

the digital marketing construction of Beijing International Trade mall in case 5 - we let
customers become members of the design link so they could jointly realize brand value,
monitoring and analysis of user behavior in real time and thus accurately feedback their
needs.

5.4 Three-Dimensional Urban Structure

Urban public life involves many participants, such as those in engineering, economy,
environment, transportation, communication, education, medical treatment, etc. The
service field is complex; the changing needs of users and the actual use environment
will affect the service journey. By re-examining the relationship between knowledge
and concepts in various fields, it is easy to highlight the breakthrough of the project and
obtain new ideas to optimize the current situation. For example, in the regeneration
plan of old town in Beijing case 2, providing a channel for users to communicate with
each other helps to activate the whole regional service experience. With the continuous
promotion of services, users’ demands for services will change through the process of
experience. It is possible to use Rich Media 2.0 to pay attention to this change and
explore the multi-level of urban structure.
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6 Testing Model

Thanks to the rapid development of the Internet, Internet companies have launched
digital services such as virtual products. To ensure the maturity of such virtual prod-
ucts, they will be tested, or their trial versions will be launched. As with online
members, there will be trial versions at the initial stage to provide customers with short-
term exclusive services. The advantage is that this allows members to enjoy specific
offers or exclusive products. This kind of virtual membership product is conducive to
industry standardization and clarity of copyright.

Recently, the novel adaptation of the ancient costume drama “Celebrating the Rest
Year” was popular on iqiyi.com, and was sought after by many people. Iqiyi website
launched VVIP service [7]. ‘VVIP’ means advanced on-demand, that is, based on a
VIP watching six episodes first, members were able to watch six more episodes if they
paid another 50 CNY as shown in Fig. 8. Therefore, when members realized there was
an additional payment, it caused public outcry on the Internet. More than 4 W pirated
links increased. The official media of the People’s Daily said that this kind of service
was an infringement of the rights and interests of consumers. Even as a trial version of
the service, it harmed the brand on the network. For the interpretation of user senti-
ment, we used a combination of discrete model and dimensional model [8]. Six basic
emotional states [9] were expressed in a dimensionalized way as shown in Fig. 9.

Fig. 8. The Interface of Iqiyi.
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For this situation, we tried to test with Rich Media 2.0 as shown in Fig. 10. On the
one hand, real-time monitoring tools were used to check the problems. On the other
hand, we were also able to deduce the solution according to the curve of emotional
fluctuation. We chose people from different backgrounds who had not watched the film
to participate in the experience. They watched with a VIP account until the last episode
of the permission was available. The pop-up recommendation window of VVIP service
would then pop up. According to the records, all 20 participants had fluctuating
emotions at this time. Nine of them chose to close the page within five seconds. Every
time the users interact with the information, they will have emotional fluctuations
because of the pictures, words and other information in the service. This kind of
emotion is the psychological feedback of customers’ contact with products and ser-
vices. The relationship between emotional fluctuation and time can form valuable
information feedback of the user experience. Receiving emotional information from
several different periods of the program will further help research and create an accurate
and efficient database. According to the mood fluctuation chart, the problem-solving
direction is not limited to the following two directions: firstly, a reasonable range of
VVIP costs, and secondly, the role and permission assignments.

Fig. 9. (up) Construction of autocatalysis analysis model and (down) test

Fig. 10. Evaluation of the 20 participants by autocatalysis analysis model
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Ultimately, Iqiyi launched VVIP virtual products to enhance user experience.
However, in the early stage of the trial version, Rich Media 2.0 was used as the testing
methodology, reducing social impact. Through this, we were able to understand the
user’s emotions and psychology, and improve the project redesign.

7 Conclusion

This paper proposes a methodology for objectively evaluating user experience, which
could be considered as a testing tool for information deviation caused by time evolution
during the construction of media information. It is called Rich Media 2.0. Based on the
designer research and the concept analysis of related cases, six elements of the design
process are extended: need, fact, touchpoint, stakeholders, information on demand,
autocatalysis. In addition, the applicable industries of four fields are expanded, such as
offline interactive facilities and services, virtual information construction, digital
exhibition, and three-dimensional urban construction. The accuracy of Rich Media 2.0
makes autocatalysis able to present the fluctuation of emotion directly during the
process of emotion visualization, and hence, to explore customer psychology. The real-
time nature of Rich Media 2.0 means its information feedback is not limited by time,
but it rather can be used as a process of real-time emotional feedback. Its expansibility
makes it possible to develop a wide range of industries. With the development of
wearable devices, 5G technology and deep learning, the accuracy of emotion recog-
nition will be improved. With the new technology and recognition dimension, the
information of emotional feedback will be more accurate. Customers can also feedback
more information, including age, gender, face value, face quality information and
types.

By recognizing the value of Rich Media 2.0, we enhance media information
construction and thereby create a better user experience. This methodology helps us to
filter subjective information during the service process, and expand the scope suffi-
ciently, as well as the dimension of the screening. Overall, this evaluation method can
more accurately deliver feedback about the value in the service journey, hence pro-
viding a solid basis for redesign.
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Abstract. The future market and demands of users are unpredictable during the
fuzzy front-end of product development. In order to save time and economic
cost, user experience may be replaced directly by empathic design and empathy
model for experimental and chaotic nature of the front-end. Meanwhile, with
acceleration of product innovation and growth of brand, innovation has become
an indispensable part of the development of enterprises. Enterprises could sur-
vive for a long time only by continuously providing innovative products to the
market. Although role-playing and empathic design still has a great impact on
designers, they cannot fully meet the needs of fundamental innovation due to
their limitations. In recent years, more and more enterprises begin to pay
attention to the end users, and explore the user demands, economic and social
benefits. Designers also gradually began to study the typical emotional changes
of users and their social world in order to seek new breakthroughs. This paper
will start with the research of fuzzy front-end and discuss how user experience
will bring innovation to fuzzy front-end. Because of the interaction with the
environment, there will inevitably emerge social factors and social networks.
The participation of users will not only create economic value, but also create
emotional and social value, so that innovation can reach a new level.

Keywords: Fuzzy Front-end � User experience � Innovation

1 Introduction

New product development refers to the process of product development, testing and
iteration from the research of market trends and insight into design opportunities to the
final market. Fuzziness, confusion and complexity is the main reason for the formation
of FFE (Fuzzy Front-end). Confusion leads to uncertainty. Dr. Cooper [1] once pointed
out that, even if 3000 schemes were produced in the fuzzy front-end, only 14 schemes
would enter the product development stage, and finally one successful scheme would
win when put onto the market. These statistics also showed that successful products
have an inseparable relationship with the creativity of fuzzy front-end. Innovation can
bring competitiveness and sustainable value creation for enterprises. Sowrey [2] once
explained the innovation of enterprises as follows: enterprises that understand
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innovation can survive in the market for a long time. It can also be explained that
innovation can bring a steady stream of vitality, so that enterprises and teams can
reduce the constraints of the existing framework and maintain high enthusiasm during
the fuzzy front-end of product development.

However, “If you stay with innovators long enough, you will find that they are all
using the old methods to create new things” [3]. After interviewing 100 chief tech-
nology and chief innovation officers, Arthur D. Little drew five conclusions of inno-
vation through his research on ‘The New Face of Innovation’. “User Based Innovation”
is ranked first among them. In the process of exploring future, customers are important
sources of open innovation outside the enterprise. Deep and meaningful cooperation
and research with users will help enterprises understand users’ emotional needs and
social networks.

In recent years, more and more enterprises have begun to focus on user experience,
but most of them preferred to place UX in the product development and testing stage
rather than FFE. And mostly, few of them start from the perspective of users actually.
For example, some studies have found that [4] most of the research on users was
conducted among enterprises, rather than real users. Designers or developers use
empathic design to put themselves into the real user context to define products.
Although this is a very popular method, its limitations are gradually highlighted.
Therefore, on the basis of literature review, this paper will explore and study the
relationship between users and innovation in the front end of product development
through model combing and a cooperation with an enterprise.

2 Study Review and Model Extension

2.1 Review of the Important Development of Fuzzy Front-End

The concept of fuzzy front-end originated from the research of new product devel-
opment (NPD). The “entry” stage is also called pre-development stage [5], 0 stage [6].
In the 1980s, Cooper standardized it and formed Stage-Gate System (see Fig. 1.) [7].
Through Idea, Preliminary Assessment, Detailed Investigation, Development, Testing
& Validation, Full Production & Market Launch, these five stages were carried out
linearly. The first three stages formed the fuzzy pre-stage of the product.

Fig. 1. Stage-Gate System [7]
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Moenaert [8] formally put forward the concept of “fuzzy front-end” in 1995. He
pointed out that fuzzy front-end is a stage evaluating whether a product concept is
worth investing and developing. Fuzzy front-end plays a key role in the process of new
product development, which largely determines the success or failure of a product
development. Khurana et al. [9] integrated the research of previous literature, put
forward the fuzzy front-end model of new product development and pointed out that
the fuzzy front-end plays an important role in screening the product concept, strategy
and other basic elements of the product (see Fig. 2.). From then the importance of fuzzy
front-end was recognized by more and more scholars and enterprises, and most of them
believed that the fuzzy front-end should implement the whole process of new product
development.

In 2001, Koen et al. [10] proposed New Concept Development (NCD), focusing its
model on the early stage of product development, rather than the whole process of
Stage-Gate System. At the same time, they also designated the Fuzzy Front-end as the
Front-end of Innovation (FEI), aiming to clarify the important work of the FFE–the
statement of Fuzzy Front-end over focused on the word “fuzzy” and confused the
important tasks of the front end. It implied the significant impact on unpredictable and
uncontrollable on the front end instead and couldn’t accurately define the leading role
in this period, and this would lead to consuming the resources continuously. Actually,
innovation is an important factor that really dominates the front-end. Therefore, the
combination of innovation into the front-end made clear the tasks that should be
concentrated. At the same time, Koen et al. connected the previous linear front-end
processes to form the shape of the wheel. “Opportunity Identification”, “Opportunity
Analysis”, “Idea Generation”, “Idea Selection” and “Concept & Technology Devel-
opment” are the five stages that could appear randomly, and they could influence and
promote each other to make it the engine of product development (see Fig. 3.).

Fig. 2. Stylized model of the FFE [9]
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The exploration of fuzzy front-end has always been in the process of continuous
updating and exploration. Some researchers have carried out the process paradigm,
while others have advocated that the fuzzy front-end should be flexible. Although
innovation plays a very important role in FFE and the entire life cycle of the product,
how to identify innovation as well as the mechanism of innovation has been in a
neglected state [11, 12], which is worth further discussion.

2.2 Innovation in Fuzzy Front-End

Most FFE models start from “idea” or “opportunity identification”. From another
perspective, the development of new products always starts from the continuous
innovation of the front end [13], and researches also show that 50% of the innovation
time of R & D should come from FFE [14]. It is precisely because of the support of a
large number of innovation ideas that constitute the real sense of FFE, and through the
continuous selection of ideas to reduce the uncertainty and ambiguity of the front-end.

In 20th century, enterprises regarded R & D as a confidential stage, so innovation
has always been spread in the enterprise as a highly confidential information, forming a
creative funnel and any ideas must go through the linear process of identification
screening to enter the next step. This form is called Internal Innovation. Now it still
exists in the government, national defense and other confidential enterprises. However,
it is no longer applicable to most enterprises in the market. The competition between
enterprises is intensifying, and the internal innovation of enterprises cannot meet the
higher requirements from users and market. Therefore, von Hippel [15] put forward the
concept of open innovation in 1993, pointing out that the development and innovation
of enterprises must draw from the broader external environment (users, universities,
etc.), and later more and more researchers confirmed his conclusion.

The process of seeking such innovation can be called Innovation Search. Kieran
O’Brien et al. [16] had a deep discussion on internal and external innovation, pointing

Fig. 3. Front-end of Innovation (FEI) by Koen et al. [10]
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out that a large number of innovation ideas were very important to product innovation.
During the interaction between external and internal innovation, enterprises could
achieve more excellent results.

2.3 User Experience in Fuzzy Front-End

Adding User Experience. Through the review of fuzzy front-end and innovation, no
matter how the model was updated and iterated, it was still crucial to maintain the high-
intensity inflow of external innovation [17], which was directly or indirectly from
users. From a certain point of view, one of the major uncertainties of fuzzy front-end is
the user’s demand, and uncertainty brings amazing innovation ideas.

With the rapid development of the Internet industry in the past decade, companies
needed to solve two problems in order to have a place in the fierce market: the attractive
content and the changing demands of user experience. “Agile” was exactly created to
respond to these problems faced by developers. Agile method could speed up the
development efficiency and time-to-market, which were also the goals of all devel-
opers. Dr. Cooper pointed out that [18], the previous Stage-Gate was mainly for the
project planning at the macro level, while agile is the project regulation method at the
micro level (see Fig. 4.). So he thought that the next step of Stage-Gate System of
product development is Agile-Stage-Gate.

He also took LEGO toys as an example (see Fig. 5.) [19], pointing out that the
hybrid model of Agile-Stage-Gate had a positive role in promoting the development of
enterprises. Also, it could promote the product release faster, respond better to the user
experience and demands, and make the team get a better communication environment.

Fig. 4. Traditional project management and Agile [18].
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Marc Pallot et al. [20, 21] also began to re-examine the user factor. They integrated
the user experience into the fuzzy front-end model directly to form a new model called
“UX-FFE” (see Fig. 6.). The six aspects of the original FEI correspond to three macro
stages: Strategy, Ideation and Validation. There are two steps of cooperation and
exploration in each macro stage of UX-FFE model. It is not hard to see that this new
model aims to let developers introduce human and social factors in the front end, so
that “social and human values” can be created in each early innovation stage [21].

User Attributes and Empathy Design. FFE model is constantly updating and iter-
ating, and innovation is crucial from the stage of idea collection to innovation
enhancement and user experience. No matter researchers or enterprises, more and more
attention has been paid to the important position of users in the front-end of innovation.

Fig. 5. The first behavior is traditional product development process, only engineers and
designers participate in it, which cannot understand users’ needs well; the second behavior is the
application of the agile stage gate hybrid model, which adds the consideration of user experience,
and can better respond to users’ needs [19].

Fig. 6. The UX-FFE model [21].
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Jesper L. Jensen et al. [22] divided the value of user experience into three dimensions:
tangible dimension, use dimension and deep dimension. It can also be understood as
functionality, usability and pleasure. Users are the actual creators of experience value.
Therefore, in order to create a successful product, designers should not only consider the
functional modeling and use value of the product, but also consider more human related
factors, which is so-called human centered design or user experience.

But there seems to be no agreement between developers and researchers on what the
user experience is. Many people think that the user experience is subjective and
dynamic, which is formed according to the context [23]. This opinion implies that the
user experience is different from person to person, and is a synthesis of multiple
dimensions. ISO [24] has made the following interpretation on user experience: “User
experience is a consequence of brand image, presentation, functionality, system per-
formance, interactive behavior, and assistive capabilities of a system, product or ser-
vice. It also results from the users’ internal and physical state resulting from prior
experiences, attitudes, skills, abilities and personality; and from the context of use.”
According to the interpretation by ISO, besides functionality and usability, there also
exist user attributes, which can be understood as the “context” mentioned earlier.

Sigma Research Instrument, a German consulting company, summarized this
“context” as social environment (Sigma Milieus) [25], pointing out that besides the
consideration of user’s ethnographic characteristics, users’ external environmental
characteristics should also be considered. They tried to interpret the automobile market
through the social environment method, and subdivide the market by dividing con-
sumers into two dimensions, social stratum (education, income and position) and life
attitude/value orientation (lifestyle, life goal, consumption mode, family, health, ideal
life mode, interest, achievement, etc.). They also believed that one’s life orientation and
values tend to be stable, and the individual environment changes with the change of
social modernization.

They used Sigma Milieus® to introduce users’ living environment, values and
attitudes to seek the connection among variables. Their goal was to find innovation and
breakthrough points between them (see Fig. 7.).

Fig. 7. Sigma Milieus® [25]
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With users and market segmentation, in order to better understand users in the
complex market, the next step is empathic design. In many cases, getting the user’s
empathy is the central task of design. Early in the 1970s, Jones et al. [26] realized that
with the development of industry, the gap between designers and users as well as
manufacturers was growing, and there were even faults between products and users.
Designers needed to connect with people and stand in the perspective of users to grasp
the needs of users. In 1985, Pat Moore, a 26-year-old designer [27], in order to
experience the life of the elderly, dressed herself as an elderly woman in three different
forms: rich, middle-income and poor to better understand the needs of the product
audience and explore the details that were not found by others. Moore pioneered the
model of empathic design, and later some people continued to improve it. They
believed that empathic design should not only be reflected in products, but also
throughout the whole development life cycle of products. After decades of develop-
ment, empathy has gradually been widely recognized, known as “one of the most
powerful tools for designers” [28], or even as “empathy economy” [29]. It taps design
opportunity points for innovation and stimulate potential business value through user
experience.

Generally speaking, empathic design is usually divided into three parts: (1) Empathy
understanding: Designers put themselves into the identity of a real user and simulate
the user’s life; (2) Situational map: Designers make the user journey map based on the
results of role-playing and find the pain points and design opportunities; (3) User
verification: Designers seek the real user to verify the journey map and make
modifications.

Even though empathic design has a long history as a means to achieve innovation,
Heylighen et al. [30] found that designers often miss two steps while using empathy
design: empathy of users and consideration of the user emotions or environment. From
our daily design practice, it is not difficult to find that empathy sometimes became the
world that the designer imagined, not fully considering the user’s spiritual environment
and material world, or only using empathy design as the only means to penetrate the
user. Under these circumstances, it will greatly reduce the value of design.

2.4 Model Extension

As a positive source of external innovation, user experience is becoming more and
more important. But we found that most of the models are still at the macro man-
agement level or at the economic level. If they are used by a non-designer or developer,
they may still not understand the essence of the user experience, which naturally leads
to the “conjecture”. For designers, there is also such suspicion. There is no specific
bridge to connect the user experience with early development. Therefore, we try to
highlight “User Scenario” in FFE model, and use it to guide designers and developers
to better innovate. We also divide FFE into three stages: research stage, creative stage
and concept stage (see Fig. 8.).
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(1) Research stage (Preliminary user experience map): Research stage is divided into
two steps: opportunity identification and opportunity analysis. In this article, we
think that user scenario should be introduced after opportunity identification.
Through the analysis of the living conditions of users such as social level,
ethnographic level and value orientation level, we can model users and master their
behavior habits, and use this as a verification item to verify whether the current
identified opportunity is feasible and innovative. After preliminary screening, we
can turn into creative generation.

(2) Creative stage (Refine user experience map): Creative stage is divided into two
steps: idea genesis and idea selection. According to the summarized user charac-
teristics and opportunities, we discuss the interaction between tasks and related
people, fields and objects, as well as their psychological perception, emotion and
preference changes. Through direct or indirect research on user behavior, we can
get further and more detailed innovation points, refine user experience map, and
import the results into the user experience map again to verify the effectiveness of
the idea in solving problems.

Fig. 8. Extension of the FFE model
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(3) Concept stage (Re-examination of user experience map): Through integration and
optimization ideas, the design concepts are introduced into the user context map-
ping again for final test to explore whether they really meet the design points, or
solve the problems.

We think that user experience map is one of the important task processes in the
early stage of product development. It should be used as an archive tool for user
experience design methods. User experience can be used as an effective control tool to
ensure that product development is always on the track of normal development. It is
just like the gate in Stage-Gate Model. However, this limitation is a kind of benign
control. It can also be said that the users’ demand triggered by experience is a standard,
which always guides the development direction of the product.

Therefore, we also put forward a hypothesis that user experience should run
through the whole process of fuzzy front-end. As a control means, participation of users
in the early development process will produce more innovative ideas than simply
through the empathic design of the internal innovation, and have a positive innovation
effect on the fuzzy front-end innovation.

3 Research Process

Due to the increasingly fierce market competition, the traditional work flow of vehicle
enterprises has been unable to meet the increasingly diversified society and competi-
tors. Facing rigid methods and engineering thinking, the transformation and develop-
ment of enterprises is imminent. We discussed the innovation of user experience by a
one-day workshop with five departments in a company, which is one of the world’s top
500 automobile enterprises. On the one hand, we tried to let participants know the
advantages of user experience. On the other hand, we wanted to explore the innovation
brought by user experience in the early stage of fuzziness. The workshop was divided
into three stages.

3.1 Research Stage

Before the start of the workshop, we firstly conducted a preliminary survey of 64
employees involved in the workshop, including the design department, vehicle inte-
gration department, operation & engineering planning department, AE & Program
management department and chassis & powertrain integration department (see Fig. 9.).
These employees included technicians, department managers and general managers.
Previous survey results showed that 93% of the people supported the idea that user
experience can bring design innovation, but only 22% of them thought that user
experience had a great impact on product innovation (very absolute attitude), and 8%
still thought that the impact was not significant. At the same time, they (88%) thought
that most of tasks of the internal enterprise was to repeat mechanized and rigid work.
The company believed that it was a suitable time to carry out the reform from top to
bottom.
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We divided all the staff into six groups. In order to ensure the balance of the
department information from each group member, each group had the members of the
above five departments. At the beginning of the workshop, each member drew the
group portrait on his right-hand side to warm up. After that the theme of the workshop
was announced. The parent theme was related to car travel service. Each group was
invited to introduce their willingness and the goal of the design.

The theme of the workshop was jointly formulated by the enterprise and us.
Therefore, according to the theme direction, we recruited 12 typical car users [4] before
the workshop, who had profound opinions on the car experience and service. They
would have more voice in the workshop process and could quickly integrate into the
exchanges and discussions of other participants.

The course was divided into four rounds, which mainly introduced brainstorming &
mind mapping, persona, user experience map and concept design. Each part continued
for 40 min. Among the four main courses, there were also some widely used design
methods such as KANO model, body storming, user interview, etc.

3.2 Creative Stage

The first part of the creative stage was mainly guided by our staff in collaboration. We
provided them with methodological guidance rather than intervention of the workshop
theme content. The main tasks are: brainstorm and mind map; persona; the stages of
using the product; behaviors; contact points; emotional changes; pain points and design
opportunities (see Fig. 10.). We set a time limit of two hours. After the first part, we
invited each group to report their design requirements and ideas and let our staff
recorded their results.

In the second part, the 12 users who previously recruited were arranged into 6
groups on average. Their duties were to answer the questions the staffs found and to
make the staffs deepen their questions. We also asked users to give suggestions and
opinions so that participants could adjust and modify the solutions carried out in the
first part. The second part also continued for two hours (Fig. 11).

Fig. 9. Composition of participants

140 J. He et al.



3.3 Concept Stage

After the study of typical users, the participants synthesized their design concepts by
exploring, co-creating, testing, and evaluating, and then we guided them to return to the
user experience map to verify whether their methods really solved the problems. They
could also use KANO model and other methods to explore the relationship between the
design quality and user experience, whether the innovation could effectively solve
problems or attract consumers.

At the end of the workshop, we asked all groups to prepare a three-minute drama,
which was used to convey their conceptual design. It was aimed to convey their
concepts and let them simulate the real scene of users by body storming. In this way,
they can understand that empathic design should not only be imagined in the brain, but
also be combined with the real physiological characteristics and living environment.

Fig. 10. The user scenario (user experience map)

Fig. 11. Members in the workshop
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4 Results

4.1 Social Environment in the Subconscious

In the early stage of the workshop, we found an interesting phenomenon. Most of the
participants didn’t have a good foundation in drawing. When they were asked to draw
the characteristics of the members in the group, they would not only draw the facial
appearance, but also the industrial departments, family relations and social relations.
Most of them were subconscious, and our goal was to make them pay attention to this
aspect. As mentioned above, user characteristics are not limited to personal factors such
as occupation and age, family relations and social environment are all the contents that
should be considered.

4.2 Innovation and Users

We counted the pain points and opportunity points found by the participants before and
after the users joined (the second part) (see Table 1, 2.). Because of the focus on the
creative ideas rather than content and quality, we did not screen out those ideas that
were similar among groups. It could be found that from the macro level, no matter
whether pain points or opportunity points, the number increased after the users joined,
indicating that the users had a promoting effect on the innovation. But it did not happen
in each group, such as the second group, the number of one group did not change. Later
we learned from the participants that two ideas they provided were queried by users
and deleted after negotiation, and then added new ideas inspired by users. In fact, in our
later questionnaire survey, we learned that this was not a case in point. Almost each
group encountered such situations. Sometimes users could not understand the ideas
proposed by internal personnel, the results would be changed under the mediation of
both parties, deletion and addition were common phenomenon. The content in the
second part did not have an inclusive relationship with the content in the first part, but
more was an intersection relationship. To some extent, it showed that users and
enterprises were in a state of mutual balance. Through the “gate” of user experience, we
can effectively and reasonably provide and select innovation to make the final results
more suitable for users.

Table 1. Number of pain points
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4.3 Innovation Brought by Users

We divided the ideas collected from each group into 13 categories as shown in the
figure. After statistics, we found that the ideas in the first part are mostly concentrated
in the car interior, driving and other professional aspects, including the car interior (32),
safe driving (16), maintenance (3), parking questions (12), taxi (1), travel (1),
accounting for 64% of the total (See Table 3.). We think the main reason for this was
that they were professionals. In the process of providing creative ideas, they have taken
their own professionalism into consideration, and hoped to provide more professional
services for users with the same approach.

Table 2. Number of opportunity points
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With typical users participating, there was a relatively significant increase in beauty
(3), entertainment (4) and social (8). Although the internal personnel had brainstormed
through their empathic design in the first part and seemed to be effective, it was still not
enough. Even if they had deep empathy with it, they would still have scruples because
of their professionalism. They would consider the feasibility of technology, economic
costs and other factors, while users would not worry too much about the above factors,
they would not provide solutions related to technology, but solutions related to ser-
vices. Like “what if… ”, “I hope it can be like…” were potential design opportunities.
In the previous literature [4], users’ ideas are negatively related to their technical
knowledge–technical knowledge will limit their creativity generation, which was also
the case among enterprise personnel.

The users’ sense of communication with the outside world also made the social a
part that the internal staff did not involve too much. This kind of “super mainstream”
consciousness, which is different from the “mainstream consciousness” of the internal
personnel, will not be too constrained by the current situation, and will generate more
demands through their own connection with the society. The user participation in the
whole process helps to control the overall development direction of the product.

4.4 The Result of the Workshop

The staff showed unimaginable enthusiasm and amazing creativity in the one-day
workshop. The questionnaire survey after the workshop also showed that 89% of the
participants thought that the content introduced in the workshop was very useful for
improving innovation awareness, and 96% of them had a positive attitude towards the
workshop. When asked about their achievements, we received the most answers as:
“They (users) think of things we didn’t think of”, “It turns out that car companies can
connect with so many aspects”. The core needs of users can be determined through the
interaction between users and enterprises in the early front-end and can be used as a
tool for engineers to create sustainable innovation value.

5 Discussion and Future Work

The results of this workshop verified our hypothesis that users, especially typical users,
will generate more radical ideas in the front end than through internal innovation alone.
Because of the interaction with the environment, social factors will inevitably occur.
Besides strong social ties between human to human, weak social connections between
people, things and environment can still be part of ongoing research. Additionally, the
continuous interaction between users and enterprises also makes the creativity con-
tinuously optimized.

The introduction of users’ social, life orientation, values and other factors into the
fuzzy front-end plays an important role in guiding product development to a large
extent. The emergence of social interaction urges designers to consider more emotional
and social factors on the basis of people-oriented design. Therefore, to create social and
economic value, this design mode will also create more emotional value, so as to bring
the innovation to a new level to form the radical innovation. The innovation we
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observed in this workshop about the employees can be attributed to the gradual
innovation, and most of the ideas they provided were about the technical function, such
as automatic door, door baffle and umbrella collection. Of course, there are also rel-
atively new innovative ideas such as car body deformation and parking solution.

There are still some shortcomings in this study, such as the problem of time. It was
very time consuming to compress the heavy workload task into one day. Our research
was mainly carried out in automobile enterprise, and the invited users were all selected
and representative. Therefore, there were limited executive questions in the sample
number, although they were enough to answer our questions. We need to explore more
about the industry in the future.
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Abstract. An important issue in the construction of the basic theory on user
experience is that user experience classification has not yet received a satis-
factory answer. This makes it difficult for user experience researchers and
designers to practice without clear recognition on research objects. This article
points out the existing classification methods are inadequate to explain an
independent and clear experience phenomenon. The key challenge lies in the
current research methods are not suitable for the user experience task. To
overcome it, we utilize a phenomenological method of inductive reasoning
method to construct a new framework including 20 experience classification. In
the qualitative research based on phenomenological methods, researcher’s own
knowledge background tends to have an important impact on the quality and
effectiveness of the research. The aim of this research is not trying to provide a
once and for all solution, but make the applicability of phenomenological
research methods applicable. The proposed framework can provide a possible
platform for the discussion of experience classification issues.

Keywords: User experience classification � Phenomenological research
method � Experience pattern

1 Introduction

Today, experience factors are increasingly dominating people’s consumption decisions
[1]. For any innovative product research and development project, it is no longer
necessary to repeat how important it is to achieve effective experience innovation.
The UX concept has received increasing attention in the business, academic, and
education communities over the past decade. However, compared to traditional
knowledge areas such as physics, sociology, philosophy, UX is a young discipline. So
far, its basic theoretical construction is still in its infancy. Therefore, with many difficult
problems encountered in experience research and design practice, no systematic the-
oretical resources can give guidance. According to the statistics till the end of 2016
from the US innovation management expert Stephen Werwick, throughout the global
only one percent of three hundred of all product innovation projects are truly profitable.
This reflects the difficulty of experiencing innovative practices. It also indirectly
implies the demand to construct the systematic theory framework of UX. This study
focuses on a basic theory problem by thinking and questioning: what exactly is UX?
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The International Organization for Standardization defines UX as: “a person’s
perceptions and responses that result from the use or anticipated use of a product,
system or service.” [2] On the one hand, according to the research of Dr. Effie Law of
Leicester University, the definition basically reflects the dominant content of the
mainstream view of defining UX concept in industry and academia. On the other hand,
for the practical phenomenon of cognition and understanding of user experience
research and design, the above definition seems to clearly define the object of practice.

However, once starting specific experience research and design practice, you will
find that the above definition does not provide an exact practice object. Primally
because it only clarifies the extension of the UX concept, but does not point out the
core of the UX concept, that is, it does not point out what specific experience elements
the user experience contains. To solve the problem, it is necessary to establish an
effective user experience classification system. Specifically, the classification system is
supposed to include all experience factors and explain all experience phenomena, and it
must allow each experience type in the system to refer to a clear and specific experience
category. Although some researchers have realized the importance of the experience
classification problem and started to make important efforts to establish the classifi-
cation system, so far, they have not been able to obtain a comprehensive solution. This
makes it impossible for user experience research and design practitioners to obtain
sufficiently clear research and design objects. Furthermore, as it lacks clear working
boundary, it is difficult to review the existing experience issues of products and plan
long-term production experience strategies in an appropriate manner.

For this reason, in addition to summarizing the achievements by the existing
experience classification research, this paper makes in-depth reflection on the appli-
cability of the research methods used in the existing studies. For the applicable research
methods, a new user experience classification system was established. It should be
noted that we do not attempt to give a once and for all solution to the problem of
experience classification, but based on the values of the previous research to explore a
new research path and carry out our research along the path. In this way, it provides a
more effective basic platform for experience classification.

2 Related Work

Through literature review on the three platforms of “ACM Digital Library”, “Google
Scholar Search”, and “Research Gate”, there are two kinds of studies on the “Expe-
rience Classification”.

2.1 Research Work by Marcos

In the paper entitled Typology of the Experiences, the authors Marcos and Stephania
[3] adopted pleasant design theory, emotional design theory and experience marketing
theory as their research entry point. Relying on deductive reasoning, they developed six
experience types found in the user experience phenomenon. First, experience related to
the senses. These experiences are directly related to the body’s sensory organs, they are
produced faster, and they are derived from instinct, so the cognitive expenditure is
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lower. The visual stimulus of appearance, and the tactile stimulus of touch all trigger
such experience. For example: the smell of a brand-new car, the beautiful appearance
of a product, or a comfortable surface to touch. In addition, the experience is related to
sex. Second, the sensory experience in using the product, which means the emotional
response when using the product. This kind of experience is very subjective and varies
from person to person. And it even can be related to history experience. For example,
when using a product, the customer will think of someone special. Third, social
experience. Social experience occurs between individuals and is mediated by products.
These experiences can vary greatly depending on the individuals involved, the tech-
nology used, and the environment in which the experience is produced. In this cate-
gory, reactions occur because of the behavior of other participants and are also related
to the product itself. For example, a mobile phone that can send text messages, pictures,
videos and call relatives and friends. Fourth, cognitive experience. It is related to the
user’s understanding of things. Product features that affect users’ understanding can be
aesthetic, semantic, or symbolic. Fifth, use experience. The experience is related to the
ease of use and functionality of the product. This experience has been studied in many
fields, such as ergonomics, and human-computer interaction in recent years. Its sub-
jectivity is far less than other experience categories. Such as, an easy-to-use car jack.
Sixth, motivation experience. The experience type is derived from the experience
behavior model in Schmitt’s experience marketing theory. That is, the value of a
product lies in satisfying a specific behavior of the user. For instance, the significance
of a bicycle product is to motivate users to exercise.

For example, the classification of phenomena is the basic method of human per-
ception of the world, and it is also the only way to go. Therefore, in the sense of
helping people understand the phenomenon of experience, the Marcos’ research results
obviously make a useful effort to this end, and provide a useful explanatory for the
phenomenon of experience. However, for guiding specific experience research and
design practice, the classification system has several shortcomings: First, all of the
above experience classifications fail to refer to a sufficiently clear experience category,
and thus fail to present clear research and design objects. Second, there is a misun-
derstanding in the classification operation. According to the results of aesthetic
research, aesthetic experience is significantly different from ordinary physiological
sensory experience in the experience mechanism. However, the paper classifies aes-
thetic experience with other physiological and sensory experiences into the experience
category “sensory-related experience”. Third, it does not explain how the classification
system can cover all experience types in the experience phenomenon. Based on our
analysis, it is hard to believe that the proposed deductive inference method and the
three inference foundations can help answer the questions above.

2.2 Research Work by Pieter

The paper entitled Framework of Product Experience authored by Pieter and Paul
distinguishes three types of experience through observation and analysis of product
experience phenomena [4]. First, aesthetic experience. It is the pleasant experience
obtained through form perception. For example, seeing good-looking designs, hearing
beautiful music, feeling good and comfortable, or smelling good staff. Second, meaning
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experience. That is to say, participating the cognitive activities, such as interpretation,
memory, reflection, association, to experience the metaphorical meaning behind the
product. For example, luxury goods are a metaphor for wealthy living conditions.
Third, emotional experience. Experiential activities related to daily life and emotional
phenomena discussed in psychology. For example, love, disgust, empty fear, expec-
tation, pride, disappointment, and so on.

To be sure, the classification framework is also helpful to understand the phe-
nomenon of experience. For the guiding significance of experience research and design
practice, on the one hand, aesthetic experience and meaning experience in the
framework refer to an experience category based on a clear and unique experience
mechanism, to provide the exact objects of practice for design activities. On the other
hand, the classification system still has one disadvantage: the category of experience
referred to as emotional experience is ambiguous. The reason is that any experience
tends to be generated by the four phrases: (1) through the stimulus of things,
(2) reflection of sensations to form awareness and perspective, (3) specific emotion
caused by reflection, and (4) short-term emotions converted to. In the process, different
sense-reflection processes may all lead to the same emotion. However, the psycho-
logical mechanism of different sense-reflection processes may be quite different.
Therefore, even in the face of a certain type of emotion, it is impossible to anchor an
exact experience mechanism as the basis for experience research and design. For
instance, from feel to reflection phrase (feel-reflection) in aesthetics obtained by
appreciating beautiful car shapes and feel-reflection in symbolic meaning obtained by
holding luxury products, both result in the generation of pleasant emotion. But the
psychological operation mechanism of them is different. We do not deny that the two
kinds of feel-reflection triggered by the sense of pleasure may be slightly different. This
bring a problem that even if the research object of experience research is determined, it
is impossible to discuss how to conduct user research along a clear experience
mechanism.

2.3 Implications for Follow-up Research

Although the existing research results have the above-mentioned shortcomings, they
give the following important inspirations for subsequent research. First, according to
the analysis in Pieter’s research, in order to establish an effective experience classifi-
cation system, each type of experience must refer to an experience based on a clear and
unique experience mechanism. Only in this way can we provide the exact object of
practice for researchers and designers. So how can we get such experience classifi-
cation? Based on an examination of the research methods in the above two research
works, it is found that the existing theoretical frameworks that have some logical
connection with user experience, such as pleasant design theory, emotional design
theory, and experience marketing theory. They can explain the experience phenomenon
from a basic perspective. Because of this, many researchers can construct their theo-
retical frameworks in a top-down manner, and use it to structure the thick lines of
experience phenomena.

However, there is no logic showing how to use them to obtain a detailed experi-
ment classification. It seems quite hard to include all experience phenomena.
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In contrast, based on observations, feelings, and analysis of various experience phe-
nomena, it is more likely to adopt the bottom-up approach to inductively discover the
various experience mechanisms behind the phenomenon. We assume the deductive
based methods adopted in existing study are not suitable for experience classification
problem. Alternatively, qualitative research based on empirical investigations can be
one option. From the perspective of qualitative research methodology, the induction
method uses the bottom-up way is more specialized in studying experiential phe-
nomena, which is called Interpretative Phenomenological Analysis method. The
method use the case study to focus on special cases so that it analyze the phe-
nomenological experience to obtain the meaning behind. This method is a qualitative
research that has flourished in the past two decades. It originated in the field of
psychology and is dedicated to interpreting how people understand their own life
experience through the perspective of researchers, which is a process of dual
hermeneutics. At the same time, it adheres to the special research method and focuses
its research interest on the uniqueness of the case. By using the method to analyze the
experience phenomenon, we can obtain an explanation of the meaning of the experi-
ence activity. This research conclusion is given to interpret the corresponding phe-
nomenon [5].

Secondly, the definition of each type of experience is supposed to be made by
providing examples of appropriate experience phenomena to explain the concept of the
type. This can help to explain the concept of each experience type more clearly, and
make it easier for follow-up researchers to make intuitive judgments on their own.

Finally, although some experience classifications in existing research results show
ambiguity, all these classification concepts are likely to provide important clues for
discovering new and more specific experience types in subsequent studies.

3 Research Design

Based on the analysis and the thinking of the existing experience classification
research, we adopted the qualitative research based on phenomenological interpretation
analysis. Our research was conducted following the key principles of empirical
research. The purpose is to get enough detailed experience classification system.
Ensure each experience concept in the system can refer to a clear experience category
based on a unique experience mechanism.

3.1 Research Object

In the experiment, 10 graduate students majoring in psychology at Beijing Normal
University were selected as participants of this experiment. We have three reasons for
this. First, we assume all experience types exist in various product consumption
behaviors and service consumption behaviors in our daily lives. Therefore, it is nec-
essary to select those candidates who are fully and deeply involved in daily con-
sumption activities as research objects. As a result, the full picture of the user
experience classification system can be outlined. The selected candidates have fully
developed their material and spiritual consumption needs because they are supported
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by their family’s economic background and its own knowledge and cultural back-
ground. Moreover, they are also participating in various consumption practices and
projects. Secondly, our experiment requires participants themselves being able to fully
understand academic concepts, such as, experience types. More importantly, they can
describe their consumer experience clearly and precisely. Based on this requirement,
the selected subjects tend to have a good logical understanding ability and analysis
ability, we believe they are competent. Third, the candidates have different back-
grounds including literature, psychology, medicine, Korean linguistics, finance, com-
puter science, and design. They are more likely to be representatives with personalized
interests and generating various consumer needs. This can ensure that this experiment
covers much consumption behavior.

In addition, we also listed the first author himself as a research object for the
following considerations. Compared with the 10 graduate students, he has a similar
research background, and is also a comprehensive and in-depth participant of consumer
practice. At the same time, he is the one who knows the research objectives, theoretical
application, and research design of this research best. Therefore, our research can let
the author himself use introspection to generate the type of user experience found in his
life. Especially at the beginning, the author can help better understand related concepts
through setting up examples for student candidates.

3.2 Research Process

This experiment was divided into three steps:

Step 1: Propose experience types that the author himself has explored. In the
process, he uses two methods to try to discover as many types of experiences as
possible. First, in the process of reviewing past consumer experiences, use the
introspection method to distinguish the types of experiences. Second, reading
various types of advertising copyright and product reviews to analyze the types of
experience involved.
Step 2: Discover new types of experiences through one-on-one interviews with
student candidates. During each interview, the interviewees is first told the research
intent and look at three typical types of experiences the author has distinguished.
Then, a semi-structured interview method is used to encourage them to recollect
consumption experiences in the past and to define new experience types, and give a
case for each new experience type.
Step 3: Analysis of experimental results. In the process, the author summarizes all
the experience types he proposed with other experience types collected from other
participants to form a table as the result. The table is divided into five columns
which are categories from left to right are: serial number, experience type, expe-
rience mechanism, typical case, and number of times mentioned by participants.
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4 Results

We analyzed the feedback and reports from candidates and summarized 20 categories
of experience classification which are shown in the tables (Table 1, 2, 3 and 4).

Table 1. 20 types of experience classification (from 1 to 5)

No. Experience
type

Experience mechanism Typical case Times
mentioned

1 Utility
experience

By using a product or
service, a practical
purpose is achieved,
which make users feel
satisfied [6]

With a nail gun, it is
possible to make a hole in
the wall that meets user
expectations

11

2 Usability
experience

In the process of using a
certain product or service
to achieve the intended
goal, due to the intimate
design of the product and
service, users feel
relaxed, convenient and
cheerful in the operation
behavior [6]

The nail gun is designed
with the feature of light in
weight, the handle is easy
to hold, and the recoil
force is small when
shooting nails into the
wall

11

3 Aesthetic
experience

Have pleasant and non-
utilitarian feelings
through the perception of
form [7]

Looking at nice designs;
listening to wonderful
music; feeling
comfortable to the touch
of purse; smelling a
perfume

11

4 Symbol
experience

Through the use of a
product or service
(signifier), let people
around understand the
meaning (referent) behind
the product or service [8]

By using luxury goods,
show one’s financial
identity and superior
living conditions

11

5 Novelty
experience

When existing desires
and needs are met, people
will always hold new
desires and needs. This
desire is associated with a
new and fresh demand.
Thus, the feeling of the
new attribute of a new
product is a novel
experience

The BMW 5 Series
introduced the 2019
year’s new model, it
shows slight changes in
headlights, taillights, and
round shape. Customers
can still feel new
satisfaction from the
small changes

9
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Table 2. 20 types of experience classification (from 6 to 10)

No. Experience
type

Experience mechanism Typical case Times
mentioned

6 Fashion
experience

Because a product or
service refers to a certain
popular culture,
atmosphere, or value that
has only recently been
recognized in the society,
users will have a fashion
experience or use
symbolic ways to gain
self-confirmation of your
fashion identity [9]

Almost every year there
is a popular trend, then if
you buy a product
meeting the pop value,
you will feel yourself
very fashion

9

7 Taste
experience

By using a product and
service, you can get a
good experience on
aspects such as taste,
levels, sentiment, etc. The
key is to show this taste
to others around you

Someone purchases a
Jaguar car, he believes it
can express his personal
taste in terms of
sportiness. Another
example is show your
taste in dress by buying
and wearing the same
brand of clothing for a
long time

7

8 Culture
experience

Because the successful
product or service often
contains some culture
elements. When people
use the product, they
would identify the culture
and express themselves

Culture experience can be
obtained by wearing
clothing that belongs to a
particular culture, such as
a sarong in Bali

8

9 Kindness
experience

Product purchase does
not happen at a specific
time but a period of time,
so any kind and sweet
design and service can
make customers feel the
same kindness so as to be
satisfied

If using a online shopping
app, when comes to pay
online stage, the app pops
up the estimated arrival
time. Provide contact
information when
needed, express sincere
thanks. All of these
would make customers
feel good

3

10 Reflection
experience

Through understanding
and using products or
service, thinking about
the values, and discover
new meanings to
establish new rules of life

By having clothes from
MUJI brand, to recognize
the importance of the
theory of subtracting for
life

2
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Table 3. 20 types of experience classification (from 11 to 15)

No. Experience
type

Experience mechanism Typical case Times
mentioned

11 Motivation
experience

Based on the design of a
business activity, users
can feel the incentives
similar to those obtained
in games

As a result of a number of
flights this year, someone
won the Platinum
Membership of Star
Alliance and began to
enjoy the corresponding
upgrade services

3

12 Cognition
experience

Only through the sensory
perception of the surface
(such as watching product
advertisements, touching
the surface of the product,
or smelling the smell of
the product), a judgment
of the actual functional
value of a product or
service is made, and the
experience is achieved in
the imagination process

After seeing the
promotion videos of the
brand new BMW 8
Series, customers begin
to judge the acceleration
performance of the car,
and fantasize that he was
driving the car

1

13 Living
condition
experience

By using products or
service, feel that life
status has been switched

After buying a Mercedes-
Benz car, my study and
work changes a lot so as
to lead a living lift with
good condition

7

14 Region
experience

The use of a product or
service let customers
remind of known region
environment and the
specific experience and
culture happened in that
region

Dining at an authentic
Thai restaurant to remind
the local environment and
human experience in
Bangkok

6

15 Challenge
experience

Through a period of
learning and practice, one
can overcome the
challenge and feel happy

After learning the car
operation system for a
long period of time, feel
like being professional

2
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In summary, this research presents a new user experience classification system
consisting of the following 20 experience types: utility experience, usability experi-
ence, aesthetic experience, symbol experience, novelty experience, fashion experience,
taste experience, culture experience, kindness experience, reflection experience,
motivation experience, cognition experience, living condition experience, region
experience, challenge experience, physical experience, option experience, self-
achievement experience, emotion experience, mood experience. Among them, each
type of experience can refer to an independent and precise experience category based
on a unique and clear experience mechanism.

Table 4. 20 types of experience classification (from 16 to 20)

No. Experience
type

Experience mechanism Typical case Times
mentioned

16 Physical
experience

Products can stimulate
customers’ physical
body, and customers
have some feedback to
perception

Such as the smell in the
car, the touch of on the
steering wheel

8

17 Option
experience

When buying a product,
there are more than one
option to choose.
Customer would like to
enjoy the rights of
selection to decide on
buy one of them. That is,
many choices give
customers more active
rights and this make
them happy

Although you only like
one pair of shoes in the
store, but if the store
only have the one style,
you may also feel
disappointed. Therefore,
a wise way is to provide
many alternative choices.
By doing this, customers
will feel satisfied by
having some kind of
control

3

18 Self-
achievement
experience

By purchasing and using
a certain product or
service, user achieves
self-identification in
some field

By purchasing a
Mercedes-Benz sedan,
users feel that they have
entered the elite level

9

19 Emotion
experience

Get a specific and
temporary emotional
experience by buying or
using a product or
service [10]

Create a temporary
cheerful emotion by
enjoying a birthday cake

4

20 Mood
experience

By purchasing or using a
product or service, you
can obtain a specific
emotional experience
over a long period of
time

Keep yourself in a
certain mood by
continuing to use a
perfume

8
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5 Discussion

Our research utilizes a qualitative research method based on phenomenological inter-
pretation and analysis to obtain 20 different experience mechanisms in user experience
phenomena. Based on them, 20 categories of user experience are formed. For the
results, there are several issues worth noting.

Firstly, compared with the previous research, this study presents more types of
experience in the quantity, but each type of experience can refer to a unique and clear
experience category.

Secondly, a total of 11 subjects were studied in this study. They are 10 graduate
students, and the first author himself. Therefore, the highest number of times that each
experience type concept can be mentioned is 11. By examine the results, it is not hard
to find that some experience was mentioned frequently but some was only once.
According to the results of the above research, it includes both the concept of being
mentioned a lot and the concept of being mentioned a few times, even being mentioned
only once. Then, compared with the categories mentioned less frequently, does that
mean they are more important? the answer is negative. The reason is simple. Once one
candidate is clearly aware of the existence of a type of experience, then this is good
evidence to prove its existence. The small number of mentions only indicates that not
many people are aware of this type of experience, but not the experience type is less
important. Therefore, if directly using quantitative method, it will be unreasonable to
do the statistical analysis without analyzing the reason of a small number of data.

Furthermore, some experience type concepts are mentioned less often because of
two possibilities. The first possibility is following the Maslow’s hierarchy of needs
theory and the theory of superior needs, only a few candidates can feel their own needs
for high-level needs or unpopular value. And this situation has become the superior
demand in their consciousness. The second possibility is because the candidates have
some limitations in language expression, abstract thinking and the ability of retro-
spection, they feel hard to form a clear understanding on some experiences. On the
other hand, those experience type that are mentioned less often are more inspiring for
finding new opportunities and discovering new market.

Moreover, we admit our experience classification shows the same weakness as the
one discussion in related work. We make a statement first. The 20 types of experience
classification can give a comprehensive answer to how to conduct specific user
experience practice, but it still cannot cover all possible experience.

Finally, there is a big difference between quantitative study and qualitative research,
which is the researcher himself can be the candidate involved in the experiment in
qualitative research. This means the quality of the research results of qualitative
research is related to the subjective ability of the researcher in terms of background
experience and academic ability. In terms of this study, we find that the results are
restricted by the ability of the researchers. First, the researchers himself can find out
how many practical experience types is the key to the research. Secondly, in 10
interviews, to what extent does the researcher guide the interviewees to review the
richest past consumption experience as possible, and help the interviewees to discover
and extract the experience mechanism behind the consumption experience? Based on
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the findings, the significance of this study is not to provide a once and for all solution to
the problem of experience classification, but to make the applicability of phe-
nomenological research methods present.

6 Conclusion

This research takes the reflection on research methods as the starting point for research.
First, we point out the unsuitability of research methods in previous studies. Then, by
analyzing the important tasks of user experience classification research, we give a
conclusion that user experience classification research can be carried out using quali-
tative research ideas based on phenomenological interpretation analysis. The research
results show that, with the help of qualitative research methods centered on phe-
nomenological interpretation and analysis. Thus, we can utilize the advantages of the
bottom-up induction method to discover the rich and different types of experiences and
obtain the experience phenomena mechanism behind. In summary, the main contri-
bution of this research lies in two points. First, the applicability of the qualitative
research method using phenomenological interpretation and analysis to the study of
experience classification is presented. And to provide a more effective platform for the
discussion of experience classification issues. Second, the 20 experience types found in
this study show correspondingly clear experience research and design objects for user
experience research and design practices. In theory, this can play a useful role in
guiding relevant practical activities. Why dare to say theoretically? It is related to the
characteristics of the interpretive phenomenological analysis research. The quality of
the research is closely related to the subjective ability of the researcher. As Fan Menan
pointed out in Research on Life Experience [5], at the birthplace of Explanatory
Phenomenology, Dutch scholars are committed to the traditional study of phe-
nomenology. Their work is either perfect or terrible, and it is by no means trivial. So,
the significance of the results of this research also needs to be tested and judged in
practical applications in the future.
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Abstract. This contribution presents a concept that paves the ground for a
formalization of collaborative user experience design (CUXD). CUXD is rooted
in Design Thinking and Lean UX and represents an agile, hypothesis-based
approach. The CUXD model divides the development process into the three
phases of “Understanding”, “Exploration”, and “Realization”, each consisting of
different workshops with suggested methods. The value of CUXD is illustrated
by examples drawn from the development of a large-scale predictive mainte-
nance platform. Furthermore, we combine CUXD with the product development
methodology CPM/PDD to utilize the advantages and findings of DTM within
the context of user-centered design. For this purpose, each phase of CUXD is
considered separately and compared with the contents of the CPM product
model and the process steps of PDD. In sum, we identify relevant touch points
of the two CUXD and CPM/PDD approaches. This points out on how
CPM/PDD can serve as a basis for the formalization of CUXD.

Keywords: User experience � Collaborative design � User-centered design �
Characteristics-Properties Modelling � Property-Driven Development

1 Introduction

If one is concerned with the topics of product and service development, questions such
as the following questions arise almost inevitably in the context of digitalization: How
does the practice of product development change, how do production cycles change
due to digitalization? And, particularly, how can innovation-oriented design and
development approaches help to explore creative problem-solving options that can lead
to improvements in product and service development?

These are core questions in an interdisciplinary project1 joining forces of different
research institutions and transfer partners. Their common goal is to develop a culture of

1 Project “Offene Digitalisierungsallianz Pfalz” (German for: “Open Digitalization Alliance Palati-
nate”; grant titles 03IHS075A&B). See acknowledgments for further information.
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transfer-orientation in different innovation fields of digitization. This project has started
from the premise of an evident need to pool digitization competencies in the engi-
neering and design professions: Such an endeavor is mandatory to support the trans-
formation of traditional products and services towards networked/smart products and
innovative interactive services. In the project, we acknowledge the interdependent and
recursive relationship between engineering, innovations and their respective environ-
ments (e.g. social and economic aspects of innovation contexts) in “integrated”, digi-
tized engineering lifecycles [1, 2].

1.1 Problem Statement

The above issues point towards the bigger picture of digital products becoming
increasingly complex; at the same time, they must be designed and implemented in
ever shorter time [3]. Hence, when a company develops a new interactive
product/service, the responsible executives often have to deal with massive time
pressure and must efficiently manage staff from different company departments, as well
as various interdisciplinary and professional backgrounds (“cross-functional teams”
[4]). Agile mindsets [5, 6] and associated agile development methods, e.g. [7, 8], aim to
meet this challenge. The activities of the aforementioned cross-functional teams
working together over a certain period of time need coordination, i.e. a way of con-
trolling this cooperation without curtailing its agile potential.

In order to achieve this kind of organizationally-embedded processual “knowledge
spiral” [9], i.e. to activate, share, transform, integrate, and reinterpret organizational
knowledge [10], agile processmodels such as Scrum recommend a series ofworkshops and
meetings such as “Sprint Planning”, “Daily Scrum”, “Sprint Review” and “Sprint Retro-
spective” [11]. This conception, however, reveals the following issue of concern: Such
scrumworkshops refer to the implementation of the product – the “Product Delivery” – and
not to its conception – the “Product Discovery” [11]. The phase of product conception is in
fact often also characterized by a combination of time pressure and complexity.

On the one hand, this calls for design methods in product/service development that
demonstrate their innovative potential in being flexible enough to tackle complex and
open-ended problems. As Dorst [12] states, individuals associated with finding possible
solutions to such problems need “to figure out ‘what’ to create, while there is no known
or chosen ‘working principle’ that we can trust to lead to the aspired value” ([12],
p. 524). With reference to Schön’s [13] idea of professional “reflective practice” to
understand complex organizational/social problems as well as drawing on Whitbeck’s
[14] idea of a responsible, ethics-based conduct of engineering, Dorst [12] proposes a
concept of “design reasoning” in form of “productive” or “open” reasoning ([12],
p. 524f.). His discussion points at open questions of the approach when calling out for
the need to articulate these design practices in greater detail (see [12], p. 531).

On the other hand, we consider that design practices need to demonstrate their
organizational impact in relation to an entrepreneurial point of view. This then calls out
for design approaches that need to be standardizable and quantifiable [15]. From a
business and management point of view, such ‘measurable’ design approaches/methods
allow to make a significant contribution to operational and strategical success when
compared to traditional methods of product development [15–17].
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1.2 Scope of this Contribution

Hence, we propose a concept on how to approach Collaborative User Experience
Design (CUXD) projects in an iterative and standardizable manner by refering to
Characteristics-Properties Modelling/Property-Driven Development (CPM/PDD). This
contribution is, first and foremost, a conceptual combination of the two frameworks
CUXD and CPM/PDD. Nevertheless, it promotes a valid basis for discussing real-life
projects that combine digitized engineering and design methods.

In order to do so, we start with emphasizing a human-centered perspective by
exemplifying how to take user experience (UX) into account in collaborative ways and
how to make UX quantifiable by metrics (Sect. 2). By doing so, we pave the way for
describing the CUXD process (Sect. 3). Herein, we discuss CUXD in context of
engineering project groups which increasingly include experts from various
professional/interdisciplinary backgrounds. We do so by drawing on the example of the
development of a large-scale predictive maintenance platform.

After this, we shortly review the development of (interactive) products and services
from a mechanical engineering and engineering design viewpoint. We highlight the
field of design theory and methodology (DTM, Sect. 4.1) as an important reservoir for
efforts striving to develop integrated frameworks. Such a perspective is described by
CPM/PDD (Sect. 4.2). It helps us to finally map the central characteristics and domains
of both concepts, CUXD and CPM/PDD (Sect. 4.3) in order to highlight core overlaps
and contact points. In this sense—while not being without limitations—the joined
CUXD–CPM/PDD process model supports the continuing task of establishing a
common set of design approaches (Sect. 5) with which we conclude.

2 CUXD Foundations – Users, Tasks, and Environments
Revisited: Stakeholders’ Requirements, Design Thinking,
and Agile Development

Collaborative User Experience Design (CUXD) is a process model for UX design
proposed by Steimle and Wallach [4]. CUXD is targeted at the design of products with
a clear focus on defining the entire interaction of a user with a product or service.
CUXD is a collaborative approach, i.e. products or services are developed by a cross-
functional team. It is rooted in Design Thinking and Lean UX and represents an agile,
hypothesis-based approach.

Conrad et al. [18] illustrate how methods from user-centered design (UCD) con-
tribute to making concrete relations by the identification and evaluation of suitable user
requirements. There, the referenced ISO 9241-210 [19] serves as the basis for many
UCD methods aiming at products and services being usable, manageable, efficient and
effective by realizing relevant user requirements.
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Based upon an explicit understanding of users, tasks, and environments to go
through during systems’ design, the ISO 9241-210 proposes four phases, i.e.:

1. understanding and specifying the context of use,
2. specifying the user requirements,
3. producing design solutions, and
4. evaluating the design.

By emphasizing these phases, design solutions are expected to result that com-
prehensively address the total of a user’s experience and which have a strong notion of
commitment to and refinery by user-centered evaluation.

Despite UCDs appropriateness in many use cases and application areas, we prefer
to use the term human-centered in the remainder of this contribution: in successful
development projects, the sometimes-contradictory requirements of the various
stakeholders involved must be carefully balanced against each other. An exclusive
focus on user needs without appropriate consideration of technical framework condi-
tions or (justified) business goals of managerial addresses might hinder a sustainable
product success. In this context, we refer to a development process as human-centered
if it is based on iterative validations of a product concept with continuous involvement
of users, and where the results are shared and discussed by various stakeholders within
a development team [4]. Or to put it short: human-centeredness focuses on the needs of
the people in the context of “feasibility”, “desirability” and “viability” [16].

Luedeke et al. [16] pinpoint design thinking (DT) as another central approach
focusing on user needs; following five iterative modes, DT strives to:

1. empathize insights by focusing on human behavior and everyday life by using
(scientifically sound) methods including observations and interviews,

2. derive requirements based on a comprehensive understanding of user needs
3. ideate the exploration of a wide variety of possible solutions using iterative ideation

methods,
4. prototype idealized solutions by tangible artifacts, and
5. test (refined) solutions while continually improving the design [16, 20].

In sum, the term Design Thinking refers to an innovation-oriented design and
development approach that, based on identified user needs, explores creative problem-
solving options and balances, prototypes and evaluates them in the light of technical
and economic conditions.

Having briefly summarized human-centeredness and DT, we need to consider time
as an important constraint—and flexibility as an answer to tackle this constraint. This
consideration leads to agile methods that enable organizations to react more flexibly to
the changing requirements in development domains, such as software development [4]:
Human-Centeredness, incorporating people’s needs into new methods of product
development, generally compatible with agile project management methods: Human
needs can be incorporated into agile processes as requirements and subsequently
worked out in incremental development steps. In order to successfully manage large,
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i.e. extensive and demanding, projects, agile development uses the simple trick to
divide a large project into several small projects (sprints), lasting only a few weeks, i.e.
between two and four weeks typically. In each sprint, a “piece” (increment) of the
development project (typically: software) is fully implemented so that it is available in
executable form. Examples of agile methods comprise besides the already mentioned
Scrum for instance also “Extreme Programming” or “Crystal” [21].

UX metrics provide crucial directions for designing interactive systems. Metrics for
measuring user experience comprise criteria that refer to actual usage situations like the
effectiveness or efficiency of a system. Such metrics, as results of measurements, are
quantitative by nature: for instance, completion rates or error rates can be used to
operationalize the effectiveness of a system, while time on task (i.e. defined as the time
resources used in relation to the results) is an example for a quantification of the
efficiency criterion. Efficiency is without doubt one of the most important metrics when
judging the performance of an interactive system [15].

By having summarized human-centeredness, DT, and agile methods, we have
established a common ground to conclude the related work in order to have a closer
look at Collaborative User Experience Design (CUXD).

3 CUXD Outline and Process Description

The CUXD approach divides the development process into the three phases of
“Understanding”, “Exploration”, and “Realization”, each consisting of different
workshops using appropriate methods (see Fig. 1). The three phases are iteratively
linked.

As mentioned in the introduction, conception and development of software
increasingly take place in cross-disciplinary teams [4]. Individual members of such a
team contribute and bring expertise in various areas—product management, marketing,
UX design, implementation, testing, and operation—to the table. By working together
over a longer period of time, interdisciplinary teams conceive and design a
product/service in joint workshops that build on each other. These workshops refer to
the following individual core issues: scoping, synthesis, ideation, conceptualization,
prototyping, validation, and MVP-planning. Workshops are useful formats because
they allow clear guidance of the process steps and offer the possibility of flexible
project planning depending on the availability of team members.

CUXD formed the basis of complex project recently conducted by a leading pro-
vider of maintenance, repair and overhaul (MRO) services. The aim of the project2 was
to create a cloud-based platform in order to make data optimally usable for fleet
optimization and predictive maintenance scenarios. In addition, CUXD was also used
to actively support the MRO’s workflow towards Lean UX.

2 Project information publicly available: https://www.aviatar.com, last accessed 2020/2/28, and https://
www.ergosign.de/de/work/case-studies/aviatar.html, last accessed 2020/2/28.
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3.1 CUXD Process Phase 1: “Understanding” the Issue, Context(s),
and Assumptions

The Scoping workshop format follows the goal to get a design project up-and-running.
By drawing on problem statements or scenario maps, a team sharpens the project’s
mission and objectives, e.g. the core goal of a project. Team members work out the
status quo of market companions’ products and characterize their peculiarities,
advantages, and disadvantages. An essential goal of scoping workshops is to uncover
the—often implicit—assumptions behind project missions, for example, to substantiate
existing hypotheses about the (prospective) users of an application. In sum, critical
assumptions are identified and research measures are selected for verification within the
scoping workshop, after which the defined research measures are tackled.

In the Synthesis workshop, members of a team evaluate the results of research
activities. For this purpose, descriptions of existing workflows are created and product
opportunities for their optimization are identified. Such analyses allow the verification
of assumptions about users and support the formulation of empirically founded Per-
sonas as archetypically modelled user representatives. At this point, a reflection of the
previously defined project goal is important: is it still compatible with the new state of
knowledge or do corrections have to be made?

The two workshops outlined so far—Scoping and Synthesis—are primarily con-
cerned with gaining a comprehensive understanding of the problem/issue, its context(s),
and underlying assumptions: hypotheses are formed, data collected and hypotheses
validated. This serves as a solid starting point to explore possible solutions in subse-
quent workshops.

Fig. 1. Collaborative UX Design process and methods ([22] based on [4])
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The vision for the aviation MRO project was set by the management: developing a
platform optimizing the entire aircraft operation. The implementation was largely under
the responsibility of the autonomous teams, consisting of product owner, developers,
and designers. Each team wasself-contained and fully capable of acting, i.e. each one
determined its own objectives and working methods independently. Using various
creative methods, initial ideas were generated, including:

1. Neutrality: building the platform not only for the own fleet, but as a service for all
airlines worldwide, i.e. independence of any OEM or MRO provider;

2. modularity and user-centric approach: configuration according to customer-specific
requirements, i.e. it can be compiled on the basis of apps according to demand and
fleet;

3. fast implementation, requiring little effort on client-side: i.e. cloud-based application
with a self-explaining user interface with no prior training necessary;

4. platform encourages the co-creation of predictive maintenance functionalities.

3.2 CUXD Process Phase 2: “Exploration” of Possible Solutions

During the Ideation workshop, the team rallies to search for solution ideas to identified
product opportunities. In the workshop, different creativity methods are used for the
mutual inspiration of the team members (e.g. group-structured brainwriting using the
6-3-5 method): the aim of the workshop is to generate as many ideas as possible. The
result of the Ideation workshop is a prioritized idea catalogue for product design.

In the Conceptualization workshop, the previously developed idea catalogue is
formed into a coherent solution. Hereby, team members develop a vision of possible
usage scenarios and—on this basis—derive a picture of future functionalities of a
solution: in this workshop, a first and abstract (high-level) view of the future user
interface of a product is created. The abstract concept of the user interface is succes-
sively concretized until a concept proposal for the product is finally available. As a
result of the workshop, a user journey can be created, illustrating user interactions
through a series of visualized screens in order to achieve work goals.

It is important to note that the user journey again conceals assumptions: assump-
tions about the suitability of certain solution approaches to fulfil user needs. The
identification of these assumptions is the subject of a Prototyping workshop, their
validation is the focus of the subsequent Validation workshop. For this purpose, a
validation plan is derived which describes the type of prototype required to validate the
concept. After this, work is targeted at the joint development of a prototype. The aim
here is not to specify a solution, but primarily to prepare a concept review. After the
Prototyping workshop, developed prototypes are finalized and evaluated. In a formative
evaluation session, for example, user interacting with a prototype are observed and
their feedback documented.

The results of these observations are evaluated in the Validation workshop. Mem-
bers of a team compile recorded observations, categorize and weight them. During
validation, reference is continuously made to the originally defined assumptions, and it
is evaluated whether the developed concept is based on a sufficiently resilient foun-
dation. If this evaluation supports the concept, then its implementation in a first small
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release and the subsequent evaluation of market feedback should be the obvious choice.
Often, a Validation workshop opens up various detailed issues that lead to revisions of
a prototype. A fundamental revision of the concept might also become necessary and
thus require further ideation workshops. Hence, in this phase, iterations between
workshops are just as much a part of a typical project as far-reaching modifications of
prototypes.

3.3 CUXD Process Phase 3: “Realization” in a Lean Way

If, on the other hand, a concept proves its worth, the aim of the last workshop—MVP-
Planning—is to define a first minimum version of a convincing release, a Minimum
Viable Product. For this purpose, the relevant functionalities of a product are prioritized
again in the team. Various factors, such as the expected benefit for users and customers,
the contribution to business goals or the costs of implementation need to be considered.
A roadmap to define future enhancements is defined and concrete quantitative metrics
to measure a product’s/service’s success (or the lack of it) using a metric board [15] are
established.

These seven central workshops taken together form CUXD as a process model that
is theoretically based on the cornerstones of human-centeredness, design thinking, agile
development, and Lean UX. Let us shortly focus on the latter one, Lean UX [7], with
its notion of solving time constraints through increased flexibility. Consider the image
of an interdisciplinary team with members working together over a certain period of
time and sharing a joint (physical) workspace; a team in which, ideally, every stake-
holder is involved in each phase. Roles should have as little significance as possible, no
matter whether team members are developers, designers or product managers. This
consideration points to the advantages of a cross-functional cooperation: the entire
know-how of the team is incorporated into the product design. Problems that would
otherwise only occur by information—or even only chance—discovered during com-
missioning of the final product can be disclosed at an early stage. This avoids high
revision costs and misinvestments. Furthermore, the effort associated with compre-
hensive specification documents can be drastically reduced because long specification
documents are replaced by descriptive prototypes. Members of the involved team can
identify themselves with a product concept, all team members are responsible for the
success of the product—an attribute that CUXD inherits from Lean UX.

In a nutshell, at CUXD’s core, a defined process is iteratively repeated: the team
selects a relevant question, asks users about it, begins to develop an optimized solution
concept, visualizes and validates it with users, and, if necessary, quickly adapts and
implements it and evaluates the result.

3.4 CUXD Summary

Collaborative User Experience Design (CUXD) is a process model for UX design and
is targeted at the design of an interactive system with a clear focus on defining the
entire interaction of a user with the interactive system. CUXD is a collaborative
approach, i.e. products are developed by a cross-functional team. Individual members
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of such teams bring expertise in various areas—product management, UX design,
implementation, testing, marketing, etc.—to the table.

CUXD is rooted in Design Thinking and Lean UX and represents an agile,
hypothesis-based approach. The CUXD model divides the development process into
the three phases of “Understanding”, “Exploration”, and “Realization”, each consisting
of different workshops with suggested methods. Here, CUXD demonstrates its inno-
vative potential in being flexible enough to tackle complex and open-ended problems.
On the other hand, CUXD is conceptualizable in combination with more formalized
approaches from design and engineering. We will further expand on this aspect of
CUXD formalization in the next section.

4 CUXD Formalization with CPM/PDD

4.1 Foundations of CUXD Formalization: Design Theory
and Methodology (DTM)

Weber [23] presents a comprehensive overview of Design Theory and Methodology
(DTM). Refering to this overview Conrad et al. [18] point at DTM’s objective, which is
to determine how much designing can be systemized and automated on the one hand,
as well as to develop concepts that make the activity teachable and trainable on the
other hand.

DTM combines a large number of different approaches, with some of them—not
surprisingly—being incompatible with each other. In the variety of approaches avail-
able, some have emerged as particularly popular during the last decades since their
formulation in the 1980s/1990s [18]: For instance, John Gero’s [24] “function behavior
structure model” as an approach from the research field of artificial intelligence (AI),
whereas Suh [25] introduced a model called “Axiomatic Design” that basically
describes the design process as a mapping from a functional space to a physical space.
Following Conrad et al. [18], the VDI guideline 2221 [26] and the fundamental works
of Pahl and Beitz [27] play an essential role as a general framework and summary for
design guidelines in Europe and especially in German-speaking countries.

With several models existing in parallel, an integrating framework is considered as
being beneficial ([23], p. 328). Such an integrating endeavor is presented by the
approach of modelling products and development processes based on product char-
acteristics and properties, called CPM/PDD (Characteristics-Properties Modelling,
Property-Driven Development).

4.2 Outline of CPM/PDD

In this section, we briefly explain the Characteristics-Properties Modelling/Property-
Driven Development (CPM/PDD) approach by relying on and summing up of previous
work by Conrad et al. [18, 28]. We will first highlight our notion of CPM/PDD as an
approach incorporating both strands of a more analytical product model domain on one
side together with the more synthesis-oriented domain that allows for incremental and
iterative changes of features or additions in the product development process. After

168 D. Kerpen et al.



outlining CPM/PDD subsequently, we will explore how to use this notion of dual
analysis/synthesis characteristics for applying CPM/PDD to a procedure and its
accompanying methods, finally resulting in a close collaboration- and user experience-
oriented, agile approach. The most significant feature of the Characteristics-Properties
Modelling/Property-Driven Development (CPM/PDD) approach is the differentiation
between characteristics and properties of a product [18]: Characteristics (C) cover all
the items of a product that can be directly determined and influenced by a designer.
These include, for example, the geometry, structure, shape, spatial configuration and
material consistency. Properties (P) describe “a product’s behavior” and cannot be
directly determined by a designer (e.g. weight, safety, aesthetic properties, usability),
but indirectly influenced through modifications of characteristics.

The links between characteristics and properties are represented by relations. These
can be read in two directions: in the analysis direction (R), characteristics are known
and the product’s properties are derived (Fig. 2 left). In the synthesis direction (R−1),
properties are known/required and the product’s characteristics are established (Fig. 2
right). In addition, Dependencies (D) respect potential constraints on the characteristic
side and External Conditions (EC) represent the context in which such relational
statements are valid.

The modelling of both, the product and the process is a major advantage of the
CPM/PDD compared to models mostly focusing on the process model. Among other
things, this simplifies the development of products, where requirements are usually not
directly realizable (if users are particularly addressed, see below). Especially,
CPM/PDD provides a clear framework for evaluation and process control due to its
strong focus on analytical rigor: “based on known/given characteristics (structural
parameters, design parameters) of a product, its properties are determined (and there-
fore, its behavior), or—if the product does not yet exist—predicted” ([23], p. 332).
With a focus tending more to synthesis, the task of a development engineer/designer is
to find appropriate solutions, i.e. putting together an appropriate set of characteristics
that meet a (prospective) users’ requirements satisfactorily.

Fig. 2. Differentiation between analysis and synthesis model ([22] based on [18, 28, 29])
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We have highlighted the notion of CPM/PDD as an approach incorporating both
strands of a more analytical product model domain on one side together with the more
synthesis-oriented domain allowing for incremental and iterative changes of features or
additions in the product development process. The modelling of both, the product and
the process, is a major advantage of the CPM/PDD compared to models focusing solely
on the process model. Among other things, CPM/PDD simplifies the development of
products and, especially, it provides a clear framework for evaluation and process
control due to its strong focus on analytical rigor.

4.3 CUXD and CPM/PDD Synthesis

The first phase “Understanding” with its workshops Scoping and Synthesis are
preparatory steps that are not directly addressed in the CPM/PDD model. Nevertheless,
fundamental and necessary components of the model are created and defined here.

In particular, a result of these workshops is a quantity of the product’s required
properties (PR). Through the way of determination (e.g. through Problem Statements,
Proto-Personas or Journey Maps), these are determined in a user-centered manner to
promise a good matching with the “real” user requirements (see Sect. 2). An important
side effect of this phase is the determination of External Conditions (EC), i.e. the
framework conditions under which the later relations (R or R−1) are valid. The left side
of Fig. 3 summarizes the outcomes of the first phase.

Refering to the CUXD process description above, we keep in mind that the
“Understanding”-phase is followed by the “Exploration”-phase. This phase is an iter-
ative sequence of ideation, conceptualization, prototyping, and validation (see Fig. 4).

Fig. 3. Formalizing the “Understanding”- (left) and “Realization”-phase (right) ([22] based on
[18, 28, 29])
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First, Ideation is supposed to generate as many ideas as possible for the identified
user requirements. The user requirements are mostly considered individually and
translated into features. The synthesis methods used (see Fig. 2) are rather informal and
strongly influenced by intuition and creativity. The evaluation of the developed solu-
tions is also largely based on common sense. For CPM/PDD, this means that there is a
multitude of different CPM product models based on individual required properties
(PR). The synthesis relations (R−1) are not formalized but largely based on the abilities
of the people involved.

Followed with the Conceptualization step, the results of previous activities are more
formalized and fewer different solutions are considered. In order to obtain results that
completely fulfil the problem, the user requirements are more strongly integrated. For
the considerations in CPM/PDD, this means that there are fewer different CPM product
models, but these fulfil already several required properties PR. The formalization of
synthesis relations is also increasing.

Afterwards, Prototyping produces the first tangible results. It focuses on one or very
few variants that already integrate many of the user requirements. The range of these
prototypes extends from low- to high-fidelity. Typical techniques for low-fidelity
prototypes are paper prototypes or pencil scribbles. This is particularly useful in the
early phases of prototyping so that these can be discarded easily and without emotional
reference. In later iterations, the prototypes become more and more sophisticated, e.g.
clickable user interfaces or 3D printing. For the CPM model, this implies that (almost)
all PR are considered in the analysis step. For sophisticated prototypes, the synthesis
relations become increasingly complex and might require the creation of CAD models
or writing source code.

Finally, the Validation workshops determine the fulfilment of the user requirements
by the prototype. Not only the fulfilment of individual requirements is relevant for the
development process, but also the consideration of an overall evaluation. For
CPM/PDD the analysis of the submitted solution is in focus: the individual properties
are evaluated with regard to their target fulfilment. The overall evaluation of the
solution is particularly interesting as it determines the next steps. If the overall eval-
uation is sufficient for the problem statement, the next phase can begin.

Fig. 4. Formalizing the “Exploration”-phase ([22] based on [18, 28, 29])
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In the “Realization”-phase, a product is—partially—reified. In the sense of the
MVP and the lean approach, it is only intended to implement a part of the most
important requirements. This fact can be delineated very clearly in the CPM model
since it becomes visible which characteristics are necessary for the implementation of
the MVP (see Fig. 3 on the right side); however, the possibilities and limitations of
MVPs in mechanical engineering is a particular topic that should be considered sep-
arately in research and practice. Without the possibility of going into more detail at this
point, at least a brief remark should be made here: Although it is invented to assess the
market fit at a very early stage, a MVP needs to fully address a need or solve a problem
for the user in order to be useful. This implies that for technically demanding projects
the transition between prototype, MVP, pilot project and finished product can be fluid.

5 Conclusion

In this contribution, we have shown that it is possible to formalize the lean and agile
CUXD process approach (abbreviated for Collaborative User Experience Design)
through a combination with Characteristics-Properties Modelling/Property-Driven
Development (CPM/PDD). CUXD is a cross-disciplinary, human-centered develop-
ment model focusing on collaboration in teams. CPM/PDD is a methodology to
describe a product as well as the product development process based on the clear
distinction of characteristics and properties. We identified relevant touch points of the
two approaches and pointed out on how CPM/PDD can serve as a basis for the
formalization of CUXD. Thus, this contribution is, first and foremost, a conceptual
combination of the two frameworks CUXD and CPM/PDD.

The proposed formalization is necessary to make the approach of developing (in-
teractive) products and services quantifiable and trainable/teachable. This is especially
important in context of engineering project groups which increasingly include experts
with various professional/educational backgrounds. Refering to the description of the
CUXD process model and its foundations, we have to keep the following success
factors of CUXD in mind: the inclusion of all relevant (prospective) stakeholders when
putting together interdisciplinary teams, the use of adequate methods for a reliable
identification of relevant features of the problem space and (potentially conflicting)
constraints for finding solutions, the critical (empirical) testing of assumptions, the
illustration and formative optimization of solution approaches through prototypes, the
definition of (quantitative) metrics for the evaluation of solutions, as well as a con-
trolled execution of all activities in time-boxed workshop formats.

In this sense, the joined CUXD–CPM/PDD process model supports the continuing
task of establishing a common set of design approaches.

We suggest that the CUXD and CPM/PDD combination can be particularly helpful
for at least:

1. the determination of the maturity level of a current development process,
2. supporting the internal organizational communication and co-operation, especially

when considering development through cross-functional teams, and
3. being compatible to the inclusion of digital tools which are important means of

support in everyday work life.
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We are well aware that from a practitioner’s perspective, e.g. from an industry
application perspective, conceptual approaches cannot be seen without limitations.
Therefore, future work needs to illustrate the value of the contribution by using case
studies from the engineering lifecycle to present the broad applicability of the concept.
For instance, and with regard to the points 1–3 listed above, we plan to support and to
evaluate the development process by using digital tools for recording the product
features and properties in the individual steps of the CUXD. On this basis, synthesis
and analysis relations can be accompanied digitally; furthermore, collaboration can be
realized by distributed teams working jointly together via remote collaboration tools in
different research/design labs.
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Abstract. The design of User Experience today is built upon a choice archi-
tecture that is meant to acquire and retain customers and hence increase revenue
on the one hand and save cost for businesses through efficiency and speed, on
the other. The impact of this can be seen in the form of an ever expanding,
instant gratification led experience economy that constantly fuels consumerism.
Since there is no plan(et) B, if we are to survive as the human race, this planet
has to be saved by switching to a less consumerist and more sustainable life-
style. Just as User Experience design is contributing to the increasing con-
sumerism today, a change in the evaluation criteria and definition of what is
‘good’ and ‘successful’ UX can transform the impact of User Experience design
by ensuring that the goal of UX Design is a balance between what is good for
the human race and what is good for commerce.

Keywords: UX design index � Sustainable UX design � Future of UX

1 Introduction

The field of User Experience has increasingly been in the spotlight as technology
infiltrates and disrupts our lives at an exponential pace. Making the technology ‘ex-
perience’ easy, intuitive, efficient and persuasive is the focus of mainstream User
Experience. User Experience Design is being looked at as a business differentiator that
will lead to an increase in sales and delighted customers and allow a brand to stay
ahead of its competition. The ‘user’ seems to play a marginal role in the entire process.
The fact that she plays any role at all is simply because even a little understanding of
the user would help create an experience that would help increase sales of the
product/service. UX therefore is really a sales/marketing activity using a profit centred
design philosophy that is a key contributor to our current consumerist lifestyles and
pushing the world closer to an unsustainable future.

However, as Management thinker Peter Drucker is often quoted as saying that “you
can’t manage what you can’t measure.” Drucker means that you can’t know whether or
not you are successful unless success is defined and tracked. Hence, one of the critical
aspects to review is what gets measured and tracked as good and successful UX design
today. Are those criteria suitable for envisioning alternate modes of practicing User
Experience or do they need to change?

Most leading practitioners/practices and their methods, used in the field of User
Experience today, (cf. Norman, Cooper, Ideo, HFI) define and design User Experience
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in terms of what the business wants the ‘system’ to be, how the ‘user’s’ needs can be
aligned to best suit what the business wants and finally how to make the design as
familiar and easy to use by integrating elements from the user’s context, as far as
possible.

In recent years, User Experience has also focused on understanding the emotional
state of the user and building trust based on emotions. This has meant a tighter
alignment with marketing objectives such as conversion (to buy something or renew
current subscriptions/usage etc.). None of these methods and practices take into con-
sideration whether what the business needs to be designed has a negative impact on the
ecosystem of the very ‘users’ who are being targeted as the consumers of the designed
experience (E.g. will the current design method lead to wastage of resources and hasten
the destruction of the planet?). The primary focus on business needs as drivers of
design also leads to specific sections of the population (lower income groups) being
excluded because the ‘return on investment’ for including them as potential users is not
attractive.

The challenge for alternate approaches to the way UX is practiced now, has been,
the fact that the predominant underlying economic structure of our lives, that of cap-
italism and its recent avatar, neo liberalism, makes it impossible to model the creation
of ‘experiences’ without following the diktat of the ‘market’. And, the market is always
focused on maximizing profit rather than on issues of social impact,
marginalized/excluded ‘users’ and alternative futures. It has, therefore, largely been a
theoretical exercise to reimagine UX and create an alternate model of practice so far.
However, at this point in time, the winds of economic change are blowing.

Several authors like Jeremy Rifkin (2014) and Paul Mason (2015) contend that
information technology is making a shift inevitable and this shift could completely
reshape our familiar notions of work, production and value; and destroy market and
private ownership based economic structures. They points out that we do actually have
the ‘chance to create a more socially just and sustainable global economy’.

Hence at this point in time, it is a very appropriate moment, to re-examine the
potential contribution of UX to advancing alternate economies. The new economic
system that is being ushered in by these new trends such as parallel currencies, the
sharing economy, peer to peer lending, Big Data, Internet of Things, 3D printing and
characterized by collaborative commons, abundance (rather than scarcity as the
underlying economic philosophy) and prosumers (producers cum consumers) demands
exploration of a different UX ‘ideology’ that will help reframe UX practice from what
is currently mainstream.

2 Measurement of Impact – How Does User Experience
Measure Itself Today?

In mainstream UX practice today, when it comes to measurement criteria for good User
Experience, the priority is to measure, at the granular level of ‘tasks’ (a ‘task’ for
example, would be whether the user is able to book a ticket on an airlines site) how fast
and efficiently the user is able to achieve success. The most commonly used metrics are

Should We Measure UX Differently? 177



(and have been for the last 3 decades) success rate (whether users can perform the task
at all), time a task requires, error rate, users’ subjective satisfaction, efficiency and
learnability.

There have been some attempts to broaden the scope of what is important to
measure differently for User Experience versus Usability/HCI (Pavliscak 2014). In this
categorisation of UX metrics (and others such as Google’s HEART framework
(Rodden 2012) largely marketing oriented measures have been added under ‘engage-
ment’ and ‘conversion’, thereby viewing the difference between User Experience and
Usability/HCI as simply that of integrating the business/sales perspective to user
centered design. An example would be, measuring not just time spent on a task on a
website but also the attention paid by the user to the brand’s content on the site. This is
measured by tracking how long a user stays on the website and also time spent on
various sections of the site. And, finally, how the design helped the user take steps
towards buying a product or signing up for a newsletter, etc.

A review of current design indices and design awards further clarifies the focus of
user centred experience design today and what is defined as ‘good’ or ‘successful’ UX.
The focus is clearly on an ever expanding, instant gratification led experience economy
that constantly fuels consumerism.

2.1 Design Indices

The best known design indices are the McKinsey Design Index and the DMI Design
Value Index. Both take similar routes to measure value of Design and that is by
evaluating the financial performance of organisations who have ‘invested’ in design.
The conclusion both arrive at is also similar and hence reinforces the message that
investing in design leads to better market performance (Figs. 1, 2 and 3).

Fig. 1. McKinsey Design Index
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The Mckinsey Design Index consists of four themes – Analytical Leadership, Cross
Functional Talent, Continuous Iteration and User Experience, themes that seek to
create a robust business driven process that incorporates components of the mainstream
UX design process to ensure that the products, services and customer touchpoints are in
synch with business and user goals (Fig. 4).

The DMI Design Value Index differs from the McKinsey Index in terms of its entire
focus being on evaluating how robustly the investment in design, integration of design
within the entire organisational structure and leadership commitment to design can be
demonstrated over time, by an organisation (Fig. 5).

Fig. 2. McKinsey Design Index

Fig. 3. DMI Design Index
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Hence both these indices look at design as a value add for business and apply
relevant criteria to measure that value addition and demonstrate the correlation in terms
of focus on design leading to better market performance and return to shareholders.

Fig. 4. What Constitutes the McKinsey Design Index

Fig. 5. What Constitutes the DMI Design Value Index
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2.2 Design Awards

A look at three popular design awards yielded an interesting dichotomy between what
is stated as the objective of the awards and the actual criteria based on which designs
gets evaluated. Take the Webby awards, for example, which states on their site (for
2017 - https://www.monkeysfightingrobots.co/the-2017-webby-awards-vote-for-the-
best-of-the-internet/), that ‘In a year marked by so much discord and divisiveness,
the Webby Awards is honored to recognized the work and efforts of our nominees as
they explore new ways to use the internet to inform our world and bring people
together.’ However, an examination of the actual criteria for the web design category,
reveals a much narrower focus, as described in the paragraph after next.

The UX design award instituted by the International Design Centre, Berlin (http://
www.ux-design-awards.com/en/awards/about/) describes its purpose and the criteria
for evaluation as follows: ‘The UX Design Awards are a singular competition for user
experience – a key added value in connected life and work. The Awards communicate
opportunities: How accomplished experience design and innovative technologies add
value and make a positive impact in peoples’s lives. The UX Design Awards recognize
excellent experience qualities in products, services, environments and future-oriented
concepts in all areas of life’. But, once again, between the description of the award and
the actual criteria used for evaluation, falls a shadow.

A Sampling of the Stated Reward Criteria for the Above Mentioned Awards

• Navigation is around speed and ease of use: where you want to go quickly and offers
easy access to the breadth and depth of the site’s content, thereby, learning time
should be minimal, errors must be easy to correct

• Optimizing the use of technology through design: is the use of technology on the
site. Good functionality means the site works well. It loads quickly, has live links,
and any new technology used is functional and relevant for the intended audience,
Does the technology work? Does the innovation alter the way technology is
developed and utilized in the future?

• Improving bottom line through customer retention: is effective experience design
enabling brands to develop propositions that add human value, driving their market
success, one has probably had a good overall experience if (s)he comes back
regularly, places a bookmark, signs up for a newsletter, participates, emails the site
to a friend, or is intrigued enough to stay for a while

• Providing aesthetically engaging experience: is communicating a visual experience
that may even take one’s breath away

• Using the award as a marker of success to attract more customers in the global
marketplace A distinction for excellent user experience enhances the recognition of
skills, products and services on the global market

Yet another well-known design award – the Red Dot Design Award also states the
following as the evaluation criteria https://www.red-dot.org/pd/about/ (Fig. 6).
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If the criteria for determining UX design that is worth rewarding (via indices and
awards) is still only about speed, efficiency, learnability, market success, customer
acquisition and retention on one hand and aesthetic delight on the other, then the
processes leading to successful UX design will also focus on designing based only on
these criteria. The cycle of market led design will then continue instead of evaluating a
more holistic set of criteria that could help shift the desired outcome of UX design from
just being about creating convenience and wealth to also playing a role in enhancing
capabilities of its human users and thereby empowering users to make more informed
decisions about their lives, the experiences they chose and have clarity about the impact
those decisions will have on the future of the world.

But is there another set of criteria with which to evaluate UX? Let us for a moment
look at an entirely different area, that of measuring human development and welfare in
development economics, for parallels to our search for more holistic measurement
criteria.

3 Is There an Alternative Way to Evaluate UX Holistically?

This journey of measuring humanity’s progress ‘only’ in terms of financial and growth
numbers instead of ‘also’ in terms of growth numbers till a reform movement of sorts
shifts the narrative to a more humane perspective has been seen in the field of
development economics. Just as in mainstream UX design today, there was a time not
long ago when GDP was the celebrity measure for tracking the progress of the human
race in development/welfare economics.

“We are stealing the future, selling it in the present, and calling it GDP.”—Paul Hawke

Fig. 6. Award Criteria for Red Dot Design Awards
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4 The Transformation in Measuring Human Development

The concept and measurement of human welfare has undergone a massive change,
from the origins of economic “utility” theory to Amartya Sen’s human capabilities
approach. Present measures of social welfare used in the fields of economics and
development, include not just national income but a variety of composite measures
such as the Human Development Index, Better Life Index, Happiness Index, etc.

In 1990, the United Nations Development Program (UNDP) transformed the
landscape of development theory, measurement, and policy with the publication of its
first annual Human Development Report (HDR) and the introduction of the Human
Development Index. HDR 1990 presented the concept of “human development” as
progress towards greater human well-being and provided country-level data for a wide
range of well-being indicators. The UNDP’s establishment of the HDR expanded both
the availability of measurement and comparison tools used by governments, NGOs,
and researchers, and our common understanding of development itself.

The Humanist Revolution in economics was ushered in by Amartya Sen and
Martha Nussbaum, who are together credited with the origination of the “capabilities”
approach to human well-being based on Rawlsian philosophy (Pattanaik 1994). Sen
and Nussbaum, like Aristotle privileged the ‘being’ and ‘doing’ of human beings,
instead of what they ‘have’. Moving the discussion away from utility and towards
“capabilities” allowed Sen and Nussbaum to distinguish means (like money) from ends
(like well-being or freedom) (Crocker 1992; Sen 1979; Sen 1999; Nussbaum 2001).

Sen searched for measures to adequately represent people’s well-being and
deprivation and found that neither income and command over commodities, nor hap-
piness and fulfillment of desires constituted good enough indicators of human well-
being or lack of it. Sen’s argument in terms of analysing quality of life/poverty was that
true well-being resulted from the power and control people have over what they can be
and do. Hence he posited that focusing on human functionings and capabilities would
provide a construct for assessing in a more reasonable manner (than just what he/she
possesses materially) to assess an individual’s advantages and disadvantages.

4.1 New Measures of Well Being

Amartya Sen’s capabilities approach offers this broad based perspective of develop-
ment where everything revolves around people’s well-being. This humanist approach
to measuring welfare led to several new/alternative (to the popular GNP, GDP mea-
sures) emerging that reflected a broader conception of wellbeing (Fig. 7).
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4.2 Have New Indices Brought New Insights?

It is important to note that with the use of new measures of well-being, it has come to
light that not all countries that have high economic output have high level of well-being
(examples – USA and UK). On the other hand, countries that score high on economic
output AND creativity AND innovation also score high on happiness and subjective
well-being (example – Nordic countries).

Does an environment that harbors emancipative values lead to more creativity and
innovation? According to a World Values Survey report (http://www.worldvaluessurvey.
org/wvs/articles/folder_published/article_base_54), the critical cultural components that

Fig. 7. Popular Indices Measuring Welfare and Well Being
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constitute the process of human empowerment are the presence of emancipative values.
Once this process is in place, people are empowered to exercise their freedoms through
their action.

Human empowerment built on a foundation of emancipative values builds social
capital, leads to increased self-expression and revitalises civil society. Emancipative
values also lead to an overall rise in the level of subjective well-being that society
experiences by shifting people’s narrow focus on a strategy of survival to one of
increased human agency.

5 An Alternative Approach to Measuring UX – A Holistic
Design Index

Just as the move away from GDP as the only way to measure progress and well-being
of the human race has led to new ways of looking at the connections between economic
prosperity and various categories of wellbeing and hence given rise to new policies and
programs, constructing a new holistic design index that reimagines the potential impact
that the design of experience can have on people would throw new light on alternative
ways UX can be practiced.

Perhaps a more meaningful approach to measuring (and hence defining) how an
‘experience’ can make fundamental enhancements to the user’s core capability to
function with agency is urgently needed.

Based on Amartya Sen and Martha Nussbaum’s capability theory, a list of
parameters that evaluate whether capabilities of users interacting with digital products
and services were enhanced as a result of using those products and services could form
the basis of this new design index. Since the success criteria of ‘good’ User Experience
would now have measures around capability enhancement in addition to some of the
current measures like speed, efficiency, increased conversion, etc., the very definition
and process of UX design would have to transform so that successful and award
winning User Experience could incorporate a balance between profit centred design
and capability centred design.

5.1 Design Led Empowerment Index

What could a more holistic design index look like? Having reviewed indices that
measure human wellbeing in a more holistic manner than simply looking at GDP, per
capita income, etc. (Human Development Index, Better Life Index (OECD 2013),
Happy Planet Index, World Happiness Index, Gross National Happiness, Global
Creativity Index (Florida 2011), etc.) as part of the first author’s ongoing PhD research,
the following dimensions have been identified as key factors contributing to overall
happiness and wellbeing.

• Material living standards (income, consumption and wealth);
• Health;
• Education;
• Personal activities including work
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• Social connections and relationships;
• Environment (present and future conditions);
• Insecurity, of an economic as well as a physical nature.
• Generosity
• Freedom

All these dimensions shape people’s well-being, and yet conventional income
measures miss many of these. Taking inspiration from these dimensions, we present
here a list of parameters that could form the basis of a more holistic design index.

These parameters could be used to evaluate whether a UX design
concept/prototype/fully working product does the following for its users? The design
could be scored based on how it fares on each of the items below.

1. Improves Personal Capabilities to think, feel, imagine, reason
2. Connects people and enables community building
3. Enhances Life Satisfaction
4. Provides a sense of flow and delight
5. Reduces Effort and Facilitates Convenience
6. Helps Save or Make Money
7. Enhances Personal and Family Health and safety
8. Enhances Feeling of Purpose
9. Facilitates/enhances ways to live a more sustainable and socially responsible life

10. Is designed to be inclusive

Using an index with parameters such as the list includes would go a long way in
shifting the current mainstream UX narrative of designing ONLY for increased effi-
ciency, speed and revenue to ALSO designing for these. Including the additional
parameters (from the list given above) as part of an index that measures ‘good’ UX
design will also mean that current design frameworks and processes will need to
transform to meet the new definition of what is ‘good’ UX. As the Nobel Prize winning
economist Joseph E. Stiglitz (2010) said, “What you measure affects what you do. If we
have the wrong metrics, we will strive for the wrong things.”

With an alternative design index that focuses on holistic empowerment of the
design’s users, the journey to reframe how we practice UX Design will get a head start
and we will pay attention to what is needed for design to contribute towards a sus-
tainable and inclusive world.

6 Conclusion

At this point in time, when technology is creating a major fork in the road between
what could be a better world for all versus a more divided, automated and unequal
world, designers can and should play a critical role in making the choice for humanity.
And for that to happen, the measurement and process of design must take a more
humanitarian turn just like it did in economics.

Note. This paper presents ongoing doctoral research work by the 1st author that is part
of an unpublished thesis.
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Abstract. As they go about their work, user experience (UX) designers make
numerous decisions. This study investigates how UX designers make use of
recognition-primed decision (RPD) mechanisms as well as mental models and
information seeking in making design decisions. Based on field observation and
interviews in two design teams, we find that the RPD mechanisms of pattern
recognition and mental simulation are common in three UX design layers:
scope, structure, and skeleton. Mental models tend to be common in the design
layers where RPD is not common. The mental models involve causal relation-
ships, empathy, and simple statements. Information seeking is common in all
design layers, except the scope layer, and often consists of seeking information
to justify decisions the designers have already more or less made. We discuss
two implications of our findings for systems to support designers’ decision-
making.

Keywords: Decision-making � Information seeking � Mental models � UX
design

1 Introduction

Design options abound in user experience (UX) design. Thus, UX designers constantly
face decisions about whether to do things in one way or another. These decisions
concern the design product as well as the work process, and they ultimately determine
whether the designs succeed or fail. While many studies have examined how designers
collaborate [18, 23], generate ideas [7, 25], and acquire information [9, 19], we focus
on how they make decisions.

While models of decision-making conventionally depict it as a rational process of
defining the problem, identifying decision criteria, developing alternatives, and
selecting the best alternative, this process is rare in practice [26]. In practice, profes-
sionals often make decisions on the basis of intuition, experience, analogy, and the like
[2, 10, 12, 13, 30]. Klein’s [13] recognition-primed decision (RPD) model has become
a prominent conception of how experienced professionals make decisions. We take the
RPD model as our starting point and add a focus on mental models, which have long
been an important notion in design [17, 22]. In addition, we heed Allen’s [2] advice to
study decision-making together with information seeking.

This study investigates, based on observation and interviews, how UX designers
use the mechanisms of RPD, information seeking, and mental models in making UX
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design decisions. Furthermore, we identify the UX design layers in which these
mechanisms are used. The study contributes insights about how UX designers arrive at
their decisions and, on that basis, discusses implications for decision-support systems
for designers.

2 Related Work

Klein [13] developed the RPD model on the basis of studies of command-and-control
(C2) staff, such as fire fighters. C2 staff must be able to react rapidly and flexibly in
dynamic, high-stake situations. Rational decision-making is ineffective under such
conditions because it is too slow. Instead, Klein [13] found that C2 staff mainly makes
decisions through pattern recognition and mental simulation. Pattern recognition is the
ability to recognize analogies between the current situation and previously experienced
situations, without explicitly stating these analogies beforehand. It turns experience into
an action-oriented ability. Mental simulation is the process of consciously enacting a
sequence of events [16]. It enables the actor to mentally try out an explanation or idea
to learn how well, or poorly, it matches the current situation.

While UX designers’ decision-making has not received much research attention,
several researchers have investigated decision-making in other design fields, including
engineering design [1, 4, 8] and software design [3, 30]. Designers often make tentative
decisions during design processes [4, 8]. It is not until criteria emerge and conse-
quences are clarified to a satisfactory level that designers would make final decisions
[8]. This way, decisions remain tentative until the designers have gained confidence in
the decision-making process that forms the basis for the decisions [4, 8]. In addition,
researchers have extended and refined the RPD model. For example, Ahmed et al. [1]
found that experienced designers rely on intuition and pattern recognition by referring
to past designs. Dwarakanath and Wallace [4] found that designers use the RPD model
by evaluating an alternative as soon as it is generated. Furthermore, it is only in the
early design phases that they generate different alternatives and compare them with
criteria; during detailed design their decision-making process becomes more implicit
[4]. Zannier et al. [30] found that in addition to mental simulation, designers also turn
to mental models when they face complex questions. In the naturalistic decision-
making community, mental models are defined as “a person’s beliefs about causal
relationships” [14, p. 167]. Nielsen [21] similarly states that mental models are based
on belief rather than fact.

Multiple researches have investigated the role of information seeking in decision-
making [12, 20, 27]. One noteworthy finding is that C2 staff often seeks information to
justify their decisions, rather than to make them. For example, Mishra et al. [20] found
that emergency-response commanders tend to look for information that provides post
hoc justification for their decisions. This behavior accords with Allen’s [2] information-
behavior modes and extends Wilson’s [29] problem-solving model of information
seeking. Outside of C2 settings, people also seek information to justify their decisions.
For example, Soelberg [27] found that people often look for justification for their
decisions, rather than for information to help them arrive at their decisions in the first
place. In Soelberg’s [27] study the decision makers spent weeks on justification before
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they were ready to act on their decision (about which job to choose); in the study by
Mishra et al. [20] the more experienced emergency-response commanders acted near
immediately and often did not seek justification until they were retrospectively asked
for it. Regarding designers, Girod et al. [6] identified that the designers who used
informal decision-making methods sought more external information. Informal
decision-making methods emphasize subjective assessment over evaluation matrices
and numerical scales. Although these methods appear similar to naturalistic decision-
making, informal decision-making is not, at least not necessarily, based on the
expertise that comes from years of experience. The use of informal decision-making
and external information often resulted in less effective decision-making because the
designers spent less time on defining criteria than seeking information [6].

Dwarakanath and Wallace’s [4] finding that designers’ decision-making changes
from early to detailed design creates a need for a categorization of the elements in the
design process. Based on analyses of website design, Garrett [5] categorizes UX ele-
ments into five layers. Ordered from abstract to concrete, these layers are strategy,
scope, structure, skeleton, and surface. The layers are interdependent. For example,
strategy design frames scope design, but scope design also has an influence back on
strategy design. Table 1 gives the definitions of the five UX layers.

3 Method

We conducted 113 h of field observation and five interviews in two digital product
teams in a logistics company in Denmark. The first team was designing a decision-
support system for company-internal trade managers, and the second team was
designing a cargo-monitoring and information-sharing platform for the company’s
customers. Both teams were agile teams and used a Kanban board – an agile project-
management tool. The Kanban boards showed all tasks as user stories. A sample task
title was “As a user, I want to do… so I can…” Each task description specified criteria
that the team members needed to achieve when designing the product.

In the teams, we observed product owners (PO1 and PO2), UX designers (UX1 and
UX2), and a user researcher (UR2). We collectively refer to these team members as

Table 1. The definitions of the UX layers [5]

Layer Definition

Strategy Product direction, for example the product objectives, user needs, and market
positioning

Scope The scope of the content and functionality, for example the function specification
and content requirements

Structure The organization of the overall information in a product, for example the
information architecture

Skeleton The organization of the information in an interface, for example the wireframe
and user-interface design

Surface The product’s appearance, for example its graphic design
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designers. The product owners were included as designers because they often made UX
design decisions. During the field observation we sat in on team meetings and also
observed the designers’ informal discussions with each other and with other people on
site. As part of the field observation we occasionally asked designers for explanations
of their decisions. After the field observation we interviewed PO1, PO2, UX1, UX2,
and UR2 about how they arrived at their decisions. Each interview lasted about an
hour. Prior to the field observation and interviews, the company and the designers gave
their informed consent to participate in the study.

The field observation was documented in written notes, the interviews were audio-
recorded and transcribed. In analyzing the data we first identified the decision points,
using Klein et al.’s [15] definition of decision points. Four cues were used in identi-
fying the decision points:

• Explicit verbal cues, such as “I had to decide…”
• A designer considered multiple alternatives and then proceeded according to one of

them
• A designer made a judgement that affected the outcome of the design process
• A designer proceeded in one way in a situation where another team member might

have proceeded in another way.

As the second step of the analysis, we identified which UX design layer each of the
decision points was about. We used Garret’s [5] five layers, see Table 1. For example,
when a designer decided to include certain information on the interface to make it
available to the users at that point in the dialogue, the designer was making a decision
about the structure layer. Third, we analyzed how designers reached their decisions by

Table 2. The decision-making mechanisms

Definition Example

RPD Mental simulation: Designers
consciously enact a sequence of
events

PO1 pointed at a wireframe in her
notebook and said that if users use
one filter to search, then the other
filters won’t work

Pattern recognition: Designers see
analogies with previous situations
and experiences

PO2 said that in lots of services, such
as proto.io, users can scale the
payment up and down as they please

Information
seeking

Designers look for information
from information sources such as
documents or people

UX2 looked through the page to find
UR2’s comment and showed it to a
designer. After they had read it, UX2
said that he thought hovering is a
good solution

Mental
model

Designers’ beliefs, including their
beliefs about causal relationships

PO2 showed the team his design of
the interface. UX2 asked him a
question and he replied that “at least
for me as a user, I want to click on
something and see…”
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distinguishing among three mechanisms: RPD, information seeking, and mental
models. We identified RPD by its two main components: mental simulation and pattern
recognition [13]. For mental models we applied the definitions of Klein [14] and
Nielsen [21]. Table 2 gives the definitions of these decision-making mechanisms along
with an example. Fourth, we used open coding to analyze in more detail how the
designers used information seeking and mental models to make decisions.

4 Results

After excluding 31 decision points for which we could not determine the decision-
making mechanism, we had 48 decision points for analysis. At only two of these 48
decision points (both in the strategy layer) did the designers generate multiple alter-
natives before making a decision. Thus, the widely touted process of rational decision-
making was rare.

4.1 RPD

The designers used RPD consistently from scope to skeleton design, see Fig. 1.
Overall, 23% of the mechanism instances were RPD. During scope design the
designers mainly used pattern recognition; during structure and skeleton design they
mainly used mental simulation.

The designers pattern recognized on the basis of personal experiences, not on the
basis of information they learned from other sources. They for example did not pattern
recognize on the basis of user behavior because they, apart from UR2, seldom per-
sonally observed user behavior during user-research sessions. Instead, they recognized
and made use of analogies with Gmail, Proto.io, and other systems they often used
themselves. As an example, one of the designers decided to provide their customers
with both old and revised system versions because other companies did so: “Like

0%

27% 26%
40%

0%

60% 60%

21%

10%

50%

40%

13%

53% 50%

Strategy Scope Structure Skeleton Surface

RPD Mental model Informa on seeking

n=9 n=12 n=17 n=8 n=2

Fig. 1. Percentage of RPD, information seeking, and mental models in decision-making at the
five UX design layers. Because the designers used two mechanisms at eight of the decision
points, the total number of mechanism instances was 56.
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google, for example. They allow you to switch between the new beta inbox design or, if
you want, the old Gmail design.” The reason why the designer used Google as an
analogy was its product quality and large user base. She also pointed out that it is
important to show other team members the results of user research in order to convince
them that a decision is right.

Regarding mental simulation, the designers used it in two ways: to simulate user-
computer interactions and to simulate the consequences of modifying user-interface
elements. The designers tended to do the former based on their experience of inter-
acting with similar systems and the later through technical considerations. For example,
in a meeting, PO1 immediately simulated how users would use filters for searching by
using a wireframe UX1 had designed: “PO1 pointed at the wireframe UX1 had drawn
on her notebook and said that if users use a filter to search, then the other filters won’t
work.” PO1 later described the simulation of user-computer interactions by saying that
“you know just as much as other users from experiences that make sense […] It’s a lot
easier to empathize with your users than it is to have a technical understanding of how
the back-end infrastructure should work.” This example shows that PO1 thought that
simulating user-computer interactions is easier than simulating technological solutions
because he can empathize with users but does not possess engineering knowledge.

With respect to simulating the consequences of modifying user-interface elements,
we observed an instance in which UX2 decided that a certain element should be larger.
When we later interviewed UX2, he explained that the interface element had to be
enlarged to account for the possibility that the interface language was switched to a
language in which the text occupied more space: “When looking at those tiles, you
immediately switch to development perception […] Some languages require more
space than others to express whatever it is you’re trying to express. What will happen if
you switch to another language?” In general, we observed fewer instances of the
second type of simulation than of the first type.

4.2 Information Seeking

Information seeking was a frequent decision-making mechanism. A total of 39% of the
mechanism instances were information seeking, distributed across all five layers
(Fig. 1). The designers sought information the most during structure design. Their
Kanban policy stated that they had to conduct user research after user-interface design
and for that reason they conducted user-feedback sessions during structure design.
Starting from structure design, they also sought information, such as design criteria, in
documents:

“UR2 told UX2 that PO2 thought there were too many call-to-action buttons, but UX2
explained and showed UR2 the user story with design criteria. He read a user need aloud and
pointed at the screen.”

In looking for design inspiration we observed that designers sometimes tried out design
features on websites that appeared not to be directly related to the design they were
doing. Furthermore, they sometimes shared inspiring examples with their team via an
internal communication tool.
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The company culture created frequent opportunities for the designers to acquire
information from other designers. For example, the weekly UX meetings provided
opportunities for the designers to share their designs and get feedback. None of the 48
decisions changed as a result of these UX meetings. However, in one instance we
noticed that two designers had different mental models for the same decision. The
meeting improved both designers’ understanding of the decision point:

“In weekly UX meetings, designers show and talk about what they are working on. UX2 shows
the UX team his interaction design […] UX1 asks why UX2 has chosen to use the users’ name,
rather than their email, for login. ‘I think it was to create something’, UX2 replies. UR2 joins
the discussion and says ‘no’; it is more about users who do not want their emails to be given to
the company.”

In almost half of the information-seeking instances the designers sought information to
justify their decisions. That is, they already had a decision in mind when they asked
other team members for their opinion. There were two reasons for this behavior: to
bolster their personal confidence in the decision and to create team ownership of the
decision by talking about it. UX1 stated that receiving opinions from her colleagues
made her feel more confident: “You either get validation – they agree that it is a good
idea – or they question you and make you question whether it is a good direction […]
That makes you feel a little bit more comfortable about the direction you are going”.
We did observe instances where designers changed their decisions on the basis of
feedback. In all these instances the feedback came from users, not from other designers.
However, the majority of the feedback confirmed ideas and decisions rather than
suggested new designs.

4.3 Mental Models

Mental models were frequent during strategy, scope, and surface design (Fig. 1).
A total of 38% of the mechanism instances were mental models. We identified three
kinds of mental models: (1) causal relationships, (2) empathy, and (3) simple
statements.

The causal-relationship mental models were similar to Klein’s [9] definition of
mental models. For example, PO1 decided to create a new user-authentication system
because it would enable users to find all the information they were allowed to access in
one place. In another instance, PO2 decided not to establish a traditional partnership
because it would be too much effort. He had previously had his own business and knew
from that experience that: “Traditional partnerships require a lot of time and energy,
and you have to do the same things again and again.”

Like causal relationships, empathy was also a frequent kind of mental model,
particularly during strategy and scope design. The designers imagined themselves as
users and made decisions that would improve their own user experience. For example,
in one instance PO2 decided that the product should be the users’ best friend. He said:
“if I put myself in their shoes, what I would really want is to have this really knowl-
edgeable guy helping me, being friendly, and making my workdays easier.”

Lastly, simple statements were the least frequent kind of mental model. Some of
these mental models were expressed as knowledge about principles for good design.
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For example, a designer chose a sans-serif font because “serif is not good on the
screen.” Most simple-statement mental models were however expressions of infor-
mation derived from the designers’ personal experience. As an example, UX2 and UR2
were designing a notification feature and needed to decide whether to add a pop-up
screen to explain to the users why they received the link contained in the notification.
UX2 reasoned (using mental simulation) that they should add the pop-up: “If a sender
just pastes the link instead of providing additional information, then the user will not
have the context.” UR2 countered this reasoning with a simple statement derived from
his user research, namely that he had “the impression from our customers that users
would be provided with a context.”

5 Discussion

The UX designers use a mix of pattern recognition, mental simulation, information
seeking, and mental models in their decision-making. While pattern recognition and
mental simulation are restricted to the three middle UX design layers, mental models
are primarily used in the most abstract and most concrete layers. The absence of mental
simulation during strategy design is understandable because this layer does not have
clear user-interaction goals, thereby making it difficult for the designers to match the
outcome of mental simulations against desired goals. Hence, when asking for a col-
league’s opinion, a designer received confirmation for her decision but also the feed-
back: “You have to come up a decision and figure it out [whether it is a good
decision].” The designers’ preference for mental models in the abstract design layers
indicates, we surmise, that strategy and scope decisions are more readily made using
causal relationships and empathy. The frequent use of causal relationships also suggests
that the designers may lack the experience base necessary for pattern recognition [1,
24]. The importance of empathy in UX design decisions extends previous RPD
research [13–15]. Consistent with RPD research the UX designers rarely generate
multiple alternatives before making decisions, and they only do it during strategy
design.

Information seeking is spread across decisions in all five UX design layers. It is
about evenly divided between information seeking to reach a decision and information
seeking to justify a decision that has already been reached. The high incidence of
information seeking for justification is consistent with previous research [2, 20, 27]. In
fact, the experienced emergency responders studied by Mishra et al. [20] appear to have
an even higher incidence of information seeking for justification. Justification serves to
increase the designers’ confidence in their decisions but has little impact on the quality
of their decisions. The high incidence of justification is also similar to Weick’s [28]
description of sensemaking as a retrospective process. Weick asserts that actors make
sense of an event by looking back at it to see what they have experienced. This way,
sensemaking may inform future decisions, but it lags behind the decision-making
process that produced the current event. Like other designers [9, 19], the UX designers
often seek information from colleagues, rather than in documents. Consulting other
people is a straightforward way of acquiring feedback on designs and ideas, either as
informed opinion or as impetus for creative discourse.
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We see two implications of our results for decision-support systems. The first is a
shift of decision support away from the documentation of the unfolding decision-
making process. To support UX designers in pattern recognition they must experience a
rich variety of examples. Klein [14] proposes decision games as a vehicle for C2 staff
to play out decisions and experience their consequences in dynamically evolving sit-
uations. However, UX design does not possess situational dynamics similar to those of
C2 work. We contend that UX designers are more in need of experiencing a curated
collection of design features that exemplify good solutions to different design prob-
lems. A decision-support system built around such a collection will both sensitize
designers to problems they should consider and to alternative ways in which these
problems may be solved depending on the context. The system may be used for
training as well as for real design projects. The key idea is to shift the focus of decision
support from documentation to creative input into the decision-making process.

The second implication is that decision-support systems should approach UX
design decisions as teamwork rather than individual work. We observed information
exchanges among designers and also instances in which two designers used different
criteria for the same decision point. Thus, a system that juxtaposes multiple designers’
considerations will support and align with current UX design practices. The system
may also support activities such as timeouts, in which the designers briefly suspend
their individual activities to meet and collaboratively discuss the design issues each of
them are currently facing [10]. If such a system succeeds in strengthening the incen-
tives to collaborate then it will increase the number of design criteria considered before
turning to justification.

6 Limitations

Three limitations should be remembered in interpreting the results of this study. First,
the two studied design teams are from the same company. Conventions, practices, and
so forth may be different in other settings, such as design consultancies. Second, we
acknowledge that much of decision-making is only indirectly accessible to observation.
However, by observing meetings and informal conversations, we got data where the
designers reasoned about their designs and design decisions [11]. Furthermore, we
occasionally asked questions during the field observation and supplemented it with
interviews. Third, we did not follow the two teams for the whole product development
process. Observing the teams earlier or later in the process might influence the dis-
tribution of the decision-making mechanisms across the UX design layers.

7 Conclusion

This study makes three contributions. First, it shows how UX designers make decisions
in practice. In addition to mental simulation and pattern recognition, UX designers also
make decisions by seeking information and by using mental models. The designers’
use of these mechanisms is unevenly distributed across the different UX design layers.
Second, UX designers seek information to justify their decisions as well as to reach
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them. In almost half of the information-seeking instances the studied designers sought
information to justify decisions they had already more or less made. Third, UX
designers’ mental models extend beyond their beliefs about causal relationships to also
include other kinds of beliefs. The studied designers’ mental models consisted of causal
relationships, empathy, and simple statements. In terms of implications, we propose
that future work on decision-support systems for UX designers should focus on cre-
ative input rather than documentation and on teamwork rather than individual work.
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Abstract. This paper introduces an emerging research field called NeuroDe-
sign, which combines psychology, neuroscience, computer science, and design.
It applies the cutting-edge cross-domain research methods to collect the
designer’s physiological data and psychological data, which has essential
experimental support significance for this research field. Studies on NeuroDe-
sign are based on neuroscience and use psychology methods and computer
models to study design-related activities. The combination of neuroscience and
design is an emerging field, and researching in this field has considerable
significance.
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1 Introduction

NeuroDesign, as an emerging discipline with research from psychology and neuro-
science, is complemented by computer science models that apply to understand our
design process and how to respond to designs. Neuroscience allows us to ignore the
physiological mechanisms behind the perception of beauty in the process of under-
standing art and design. Cavanagh [2] studies how artists use it by examining the
wrong light and shadows in paintings and other unrealistic depictions. The charac-
teristics of the brain convey information economically. Hofel [9] showed that the
stimuli of beauty and non-beauty showed significant differences 400 ms after the
stimulus presentation. Both beautiful paintings and intricate artworks significantly
activate the human cortex’s frontal cortex. The beautiful object activates the bottom-up
default system of the human brain in 360–1225 ms [5, 9].

Psychologists [10] explain people’s perceptions of design and beauty from the
perspectives of developmental psychology and psychoanalysis. Infants have the ability
to perceive beautiful things in two to three months, and children have developed an
aesthetic appreciation in primary school. In adolescence, individuals gradually devel-
ope an aesthetic evaluation with autonomy due to the formation of self-awareness.
Psychologists [7, 10] also used projection techniques and pictures to compile famous
projection tests, such as the Rorschach ink test and the theme test, from the perspective
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of psychoanalysis and applied them to treatment and evaluation. There are also a large
number of case studies that prove that painting is an excellent way to deal with
emotional conflicts, trauma, loss, and etc. when used in psychotherapy.

Theoretical models of computer science provides a theoretical framework. For
example, the computational framework used by Munakata [14] provides a mechanical
approach to understanding meme differences at a conceptual level, so that the results
can be used for category learning, infants, amnesia, and developmental forgetting, as
well as the development of flexible behavior. Goucher-Lambert and McComb [7] used
hidden Markov models to discover brain activation patterns in the fMRI datasets
associated with design.

The applied art of design includes industrial design, graphic design, fashion design,
and decorative art that traditionally includes crafts. Gero [5] classify the research
content of design activities: design process, cognitive behavior, and interaction, while
the future direction of design creativity research includes design process, cognitive
behavior, social interaction, and cognitive neuroscience measurement. Cognitive neu-
roscience is designed to be creative and is an open field of research that will study brain
activity when the brain performs design tasks. It is one of the foremost research
directions for NeuroDesign in the future.

The cross-disciplines are more relevant in these disciplines, including user expe-
rience, cognitive neuroscience, and computer aesthetics, which are also important
subject areas and sources. The interdisciplinary user experience covers three parts:
neuroscience, psychology, and design. According to Garrett [4], user experience
includes user’s experience of brand identity, information availability, functionality,
content, and etc. Norman [15] extends user experience to all aspects of users and
products. The application of the EEG and other brain measurement methods to the
user’s measurement of the first impression of the interface also allow us to open up new
research ideas in the context of such disciplines and NeuroDesign [11]. Research
results can, in turn, be applied to user experience domains.

Cognitive neuroscience is developed on the basis of brain neuroscience and cog-
nitive science. Zeki [23] believes that ‘art is also abstracted, and thus the way of
working inside the brain is embodied’. Zeki officially proposed a new field of research,
neuro-esthetics, to study the neural basis of artistic creation and aesthetics. Researchers
use their brain function imaging analysis of brain neural activity to obtain substantial
evidence about the brain mechanism of cognitive activity, making the research results
more scientific and reliable [17].

Computer aesthetics is the most widely used in today’s user interface design and
interface design. The translators developed by Chen [3] extract visual features in UI
images and encode the spatial layout of these features. Interface design involves a wide
range of projects, from computer systems to automotive and commercial aircraft.
Researchers [16] also incorporate user-centric design concepts into their own wearable
EEG headset development projects.
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2 Significance of This Research

By exploring the relationship between design and brain nerves, researchers are able to
discover principles behind design guidelines to validate the design guidelines.
Researches that based on neuroscience have found some new design guidelines. In the
past few years, people have unconsciously used some effective means to modify
people’s perceptions, preferences, and choices about products. But if there is no
guidance from neuroscience, they won’t know how to make choices in so many cat-
egories of products and choose more potential products. For example, research has
found that people don’t like products that have images pointing to them or pointing
downwards [1, 22]. Another study found that people prefer products or packaging that
seem to smile at them. These are design criteria that have been discovered through
neuroscience-supported methods [18]. In addition, neuroscience-supported methods are
more widely used to design labels and logos. Neuroscience insights have also begun to
provide a guide to the design of the business. In some cases, these insights will affect
the design of the typeface in the near future [21].

In the process of designer designing activities, exploring the brain activities of
designers, discovering some brain rules of design activities, and making the rules as
designing a basis make design activities more able to promote cooperation and stim-
ulate creativity. In previous studies, when studying designers’ activities, the degree of
activation of the brain, and various activities during the design were explored. For
example, there are three different design tasks for designers and engineers, and then
some instrument is used to detect their brain activity and discover the neural mecha-
nism of the designer when they work independently [19].

The field of neuroscience and the field of design are both highly developed, but the
study of the combination of the two is relatively rare, especially the research of
designers’ collaboration. It is a blank field. By studying the brain mechanism of the
collaboration, this blank field could be filled. It is an interdisciplinary discipline with
higher relevance extended from these disciplines. In this emerging discipline, the study
of designer collaborative design is a blank field and a part of the later research that
needs to be focused on neural design. Focusing on the brain activities of designers in
the design process and exploring the brain mechanism behind the design guidelines,
designers design a product that is people-centered. In this emerging discipline, the
study of designer collaborative design is a blank field and a part of the later research
that needs to be focused on NeuroDesign.

3 Methodology

NeuroDesign is able to draw on existing research methods and combine these research
methods. It incorporates research methods in psychology and research methods in the
interdisciplinary fields of neuroscience and other disciplines to study its own fields. See
Fig. 1 for an impression.
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Psychology research methods study the designer’s behavior and brain activities,
which is of great significance to this research field. The reaction time is one of the most
commonly used reaction variables in psychology. It refers to the time required after the
stimulation rather than when the reaction is performed. It is applied to the organism to
the beginning of the obvious reaction, that is, the time interval of the stimulus-reaction.
Any mental activity takes some time. Therefore, almost all psychological studies apply
the principles and methods of reaction. Through this method, design behaviors can be
initially studied and analyzed. The method is used to initially study and analyze the
designer’s design behavior, such as the reaction time of symbols or graphics are
compared with non-designers, whether the analysis is significantly different. Functional
near-infrared spectroscopy (fNIRS) uses the main components of blood to achieve
good scattering of 600–900 nm near-infrared light, and obtain changes in oxyhe-
moglobin and deoxyhemoglobin during brain activity, so that calculate the amount of
blood oxygen and blood volume changes in the region and monitor the functional
activities of the cerebral cortex. This method is used to detect the degree of activity of
the designer in the brain area of the design activity. DC-stimulated tDCS is directly
stimulated by weak currents, causing temporary resilience of brain function excitation

Fig. 1. The interdisciplinary research fields for NeuroDesign
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or inhibition, or long-term regulation of cortical plasticity. Through this excitement or
inhibition, researchers understand which brain areas are excited or inhibited when the
designer completes the task.

In addition, NeuroDesign is a cross-disciplinary field of neuroscience and design.
The research team refers to neuroscience and other research methods to select some
suitable research methods. In recent years, neuromarketing has had a series of research
and development. The discipline uses neurological methods to determine the driving
force behind consumer choice. Similarly, NeuroDesign also uses neurological research
methods to study the brain changes of designers to reveal the meaning behind their
behavior in the design process. Functional magnetic resonance fMRI achieves brain
function imaging by examining changes in the magnetic field of blood flow into brain
cells, which gives a more precise structural and functional relationship and calculates
whether these brain activities are related to attention, emotion, and memory processes,
identity, and decision-making, etc. The technology’s good spatial resolution detects
which parts of the brain are activated by the designer when completing individual tasks
and collaborative tasks. EEG is a safe and harmless brain scanning technique that
measures voltage fluctuations from ion currents in neurons in the brain and has a very
high temporal resolution compared to fMRI. By analyzing the EEG of a specific brain
region, real-time changes in brain activity such as attention, emotion, memory process,
and identity in the design process are obtained. Eye-tracking is a technique for tracking
eyesight. During the experiment, the eye movement instrument will emit invisible
infrared rays. By recording the surface reflection of the eyeball, the eyeball activity can
be analyzed and accurately positioned, and the brain activity is speculated. The position
of the gaze accurately reflects the position of people’s attention. Through eye tracking,
researchers analyze which elements the designer pays the most attention to when
completing the design task. GSR is a technique for measuring the degree of skin
electrical conductivity (often used as a polygraph) and is very sensitive to sympathetic
activation and emotional excitement. This technique is used in conjunction with EEG
to measure the excitement of a designer’s work. The surface EMG signal is a one-
dimensional time series signal from the muscle surface guided and recorded by the
muscles of the neuromuscular system. The changes are related to the number of par-
ticipating sports units, the movement unit activity pattern, and the metabolic status.
Reflecting muscle activity status and functional status in real-time, accurate, and non-
injury conditions, researchers find the difficulty by calculating the emotional changes in
the design process by measuring the designer’s changes in myoelectricity.

4 Research Settings

This article explores a variety of design methods, design principles, design theories, and
applies them to all areas of the world as a high-level neurological activity. However, the
neural mechanisms and psychological processes behind it are still not understood well. It
is also unclear how many different levels of physiological mechanisms, cultural back-
grounds, cognitivemodels, and subconsciousminds that affect the design. Now, based on
the nerves, using psychological methods and computer science models as an aid, design
research has been greatly assisted. Studying the neural mechanisms in the design process,
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general principles of NeuroDesign to practice will be found, exploring the brain mech-
anisms behind the design criteria, the specific design could be evaluated through neural
research. The neural mechanism in user experience process makes the designer designing
amore human-centered product. The brain mechanisms behind the design guidelines also
provide theoretical support for the designer’s design. Future research direction will focus
on the brain activities of designers in the design process, especially the brain activities of
designers in collaboration, or the similarities and differences between collaborative design
and individual design in cognitive neural level. That is the further exploration of the
relationship between neuroscience and design.

5 Possible Research Domains and Discussion

NeuroDesign is a combination of cognitive neuroscience and design. On the one hand,
design researchers use the technology and research results of cognitive neuroscience to
improve the development of this discipline, so as tomake design, a discipline in thefield of
humanities and arts, more scientific, so as to eliminate and verify the existing differences
and opposition between various theories. On the other hand, the field of design also
provides cognitive neuroscientists with a new research direction and ideas, prompting
more cognitive neuroscientists to engage in the field of design research. The integration of
cognitive neuroscience into the design process is achieved through three parallel and
continuous levels of analysis. The first is to analyze user experience or the neural mech-
anism in the process of product design. The second is to analyze the neural mechanism of
designers in the process of design at the cognitive level. The third is to explore the brain
mechanism behind the design criteria from the existing design criteria. This paper analyzes
the research direction ofNeuroDesign from the second angle. See Fig. 2 for an impression.

Fig. 2. The intertwined design process
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The second research orientation of NeuroDesign is elaborated from two aspects,
such as the research topic and the research object. First, as for the research topic, classic
cognitive psychology research paradigms such as decision-making, problem-solving,
and creativity are hot topics in the field of NeuroDesign. In terms of the research object,
the design process is actually a process consisting of a series of unique events [6], from
characteristic of design activity, independence and parallel, the design can be seen as a
series of independent activities, therefore, from the perspective of the individual, the
designer alone to carry on the design activity of neural activity. Concerning the
integrity, cooperation and continuity of the design process, the relationship between
human neural activities in the process of collaborative design is studied from the
perspective of collaborative design. As far as the design process is concerned, its
essence is the process of discovering problems, proposing solutions, choosing solu-
tions, and designing outputs, which is analyzed from the cognitive level, including
multiple cognitive processes, mainly including creativity, problem-solving, and
decision-making. Both individual design and collaborative design are necessary to
carry out the above cognitive process. Therefore, starting from the specific cognitive
process and relying on the existing cognitive neuroscience research practice will be
helpful to explore the research field of NeuroDesign.

5.1 Individual Design

Decision-making is a cognitive process, after which an individual decides on actions or
opinions to be expressed in various choices according to individual beliefs or reasoning
combined with various factors [8]. Every decision-making process aims to produce the
final decision and select the final choice, which takes the form of an action or an
opinion. Decision-makers are often faced with different options and choices, and some
degree of uncertainty about the consequences of their decisions. The decision-maker
needs to balance the advantages and disadvantages as well as risks of various choices in
order to reach the optimal decision result.

Problem-solving is usually defined as a series of purpose-oriented cognitive
operation processes, which is the most general form of thinking and the basic way for
human beings to adapt to the environment and solve various problems in survival and
development. The essence of problem-solving is a cognitive problem, and the process
is described with the idea of information processing, and the influence of existing
knowledge on this process can also be discussed with the idea of knowledge structure,
and even the acquisition of knowledge in problem-solving.

Most psychologists now believe that creativity has two key elements, namely
‘novelty’ and ‘applicability’, which define creativity as the ability of an individual to
produce new and unique ideas or products of practical value [20]. In a narrow sense,
any thinking with novel and unique meaning to a specific thinking subject is called
creative thinking. Over the past 10 years, many cognitive neuroscientists have used
brain imaging technology with high spatial resolution and electroencephalography
technology with a high temporal resolution to study and analyze the above three
cognitive processes in different aspects, and achieved fruitful results, such as stages of
processing in face perception: a MEG study [13].
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5.2 Collaborative Design

For many people, designing behavior is an act involving others. For most people, the
design process includes other members of their profession and members of other
professions. At the appropriate time, each participant contributes what they can to a
different area of expertise. The participants work together because each participant has
specific expertise that contributes to the solution process. Therefore, the study on the
cognitive neural process of each participant in the process of collaborative design
provides practical and effective suggestions for the improvement of the efficiency of
existing collaborative design and group design [12].

Collective decision-making studies how a group makes a joint action decision. The
so-called joint action choice may be a process in which all parties participate in the
same action for the common interests, just as a group of designers participates in the
same design concept, or it may be a process in which all parties participate in the same
action for different interests, such as the collaborative design process of designers, from
different companies. Not only in the field of collaborative design, but also in other
situations of collective decision-making, scholars at home and abroad have little
exploration on the neural mechanism of group decision-making. On the one hand, the
study of process organization involves many subjects such as decision science, psy-
chology, mathematics, communication science, and sociology. On the other hand,
people do not pay enough attention to it. In fact, a large number of collective decision-
making questions need to be answered by the study of process organization.

Collective problem-solving, strictly speaking, and problem-solving in the psy-
chology of originally refers to the cognitive and thinking activity. Still this kind of
problem-solving thinking determines the behavior to solve the problem, researchers
study the cognitive activities of problem-solving as individuals on the basis of the
individual and collective, thinking, and behavior, research on the exploration to the
collective problem-solving in the process of collaborative design as the research subject
to explore and research. NeuroDesign is an emerging interdisciplinary research field
combining cognitive neuroscience and design, aiming to provide more data support for
the cognitive neuroscience of design, so that this field of humanities and arts are
scientifically analyzed and interpreted. The current research focuses on decision-
making and problem-solving in the individual design process or the collaborative
design process. The field is growing fast, and there is plenty of room for growth. In the
future, the research idea of integrating and separating research and combining bottom-
up and top-down research will be helpful to establish a unified research paradigm in the
field of NeuroDesign. The related research of NeuroDesign is of great significance to
promote the scientization of design science and broaden the research dimension of
cognitive neuroscience. Through analysis and discussion, researchers see that each
research direction has its own advantages and disadvantages, which are applicable to
different situations and purposes. Our article only discusses part of the research content
and research methods, all of which have their own limitations. Therefore, both
researchers and practitioners need to choose a more appropriate direction for specific
research based on the understanding of various research models, according to their own
research problems and research situations, and further enrich and improve in specific
research practice.
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6 Conclusion

NeuroDesign is a new research field of the fusion of psychology, neuroscience,
computer science, and design. It is interdisciplinary. This emerging interdisciplinary
research field aims to provide cognitive neuroscience data supporting design science to
enable scientific analysis and interpretation of this humanities art field. Current research
focuses on areas, such as decision-making and problem-solving, in both the individual
design process and collaborative design process. This field is growing rapidly, and
there is a wide space for its development.
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Abstract. Our challenge is addressing the time, scale, and space of strategies
for creating, adapting, evolving, changing, transforming, and undertaking a
business, product, or service to the platform economy in a detailed, compre-
hensive, deep, sophisticated in a simple, elegant, effective and efficient way. It is
in this sense that we present the strateegia.digital platform, the result of years of
experience in creating, evolving and transforming business from design as a
strategic approach in Brazil.
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1 Introduction

No transformation is trivial. Especially a transformation that requires the rethinking of
the foundations of business, a leap from analog to digital platforms, the new and little
known substrate to compete in contemporary markets. It is no different when it comes
to the transformation of successful organizations, where past history and past learning,
governed by rules that took time - decades, perhaps - to be established, ensure per-
formance everyone is proud of. It is in this context that strateegia.digital is presented as
a platform that assumes design as a strategic tool.

Why transforming? It is the obvious question in such a context. And the answer is,
because markets – all of them - are undergoing an adaptation, an incremental shift in
the fundamentals of supporting the creation and delivery processes, at the same time
capturing value across all types of organizations, with the analogue or digitized analog
bases being swapped for interconnected digital platforms that redefine the vast majority
of markets. Those who do not take - now - the step forward from analog to digital will
risk no longer being able to - soon - make a managed transition between the two states
of the organization. All businesses - large and consolidated, or small and growing -
need to adapt to the platform economy.

Adapting to these digital platforms means being prepared for continuous and (most
frequently) rapid changes. The digital, unlike the analog, is fluid and goes through
uninterrupted evolution; here, nothing is definitely as ready: everything is set to change
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in response to the context. The digital around us is mutable, programmable and is being
programmed; therefore, it is changing all the time. All businesses, big and small, need
models (framework) and tools (platforms) in order to move from the past (analogical)
to the future (digital).

Understanding design as a tool to create and build futures is critical to discovering
the suitable models and designing the tools required for this journey. In strateegia.
digital, we adopt design as our own way of intervening that observes people and
organizations, besides exploiting technologies to infer viable business opportunities in
order to transform the environment in which they operate. From this perspective,
design not only adds value to a product, service, or business; design is value, and, for
our context, value is strategy. It is through this strategic thinking that strateegia.digital
leads individuals, teams and organizations to imagine and create digital futures.

Our main challenge is addressing the time, scale, and space of strategies for cre-
ating, adapting, evolving, changing, transforming, and undertaking a business, product,
or service to the platform economy in a detailed, comprehensive, deep, sophisticated
yet in a simple, elegant, effective and efficient way.

It is in this sense that we present the strateegia.digital platform, the result of years of
experience in creating, evolving and transforming business in Brazil. The platform is an
online web system which has modules that represent the components of the framework
strateegia for digital transformation. The strateegia.digital platform moves away from
linear processes that promise a directed transformation to an evolutionary adaptational
movement. Our platform encourages a conversational environment that leads to actions
which uses design methods, business models and digital systems for an emergent
strategy.

2 Time to Transform

Everything is – or will be – networked and interconnected.
One of the most striking features of digital platforms is that all of its facets are – and

are defined by - interconnected through a digital network.
People’s working methods within business are connected; if this is not the case –

when there are no degrees of freedom of decision making and action -, the efficiency
and effectiveness of articulations within the business will not be able to create - and will
not keep up with - the network effects on the market.

Business systems - at least those that want to survive - are interconnected. They use
the network to cooperate and at the same time are inputs to network competition. They
enable the largest and most competitive yet collaborative set of agents (to compete and
collaborate) that will define their markets.

The same is true of (business) models, which have always been networked in one
form or another. They are now in real-time digital networks, thus enabling agents who
can fully and individually address each member of their network, whether it’s a sup-
plier, consumer, partner, or collaborator, while creates multifaceted, transparent, net-
worked forms for creation, delivery, and capturing value: digital value, inside a digital
network.
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Historically, one of the biggest challenge when it comes to changing processes is
that the process itself and its outcomes are evaluated by indicators of the past – and
perhaps even the present - rather than the future of the business itself. One of the
advantages of digital (business) space over analog is that the digital is - should be -
nearly real time, just like its performance indicators.

A networked business is, therefore, connected, based on methods, systems, models
and indicators which are connected, digital and real-time operated.

2.1 From Analog to Digital

The digital (almost present) future demands great capacity for business adaptation.
Likewise, digital demands a set of evolutions in the thinking of ...

Technology and tools for people and cultures;
Immediate changes for continuous adaptation;
Radical changes for evolutionary changes;
Rigid structures for flexibility;
Analyze indefinitely to act strategically;
Competition and exclusion for collaboration and inclusion; and,
Certainty for curiosity!

strateegia.digital was designed to support this adaptive evolution, while being
flexible, adaptable and going through constant evolution.

From the main triad people - technology - business, strateegia promotes organi-
zational adaptation and evolution as the basis for a dynamic, measurable and sus-
tainable transformation in the business.

2.2 Layers of Transformation

The transition from analogue to digital brings a series of challenges, including
assuming that this is a process of people and technologies, and mainly of how we
integrate these two layers of the business in a well-balanced system (Fig. 1).

Fig. 1. A balanced flux in strateegia.digital.
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First of all, when it comes to people, it is necessary to engage employees based on
a leadership that can truly motivate, which realizes the relevance and urgency for the
transition from analogue to digital, and activates innovation agents.

Secondly, through the technology perspective, the challenge redesigning databases
and structures for new or legacy systems to interact with the increasingly connected bit
ecosystem of the platform economy.

Our proposal in strateegia is to always act with both perspectives (people and
technology), focusing on business performance.

2.3 Peripheral Opportunities

The first challenge digital transformation [or adaptation] process faces is mapping
opportunities. If we metaphorically compare market segments to planets, it is possible
to see that different layers have greater or lesser potential for innovation.

For instance, looking for opportunities – in most of segments - in order to initiate a
digital transformation from the hard core of the organization is very difficult, risky, and
may implode the whole process (Fig. 2).

The upper core – used to working all the time under internal and external pressure
- is not the place to look for opportunities either, considered the risk of jamming the
organization.

The lower core represents a fragile layer, which can be quickly detached from the
organization, so these opportunities have little influence on the organization itself.

Fig. 2. Innovation atmosphere in strateegia.digital.
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However, there are critical (peripheral) opportunities that circulate the market in a
kind of atmosphere that once handled digitally, represent great potential of being
incorporated by the organization and promoting innovation to the marketplace in which
it is inserted.

2.4 Organic Innovation

In strateegia, understanding that innovation happens from people, to people, and to
people, all the time, is critical.

Innovation for consistent digital transformation (or adaptation) must come from
experiences that spread organically and systemically across the business, contaminating
all internal and external agents.

Innovation in strateegia does not represent changes that are solely the result of
technology bases. These are technological changes as well, but they are essentially
changes in people attitude in order to gain scale and long-term digital sustainability in
the organization’s culture.

In the context of the platform economy, innovation is sustainable from the com-
bination of executing it with responsibility and respecting people all the time.

We are then talking about systemic innovation, embedded in the organization,
increasingly centered on people, organic, and, therefore, sustainable (Fig. 3).

2.5 Evolutionary Adaptation

During the journey from analog to digital in strateegia, we move away from linear
processes that promise a guided transformation. Instead, we promote an evolutionary
adaptative movement.

Taking natural ecosystems as references, we divided the process into phases that
complement each other as in the formation of a DNA chain.

The first stage (the adaptation phase) aims to identify opportunities for innovation.

Fig. 3. Innovating organically and systemically in strateegia.digital.
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Once the opportunities are well defined and mapped, we move on to an evolu-
tionary phase that aims to prototype, validate and disseminate solutions in order to meet
these previously identified opportunities.

The third and final phase (Transformation) aims to support the development of the
business based on the experiences lived throughout the cycle (Fig. 4).

2.6 Incremental and Iterative

The transformation (or adaptation) from analogue to digital cannot be dragged down by
rational excuses that lead to analysis paralysis, nor to stick to fears and emotional
reactions, which ultimately prevent us from doing what is known to be right.

In strateegia, we work on the digital transformation (or adaptation) process from a
continuous spiral, in which the creation, development and dissemination of digital
platforms takes place in evolutionary redesign and refinery cycles.

Strateegia encourages a short design effort [little design up front] that leads to agile
development based on rapid prototyping [lean development] in addition to dissemi-
nation mechanisms that use permanent monitoring and analysis of performance data
[big data analytics] for the [re] design and the adequate adjustments in time of use
[redesign loop].

It is this approach that enables us to incrementally and iteratively produce inno-
vative solutions.

3 Design as a Strategic Approach

All businesses [big and small] need models [framework] and tools [platform] to move
from the past [analog] to the future [digital]. Understanding design as an approach to
creating and building futures is critical to discovering the models and designing the
tools needed for this journey.

In building strateegia.digital, we adopt design as our own way of intervening,
people-watching and exploring technologies to infer business opportunities that
transform the environment in which we operate.

Fig. 4. Evolutionary adaptation in strateegia.digital
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From this perspective, design not only adds value to a product, service, or business;
design is value and, for our context, value is strategy. It is through this thinking that
strateegia.digital leads individuals, teams and organizations to imagine and create
digital futures.

3.1 Strateegia Toolbox

Metaphorically, strateegia is a set of toolboxes, in which its modules represent the
components of a framework for digital transformation (or adaptation).

Currently, strateegia is composed of four toolboxes (Fig. 5): (work) method box,
(business) models box, (tech) systems box, and lastly a (performance) indicators box.

The [work] methods box is made of modules that were brought mainly from design
thinking, agile methodologies and lean development techniques.

The [business] model box contains models that are part of the business essence of
the platform economy.

The [technology] systems box is where we point out the main software solutions to
be applied in the creation, development and operation of digital solutions.

The [performance] indicator box is where the KPIs and OKRs that assist in
monitoring results are located.

3.2 Modular over Time

Each strateegia project is unique and therefore follows different paths between the
modules (Fig. 6) of the tool boxes.

Fig. 5. Modular and flexible toolboxes
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In order to simplify the visualization of these paths, we use a modular map in time
where the modules of the boxes are added as the projects advance in time. Each project
has a modular map in its own time that represents the creation, development and
implementation of the business.

Unlike the methodologies adopted in the analogical paradigm for product devel-
opment, we understand that the choice of methods is part of the dialogic experience of
digital culture. In other words, strateegia is a digital framework for those going digital.

3.3 Modular and Minimalist

In general, frameworks for digital transformation usually put a paradoxical situation for
those who apply them: sometimes they restrict the number of techniques and thereby
limit the scope of the transformation, whereas sometimes they expand the techniques
and limit the audience capable of dealing with the diversity of maps, graphics, canvas
and other structures that each technique requires.

In strateegia we adapt the application of (work) methods, (business) models,
[technology] systems and [performance] indicators to a unique technique, based on the
formulation of essential questions corresponding to each module of the toolboxes.

The essential questions of each module are defined based on a filter that reduces
syntactic, semantic and pragmatic aspects to the central points of each technique.

The use of any module in the strateegia toolbox enables individuals to apply the
other modules, thus reducing the learning curve of the framework and simplifying its
application in multidisciplinary teams.

Fig. 6. Modular over time
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3.4 Modular in Practice

In strateegia, all the hexagons that compose the modular map in time lead to a new
layer of hexagons superimposed.

The overlapping layer displays information about the definition, the objectives, a
set of key questions, dynamics suggested for application and references about the
[work] method, the [business] model, the [technology] system or the [performance]
indicator related to each hexagon of the modular map over time (Fig. 7).

This standardization in the way of dealing with the diversity of toolbox modules
simplifies the application of strateegia by reducing cognitive effort to a single procedure
for all modules.

In practice, applying any module of the strateegia toolboxes means answering some
fundamental questions predetermined by our team of specialists who filtered the
essential questions of each technique [work] method, [business] model, [technology]
system or framework [performance] indicator.

3.5 Work Methods Toolbox

From rigid structures to flexible working methods
In strateegia, all the hexagons that compose the modular map in time lead to a new
layer of hexagons superimposed. From rigid structures to flexible working methods.

Fig. 7. Modular in practice
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Digital culture carries a series of relevant changes in the behavior of individuals and
organizations. Among many, the emergence of agile, flexible and dynamic methods,
which stimulate digital behaviors in the creation, development and deployment of
digital platforms.

In the strateegia framework, we adopt a methodological approach that involves an
association between contemporary and flexible design thinking methods and the
dynamic and rapid techniques of agile methodologies, with lean experimental practi-
cality and the active multiplicity of omnichannel strategies.

It is based on this perspecive that we build a strateegia (work) method toolbox.

3.6 Technology Systems Toolbox

From airtight systems to open data environments
In strateegia, all the hexagons that compose the modular map in time lead to a new
layer of hexagons superimposed. From rigid structures to flexible working methods
from airtight systems to open data environments.

The [technology] systems box was built according to the main technology that each
system utilizes and the impact of these very same technologies on businesses based on
the economy of digital platforms.

[1] systems that use social networking technologies for relationships between
people and organizations; [2] systems that exploit mobile technologies as part of the
digital platform; [3] systems that use data analysis technologies to measure impacts; [4]
systems that use cloud computing technologies for shared digital platforms; [5] systems
that use IoT technologies to connect objects with objects and people; and, [6] legacy
technological systems of organizations that are not discarded at first.

As new systems are launched/available in the digital scenario, they are added to the
strateegia framework, in a continuous movement of learning and adaptation to the state
of the art in digital technologies.

3.7 Business Models Toolbox

From commercial departments to user-centered teams
The digital paradigm brought a series of important changes to business, including

the way to convert and retain customers, and, more importantly, the way to monetize
from these customers.

In strateegia, we work with business models that explore different acquisition,
retention and monetization paths, which are typical of the digital scenario.

Business models in the digital world are classified in our [business] model box into
three groups: [1] cost value; [2] experience value; and [3] scale value.

As they experience more complex digital experiences in strateegia, individuals and
organizations experience innovative digital business models.
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3.8 Performance Indicators Toolbox

From intuition to data-based intelligence
In strateegia we propose the use of performance indicators as a way to monitor the

strategic evolution of the digital experiences.
Performance indicators are formed by an association between strategic and tactical

objectives [OKRs] and digital performance indexes [KPIs] that use data and not
assumptions as a source for measuring results.

Some of these KPIs can be found next: NPS [Net Promoter Score] CSAT [Cus-
tomer Satisfaction Index] ESI [Employee Satisfaction Index] ROII [Return On Inno-
vation Investment] API [Application Program Interface] CES [Customer Effort Score]
FCR [First Contact Rate] ETR [Employee Turnover Rate] MRR [Monthly Recurring
Revenue] CAC [Customer Acquisition Cost] LVT [Lifetime Value] MQL [Marketing
Qualified Leads] CTR [Click Through Rate] WTS [Web Traffic Sources]…

3.9 Experimentation and Performance

strateegia has as its main foundation the acculturation around the digital through stages
of maturity with innovative digital experiences that lead from an analog culture to a
digital culture path.

In order to implement the process of acculturation through strateegia, we propose
experimentation and performance laboratories. These are structures that mix the
physical and the virtual, and aim to provoke divergence cycles, contacts with new
methods [of work], systems [of technology], models [of business] and [performance]
and convergence indicators, while building innovative businesses based on the plat-
form economy.

These cycles of divergence and convergence are repeated in an iterative and con-
tinuous way, where those involved with strateegia experience the creation, develop-
ment and dissemination of innovative and sustainable businesses in a set of articulated
co-creation movements.

4 strateegia as an Online Plataform

Following the construction of the strateegia framework, we designed an online platform
in order to integrate the different agents of the global innovation ecosystem. The
platform was designed based on the premise that the digital future will be based on a
platform economy (Fig. 8), in which global class businesses integrate the largest
organizations in the world on digital business platforms.
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4.1 Contextualized Conversations

The practical application of the framework occurs through strateegia.digital: an online
platform where conversations between people are built in the context of previously
explained methods [of work], systems [of technology], models [of business] and
indicators [performance].

The strateegia.digital platform was designed and developed in order to expand
access to the strateegia framework, in practice, by people looking for a simple, yet
efficient, flexible and iterative way to build digital futures. strateegia.digital promotes
dialogical interaction (Fig. 9) between people on the team and between these people
and external experts who support the development of innovative businesses.

Fig. 8. Digital future

Fig. 9. Conversations in the context of strateegia
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Finally, strateegia.digital is an environment for exchanging experiences revolving
the creation, development and dissemination of business in [and for] the digital future.

4.2 Dialogic Interface

The strateegia.digital interface was intentionally designed from references of text
messaging systems.

Basically, we replaced the conversation lists with projects and text messages with
modules from the strategy toolboxes.

The proposal of the analogy to messaging systems has on one hand, a practical
connotation: people already know how to use tools with this type of interface; and, on
the other hand, a conceptual reference: the construction of conversations in the context
as a fundamental mechanism for designing emerging strategies.

The strateegia.digital interface is therefore an explicit invitation to dialogue
between the various agents involved in building digital futures (Fig. 10).

4.3 Measurable Dialogues

As people progress on the modular time strateegia map, they also evolve their skills and
abilities as part of the process of switching from an analog culture to the digital
paradigm.

In order to measure the degree of maturity of people and businesses around digital,
we created a digital proficiency strateegia index, which is a numerical value that
represents the understanding and engagement with methods [of work], systems [of

Fig. 10. Conversations in the context of the interface
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technology], models [of business] and typical [performance] indicators of the [digital]
platform economy.

The strateegia proficiency index helps to identify different profiles and their
potential when considering forming teams [networks of people] that complement each
other in order to create and operate innovative digital businesses.

4.4 Proficiency Index in strateegia

In order to measure the evolution of the degree of maturity of people and businesses
around digital culture, we assign a value to each unit of the strateegia toolboxes.

The values are defined according to the degree of complexity and proximity to the
economy of [digital] platforms.

The scale of values ranges from 1 to 20 to account for the diversity of methods [of
work], systems [of technology], models [of business] and indicators [of performance]
of strateegia.

Based on the values assigned to the strateegia toolbox modules, we monitor the
performance of people and businesses to measure their digital proficiency indexes
(Fig. 11).

We use a scoring system that assesses how much each person involved in the
business develops skills in methods [of work], systems [of technology], models [of
business] and indicators [of performance] of strateegia.

We understand that as the business evolves on its path from analogue to digital,
people mature, while absorbing skills and developing new abilities which are typical of
digital culture.

It is obvious to expect that people with different backgrounds and pace will share,
develop and evolve different aspects of the digital culture. This movement of exchange
and maturation is the basis of the proposal for acculturation of strateegia.

Fig. 11. Proficiency index with strateegia
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5 Conclusion

strateegia.digital is a platform created to instantiate the modular and flexible logic that
was described earlier: creating a digital environment in which projects and methods are
easily visualized and organized in a single language and quickly understood.

The user experience on the platform was designed for multidisciplinary teams to
interact, make strategic choices and manage the progress of their projects, while
interconnected and at any time.

The platform, therefore, serves so that the strategic decisions designed can be
visualized, with agility, in an environment based on the iterative dialogue that promotes
continuous innovation.

It would be a contradiction to claim that the strateegia.digital platform, and con-
sequently its framework has been finalized, since its flexibility and adaptability for
different markets and projects is, in itself, its differential.

This article presented the conceptual framework to the development of the
platform.
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Why (not) Adopt Storytelling in Design?

Identifying Opportunities to Enhance Students’
Acceptance of Storytelling
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Abstract. Several methods and tools have been developed to support story-
telling used in design. While the benefits of storytelling have been argued
extensively in literature, the willingness to adopt it in actual practice, especially
in students’ design projects, has however been slow. The lack of empirical
studies on actual adoption of storytelling calls for a deeper understanding of the
considerations that influence design practitioners, especially design students, to
adopt or reject storytelling in design. This paper presents an exploratory study
that aimed to identify the main obstacles that design students raise against using
storytelling in their design process, and to explore ways to address such
obstacles. The results imply that the main underlying reasons for poor adoption
are the lack of perceived usefulness and the lack of tools to support. Based on
the experimental observations, an opportunity for enhancing students’ accep-
tance of storytelling is identified.

Keywords: Storytelling � Acceptance � Tools � Design pitching � Design

1 Introduction

The suggestion to incorporate storytelling into the design process is not new, and has
even inspired new design methods. StoryPly [1] is an example of a recent method that
has been developed by our research group. It is a method in support of designers to
envision and discuss user experience through crafting and visualizing stories. The
current paper is inspired by the observed discrepancy between the positive attitudes
towards the method in a number of workshops (with both design students and design
professionals) and the resistance of design students to actually adopt the method in their
design projects.

In an early study, we assumed that the ability to create storyboards was the main
bottleneck influencing the adoption of storytelling in design, leading us to conduct a
study into the requirements for tools that can support storyboarding [2]. While design
students did participate in this study, they were at the same time observed to show
relatively little interest in storytelling, despite being encouraged by their tutors and
being introduced to the potential benefits in favor of storytelling as defined in literature.
Specifically, students were confronted with the lack of argumentation for the relevance
of their design concepts and how storytelling could potentially help them to take
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aspects of the context and the user better into account when arguing the value of their
design concepts. Despite such arguments, students at large argue that “It’s useful, but I
don’t want to use storytelling in my design.”

Existing literature provides several arguments for the statement that designers are
storytellers [3]. Advocates of incorporating storytelling into design have highlighted its
value as an important design thinking tool [4], as an inquiry [5] to collect user stories,
and as a method for communication [6] to share design ideas, convey information, etc.
The benefits would enhance, seem to be apparent, but a closer inspection of literature
has not revealed any empirical studies that lend support to such theoretical consider-
ations. In order to understand the conflict between theoretic claims and the observed
reluctance in our design students to adopt the method in their own practice, we decided
to undertake such a study by ourselves. We aim to collect design students’ opinions on
storytelling in design, defined here as any approach adopting story-crafting and/or
storytelling in any form applied in design practice. Storytelling is related to narratives,
personas as well as scenarios and stories are often visualized and shared in the form of
storyboard [7].

More specifically, we aim to collect more detailed information on the following
three main research questions:

Q1: Do design students use storytelling in their design practice?
Q2: If using/not using storytelling, what are the reasons?
Q3: What are the problems that they encountered and do they have suggestions to deal
with such problems?

The paper is structured in three sections. We started with a literature review on
storytelling within the context of design. Next, we discuss an empirical study con-
ducted with the help of a focus group, a questionnaire and a field study. We conclude
by identifying the main insights obtained and by proposing an alternative opportunity
to incorporating storytelling into design.

2 Related Work

Utilizing stories and storytelling in design has become popular in HCI, as evidenced by
a substantial body of literature. On the one hand, the similarities shared by design and
storytelling such as context-dependence, and organization of chaotic information, etc.
[8] support the pervasiveness of storytelling in design. On the other hand, as the focus
of Industrial design shifts from creating artefacts towards design for experience [9],
experimental aspects like emotions, motivation, desire, needs etc. become vital. While
these aspects are usually too abstract to be interpreted easily, stories are concrete
accounts with vivid characters, rich description of the context, human activities, and
told based on a coherent and casual plot [10]. As a “common language” [7] storytelling
hence is a promising way to support designers to discuss human-related aspects in
design practice. Recent edition of the CHI conference also demonstrate the increased
interest in “design stories”, “design futures” and “design fiction” [11], which all rely on
storytelling as a way to inspire design.
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Literature of storytelling in design could be summarized into three main directions:
D1-highlighting values or benefits of storytelling in design; D2-combining storytelling
into design practice; D3-designing for storytelling.

In the first direction, values and benefits of storytelling have been stressed by many
researchers. Early in 1996, Erick advocated that storytelling with strong power as
communication catalyst can be introduced throughout the design process as an element
to initiate a dialogue between designers and users [12]. Peter Llyod et al. identified the
role of storytelling in developing a common language within design teams [13] and in
development of design expertise [14]. As an essential part of design thinking [15],
storytelling is viewed as a “critical success factor for design processes and outcomes”
[16] to inform and inspire design [17], to share design perspectives [18], to trigger
empathy [19] and humanize the design [8].

In the second direction, storytelling is incorporated into different domains of design
in various ways. It is important in interactive design [10, 19] and CSCW design [6],
and broadly applied in user experience design [20, 21] to represent the subjective
aspects of experience [23], and to improve the quality of concepts [22]. Storytelling is
also an efficient tool in service design [24] to design better service experience [25].

Different types of stories can be distinguished, for instance, fictional stories and
customer stories [26], as well as original stories, concept stories and usage stories [27].
In the third direction there are some representative studies about designing for story-
telling by developing method and tools. For instance, StoryPly [9] is a method for
constructing concept stories that allow to explain and discuss the user experience and
the end-user value of a design concept. The fictional inquiry method [28], instant card
technique [29] as well as Storytelling Group [30] have also been developed to evoke
ideas from users for future practice [31]. The UserX story template related to usability
requirement is a tool for usage stories [32].

To sum up, most literature prefers the rationale of using storytelling and designing
with storytelling. Apparently, literature is empirically weak with regard to the practi-
tioners’ practice of storytelling. The challenges and problems seem to be underesti-
mated. For design students who are conventionally skilled in the visual thinking, they
are neither trained nor experienced in looking into design from the perspective of
storytelling. It is a big challenge for them to craft and tell a compelling story about their
design. It demands a more in-depth understanding of students’ practice of storytelling
in order to comprehend the underlying problems and the reasons for (not) adopting the
method in their design.

3 Methodology

We specially focused on our study on design students as they seem to be reluctant
adopters of storytelling in design, and were also easily available. An exploratory
research was set up including three separate studies: a focus group study, a ques-
tionnaire survey and a field study. A focus group was first conducted with the aim to
collect students’ thoughts on storytelling in the design practice. Ten participants got
involved in the focus group, and the first author acted as a moderator for the discussion
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which was based on the pre-prepared questions. The whole process of the focus group
lasted for 2 h and was audio-recorded.

The results of the focus group implied a general problem in the acceptance of
storytelling. We then made other two studies to deeply understand these two aspects
and explore the possible solutions. A questionnaire survey was conducted as the second
study to see students’ attitudes to the values of storytelling claimed by literature, and
what values were/were not most recognized by students. 130 claims were collected
from the literature from 1996 to 2018. To match the design context, these claims were
categorized into 5 groups according to the main phases of the design process: user
study—design analysis—ideation—prototyping—presentation/pitch. As some claims
in the same category share the same meaning, 21 claims were finally selected for the
questionnaire. They were the most representative ones in each category proposed by
established researchers in the field, such Thomas. Erickson, Dan Gruen, and Tim
Brown, etc. They were scored on a seven-point Likert scale ranging from 1 “Totally
disagree” to 7 “Totally agree”. The questionnaire was delivered to the students within
our industrial design department. 31 effective questionnaires were collected back for
analysis. These claims were ranked and three most agreed claims were identified and
then discussed in regarding to the opportunities of seeing the practical usefulness of
storytelling.

In the third study, a field study was conducted to understand acceptance-related
aspects. We traced and observed the students’ design practice in a design squad within
our department for one semester. A primary prototype was developed and introduced to
the students at the beginning of the design projects as a stimulus to promote the
involvement of storytelling in their design practice. It was five-page templates with the
titles of Beginning—Development—Climax—Solution—Ending on each page based
on the Freytag’s five-act structure curve [33] to provide a basic framework for story-
telling. Each page was consisted of the title, explanations and a blank area (shown in
attachment 1) that students could fill in with text and images for storytelling. The
students were encouraged to tell stories about their design projects rather than been
forced to use these templates. A USE questionnaire with 20 questions (Usefulness—7
questions: Q1—Q7, Satisfaction—6 questions: Q8—Q13, and Ease of use—7 ques-
tions: Q14—Q20) was filled in by the students to collect their viewpoints on the
templates. In the USE questionnaire, statements had to be scored on a seven-point
Likert scale ranging from 1 “Strongly disagree” to 7 “Strongly agree”. Several sessions
of interview were conducted with students. Questions were asked firstly about expla-
nation of the answers to the questions in the questionnaire, and then about their
opinions on the templates, and suggestions for improvements. All the interviews were
audio recorded.

4 Results

4.1 The Results of Study 1

10 students, 60% male and 40% female, including 40% undergraduate students, 40%
master students and 20% PhD students participated in the focus group. They were

Why (not) Adopt Storytelling in Design? 227



recruited within our design department from 4 different countries, 4 Dutch, 4 Chinese,
1 Spanish and 1 Indian. The data collected from the audio records was firstly tran-
scribed verbatim and individual quotes were extracted and labelled. The data analysis
was followed a thematic approach [34] which allowed the themes to develop based on
the prepared questions (examples shown in Table 1) that were asked during the focus
group. To avoid the potential personal bias on interpretation and guarantee the con-
sistency of the coding process, 2 researchers were involved in this analysis.

We finally identified 5 main categories for the collected 120 quotes in total. Except
for one first-year student who had ever used storytelling in his previous design work,
all the students clarified their past experience in storytelling either orally or using
storyboards. However, 60% of the participants told us they actually didn’t like story-
telling for different reasons. 30% participants liked storytelling and 10% participants
showed a neutral attitude. Table 2 shows the identified categories and some example
quotes.

Table 1. Examples of the topics in the focus group.

No. Examples

1 What is your definition of storytelling in the context of design?
2 Did you ever adopt storytelling in your design practice?
3 If yes, when, why and how?
4 If not, what are the reasons that you don’t adopt storytelling?
5 What problems did you ever encounter when adopting storytelling in design?
6 Suggestions to promote practice of storytelling in design

Table 2. Categories and examples of the quotes in study 1

Main categories Sub-categories Quote
no.

Examples

Definition What
storytelling it
is

10 “Storytelling means to first to build a story
and then tell it to introduce your design
concept to others. Designers can orally tell
the story or use storyboards”
“For me, storytelling in design is to make
storyboards to show how your product will
be used by users”

Current status of
storytelling
adoption

Use and why 9 “Yes, storytelling/storyboard helps to
explain how my design concept works,
how people interact with it”
“Yes, I often make storyboard when
interpret my concept. It’s easy to show the
using scenarios”

(continued)

228 Q. Peng and J.-B. Martens



Table 2. (continued)

Main categories Sub-categories Quote
no.

Examples

Not use and
why

1 “I never used storytelling in my design
project, because I think the sketches and
prototypes are clear enough to show my
design concepts. I don’t think I need it”

When and how 20 “When we make presentation to introduce
our design concept, storyboard is often
used, and we also orally told stories based
on it”

Preference Like
storytelling

3 “Yes. Storytelling is easy to show how
user will use the product”
“Yes. I make storyboard to tell stories when
introducing my design concept to others”

Neutral
attitudes

1 “My attitude is neutral because I know it’s
helpful, but it is not my first choice”

Not like
storytelling

6 “I don’t think so. I know it’s quite useful,
but it takes much time and effort when
storyboarding”
“No, I prefer use sketch and prototype
directly to explain my design ideas”
“No. I know it is useful, but I actually don’t
like to use it”

Reasons of not
adopting
storytelling

Not easy To
use

20 “It takes time and effort to draw a
storyboard”
“It is complex to tell a story. First, you need
to build a story and then decide how to tell
it. If prepare for a video story, good
preparation is necessary”
“I am actually not sure how to craft and tell
a good story. Every time I made a
storyboard to show my idea, but I don’t
know whether people understand it based
on the storyboard. There is no feedback”

Other choices 10 “I never only orally tell stories because the
audience must depend on their imagination
of the story. Instead, I prefer using the
sketches or prototypes to show my ideas
because they are direct visuals. People can
easily and quickly understand my ideas”

Other reasons 15 “We just tell stories in our own style.
There is no training or guideline that can
support us. We don’t know when should
storytelling, and whether we tell the right
story in the right way”

(continued)
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4.2 The Results of Study 2

The questionnaires were answered by 31 design students. The participant division was
54.8% male and 45.2% female, including 38.7% undergraduate students, 38.7% master
students and 22.6% PhD students. The median scores with 95% confidence intervals
for the responses to the 21 claims are shown in Fig. 1(a), showing a median response
that is significantly above the neutral score of 4 for all claims, except claim C9
—“Storytelling is a critical success factor in design processes and outcomes”. A more
meaningful analysis is however to look at effect size. More specifically, in Fig. 1(b) we
show the estimated probability (with confidence interval) that subjects agree with the
claim, which corresponds to a score of 5 or higher. The three claims with the highest
probability of agreement were related to the ability to convince others about the value
of the proposed design: C20—“Storytelling during a presentation is an excellent way to
sell design ideas”; C12—“Storytelling can deliver understanding when used in a design
pitch”; and C16—“Storytelling approach can be applied as user experience tool to
collect insights about the underlying motivation and needs”. The three claims with the
lowest probability of agreement referred to the positive role of storytelling in the design
process itself: C9—“Storytelling is a critical success factor in design processes and
outcomes”, C5—“Stories can be valuable at every stage of the product life-cycle” and
C10—“Stories convince people of the value of a proposed product in a real-world
domain, and by analogy that it would be valuable in their own settings.”

Table 2. (continued)

Main categories Sub-categories Quote
no.

Examples

Suggestions Possible
Solutions and
suggestions

25 “I believe that concrete guidelines or
instructions for building a good story is in
demand because I always do it in my own
style and I don’t know whether it is right
or not. There seems no criteria or standards
“Appropriate tools or templates are
definitely helpful”
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4.3 The Results of Study

Results of observation
We involved 30 students doing design projects in the field study. They were divided
into 8 different project groups consisting of either bachelor or master students. The
participant-observation showed that 5 groups with 20 students used our proposed
prototype for storytelling, while the other 3 groups with 10 students neither used the
templates nor used storytelling. For these 5 groups, storytelling occurred in different
phases, as illustrated in Fig. 2. For instance, all of them both told stories orally and
visually with storyboards in their mid-term and final presentations. Three groups
applied storytelling with the help of the templates to explore alternative solutions in
early ideation phases. However, they tried it only once, in the sense of completing the
story sheets in text or simple sketches. One group made storyboards based on the
framework provided by the templates for the sake of feedback from peers (other stu-
dents), while another group did it for the sake of internal reflection upon their design
concept at the end of ideation phase.

They primarily used storyboards containing sketches or images as the way to present
(or pitch) their design concept. The stories in these storyboards showed the influence of
using the template, as they paid explicit attention to story elements such as people,
scenarios, products, interaction, etc. They are however better characterized as flat
narratives rather than true stories, as an obvious story plot or dramatic conflict was not
apparent.

Fig. 1. Medians and effect sizes for the 21 claims about the positive role of storytelling in design
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Results of the USE Questionnaire
We The USE questionnaire was only filled in by the 20 students from the 5 groups that
actually used the storytelling templates. They were 11 male and 9 female participants,
divided over 14 bachelor and 6 master students. We separately analyzed data for three
categories of questions: Usefulness (Q1—Q7), Satisfaction (Q8—Q13), and Ease of
Use (Q14—Q20). For many of the questions, the participants held views which were
relatively close to a neutral attitude, corresponding to a median score close to the
median of 4.

In median scores for the 7 questions on perceived usefulness of the storytelling
templates are shown in Fig. 3(a), showing a significant positive average score for Q3—
useful and a significant negative average score for Q5—save time. This is also reflected
in the effect size shown in Fig. 3(b) which is defined here as the estimated probability
(with confidence interval) that subjects have a positive attitude to the usefulness
attribute being questioned, which corresponds to a score of 4 or higher. The message
conveyed by this analysis is that the provided templates for storytelling were consid-
ered useful but that they were not convinced that using them saved time in their design
process.

Fig. 2. Students used storytelling during the design process.
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In median scores for the 6 questions on satisfaction of the storytelling templates are
shown in Fig. 4(a), while the corresponding effect sizes are reported in Fig. 4(b).
A significant (positive) effect was only observed for Q13-I feel that I need it, while
Q11-It’s wonder was obviously least appreciated (marginally significant negative
effect). The students were obviously divided in their judgements and their stance was
mostly neutral.

Fig. 3. Medians and effect sizes for the 7 questions about perceived usefulness

Fig. 4. Medians and effect sizes for the 7 questions about satisfaction

Why (not) Adopt Storytelling in Design? 233



In median scores for the 7 questions on perceived ease of use of the storytelling
templates are shown in Fig. 5(a), while the corresponding effect sizes are reported in
Fig. 5(b). In the section perceived ease of use, participants held positive attitudes to all
the questions, expect Q18-effortless, while the most positive effect was observed for the
first 4 questions. This indicated that the templates were generally easy to use, but did
require an effort when actually using them (which is not surprising, as building a story
is a non-trivial creative exercise).

Results of Observation
The data of the interviews was analyzed and clustered into four main categories.
Category 1 contained 16 quotes from the interviews with the three student groups who
decided not to include storytelling into their design process. Students in one of those
three groups believed that “We don’t need storytelling because we are working on
prototyping. Once people try the prototype, they can understand what it is and how it
works. It’s not possible to only imagine it in a story.”

The other three categories contained the quotes from the interviews with the stu-
dents in the other 5 groups who did apply storytelling in their process;121 quotes
related to both positive and negative aspects were collected.

Category 2—the positive aspects (54 quotes) addressed benefits and strengths of
storytelling templates. For instance, “The templates enhanced our awareness of sto-
rytelling as we actually didn’t care about it before, and they helped us to build a story.”
And “The templates provide a basic structure for storytelling and promote us to think
about a background story for our design concepts.”

Category 3—the negative aspects (67 quotes) provided more details about the
problems and concerns that the students encountered when they used the templates.

Fig. 5. Medians and effect sizes for the 7 questions about perceived ease of use
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These quotes revealed four sub-categories of concerns: (1) about the usefulness of the
time and effort invested (19 quotes), for example: “It took both time and efforts. We
used about one hour to use these templates to build a story.” (2) about the effort of
creating stories (16 quotes) for example: “Storytelling is not simple. The templates
helped to build a story, but also required much effort to do it.” (3) about satisfaction
with the outcome (17 quotes), examples are: “I am not sure whether I need to use
storytelling or not. It depends on the design project.” (4) other concerns (15 quotes), for
instance, “I am not good at either storytelling or storyboarding. This is why storytelling
is not my first choice.”

The 60 quotes which were put into category 4 contained suggestions for
improvement of the story templates and the storytelling practice. 15% of quotes
identified the need to develop appropriate tools to support and promote storytelling in
the design practice. Another direction, supported by 25% of the collected quotes, was
to target storytelling more to specific design phases. For instance, “If storytelling is
used for a specific purpose in a specific time, for example in presentation, it could be
easier to apply. And the tools should support this purpose.” “We mostly use storytelling
when introducing or presenting our design to others. But we actually don’t know how
to do it better. Support is necessary.” Another main direction, supported by 28.3% of
the collected quotes, refers to improving the existing templates (and give them a more
professional look and feel). “It needs better graphic design.” “to make the templates
more professional with details, instructions and good visual design.” The remaining
21.7% quotes contained opinions of participants shared for how to improve the sto-
rytelling method. For instance, “It should be simple to start with and easy to use.”
“Provide guidelines or instructions for users to follow.” “I think an appropriate sto-
rytelling tool should have two main functionalities: to tell us when we need story-
telling, and it can support for that specific purpose.”

5 Discussion

5.1 The Reasons that Students Don’t Adopt Storytelling

The study reported in this paper provided more detailed insight into the current status
of the practices of storytelling by design students. It should be acknowledged that
storytelling might be particularly suitable for some design domains such as user
experience design, service design, etc. The multiple benefits make the storytelling
approach worthy being applied broadly and frequently in such kind of design. How-
ever, the reasons for poor adoption of storytelling by design students seemed related to
acceptance. As the theory of acceptance stated with perceived usefulness and perceived
ease of use [35], we discuss the reasons from these two aspects:

On one hand, the perceived usefulness of storytelling is an important premise for
acceptance. In the discipline of design, storytelling is believed valuable at all stages of
the design process and the product life cycle [22, 36] in informing product function-
alities, exploring and communicating design ideas, conveying values and emotions,
provoking comments and reactions, promoting innovation, etc. [5, 10, 37]. However,
only emphasizing the theoretical arguments in favor of the usefulness of storytelling is
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clearly not sufficient, as many students remain skeptical. The results of study 1 indi-
cated that students often preferred other options such as sketches, prototypes, etc. over
storytelling as the unique and practical usefulness of storytelling was (insufficiently)
perceived. While unmatched values of storytelling, such as expressing emotions,
demonstrating values, triggering empathy, managing information, etc., have been
hypothesized, such arguments do not easily carry over to the design practice, and
students do not easily comprehend when and how such values are essential in their
design process. In study 2, the most agreed claims for values of storytelling indicated
that the value of storytelling was obviously recognized in case of design
pitching/presenting. In study 3, the 5 (out of 8) student groups who did apply the
storytelling templates in their design practice provided useful directions for improving
the storytelling method that we provided to them.

On the other hand, ease of use also influences the acceptance. The results of study 1
implied that the definition of storytelling influence the practice. As storytelling was
often perceived by students as being equivalent to storyboarding, the limited sketching
(or photoshop) abilities of many students was perceived as a major obstacle [2]. Sto-
ryboarding hence tends to be viewed as a time-consuming and effort-requiring process
by many (but not all) students. The results of study 1 also confirmed that a lack of
dedicated support for storytelling such as appropriate tools, guidelines, and instruc-
tions, etc. affected the perception of ease of use. In both study 1 and 3, a demand for
better support for storytelling was subscribed to by many students. In study 3, the
positive feedback on our templates, and the arguments in support of the positively
valued Q13-I feel I need it, demonstrated the necessity to develop methods or tools that
better support storytelling.

5.2 A Proposition to Develop Tools that Support Pitching Design
Concepts in the Form of Stories

Based on the insights obtained from our empirical studies, we propose to develop a
dedicated tool in support of one specific phase of the design process, i.e., design
pitching. Three distinct considerations underlie this choice:

Firstly, to enhance students’ acceptance of storytelling, we identified a design pitch
as a good opportunity to show the practical values of storytelling. In study 2, two of the
top three claims of storytelling’s values that most students agreed on were related to
design presentation and design pitch. In study 3, all student teams adopted storytelling
for their design presentation. Therefore, the unique and practical usefulness of story-
telling seems to be most easily recognized when storytelling is used for a design
presentation or a design pitch. We particularly focused on the design pitch rather than
presentation because it is more condensed and structured than a general design pre-
sentation. Good pitches always use storytelling. Storytelling triggers empathy, pro-
motes understanding, and invites feedback. Empathy occurs when the audience
watches or listens to the storytelling pitch and can make a connection to their own
context or person. The feedback from the audience on such pitches can in turn help
students to better appreciate the usefulness of storytelling.

Secondly, to avoid the influence of personal differences in a design pitch, we
further propose to focus on preparing a design pitch using established methods from
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storytelling. Storytelling is analysis-oriented [5, 14], and preparing a design pitch with
storytelling thus could help students to reflect upon, analyze and discuss the design
concepts. It could enable students to view storytelling holistically by understanding its
usefulness in information management, not only limited in knowing its usefulness in
communication.

Thirdly, to enhance students’ acceptance of storytelling, we proposed to develop
tools for storytelling with a higher professional standard (in terms of look-and-feel but
also support) so that students may be more inclined to use them when preparing a
design pitch. Storytelling is often too generic to be utilized in practice, and appropriate
tools could help. Tools are instruments which can extend the ability of people, facilitate
design practice, and guide us toward solutions [38] The studies demonstrated a need for
supporting storytelling, and concrete suggestions for improving the existing (research)
tool were collected.

5.3 Limitation

There are three obvious limitations in the empirical study reported in this paper. First,
we based our insights on the observation of the storytelling practice of industrial design
students in our own design department, which is part of a Dutch university of tech-
nology. The students from art colleges were not involved in the study, and neither were
students from other cultures. The argument in favor of or choice, next to convenience
because of the easy access to participants, were that our students are very critical and
used to conveying their criticism. Second, as we could extract more than 100 claims of
storytelling’s values in literature, it was impossible to collect participants’ attitudes on
all these claims. The selection of the claims for the questionnaire in study 2 was based
on the researcher’s own standards. Third, we only proposed a general direction for an
approach to enhance the acceptance of storytelling as a tool for pitching, and devel-
oping and testing this proposal in more detail is the topic of future research.

6 Conclusion

In this paper, we discussed an investigation into the current adoption of storytelling
practice by design students. It was aimed at understanding the acceptance of story-
telling in design as there seems to be a lack of related studies in literature. The results
helped us to reflect upon students’ practice of storytelling and identify opportunities to
enhance their acceptance by focusing on a specific of storytelling in design pitching
where the advantages would be most easy to perceive. Our future work will be to
further explore this direction by developing a professionally looking and supported tool
that can be distributed online.
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Abstract. E-Commerce has been reaching considerably amount of sales
around the globe, being a key factor mobile devices. However, not all
enjoy its characteristics as is the case of visually impaired people. This
study follows the methodology proposed by Quiñones to elaborate heuris-
tics centered in a specific user experience aspect as is accessibility, in
order to understand needs and help develop better mobile apps.
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1 Introduction

E-Commerce is well-known for providing a better product understanding, supe-
rior availability compared to physical stores, global access, privacy, and, in gen-
eral, lower prices [11].

According to eMarketer [13], in 2017, e-Commerce sales reached 2,304 billion
dollars, being mobile devices a key factor with 58.9% respect to total sales.

Despite e-Commerce’s growth and impact, not all people enjoy all its char-
acteristics as is the case of visually impaired people [30].

In fact, according to the World Health Organization (WHO) [9], in 2015
around 189 million people had mild visually impairment and 217 million were
moderately or severely visually impaired. Even though WHO is in charge of
developing action plans such as the Universal eye health: a global action plan
2014–2019, the growth and change in age structure of world’s populations is
causing a substantial increase in the number of people with vision impairment,
which appears to be accelerating [9].

Additionally to a higher presence of visually impaired people, legislation and
accessibility initiatives for the disabled are being reaffirmed, in which businesses
must anticipate or remove any disadvantage presented. Examples of these are
European Accessibility Act [14], the Equality Act [2] and ADA Regulation [1].
Furthermore, litigation events related to accessibility have been reported [19,27].
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In the smartphone level, people with visual impairment have disadvantages
when using them. Consider for instance, difficulty in text entry [32], layout prox-
imity [20], screen size that hinders the location of interface components [32] and
correct feedback on the current state of the system through alternative means
such as vibrations or sounds [10].

While at the level of e-commerce web applications, some of the problems
identified are due to complex navigation menus owning many elements [8]; the
large number of results shown when performing a search; and images shown that
do not have alternative text [34], which could confuse people with visual impair-
ment when browsing pages with many images and content; and long product
names and no established standard.

When considering both areas, we can show that there are difficulties for peo-
ple with visual impairment on e-Commerce either on websites or mobile appli-
cations in general. This relationship can not be ignored since one key factor,
according to estimates, is that by 2021 mobile e-Commerce would represent
72.9% of total electronic commerce [13] and people with visual impairment are
part of that market.

The World Wide Web Consortium (W3C) is an internationally accepted com-
munity whose mission is to develop protocols and guidelines that guarantee the
growth of the web. Among these guidelines is WCAG 2.0 (Web Content Accessi-
bility Guidelines) [31], which can be adapted to a mobile environment. Although
the guidelines proposed in WCAG 2.0 cover relevant aspects of accessibility in
mobile applications, for the specific domain in question, some were not identi-
fied. For instance the feedback through sounds or vibrations or adjustable screen
readers [10].

Thus, when considering the problems faced by people with visual impairment,
the projected growth of the sale by electronic commerce on mobile devices, the
increase of people with vision problems and the reaffirmation of accessibility
laws, it is necessary to establish guidelines that can assess the accessibility of said
mobile e-commerce applications, in such a way that they facilitate the inclusion
of people with visual impairment, alleviate the main inconveniences they have,
in addition to preventing future legislative conflicts in the case of companies
linked to retail sales.

2 Background and Related Works

2.1 Accessibility

According to ISO/IEC Guide 71 [18], an accessible design is one focused on
principles of extending standard design to people with some type of performance
limitation to maximize the number of potential customers who can readily use a
product, building or service. Meanwhile, for W3C web accessibility means that
websites, tools, and technologies are designed and developed so that people with
disabilities can use them. In other words, accessibility is about inclusion and not
discrimination to people with some sort of impairment, being mild or severe, in
the use of products infrastructure or services.
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2.2 Web Content Accessibility Guidelines

The Web Content Accessibility Guidelines [4] developed by W3C consists of four
principles:

– Perceivable - Information and user interface components must be presentable
to users in ways they can perceive

– Operable - Users can navigate and use the interface components
– Understandable - Information and the operation of user interface must be

understandable
– Robust - Content must be robust enough to be interpreted by a variety of

users, current and future technologies.

2.3 Vision Impairment

Vision impairment is related to the clarity or sharpness of the vision. Usually,
this concept is exemplified by the term “20/20” which would represent a normal
state of visual acuity. These numbers are interpreted as follows: a person can
appreciate everything that is 20 feet away, which is considered a usual scenario.
However, “20/100”, will indicate that, to see what a person with normal vision
sees at 100 feet, one would have to approach up to 20 feet to really appreciate
it. Having a vision of “20/100” does not imply just approaching to be able to
see correctly, other factors must be considered, such as peripheral vision, eye
coordination, depth perception, ability to concentrate on certain objects and
perception of the color [7].

The International Classification of Diseases [3] categorizes visual impairment
through vision acuity (Table 1).

The main causes of visual impairment, according to the World Health Orga-
nization [16] are:

– Uncorrected refractive errors, which occur when the shape of the eye
prevents light from reaching the retina. The retina converts light rays into
messages that are sent through the optic nerve to the brain and it interprets
the images we see. The result of these errors is blurred vision, which when
reaching a severe degree causes visual impairment [21]. Among the different
types of refractive errors are [33]:
• Myopia, difficulty seeing distant objects clearly
• Far-sightedness, difficulty seeing nearby objects clearly
• Astigmatism, distorted vision due to an irregularly curved cornea
• Presbyopia, gradual loss of ability to focus on nearby objects due to aging

– Cataracts, given by the cloudiness of the lens (the lens) that affects vision.
The lens is the part of the eye that helps focus on light or images. They are
present more frequently in adults older than 80 years [22].

– Age-related macular degeneration, a condition that causes the center
of vision to be blurred while the sides are not affected. This is because the
macula is the central part in the retina, the inner layer at the back of the eye
responsible for detailed central vision [24] (Figs. 1 and 2).
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Table 1. Visual impairment including blindness (binocular or monocular)

Category

Worse than: Same or better than:

Mild or no visual impairment 6/18

3/10 (0.3)

20/70

Moderate 6/18 6/60

3/10 (0.3) 1/10 (0.1)

20/70 20/200

Severe 6/60 3/60

1/10 (0.1) 1/20 (0.05)

20/200 20/400

Blindness 3/60 1/60

1/20 (0.05) 1/50 (0.02)

20/400 5/300 (20/1200)

Blindness 1/60 Light perception

1/50 (0.02)

5/300 (20/1200)

Blindness No light perception No light perception

– Glaucoma, a disease in which the optic nerve is damaged by accumulation
of fluid in the front of the eye. Without treatment, people with glaucoma
slowly lose their peripheral vision (on the sides) [6] (Fig. 3).

– Diabetic retinopathy, a complication of diabetes that occurs when small
blood vessels in the retina are damaged [23]. Blood vessels damaged by dia-
betic retinopathy can cause a vision problem in two ways:
• Proliferative retinopathy, which consists of the development of abnormal

blood vessels that can drip blood in the center of the eye, obscuring vision.
• Macular edema, through fluid that drips into the macula, causing it to

swell, clouding the vision (Fig. 4).

2.4 Related Works

Several studies were taken into consideration in order to find out which guidelines
or recommendations could be adapted from a general mobile environment to the
specifics, among these:

In Damaceno et al. [10], a systematic review is carried out whose purpose is
to identify the most frequent problems that affect people with visual impairment
in mobile devices. These have been assigned to seven different categories: but-
tons, input of information,gesture-based interaction, screen readers, screen size,
feedback to the user and voice commands. Guidelines for all these categories are
proposed.
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Fig. 1. Vision of a person with cataract [23]

Fig. 2. Vision of a person with macular degeneration [15]

Fig. 3. Vision of a person with glaucoma [25]



Visually Impaired Accessibility Heuristics Proposal 245

Fig. 4. Vision of a person with diabetic retinopathy [26]

In Acosta-Vargas et al. [5] they propose a heuristic method for the evalu-
ation of accessibility in mobile air quality applications. They are based on the
guidelines proposed by WCAG 2.0, and their method consists of 7 phases, select
applications to evaluate, select target users, identify common scenarios, evaluate
the application through the barrier walkthrough, record the results, analyze the
results and propose improvements.

Ghidini et al. [17] sought to answer what kind of interaction makes it easier
to use mobile applications for people with visual impairment. For this purpose,
an investigation is carried out in the literature, a survey of people with visual
impairment in which various problems are identified, such as not being informed
of the current status of the operations carried out or that applications with voice
commands do not request confirmation of messages. Subsequently, the authors
propose a prototype of a calendar application in which they incorporate all the
aspects collected, to finally conduct another survey with the people initially ques-
tioned, and thus conclude that the guidelines applied improved the application
in aspects of accessibility.

In Dı́az-Bossini et al. [12], surveys are carried out to older adults in order to
evaluate proposed accessibility guidelines for mobile devices. Participants were
able to quantify which guidelines seemed most appropriate after having used
mobile applications to perform basic tasks. Among them are: providing an under-
standable language, frequent screen scrolling is not convenient, iconography must
be understandable, background colors should not be invasive and complementing
certain tasks with audio is beneficial.

Additionally, studies related to e-Commerce websites accessibility for the
visually impaired were also considered.

In Yang et al. [34] certain usability and accessibility problems for e-commerce
websites are described, among which are: excessive classification options, lack of
detailed description for product photos, very long product names. Subsequently,
a prototype evaluated by 10 students with visual impairment is developed in
which certain guidelines were provided to follow as: show confirmation messages
after selecting certain products, brevity in the titles but developed description,
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the products must be displayed in order of ratings, in addition to being able to
take into account the comments of the other buyers.

In Sohaib et al. [30] an identification of the main accessibility problems in
Australian e-commerce websites was made. The choice of this population is due
to the fact that 75 % of Australians have made overseas purchases, according
to a study carried out in 2015. Results are alarming because none of the 30
portals chosen met the minimum stipulated by WCAG 2.0, so recommendations
are proposed for each of the disabilities described above, such as that product
images should be displayed denoting their purpose and not appearance or to
avoid low contrast design.

3 Defining Visually Impaired Accessibility Heuristics
for e-Commerce Mobile Applications

In order to define the accessibility heuristics, the methodology proposed by
Quiñones et al. [29] was followed. The methodology fits the needs to focus espe-
cially on the accessibility dimension of the user experience. The eight stages
proposed in the methodology were covered as follows.

Step 1 - Exploratory Stage: we performed a systematic review about heuris-
tics related to the specific domain, researched about guidelines and standards.

A systematic review was performed in order to find out if there were available
heuristics related to the specific domain.

After the systematic review performed, we found out that there were stan-
dards well-referred such as WCAG 2.0, Section 508, and from companies as
Google, Apple and BBC, which are mentioned in Section 508. Also, many stud-
ies proposed guidelines to assess accessibility in a mobile environment or e-
Commerce websites for the visually impaired.

For the standards, we proposed the following question: Which of these guide-
lines proposed by the standards minimize the difficulties faced by people with
visual impairment within an e-commerce flow?

In order to approach the answer, we established a nexus criteria between
WCAG 2.0, Section 508, Google Accessibility Guidelines, Apple Accessibility
Guide for iOS using the accessibility principles by W3C in order to find similar-
ities among them.

The same procedure was applied for the guidelines found on literature.

Step 2 - Experimental Stage: we performed user testing with five impaired
people in which we could identify specific needs and problems related to current
interfaces.

The guidelines, both from standards and literature were summed up, and
associated to questions referenced in user testing.

The experiment was carried out with five impaired people whom had glau-
coma, astigmatism and myopia. All of them had used e-Commerce even once
before the experiment. The mean age was 35 years old, and they all had around
4 inch screen smartphone.
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Users were put into a scenario in which they had to navigate through the
interface of two e-Commerce mobile applications: Falabella and Amazon app
and at the end answer the questions related to the guidelines.

As results of the user testing, we could identify that some of the guidelines
were covered in the apps, mostly Amazon, such as being concise in titles, not
using images as titles, associate buttons to purchase functionalities, or the ones
related to support the operating system features.

However, there were also guidelines that were not identified by the users
such as the availability of voice commands, listening feedback from the products,
zoom support, adequate contrast ratio, provide tutorials or text size increasing
options. Plus, there were additional problems, among these: iconography could
not be perceived correctly due to its contrast and small size, some products had
large titles and were cumbersome to read using screen readers, not all the users
had a keyboard with voice commands as an option, users could not change the
contrast of the mobile interface since some of them were accustomed to low light
contrast apps, some promotions or products were inside images that could not
be zoomed in.

Step 3 - Descriptive Stage: we identified specific domain characteristics that
were validated through expert judgement, specified that the user experience
aspect mainly considered was accessibility, also the Nielsen heuristics were taken
as a basis for defining related heuristics.

According to the methodology proposed by Quiñones et al. [28], the infor-
mation regarding to the application should be prioritized. In this case, all the
definitions shown in Sect. 2 (Background) were given a value of 3, since they
were all important and relevant to this proposal.

Among the accessibility features for mobile applications for people with visual
impairment, both general and specific characteristics (for e-Commerce) were
considered, which are shown in Tables 2 and 3.

Table 2. General features regarding accessibility aspects

General features Given value

Feedback 3 (priority)

Visibility of content 3 (priority)

Ease of navigation 3 (priority)

Quick access 3 (priority)

User help 3 (priority)

The specific characteristics were elaborated based on the systematic review
performed and was validated through expert judgement, in which the experts
concluded they were adequate terms for the specific study.

The user experience attributes prioritized for this study were evaluated taking
into consideration that it is mainly centered in accessibility, however, there are
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Table 3. Selected features of the specific application domain

Specific features Given value

Audio and vibration feedback 3 (priority)

Simple purchase flow 3 (priority)

Simplified characteristics of products 3 (priority)

Visual help to the user 3 (priority)

Touch gesture systems 3 (priority)

Alternative input methods 3 (priority)

Support for operating system features 3 (priority)

Table 4. Prioritization of attributes individually

Value Attribute Author of the proposal Justification

UX 2 Useful Morville Four of the seven factors proposed by

Morville are considered.

However, due to the assigned score,

accessibility will be the main

focus to consider

2 Usable

2 Desirable

1 Findable

1 Credible

3 Accessible

1 Valuable

Usability 2 Learnability Jakob Nielsen While heuristics will be focused on

accessibility, some of their attributes

overlap with usability, of which four

out of five proposed by Nielsen

have been considered

2 Efficiency

2 Memorability

2 Errors

2 Satisfaction

aspects in the purchase flow for the visually impaired that also need a degree of
usability attributes. The following chart (Table 4) shows the authors considered
for the selection of the attributes and the corresponding justification.

Since there is no evidence of similar heuristics, we considered the guide-
lines applicable to the specifics and the problems found on user testing. Nielsen
heuristics were also considered since they help cover attributes related to the
usability as described above. The value for each was assigned based on the users
perspective, therefore not all guidelines were assigned a value of three.

Step 4 - Correlation Stage: The specific domain characteristics were cor-
related with the guidelines, identified problems for the users and the Nielsen
heuristics which could not cover all the user and domain needs since it is mainly
accessibility.

In first place, the specific domain characteristics were associated with the
user experience attributes. As a second step, the guidelines were associated to
the specific domain characteristics and user experience attributes as a whole.
Third, the same association criteria was applied to the list of identified problems.
Finally, Nielsen’s heuristics are linked to the correlated element.
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Since the main focus of the proposal is accessibility, some Nielsen heuristics
did not cover all the correlated elements. This outcome, according to the method-
ology followed, is a good indicator for the need of developing new heuristics to
cover all the correlated elements.

Step 5 - Selection Stage: initially, four heuristics were created and four mod-
ified from Nielsen’s.

Step 6 - Specification Stage: the heuristics were formally defined according
to the template proposed in the methodology.

Step 7 - Validation Stage: we performed the validation through user testing
and heuristic evaluation, both results were compared since there were no control
heuristics as is the case with usability.

Step 8 - Refinement Stage: the heuristics were refined through the results
obtained in the validation stage and experts feedback.

The mentioned process had two iterations, the first throughout the cycle,
while the second iteration was mainly focused on refining heuristic definitions.

4 Results

The heuristics were defined for a specific domain, mobile e-commerce applica-
tions for people with visual impairment; domain-specific characteristics were
taken into account, which were validated by experts; and everything collected
in the literature, standards and tests with users was considered as input. The
heuristics proposed are defined as follows:

(MH1) Feedback on the Purchase Process Through Audio-Description
and Vibration: The system must keep users informed of everything that is
happening in the purchase process, through feedback within reasonable times
with audio-description or vibrations.

(MH2) Adaptation to Readable Contrasts: The system must have the
option of changing the contrast to an appropriate ratio, as stipulated by WCAG
2.0.

(MH3) Correct Application of the Accessibility Tools of the Operating
System to the Application: The accessibility tools of the operating system in
relation to people with visual impairment must be able to maintain their value
and not be interrupted within the application.

(MH4) Minimization of Steps in the Purchase Process: Accelerators -
not seen by the novice user - should expedite the buying process for the expert
user so that the system can serve both inexperienced and expert users.

(MH5) Simplified Characteristics of the Products in Navigation: Each
additional element not focused on highlighting the product interferes with the
perception that can be had in the first interaction.
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(MH6) Magnification Support in all the Graphic Components of the
Application: The application must allow the magnification of the platform
components in such a way that the perception of users is improved.

(MH7) Encourage Voice Input Methods: The system must provide voice
input methods.

(MH8) Standardization of Tactile Gestures Between e-commerce
Applications: The system must have cross gestures in the other mobile e-
commerce applications for common actions.

(MH9) Help and Documentation: Even if it is better that the system can
be used without documentation, help and documentation should be provided.
Any information about tactile gestures, input methods, contrast change should
be easy to search, focused on the user’s task, listing concrete steps to be carried
out and not very long.

The heuristics were validated through two experiments, according to the
methodology used. It was noted that, in fact, the problems identified by experts
are consistent with those experienced by users. Additionally, there were heuris-
tics that needed to be refined, because, although the experts understood the
heuristics once they were explained with examples, at the time of performing
the heuristic evaluation the definition of these was ambiguous.

5 Conclusions

The conclusions obtained from the development of this research were:

– The relevance of focusing on other aspects of the user experience, such as
accessibility in specific and emerging domains, such as e-Commerce applica-
tions and their interaction from the perspective of people with visual impair-
ment.

– There are internationally accepted accessibility guidelines, such as WCAG 2.0;
however, they turn out to be general, so experimenting with users and obtain-
ing their perspective for the domain in question contributes to obtaining rel-
evant and specific aspects when evaluating the accessibility of the domain.

– The methodology used for the project turned out to be useful and clear in
its majority of stages, since in the validation stage some considerations were
taken because these were centered in comparison with heuristics of usability
control, which the present project did not have.
Although the project objective has been achieved, which is to propose a set
of heuristics to evaluate the accessibility of mobile e-commerce applications.
As future work, elements are proposed to improve the results of the project:

– Increase population for user tests. Although these were performed with five
people, mostly with astigmatism, myopia and one with glaucoma, considering
more diseases could contribute more to the detection of problems.

– Iterate the validation process again taking into account the refinements
made, the iteration could occur again with heuristic evaluation with different
experts.
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Abstract. There are many systems that do not have an adequate level of
usability, even though this is one of the most relevant quality attributes in
software products. Therefore, it chooses to redesign these systems through
techniques that provide favorable results in usability evaluations. Several
authors have proposed the User-Centered Design framework as the right one to
obtain optimal results with respect to metrics of this attribute, since it aims to
design understandable software products, considering the needs and interests of
end-users. Because of that, this article presents a systematic review to identify
the techniques and tools that have been used to make redesigns of graphical user
interfaces of software products following the User-Centered Design approach
and that have been successful in usability measurements. It also shows the most
reported usability evaluation methods in these cases, and the reasons why this
process took place. A total of 146 studies were identified, of which 19 were
selected as relevant to this review. According to the analysis, the most used
technique to perform redesigns is prototyping and the usability evaluation
method more employed is testing with users.

Keywords: Usability � Redesign � User-centered design � Usability
evaluation � Systematic review

1 Introduction

Nowadays, both usability and user experience (UX) are considered key factors for the
success of a software product [1]. The current competitive market has forced compa-
nies to concern not only in the functionality, but also in the user experience. Graphical
user interfaces of a software product must be understandable and easy-to-use enough,
to allow end users to achieve their goals with effectiveness, efficiency and satisfaction
[2]. Moreover, the concept of usability has evolved, and the main interest nowadays is
related to ensure a positive perception and responses that result from the use or
anticipated use of a product, system or service [3]. Usability as well as positive user
experience can be achieved if a user-centered design (UCD) process is followed during
the software development [4]. However, there is not still a consensus about the
methods that must be used in each phase of the UCD framework.

The user-centered design process, described in the ISO 13407 standard, establishes
four activities that cover, from the conception of considering the user’s opinion for the
development of the software products, until the evaluation of obtained results. Likewise,
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the iterative nature of these activities is instituted. User-centered design involves iterating
until the goals are achieved, and the ISO 13407 establishes the basic principles and
guidelines without defining the methods. In this work, we present a systematic literature
review to determine the methods and tools that can be used in each activity of UCD. This
proposal is based on the review of success stories reported on redesigns of software
products. This study is intended for developers and designers to be used and serve as a
guide for decision making in the development and improvement of software systems.

2 Background

2.1 Usability

According to the ISO 9241-220 standard, usability is the “extent to which a system,
product or service can be used by specified users to achieve specified goals with
effectiveness, efficiency and satisfaction in a specified context of use” [5].

Jakob Nielsen defines usability as “a quality attribute that assesses how easy user
interfaces are to use” [6]. This author also mentions that usability “refers to methods for
improving ease-of-use during the design process” [6] and it is defined by five quality
components:

• Learnability: How easy it is for users to accomplish basic tasks the first time they
encounter the design.

• Efficiency: Once users have learned the design, how quickly they can perform
tasks.

• Memorability: When users return to the design after a period of not using it, how
easily they can reestablish proficiency.

• Errors: Number of errors made by users, the severity of these errors and how easily
users can recover from the errors.

• Satisfaction: How pleasant it is to use the design.

2.2 User-Centered Design (UCD)

User-Centered Design (UCD) is defined as “a software design methodology for
developers and designers. Essentially, it helps them make applications that meet the
needs of their users” [7].

Another definition of UCD is given by the ISO 9241-210 standard, which defines it
as an “approach to systems design and development that aims to make interactive
systems more usable by focusing on the use of the system and applying human
factors/ergonomics and usability knowledge and techniques” [8].

Likewise, according to the ISO 13407 standard [9], UCD is composed of four
activities, which are:

(1) To understand and specify the context of use
(2) To specify the user and organizational requirements
(3) To produce design solutions
(4) To evaluate designs against requirements
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2.3 Usability Evaluation Methods

According to Fernandez et al., [10], the usability evaluation methods are defined as
procedures which are “composed of a set of well-defined activities for collecting usage
data related to end-user interaction with a software product and/or how the specific
properties of this software product contribute to achieving a certain degree of
usability”.

Because of the importance of usability “in the context of the software development
process” [11], several methods have been proposed to evaluate it. These methods can
be classified into three categories: Inspection, Testing and Inquiry [12]. The objectives
of inspection methods are to identify usability issues and improve “the usability of an
interface design by checking it against established standards” [13]. On the other hand,
the testing category is composed of a set of methods that involve the participation of
the end users of the software product to be evaluated. The purpose of this is to obtain
information about how the users use the system and the problems they have when
performing some tasks with the graphical interfaces [13]. Finally, the aim of inquiry
methods is to evaluate the usability of a software product by obtaining information
about the experiences of the end users with the system. This is done through interviews,
observations while users are using the software product or through surveys [14].

3 Conducting the Systematic Review

A systematic literature review is “a means of identifying, evaluating and interpreting all
available research relevant to a particular research question, or topic area, or phe-
nomenon of interest” [15].

The present work was performed following the methodology defined by Kitchen-
ham and Charters [15] in order to carry out an objective search. Four research questions
were formulated to guide this review and a search string based on the PICOC criteria
(Population, Intervention, Comparison, Output, Context) was developed. The databases
used for the primary search were Scopus, IEEE Xplore and ACM Digital Library.

3.1 Research Questions

The purpose of this systematic review was to identify the techniques and tools that have
been employed in order to make redesigns of graphical user interfaces of software
products following the User-Centered Design (UCD) approach and that have been
successful in usability measurements. Additionally, it shows the most reported usability
evaluation methods in these cases, and the reasons why this process took place. In this
way, the following research questions were formulated:

RQ1: What techniques have been used for the redesign of graphical user interfaces
of software products following the User-Centered Design framework and that
have shown successful results in usability evaluations?

RQ2: What have been the most reported software tools in the literature that have
been used for the redesign of graphical user interfaces of software products
following the User-Centered Design framework?
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RQ3: What methods are the most reported in the literature to evaluate the usability
of software products within the UCD framework?

RQ4: What are the reasons for redesigning the graphical user interfaces of a software
product following the User-Centered Design methodology?

In order to structure the research questions and the information search to perform
this systematic review the general concepts based in PICOC were defined. These
concepts are Population, Intervention, Comparison, Output and Context. The “Com-
parison” criterion was not taken into consideration because this research is not intended
to compare interventions (Table 1).

3.2 Source Selection

Three recognized databases were selected to perform the search process because they
are the most relevant in the area of computer engineering. For this work, grey literature
was not considered since it is not peer-reviewed. The selected databases were the
following:

• Scopus
• IEEE Xplore
• ACM Digital Library

3.3 Search String

Definition of Search Terms. For the elaboration of the search string, five general
concepts were proposed taking into consideration the Population and Intervention
criteria previously defined. Different terms were established for each general concept
(Table 2).

Table 1. PICOC criteria defined for systematic review

Criterion Description

Population Software Products
Intervention User-Centered Design methodology to redesign interfaces
Comparison It does not apply
Output Case studies where User-Centered Design techniques have been applied for

the redesign of software product interfaces
Context Academic and industrial context
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Definition of the Search String. After establishing the search terms, the following
basic search strings were defined:

CG1: “redesign”
CG2: “user interface*” OR “GUI” OR “graphical user interface” OR “interface”
OR “UI”
CG3: “software” OR “system*” OR “application*” OR “app*”
CG4: “user centered design” OR “user-centered design” OR “UCD” OR “user
experience” OR “UX” OR “usability”
CG5: “methodolog*” OR “method*” OR “technique*”

Then, the final search string was the following:
(“redesign”) AND (“user interface*” OR “GUI” OR “graphical user interface” OR
“interface” OR “UI” OR “software” OR “system*” OR “application*” OR “app*”)
AND ((“user centered design” OR “user-centered design” OR “UCD”) OR ((“user
experience” OR “UX” OR “usability”) AND (“methodolog*” OR “method*” OR
“technique*”))).

Finally, the search strings adapted to the syntax used by the search engine of each
database were established:

SCOPUS: TITLE-ABS((“redesign”) AND (“user interface*” OR “GUI” OR “graph-
ical user interface” OR “interface” OR “UI” OR “software” OR “system*” OR “ap-
plication*” OR “app*”) AND ((“user centered design” OR “user-centered design” OR
“UCD”) OR ((“user experience” OR “UX” OR “usability”) AND (“methodolog*” OR
“method*” OR “technique*”)))).

IEEE Xplore: (“redesign”) AND (“user interface*” OR “GUI” OR “graphical user
interface” OR “interface” OR “UI” OR “software” OR “system” OR “systems” OR
“application” OR “applications” OR “app” OR “apps”) AND ((“user centered design”
OR “user-centered design” OR “UCD”) OR ((“user experience” OR “UX” OR “us-
ability”) AND (“methodolog*” OR “method*” OR “technique*”))).

ACM Digital Library: (“redesign”) AND (“user interface*” OR “GUI” OR
“graphical user interface” OR “interface” OR “UI” OR “software” OR “system*” OR
“application*” OR “app*”) AND ((“user centered design” OR “user-centered design”
OR “UCD”) OR ((“user experience” OR “UX” OR “usability”) AND (“methodolog*”
OR “method*” OR “technique*”))).

Table 2. Defined terms for the search string

General concepts Terms

GC1 – Redesign Redesign
GC2 – User Interface User interface/User interfaces/GUI/Graphical user interface/UI
GC3 – Software Software/System/Systems/Application/Applications/App/Apps
GC4 – User-Centered
Design

User centered design/UCD/User-centered design/User
Experience/UX/Usability

GC5 – Methodology Methodology/Methodologies/Method/Methods/Technique/Techniques
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In order to obtain updated results and analyze the current state of the art, only
relevant studies whose publication date was since 2015 were considered for this
review.

3.4 Inclusion and Exclusion Criteria

Each article obtained as a result of the search string was principally examined through
its title and abstract in order to determine its inclusion in the present systematic review.
Likewise, inclusion and exclusion criteria were defined to carry out this process.

The inclusion criteria were the following:

1. The article is written in English.
2. The article presents a case study of redesign of graphical user interfaces of a

software product following the User-Centered Design framework and has been
successful in usability evaluations.

3. The article presents the use of methods, tools or techniques for the design of
graphical interfaces or for the usability evaluation of software products whose
interfaces have been redesigned.

On the other hand, to determinate which studies will not be considered, the fol-
lowing exclusion criteria were established:

1. Articles not related to usability studies of software products.
2. Studies about redesign or usability evaluation of software products for people with

disabilities.
3. Articles related to usability studies of virtual reality or 3D virtual environments

software products.

3.5 Data Collection

The automated search for this systematic review was performed on September 17th,
2019 in the Scopus database and on September 19th, 2019 in IEEE Xplore and ACM
Digital Library. A total of 146 results were obtained from the three consulted databases.
After the inclusion and exclusion criteria were applied, 19 articles were selected as
relevant for this review process.

Table 3 shows the number of articles that were found during the search process,
and Table 4 shows more details about the selected articles.

Table 3. Summary of search results

Database name Search results Duplicated papers Relevant papers

Scopus 109 0 12
IEEE Xplore 11 5 3
ACM Digital Library 26 7 3
Total 146 12 18
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Table 4. Details of selected articles

ID Database Year of
publication

Author(s) Paper title

A01 Scopus 2019 Shabrina G., Lestari L.A.,
Iqbal B.M., Syaifullah D.
H.,

Redesign of User Interface
Zakat Mobile Smartphone
Application with User
Experience Approach

A02 Scopus 2019 Moquillaza A., Falconi F.,
Paz F.,

Redesigning a Main
Menu ATM Interface
Using a User-Centered
Design Approach Aligned
to Design Thinking: A
Case Study

A03 Scopus 2019 Cong J.-C., Chen C.-H.,
Liu C., Meng Y.,
Zheng Z.-Y.,

Enhancing the Usability of
Long-Term Rental
Applications in Chinese
Market: An Interaction
Design Approach

A04 Scopus 2019 Olney C.M., Vos-Draper
T., Egginton J.,
Ferguson J., Goldish G.,
Eddy B., Hansen A.H.,
Carroll K., Morrow M.,

Development of a
comprehensive mobile
assessment of pressure
(CMAP) system for
pressure injury prevention
for veterans with spinal
cord injury

A05 Scopus 2018 Adinda P.P., Suzianti A., Redesign of user interface
for E-government
application using usability
testing method

A06 Scopus 2018 Michel C., Touré C.,
Marty J.-C.,

Adapting enterprise social
media for informal
learning in the workplace:
Using incremental and
iterative design methods to
favor sustainable uses

A07 Scopus 2017 Forte J., Darin T., User experience
evaluation for user
interface redesign: A case
study on a bike sharing
application

A08 Scopus 2017 Lin W.-J., Chiu M.-C., Design a personalized
brain-computer interface
of legorobot assisted by
data analysis method

A09 Scopus 2016 Suarez-Torrente M.D.C.,
Conde-Clemente P.,
Martínez A.B., Juan A.A.,

Improving web user
satisfaction by ensuring
usability criteria

(continued)
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Table 4. (continued)

ID Database Year of
publication

Author(s) Paper title

compliance: The case of
an economically depressed
region of Europe

A10 Scopus 2016 Schachner M.B.,
Recondo F.J., González Z.
A., Sommer J.A.,
Stanziola E., Gassino F.
D., Simón M., López G.
E., Benítez S.E.,

User-centered design
practices to redesign a
nursing e-chart in line with
the nursing process

A11 Scopus 2015 Melton B.L., Zillich A.J.,
Russell S.A., Weiner M.,
McManus M.S., Spina J.
R., Russ A.L.,

Reducing prescribing
errors through creatinine
clearance alert redesign

A12 Scopus 2015 Russ A.L., Chen S.,
Melton B.L., Johnson E.
G., Spina J.R., Weiner M.,
Zillich A.J.,

A novel design for drug-
drug interaction alerts
improves prescribing
efficiency

A13 IEEE
Xplore

2018 Ira Puspitasari, Dwi Indah
Cahyani, Taufik

A User-Centered Design
for Redesigning E-
Government Website in
Public Health Sector

A14 IEEE
Xplore

2017 Nannapas
Banluesombatkul,
Prapansak Kaewlamul,
Prapaporn
Rattanatamrong, Nadya
Williams, Shava Smallen

PRAGMA Cloud
Scheduler: Improving
Usability of the PRAGMA
Cloud Testbed

A15 IEEE
Xplore

2017 Hannah Thinyane, Ingrid
Sieborger, Edward
Reynell

Evaluating a mobile
visualization system for
service delivery problems
in developing countries

A16 ACM
Digital
Library

2018 Adam Roegiest, Winter
Wei

Redesigning a Document
Viewer for Legal
Documents

A17 ACM
Digital
Library

2017 Emily Manwaring,
J. Noelle Carter, Keith
Maynard

Redesigning Educational
Dashboards for Shifting
User Contexts

A18 ACM
Digital
Library

2016 José Miguel Toribio-
Guzmán, Alicia García-
Holgado, Felipe Soto
Pérez, Francisco J. García-
Peñalvo, Manuel A.
Franco Martín

Heuristic evaluation of
socialnet, the private
social network for
psychiatric patients and
their relatives
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4 Report and Analysis of Results

4.1 Techniques Used for the Redesign of Graphical User Interfaces
of Software Products Following the User-Centered Design
Framework

Results Report
In order to determine the techniques used to redesign graphical user interfaces, the
number of relevant articles in which each technique was reported was identified. The
results are summarized in Table 5.

Analysis of Results
According to the results obtained from the systematic review, a large number of
techniques used to work following the UCD methodology were identified and the most
reported were prototyping, usability evaluation of the original graphical user interfaces,
identification of stakeholders/end users, interviews and focus group.

Prototyping is a technique that aims to design the initial or “draft” version of a
system, which allows the designers to explore their ideas and show them to end users
before investing resources into development [16]. This has been the most reported
technique in the selected articles (a total of twelve papers), since according to many
authors “the prototypes are primarily used for the communication, exploration,
refinement, and evaluation of design ideas” [17].

The second most reported technique was the usability evaluation of the original
graphical user interfaces. In nine of the selected articles, a usability evaluation method
was applied to these interfaces in order to identify the problems they had and correct
them in the redesign.

The third most used technique was the identification of stakeholders/end users,
which was reported in six articles. The fourth most employed technique was the
interview, which was used in A17 in order to identify the needs of the users [18] and in
A13 to determine the requirements from the perspective of the interviewees [19]. This
technique is relevant since according to the UCD methodology it is important to know
the needs and perspectives of the users to develop a good design.

Focus group was another of the main techniques employed. It consists of bringing
together a group of users to discuss a specific topic through their personal experience.
The application of this technique in A03 aimed to know the needs and suggestions that
users had regarding perceived usability when they used existing rental applications
[20].
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Table 5. UCD techniques reported in the systematic review

ID Technique Number of articles
in which the
technique was
reported

Articles

T01 Prototyping 12 A01, A02, A03, A06, A07, A08,
A10, A11, A12, A13, A17, A18

T02 Usability evaluation of the
original graphical user
interfaces

9 A01, A05, A07, A09, A10, A13,
A14, A16, A18

T03 Identification of
stakeholders/end users

6 A02, A06, A13, A14, A17, A18

T04 Interviews 5 A08, A10, A13, A16, A17
T05 Focus group 4 A03, A04, A06, A10
T06 Brainstorming 3 A02, A10, A17
T07 Meetings/Face-to-face

meetings
3 A02, A06, A10

T08 Usability heuristics of Jakob
Nielsen/heuristics of Pierotti

3 A05, A08, A18

T09 User tasks analysis 3 A08, A10, A13
T10 Storyboarding 2 A02, A13
T11 Personas 2 A16, A17
T12 User profiles 2 A02, A07
T13 Competitor analysis 2 A02, A07
T14 Requirements

Specification/Establishment of
Requirements

2 A13, A15

T15 Surveys/Questionnaires 2 A03, A08
T16 Human factors principles 2 A11, A12
T17 Card sorting 2 A01, A02
T18 Literature review/study 2 A10, A13
T19 Tag cloud 1 A02
T20 Data analysis 1 A02
T21 Visual thinking 1 A02
T22 Non-participatory observations 1 A03
T23 Empathy maps 1 A17
T24 User stories 1 A16
T25 Use case diagrams 1 A13
T26 Sequence diagrams 1 A13
T27 Principles of human computer

interaction
1 A14

T28 TRIZ method 1 A01
T29 Layout design 1 A13
T30 Interaction Design Principles 1 A03
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4.2 Software Tools Used for the Redesign of Graphical User Interfaces
of Software Products Following the User-Centered Design
Framework

Report and Analysis of Results
Many of the articles obtained from the systematic review did not report the software
tools that were used for the redesign of the graphical interfaces, because of that, it was
only possible to identify three tools for the prototyping and four that were used during
the usability evaluations.

With respect to prototyping tools, one of them is Drupal, a content management
system (CMS). In A06 Drupal was used for the elaboration of the prototype skeleton
and its importance is that it allowed the design team to “accelerate the development and
modifications of the prototype according to the users’ feedback” obtained during the
focus group [21]. Another tool reported was POP 2.0, this was used in A07 to design
high fidelity prototypes [17]. The last tool reported was Balsamiq Mockups, which
allows the creation of wireframes or low-fidelity prototypes [22]. This tool was
employed in A10.

As for the software tools used during usability evaluation, one of them is Pro-
metheus, which was used in A09. Prometheus is a web tool developed to detect
usability issues in different types of web pages. It provides “a percentage score to
determine the level of usability achieved on the website and a list of failed criteria
sorted by priority” [23]. During the systematic review process, support tools for
usability evaluations were also identified, such as: OBS Studio and AZ screen Recorder
(which were used in A07); and Morae (used in A10, A11 y A12). The last one has been
the most reported (in a total of three articles) and it is used to capture “video of the
computer screen actions” [24].

4.3 Methods to Evaluate the Usability of Software Products Within
the UCD Framework

In this section, the most reported usability evaluation methods are detailed. The results
are summarized in Table 6.
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Results Report

Analysis of Results
Through the systematic review, twelve methods used for usability evaluation could be
found. The five most reported were:

1. User testing: It consists in selecting a representative amount of end users to per-
form a set of pre-defined tasks in a software product. The aim of this method is to
identify usability issues in the system evaluated. Normally, this evaluation is
applied in a usability laboratory [11].

2. Surveys/Questionnaires: “It is a list of questionnaire items that representative
users have to answer according to a Likert scale” [11]. The objective of each
element is to measure an usability aspect of the system or a dimension of the user
satisfaction [11].

3. Interviews: In this method, both end users and usability specialists “participate in a
discussion session about the usability of a software application” [11].

4. Usability metrics: The objective of this evaluation method is “to establish quan-
titative measurements” [11]. In order to quantify the usability of a software product
regarding effectiveness, efficiency and satisfaction; usability metrics are used. In
this method “the participation of a representative number of users is required to
generalize the obtained results” [11].

5. Heuristic evaluation: The heuristic evaluation consists in evaluating the graphical
user interfaces of a software product according to certain rules. The purpose of this
evaluation is to detect usability problems in a system [25].

Table 6. Usability evaluation methods reported in the systematic review

ID Usability evaluation
method

Number of articles
in which the evaluation
method was reported

Articles

E01 User testing 9 A02, A03, A07, A08, A10,
A12, A14, A15, A16

E02 Surveys/Questionnaires 9 A01, A03, A04, A05, A07,
A08, A09, A10, A15

E03 Interviews 6 A04, A06, A07, A10, A11,
A12

E04 Usability
metrics/Performance
metrics

6 A01, A05, A08, A11, A12,
A14

E05 Heuristic evaluation 4 A02, A09, A13, A18
E06 Thinking aloud 2 A11, A12
E07 Focus group 1 A04
E08 Prototype evaluation 1 A17
E09 Qualitative evaluation 1 A06
E10 Field study 1 A07
E11 Assessment meeting 1 A02
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According to the results obtained, one of the most reported usability evaluation
method was user testing, this is because it provides direct information about the
problems that users could have with the interfaces they are testing. That is why,
according to Nielsen, it is considered as “the most fundamental usability method and is
in some sense irreplaceable” [25].

4.4 Reasons for Redesigning the Graphical User Interfaces of a Software
Product Following the User-Centered Design Methodology

Report and Analysis of Results
According to the articles resulting from the systematic review, there are different
reasons for redesigning the graphical user interfaces of a software product following the
User-Centered Design methodology. These reasons may vary depending on the use of
the software. These include adapting the software product to the needs and require-
ments of the users (articles A06 and A13) [19, 21], improving user participation in the
effective use of software (A06) [21] and improving the quality of information dis-
semination (A13) [19].
In addition, two reasons were identified as the most reported. One of them was to
improve the usability of the software product (reported in nine articles) and the other
was to improve the quality of the user experience (five articles). With this, it can be
concluded that UCD is a framework that helps to design software products with good
usability and an adequate user experience, since the articles selected for the systematic
review have been reported as successful case studies in usability evaluations. Likewise,
it is important to remember that UCD is a methodology based on the interests and
needs of end users and that is why its use results in a software product that is usable,
understandable and has a good user experience [5].

5 Conclusions and Future Works

From the systematic review of the literature we can conclude that the User-Centered
Design methodology is one of the most suitable for designing graphical user interfaces
(GUI) of software products that show good results in usability evaluations.

Following a predefined protocol, 146 studies were identified, from which 18 were
selected. This work allowed to determine that: (1) prototyping, (2) usability evaluation
of the original graphical user interfaces, (3) identification of stakeholders/end users,
(4) interviews and (5) focus group are the most reported techniques for redesigning
graphical interfaces according to the literature. Moreover, in this study we have
identified that one of the most used usability evaluation method is User Testing, since it
provides very useful information to detect the problems that users have with the GUI of
a system. In addition, according to the systematic review, we have determined that the
main reasons for redesigning the graphical user interfaces of a software product fol-
lowing the UCD framework are to improve the usability and user experience with
respect to the original interfaces.
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As future work, each reported technique could be analyzed more deeply and a list
of criteria that take into account the characteristics of the software projects and the
stakeholders could be established; this in order to identify which technique would be
the most appropriate to apply in each phase of the UCD methodology according to the
defined criteria.
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Abstract. Adaptive navigation intends to guide users to their specific objec-
tives within the application by altering the normal way the application allows to
navigate, aiming to provide better experience for users with diverse needs and in
different context conditions. Knowledge about activities that the user performs at
runtime is crucial for adaptation decision making. It not only serves as a basis
for evaluating relevance of the available information (such as user status, usage
patterns, and context of use), but also facilitates reasoning about user needs.
However, implementation of the user activity tracking capability often relies on
intimate knowledge of the target application, which makes it difficult to develop
loosely coupled modules to address separate concerns. In this paper, we describe
a reusable approach to the development of the user activity tracking capability
with the intent to support adaptive navigation. We use aspect-oriented instru-
mentation to capture user interface events and conduct model-based analysis to
identify tasks that the user performs. A proof-of-concept experiment shows that
our approach makes it possible to develop adaptation code that is reusable when
the user interface and its adaptation logic evolve.

Keywords: Adaptive user interface � Reusable software design � User activity
tracking

1 Introduction

Interactive applications evolve along one or more dimensions during its lifetime,
including functionality, implementation, and user interface. Changes in one dimension
often affect, interact, and impact others [1]. It is a great challenge to develop a reusable
design to accommodate anticipated changes.

Adaptive user interfaces have the ability to identify circumstances that necessitate
adaptation, and accordingly, enable appropriate adaptation strategies. As such, they
promise to provide better usability for users with diverse needs and in different context
conditions [6].

Navigation defines possible paths that users can take through an application to
access certain information or functionality. It is a key area of user interface design.
Studies show that ineffective navigation is a main cause of end-user frustration [8].
While one-size-fits-all user interfaces cause certain users to have a less efficient or
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substantially different experience compared to their peers [5], adaptive navigation
offers an effective way to improve user experience.

Adaptive navigation guides users to their specific objectives by altering the normal
way an application allows to navigate [3]. As such, information that underlies the
adaptation decision making process, such as user status, usage patterns, and context
conditions, must be made available by the adaptation code in the target application. In
particular, it is crucial to have the capability of automatically identifying activities that
the user performs during an interaction session. Knowledge of user activities at runtime
not only serves as a basis for evaluating relevance of the available information [1], but
also facilitates reasoning about user needs in order to determine appropriate adaptation
strategies. However, implementation of the user activity tracking capability often relies
on intimate knowledge of the target application, making it difficult to develop loosely
coupled modules to address separate concerns.

In this paper, we describe a reusable approach to the development of the user
activity tracking capability with the intent to support adaptive navigation. Roughly, we
use aspect-oriented instrumentation to capture user interface events that occur when the
user interacts with the application via its user interface and then conduct model-based
analysis on event traces to identify user activities. Aspect-oriented instrumentation and
model-based analysis make it possible to develop adaptation code that is reusable when
the user interface and its adaptation logic evolve.

The rest of this paper is organized as follows. Section 2 covers related work.
Section 3 describes design issues on adaptive navigation and Sect. 4 reusable support
for adaptive navigation. Section 5 explains how to track user activities in a non-
intrusive and application-independent way, which is the key to make the reusable
support for adaptive navigation possible. Section 6 discusses a proof-of-concept
experiment to investigate the feasibility of our approach. Finally, Sect. 6 concludes this
paper.

2 Related Work

“Strive for consistency” has long been viewed as one of the golden rules for user
interface design [18]. If applied appropriately, it allows developers to create a user
interface that exhibits predictable behavior and therefore is easy to learn and to use.
However, this rule often inadvertently leads to the focus shifting from user tasks and
work context to common visual characteristics that can accommodate diverse users [5].
In many cases, the one-size-fits-all user interfaces become a source of unintended, but
systematic discrimination causing some user groups to be less likely than others to take
advantage of the available functionality, or causing them to have a less efficient or
substantially different experience compared to their peers [19]. As software applica-
tions continue to grow in complexity, accessibility, and applicability, it becomes
increasingly important to develop user interfaces for diversity in both end-users and
context of use [9, 12].

User interface adaptations often take place in three areas of an interactive appli-
cation: the selection of content to be displayed, the visual characteristics of information
presentation, and navigation that defines the possible paths users can take through an
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application in order to access certain information or functionality [20]. Due to their
high complexity, adaptive user interfaces are difficult to specify, design, verify, and
validate. Moreover, the current lack of reusable design considerations that can be
leveraged from one adaptive application to another further intensifies the problem [12].

A large number of proposals on the development of adaptive user interfaces can be
found in the literature [14]. Notably, to reduce the development effort, reusability is an
important consideration and there are several approaches to maximizing reusability in
user interfaces development.

Model-based user interface development is a well-established approach. Its basic
idea is to generate an actual user interface automatically from an abstract model that
describes all relevant aspects of the user interface, including desired interaction means,
target users, tasks, and screen elements [10, 11]. But the resulting user interface is often
not of as high quality as one that a developer can create. Graphical user interfaces have
immense complexity; it is difficult to represent them in their entirety via abstract
models [6].

On the other hand, design pattern-based development separates the adaptive logic
from the functional logic in order to facilitate reusable design [12, 13]. Adaptation-
oriented design patterns provide proven solutions for specific interaction contexts, end
user characteristics, and contextual requirements. Also, they are associated with soft-
ware components that can be modified and composed into an application. Adaptability
is achieved by combining design patterns that suit for specific users and context
conditions. But adaptation-oriented design patterns vary in granularity and level of
abstraction; the lack of consensus among researchers limits their potential uses for a
broad range of applications.

Unlike the two major approaches in this area as mentioned above, our proposal
treats the key capabilities in support of automatic adaptation as a separate module and
allows it to be integrated into the target application in a loosely coupled manner. Since
the original developer is responsible for user interface development, the quality of the
user interface won’t be compromised. While both of the major approaches aim at a
comprehensive solution for adaptive user interface development, our proposal has a
limited scope; it only addresses certain architectural issues with respect to the devel-
opment of adaptive applications.

3 Design Issues on Adaptive Navigation

We have chosen a course schedule application as the basis to investigate issues on
adaptive navigation. A course schedule application is intended to assist users, include
students, professors, and staff members, to search for information about a university’s
course schedule. It is crucial to design its navigation structure for diversity in end-users
and context of use. Figure 1 shows part of a navigation diagram for the course schedule
application.
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In Fig. 1, a rectangle depicts a screen and an arrow a path from one screen to the
next. We omitted screen contents in order to focus on user navigation among those
screens. Figure 1 shows possible paths that a user may follow through the application
in order to find one or more courses for certain purposes. Here, the black arrows show
how a user can navigate from the initial screen (on the upper left corner) to the final
screen (on the lower right corner) to complete the “search for a course” task.

A user often performs the “search for a course” task multiple times to achieve one’s
objectives, for example, a freshman who wants to register for courses in the coming
semester. A design issue in such a case is to which screen the user should be allowed to
navigate from the final screen after a successful completion of the “search for a course”
task each time. When taking all scenarios into consideration, we can identify four
desirable ways for all users to continue a search as shown by the red arrows in Fig. 1;
which one is the most optimal depends on what the user needs. In the traditional “one-
size-fits-all” approach, we would choose a common denominator (for example, the
initial screen) to accommodate all the scenarios, meaning that users, regardless of their
needs, would perform search in the same sequence and manner. Obviously, it would
cause certain user groups to have a less efficient experience than others.

Adaptive navigation guides users through different navigation paths on the basis of
their needs and therefore can improve user experience in such a case. Here, the question
is what information is needed for the adaptation code to make such a decision. In the
course schedule application, knowledge about the user status is useful in the adaptation
decision making process. Such information is available prior to user interaction with an
application and remains static throughout an interaction session. In many cases,
however, static information alone is not sufficient. It is also necessary to take into
consideration information available at runtime, especially activities that the user per-
forms, in order to better understand the user’s overall objectives. Obviously, the
capability to monitor user’s activities is essential to support adaptive navigation.
Knowledge of user activities not only serves as a basis for selecting relevant facts and
also helping infer user needs in order to make appropriate adaptation decisions.

Hence, the user activity tracking capability is indispensable in support of adaptive
navigation in particular and for adaptive user interface in general.

Fig. 1. A navigation diagram for the course schedule application
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4 Reusable Support for Software Development

Changes in user interface design occur frequently in both development and operational
phases. Application developers have to design user interfaces for diversity in end-users
and context of use. As applications become more and more complex, it is often difficult
to know at development time all the conditions in which applications will be used [16].
Hence, it is crucial to develop a reusable design to cope with potential changes in
adaptive user interface and its adaptation logic.

An ad hoc solution to user activity tracking is quite simple; for example, identifying
the task that the user performs on the basis of screen elements that the user selects from
a user interface. However, when adaptation code is embedded into the target appli-
cation, issues of extensibility, flexibility and reusability would arise [15].

As shown in Fig. 2, we view the adaptation code as an additional unit to an
application with a static user interface. It is responsible for monitoring application state
and context of use, detecting conditions warranting adaptation, choosing adaptation
strategies, and notifying the static user interface to alter its navigation path. Buhagiar
et al. propose a similar architecture for the development of adaptive user interfaces with
different objectives in [7].

Here, the structure of an adaptive application reflects a loosely coupled design; the
adaption code interacts with the target application, but not vice versa. If its imple-
mentation does not depend on specific details of the application code as we describe in
the section below, the coupling between them is minimal; in other words, changes in
one would not affect the other to a great extent. A loosely coupled design increases
flexibility and reusability, allowing the user interface and its adaptation logic to evolve
with minimum impact on the target application.

Moreover, our current work is focused on adaptive navigation, but we believe that
the proposed design is also applicable to reusable support for adaptive user interfaces in
general.

Fig. 2. Structure of adaptive application
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5 Our Approach

Modern window-based applications are event-driven. User interface events result from
user actions such as clicking a toolbar button and pressing a key, as well as system
responses, such as updating the screen display and bringing up a message box.
Whereas the former are observable actions that users perform, the latter correspond to
their cognitive actions because users have to perceive the state change of the appli-
cation in order to proceed. Hence, event traces reflect action sequences that users
perform for task completion.

Event traces, as they unfold during program execution, provide insight into user
behavior with respect to the user interface [2]. Because they are extremely voluminous
and rich in detail, user interface events must be captured in an automatic manner. As
discussed in the section above, it is very important to provide a reusable solution to
extracting relevant events and analyzing them in order to understand user behavior.
Partially based on our previous work [4], we describe below a reusable approach to
accomplishing these objectives.

5.1 Aspect-Oriented Instrumentation

Instrumentation is a common technique for event tracing. It requires the developer to
insert code at specific locations in an application in order to capture useful information
at runtime. Instrumentation code tends to be distributed throughout the application and
intimate knowledge about the application’s implementation is required to create the
code. Obviously, it is not appropriate when reusability is a desirable design
consideration.

AspectJ is an aspect-oriented extension to the Java programming language [21]. It
provides a construct, called aspects, to modularize processing elements that would
otherwise span multiple modules. One can define an aspect to describe when it should
act and what it should do; for example, reporting what is going on when certain method
calls are made. Aspect-oriented techniques provide an effective way to modularize
instrumentation code that would otherwise be scattered over an application, allowing to
capture user interface events in a non-intrusive manner [17].

Window-based applications are often structured according to the Model-View-
Controller (MVC) architecture. Components in the application must notify each other
about what the user does in order to collaborate and achieve the overall functionality.
Notification events as such correspond to steps that the user takes for task completion.
We use aspects to trace events that occur across boundaries of the MVC architecture.
Ignoring low-level events, such as those that appear between the application and its
run-time environment, effectively reduces the amount of analytical effort without loss
of relevant information.

Furthermore, aspects that are intended to capture notification events are application
independent. In a Java GUI program, for example, a user action triggers an event,
which in turn notifies its listener that implements a built-in interface. In other words,
notification events can be recognized through calls to methods that standard Java
interfaces define without having to rely on specific details of the application code.
Since aspects are defined to capture notification events, they won’t be affected by
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changes with respect to the event sources in the user interface and therefore are reusable
when the user interface or its adaptation logic evolves.

5.2 Model-Based Analysis

While allowing to identify individual user actions and system responses, the infor-
mation carried within user interface events themselves is inadequate to allow their
meanings to be appropriately interpreted due to the lack of contextual information [2].
Contextual information plays a crucial role in analyzing event traces. Since contextual
information spreads across multiple events, it is necessary to analyze event traces at a
higher level of abstraction, that is, the level of user tasks.

Interactive application development is model driven. In the development process,
task models, such as the Hierarchical Task Analysis (HTA) model, are created to
specify user activities that are to be supported by an application and hence, they are
considered as a critical component in user interface design. HTA task models are also
used to understand an existing user interface for redesign and evaluation purposes.
Since user interface design originates from a task model, event traces can be analyzed
at the abstract level that the task model defines; that is, the task model provides
necessary information for analyzing event traces in context.

User actions with respect to an application’s user interface are grammatical in
nature. Grammars can be used to analyze the syntactic structure of event traces and
subsequently to identify user tasks. Note that BNF (Backus-Naur Form) grammars can
be derived from HTA task models in a systematic manner. Using BNF grammars offers
a number of significant benefits for task identification. BNF grammars give a precise,
yet easy to understand syntactic description for event traces. Also, they allow an
efficient parser to be constructed automatically. Such a parser makes it possible to map
event traces to user tasks.

Although a task model is application-specific, it is taken as input in the event-
analysis process, allowing the adaptation code to be built independently.

6 Feasibility Evaluation

We built a prototype for the course schedule application to investigate the feasibility of
our approach. In our proof-of-concept experiment, the focus was on its ability to
choose appropriate paths through the “search for course” task when the user interacts
with the application. In order to evaluate the reusability of the proposed solution, we
conducted this experiment in an incremental manner.

We created a prototype of the course schedule application at first. Its adaptability
for the user interface is based on user status. Information such as user status is known
prior to interaction and remain static throughout an interaction session. Adaptation
decisions about which navigation path to be enabled are made as soon as an interaction
session begins. Subsequently, we integrated adaptation code with the user activity
tracking capability into the prototype, allowing the user interface to adjust its navi-
gation path according to user needs. Here, attention was given to the nature of changes
that need to be made in the prototype as a result of the integration. It is desirable that
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the developer can make necessary changes without having to know much about specific
details of the application code.

Incremental development allows us to discover how much effort is necessary to
integrate adaptation code into the target application. If modifications that have to be
made in the target application are simple and minimal, then the proposed solution can
be considered as reusable.

Our experiment was largely satisfactory. Even though the scope of our experiment
was limited, it has demonstrated that aspect-oriented instrumentation and model-based
analysis are an effective way to provide reusable support for the development of
adaptive user interfaces.

In addition, there are applications in which usage patterns of the user interface by
different users are available. It would be helpful to provide such an application with the
ability to monitor user activities at runtime and manipulate its navigational structure
according to the known usage patterns. Our approach offers a reusable solution in such
a situation as well.

7 Conclusion

Software support for adaptive navigation provides the ability for a user interface to
adapt its navigation structure to a variety of objectives at runtime. It is intended to offer
better usability for users with different characteristics and in different contexts of use.
We have illustrated through a use case for the course schedule application that adaptive
navigation is an effective alternative to the traditional one-size-fits-all approach in user
interface design.

Our intention is to provide reusable support for adaptive navigation at the task
level. User interface development is model driven; task models are created and then
used as the basis for design and development activities. Additionally, users often
perform a sequence of tasks to achieve their objectives when they interact with an
application. Hence, tasks offer a proper granularity to understand user behavior and
determine adaptation strategies.

Adaptation logic depends on knowledge about user characteristics and context of
use in order to make appropriate adaptation decisions. As we illustrated with the above-
mentioned use case, it is also necessary to discover activities that the user performs to
achieve one’s objectives at runtime. As such, the user activity tracking capability is
essential in support of an adaptive user interface.

We proposed a reusable solution to the development of adaptation code for a
window-based application. In our approach, aspect-oriented instrumentation captures
user interface events that cross the architectural boundaries of the target application. It
is non-intrusive, allowing the instrumentation code to be modularized and developed
independently. Furthermore, model-based analysis takes as input the HTA task model
in the form of a BNF grammar to analyze event traces and identify user tasks. Event
traces are analyzed by a parser that is automatically constructed from the underlying
task model. As such, it can accommodate changes in the user interface as well as in its
adaptation logic.
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As described above, aspect-oriented instrumentation and model-based analysis
makes it possible to develop adaptation code that is largely application-independent
and therefore offers a great potential for reuse. We conducted a proof-of-concept
experiment for the course schedule application to evaluate its feasibility.

Our approach has been successfully applied to a prototype for a realistic applica-
tion. Although the experimental results were largely satisfactory, there are still a few
issues to be addressed and more comprehensive evaluation needs to be conducted,
which will be the focus of our research effort in the near future.
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Abstract. Many assistive devices have been developed to assist in the activities
of daily life (ADLs) of frail elderly people. However, one of the significant
barriers to device development is to conduct multiple user tests due to bur-
densome to the elderly. Therefore, the potential need for devices must be
determined efficiently with some limited opportunities. In this study, we
examined whether it is possible to identify target users who can adapt to, and
continuously use the device, by utilizing the knowledge of experts who are
familiar with the mental and physical conditions of the elderly. As a case study,
we analyzed a two-month user test of 57 elderly people with the use of a four-
wheel electrically assisted cycle. As a result, the accuracy rate of the expert’s
prediction of continuous/discontinuous use over the whole study period was
66.7% before use, but it was improved to 87.7% when the prediction was made
again after two rides by elderly people. We also attempted to model this iden-
tification rule by multiple regression analysis, and found that experts could
predict whether users would use the device long-term by evaluating the fol-
lowing three factors: 1) subjects’ willingness to exercise, 2) their anxiety and
dissatisfaction associated with the product, and 3) the ease with which they
became fatigued. It is thus proposed that target users can be identified by having
a small number of elderly people use the equipment several times, and obtaining
expert predictions regarding whether users will continue to use or stop using the
device.

Keywords: Target user � User-test � Expert knowledge � Elderly people �
Assistive device development

1 Introduction

The global human population is rapidly aging; that is, becoming increasingly biased
towards older age classes. In particular, the 65 years-plus age class is occupying an
increasing proportion of the total population. The population of Japan was 126.93
million as of October 1, 2016. Those aged 65 years-plus numbered 34.59 million,
accounting for 27.3% of the total population (Cabinet Office Japan 2017). According to
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the World Health Organization (WHO), Japan is the only country in which the pro-
portion of people aged 60 years and over exceeded 30% in 2015. However, by the
middle of this century, it is predicted that the elderly population proportions of many
countries will be the same as that of Japan. Therefore, the “super-aged” society will
present challenges not only for Japan but for the whole world (WHO 2015). Global
attention is now focused on meeting these challenges.

In recent years, welfare assistive devices have attracted attention from the view-
point of assisting caregivers and assisting and/or suppressing cognitive and physical
decline in frail elderly people (WHO 2015; Schulz et al. 2014). Focusing on the latter
point of view, physical activity (such as moderate exercise) is known to reduce various
types of health risk (Laurin et al. 2001) and devices that assist the activities of frail
elderly people are desirable. However, the symptoms and disorders of the elderly are
diverse and it is not possible to discuss them collectively. In order to develop new
technologies and tools and utilize them in supportive applications, it is essential to
ensure their safety and to define which people are suited to using them. In this study,
we aim to identify target users, defined as users who can adapt to a given tool and are
likely to use it continuously. Estimation of target user characteristics will aid in the
development of assistive devices; likewise, identifying frail elderly people who cannot
become target users will help to identify problems in current devices and overcome
them (Fig. 1).

Identification of target users requires user-testing of assistive devices by frail
elderly people; however, this has certain problems. For example, it would be necessary
to conduct user tests with frail elderly people with the cooperation of experts. However,
only 5.3% of nursing homes have experience in cooperating in the development of
technology, as most are too busy (MHLW 2014). Therefore, a simple method for
conducting demonstration tests is urgently needed. However, it is not always easy to
carry out demonstration experiments with elderly people whose mental and physical
functions are low, as it may be difficult to secure examinees and organize multiple
experimental sessions with them.

Because of such constraints, in the past, target user characteristics had to be esti-
mated from the results of a small number of experiments conducted on a small number

• Characteristic A
• Characteristic B

• Characteristic C
• Characteristic D

How to improve good 
points

How to solve bad 
points

Estimation of users
Elucidating 

characteristics of 
each group

Device development 
strategy

Target user 
group

Users

Non target user 
group

Fig. 1. Device development process based on the identification of target users.
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of subjects under slightly different conditions. However, the various health issues of the
elderly can complicate such processes.

In this study, we propose a method for estimating the characteristics of target users
of a new device based on a limited number of experiments. This involves utilizing the
knowledge of experts who are experienced in elderly care and rehabilitation services
and understand the mental and physical conditions of the elderly. As a case study, we
conducted a test at a rehabilitation hospital in Kakegawa City, Shizuoka, Japan, in
which a four-wheel electric-power-assisted cycle was used by elderly patients (end
users) for an average of two months. We also examined the predictions made by expert
physical therapists (PTs) regarding user uptake of the device. This was then used to
establish a methodology by which experts may accurately predict end user utilization of
assistive devices.

2 Target User Identification Rules and Expert Knowledge

What information should an expert have in order to identify target users, during a
behavioral change study, in which elderly potential target users receive training in the
use of a new device and have the option to continue using it?

According to the health belief model (HBM), health-related action depends on
persistent susceptibility, sustained severity, sustained benefits, sustained barriers,
incentives to behave, and self-efficacy (Rosenstock et al. 1988). In this study, we focus
on persistent benefits and barriers, and analyze the causes of elderly behavior in terms
of both positive and negative aspects.

According to the transtheoretical model, when a person changes their behavior, the
process involves the stages of precontemplation, contemplation, preparation, action,
and maintenance. This cycle may be terminated (discontinuation of action) or repeated
(Prochaska et al. 1997, 2008, 2015).

In this study, therefore, we defined the outcomes according to whether or not
behavioral change (in this case, using a new device) continued or was interrupted, and
examined whether this can be predicted by experts, namely, PTs. Also, to understand
how the PTs predict the outcome, we attempted to elucidate their identification rules;
we defined the identification rules as specific rules formed based on his/her expertise, in
order to predict whether or not the user will use the device.

2.1 Definition of Outcomes

In this section, we organize the process of behavioral change as follows. Assume that
the intention of the user to utilize a device at time t is Mt, and that the activity is
scheduled when the intention to use Mt exceeds a certain threshold L. Intention to use
(Mt) varies depending on various factors during usage, therefore:

The user’s involvement is suspended if Mt < L; and
The user will use the device when Mt � L.
Even if it is intended to be used, the actual act of using the device requires sup-
porters and an assessment of the situation at the time, therefore:
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The user performs behavior A (using the device) with probability p.
Thus, at the end of the experimental period, users with Mt > L are considered to be
suitable for using the device.
On the other hand, since Mt cannot be directly observed, the usage rate Um for each
user is obtained by dividing the number of observable behaviors A by the number of
visits to the rehabilitation hospital, which is the number of available opportunities,
and this is discussed as an outcome.

2.2 Definition of Identification Rules Based on Expert Knowledge

Although Mt is not observable because it is a user’s internal thought process, it is
assumed that the PT may predict it from a set of information Xt obtained from the
user’s behavior at some point T. The information set Xt is assumed to contain the usage
results up to the time point (t − 1), including data on the actions of the users. At some
point T, the PT performs his/her prediction Pt of user’s device usage continuation/
discontinuation by his/her identification rule Ft, formed by the information set Xt from
the user m and the expert knowledge. We attempted to formalize this identification rule
Ft as a part of this study.

2.3 Objective of This Study

In this study, through the case study shown in Chapter 3, we attempted 1) a comparison
between the actual usage rate Um and expert’s predictions P0 and P2, and 2) modeling
of the identification rules F0 and F2, before use (t = 0) and at the second use (t = 2).
The purpose of this study is to elucidate the processes of establishing a target user
identification methodology using expert knowledge.

3 Case Study: User-Testing of a Four-Wheel Electrically
Assisted Cycle for Frail Elderly People

3.1 Methodology

A case study was conducted based on user testing of the Life Walker (LW; Fig. 2),
which was developed by the Yamaha Motor Engineering Co., Ltd. (YEC; Saijo et al.
2014; Ohashi et al. 2017). The LW is an electrically-assisted pedal-powered device
designed to assist in the mobility of the frail elderly. It is easy to pedal due to having an
electrical assistance function and is equipped with an automatic brake pedal. It is
approved by the Japanese Industrial Standard (JIS) so that it can travel on footpaths in
the same way as a wheelchair. It was developed to help elderly and sick people expand
their range of activity, improve physical fitness, and recover motor function, but is not
yet available on the market. After receiving guidance and advice from YEC on how to
ride the LW, it was lent to Kakegawa Kita Hospital for experimental use.
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An outline of the survey is shown in Table 1. The study was conducted at Kake-
gawa Kita Hospital twice, in fiscal year 2014-2015. Test rides of the LW were rec-
ommended to all visitors who were judged by the PT team, including three PTs and
three rehabilitation assistants, to be free from serious mental and physical issues, were
able to communicate, and were able to use the LW. At the time of the recommendation,
all the PT team members and other users were shown the vehicle and asked if they
would like to ride it. Although elderly patients were asked if they would like to use the
LW, some chose not to. Out of 138 elderly patients using the rehabilitation hospital to
restore their physical function, 10 people were not recommended to try the device by

Fig. 2. Photograph of the life walker mobility device.

Table 1. Summary of research scenario.

Location Kakegawa Kita Hospital, Shizuoka, Japan

Dates December 2, 2014 to February 6, 2015
Users 57 elderly patients
Number of LWs Three
PT team 3 physical therapists with 8-, 2-, and 1-years’ experience and 3

rehabilitation assistants with 8-, 1-, and 1-years’ experience
Methods (Details in
Fig. 3)

• Interviews with PT team before and after lending the device
• Interviews with users
• Questionnaire surveys and test rides by PT team
• Test drive recordings with mini video camera
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PT team, 71 people did not use the device even when the PT team recommended, and
57 people used the device according to the recommendation. For the investigation, a PT
team consisting mainly of physical therapists (PTs) was set up at Kakegawa Kita
Hospital and the LWs were used as part of the usual rehabilitation program. Before use,
instruction on how to ride the LW was given to the PT team, and surveys and ques-
tionnaires prepared by researchers were given to the users.

Each time the users arrived at the hospital, the PT team checked whether they 1)
were using the LW, 2) intended to continue using it for that day, and 3) predicted they
would continue use until the end of the experimental period. This was checked before
the first use and after the second use, and the reasons noted.

3.2 Data Collection

As shown in Fig. 3, the survey in this study was conducted via interviews with PT
team. Test ride experiments were conducted by the PT team in accordance with the
study methods. The 1st study period (Saijo et al. 2014) was conducted in fiscal year
2012–2013. The 2nd study period (fiscal year 2014–2015) is described here. Approx-
imately half of the users (30 users) participated in both study periods.

A questionnaire-based survey (basic attributes, basic checklist; MHLW 2012) was
conducted before the first and third uses of the LW. During LW use, the person in
charge of the PT team accompanied and assisted the user. After the first and second
uses, a test ride performance evaluation was conducted, together with collecting
feedback from users.

The PT team predicted twice whether each user would continue use of the LW:
once before the first use, and then again after the second use. In the 1st study period, it
was difficult to determine whether the user would continue with the device, as pre-use
PT team forecasts were mainly based upon nursing care level, or the answers to a basic
checklist. Since it was recognized that the physical conditions of the elderly users were
different, in the 2nd study period, the predictions were described in terms of mental and
physical aspects of users.

Usage predictions were made by the PTs based on a variety of information,
including the patient’s motivation, daily behavior, and reactions during use. These
observations were shared in daily reports and at end-of-day meetings.
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3.3 Results of the Experiment

Test Ride Results. Of the 57 users, 30 (52.6%) continued to test ride the LW until the
end of the experiment (Fig. 4). Among the users, there were 27 males and 30 females,
18 people aged 65–74 years and 36 people aged over 75 years old (mean age = 78.7
years, standard deviation = 7.3). Their needs for nursing care varied but this did not
significantly affect their continuation/discontinuation of LW use.

Fig. 3. Experiment and data flowchart (★ indicates data used in this study).

284 M. Watanabe et al.



In both the 1st and 2nd study periods, a PT gave advice regarding getting on, driving,
and getting off the device. Although many elderly people had difficulty walking on
their own, they often used the LW during the 1st study period (70 test riders, mean
uses = 7.4; Saijo et al. 2014). The situation was similar in the 2nd study period (mean
uses = 8.7 times). The continuation/discontinuation threshold was the same as in the 1st

study period, with a maximum cumulative use of 40% at the end of the experiment
(Fig. 5). Here, the usage rate for each user is obtained by dividing the number of test
rides by the number of visits to the hospital. The maximum cumulative usage rate is
defined as the usage rate at the end of 2nd study period. The thin red and blue lines
indicate each user’s usage according to whether they continued or discontinued usage,
respectively. The bold red and blue lines indicate the maximum and minimum usage
rates of the users on each day of the experiment, respectively.

Therefore, in this study, the continuation/discontinuation threshold was set at 40%,
which was the maximum cumulative discontinuation rate at the end of the experiment.
Moreover, the correlation between the usage rate and number of days visited was
0.013, indicating that even if there were many opportunities, the LW was not always
used.

Recommended
but did not used,

71, 51.4%

Not recommended,
10, 7.2%

Continued,
30, 21.7%

Discontinued,
27, 19.6%Used, 57,

41.3%

Fig. 4. Percentages of elderly patients using day-care facilities (left) and the mobility device
(right).
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Comparison Between Test Ride Results and PT Team Predictions. The users were
all elderly persons who were judged as able to use the LW. Since all of the users made
positive comments at the beginning of the trial, the initial behavior of all users was
recorded as “using”. However, their behavioral status could change to “stop using” or
“continue to use” after repeated usage. The users’ behavioral decisions were made at
each visit, and the experts predicted whether each user would continue to use the
device.

The PT team made correct predictions 66.7% of the time at P0 (before usage) and
87.7% of the time at P2 (after the second use) regarding whether users would continue
or discontinue use of the device (Table 2). Predictive factors for continued use were the
user’s functioning in daily life, their willingness to use the device, and whether they
used the device a second time. The survey also found that 26.4% of predictions were
revised based on how the users utilized the device and their comments on their use,
indicating that the timing of the prediction is important for improving the accuracy of
the judgments.
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Fig. 5. Variation in individual usage rates over time. (Color figure online)

Table 2. Percentages of users continuing usage: predictions and results.

Result Initial Prediction P0 Result Second Prediction P2
Continuation Discontinuation Continuation Discontinuation

Cont. 30 (52.6%) 0 (0.0%) Cont. 28 (49.1%) 2 (3.5%)
Discont. 19 (33.3%) 8 (14.0%) Discont. 5 (8.8%) 22 (38.6%)

Result: P0 66.7% Result: P2 87.7%
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4 Modeling the Identification Rules of the Experts (PTs)

As shown in Table 2, experts found that they could correctly predict continued use of
the LW in 66.7% of cases. Furthermore, after two instances of observing device usage,
the judgement accuracy improved significantly. This suggests that experts can use their
tacit knowledge as an identification rule, and further refine it based on observation of
users’ behavior while using the device. So, how can implicit identification rules be
expressed in an accurate model? In this chapter, we aim to model identification rules
based on the results of questionnaires, interviews with users, and the reasons for PT
team predictions.

4.1 Modeling by Questionnaire Results

Gender, age, required care level, and test ride evaluation, which were the basic attri-
butes obtained from the questionnaires. These were examined as explanatory variables
of the objective variable usage rate. Multiple regression analysis was conducted with
usage rate as the objective variable, but no statistically significant explanatory vari-
ables were found.

4.2 Modeling by Users’ Reasons for Using and Continuing/Discontinuing
to Use the Device

Users’ reasons for starting to use the LW (at time = 0) and for continuing/discontinuing
its use at the end of the experiment (time k) were obtained from interviews with users
and categorized as qualitative data. They were used as dummy variables to estimate the
reasons for continuing/discontinuing use.

The main reason for starting use was that none of the users saw the device in a
negative way, suggesting that, at the beginning, they did not intend to stop using it. In
addition, as a result of factor analysis using reasons as dummy variables, three main
reasons for starting use of the device were identified: “ambitiousness”, “to accept the
recommendation” and “due to interest in the device”. However, in the multiple
regression analysis of usage rate, these variables were not statistically significant. From
this, it can be said that at the start of the program, it was impossible to predict whether a
user would continue or stop use of the device.

At the end of the program (time k), more than five users mentioned reasons for
continuing/discontinuing use of the LW: “it provides exercise (Xk1),” “it allows me to
go out (Xk2),” “I get tired easily (Xk3),” “its speed is slow (Xk4),” and “it is troublesome
(Xk5)”. As a result of the multiple regression analysis using these explanatory variables
and usage rate Um as an objective variable, three explanatory variables were found: “it
provides exercise (Xk1),” “it allows me to go out (Xk2),” and “its speed is slow (Xk4).”

Um ¼ 0:274þ 0:302xmk1 þ 0:407xmk2 � 0:217xmk4 ð1Þ

Although the adjusted coefficient of determination is only 0.411, the regression
equation is statistically significant (Table 3) and all explanatory variables are also
statistically significant (Table 4). Therefore, we conclude that these variables have
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explanatory power, indicating that it is possible to identify potential users based on the
main reasons for continuing/discontinuing use mentioned by the users themselves.

4.3 Modeling by Underlying Rationale of Expert Predictions

Table 5 shows the reasons given for the initial prediction P0 and second prediction P2.
It can be seen that the reasons given for the second prediction P2 are more specific than
those given for the initial prediction P0. It can also be seen that some variables have
different numbers of responses while others do not when comparing P0 and P2. For
example, many gave the psychological reason of “Interest in the device” for predicting
P0, which seemed to be divided into two reasons for predicting P2: “It is like a bicycle”
and “It is troublesome,” indicating that the users’ behaviors changed depending on their
user experience. From this, it can be inferred that the factors determining initial use and
continuous use were different. Focusing on the physical aspect of the reasons used for
prediction, paralysis and functional impairment may be positive factors when the
symptoms are mild, or negative when they are severe. This is because the LW can be

Table 3. Analysis of variance.

Variation Sum of
squares

Degrees
of
freedom

Unbiased estimate of
population variance

Variance
ratio

P-
value

Judgment

Overall variation 4.57 56
Variation due to
regression

2.02 3 0.67 14.02 0.000 [**]

Residual variation
from regression

2.55 53 0.05

Table 4. Multiple regression equation

Variable Number
of
samples

Partial
regression

Standardized
partial
regression
coefficient

F-
value

P-
value

Judgment Standard
error

VIF

It provides
exercise

28 0.302 0.534 24.1 0.000 [**] 0.062 1.12

It allows me
to go out

5 0.407 0.406 13.9 0.000 [**] 0.109 1.13

It is
troublesome

8 −0.217 −0.266 6.5 0.014 [*] 0.085 1.04

Constant
term

0.274 32.4 0.000 [**] 0.048
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used even if one foot is paralyzed and falls off the pedal, since it can be fixed with a
strap or other device. Therefore, it is inferred that the identification of continuation/
discontinuation is unclear when the degree of physical disability is mild to severe.

In this study, we categorized the reasons used for the initial prediction P0 and
second prediction P2 as dummy variables, and performed multiple regression analysis
with usage rate as the objective variable to analyze whether these factors can be used
for identification.

Explanation by Reasons of Initial Prediction P0. In order to clarify the factors
determining continued use from the reasons considered in prediction P0, a correlation
analysis was carried out. The reasons could be used in multiple regression analysis
using usage rate as an objective variable. However, no significant explanatory vari-
ables were obtained. From this fact, it can be said that the first prediction instance has
no explanatory power for the identification of continuation/discontinuation.

Explanation of Reasons in Second Prediction Instance P2. As shown in Table 5, in
the second-prediction instance (P2), the reasons for continuation/discontinuation
became more specific than in the initial-prediction instance. Also, the number of
negative factors increased, which is considered to be because 15 users (26.3%) who
were predicted to continue at P0 were then predicted to discontinue at P2. As a result of
selecting variables by factor analysis, three factors were obtained as explanatory
variables: “Has the will to exercise (X1),” “Anxiety and complaints about device (X7),”
and “Fatigues easily (X17)”. Then, a multiple regression equation of usage rate was
obtained as below:

Table 5. Reasons used for prediction of use (psychological and physical aspects) and numbers
of responses. ± indicate positive/negative reasons.

Reasons (psychological) P0 P2 Reasons (physical) P0 P2
+ Have the will to exercise 18 13 + Independent in daily life 11 9
+ Have the will to rehabilitate 14 10 + Movement is self-sustaining 7 6
+ Like bicycles 1 3 + Walk independently 7 4
+ High ambition to walk 2 2 + Walk with a cane 1 1
+ Interest in the device 9 2 + Dysfunction is mild 1 1
- Anxiety and complaints about device 0 11 + Paralysis is mild 3 3
- Decreased physical mobility 3 2 - Dysfunction is severe 2 2
- Sensitive person 2 1 - Old 1 1
- Anxiety about the lower back 0 1 - Severe hemiplegia 1 1
- Frequent knee pain 0 1 - Lower back pain 1 2

- Prone to fatigue 1 7
- Slow movement 1 1
- Motor paralysis 2 1
- Sitting position is unstable 0 3
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Um ¼ 0:471þ 0:184xm2 � 1 � 0:235xm2 � 7 � 0:327xm2 � 17 ð2Þ

Though the adjusted coefficient of determination is 0.370, the regression equation is
statistically significant (Table 6) and all explanatory variables are also statistically
significant (Table 7). Therefore, we conclude that variables with explanatory power
were selected.

4.4 Validation of the Obtained Model

The validity of the factors used in Eq. (2) (in which the rationale for PT predictions
after the second usage were used as explanatory variables) is examined by comparison
with the factors used in Eq. (1) (in which the reasons given by users for
continuation/discontinuation of the experiment were used as the explanatory variables).

Table 6. Analysis of variance table.

Variation Sum of
squares

Degrees
of
freedom

Unbiased estimate of
population variance

Variance
ratio

P-
value

Judgment

Overall variation 4.574 56
Variation due to
regression

1.844 3 0.615 11.94 0.000 [**]

Residual variation
from regression

2.729 53 0.051

Table 7. Multiple regression equation.

Simple
correlation

Partial
regression

Standardized
partial
regression
coefficient

F-value P-
value

Judgment Standard
error

Has the will
to exercise

0.416 0.184 0.273 5.841 0.019 [*] 0.076

Anxiety and
complaints
about device

−0.366 −0.235 −0.328 8.778 0.005 [**] 0.079

Fatigues
easily

−0.439 −0.327 −0.379 12.063 0.001 [**] 0.094

Constant
term

−0.275 0.471 119.874 0.000 [**] 0.043
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There were three main reasons given for the re-prediction in Eq. (2): “has the will
to exercise,” “anxiety and complaints about device,” and “fatigues easily,”. There were
also three reasons for continuation/discontinuation of the experiment given by users: “It
is exercise,” “It allows me to go out,” and “It is slow.” The same factors were eluci-
dated for “exercise motivation” and “anxiety and dissatisfaction with the product.”
Although “It allows me to go out” and “fatigues easily” may seem different at first
glance, it was inferred that the users who want to go out are physically able to drive
outdoors (in this case, the hospital parking lot) and were not people who were easily
tired or had difficulty in going outdoors. Therefore, Eqs. (1) and (2) use almost the
same factors, and the factors clarified by the analysis are highly valid.

In this chapter, we have attempted to model the identification rules implicitly used
by experts. As a result, a valid model of an identification rule was derived after the
second usage instance, at which time the continuation/discontinuation predictions were
88.6% correct. In addition, it was suggested that the experts were able to identify users
who were highly compatible with the LW with high accuracy through only two
experiments that focused on three factors: 1) motivation to exercise, 2) anxiety and
dissatisfaction with the product, and 3) ease of fatigue.

5 Conclusions

In order to implement the use of assistive devices for the elderly, it is necessary to
know what kind of elderly people are the target users, which is not easy. In this study,
we considered elderly people who continued to use the device to be typical target users.
We proposed an experimental and analytical method that combines the results of a
small number of experiments conducted on a small number of users with a discriminant
model obtained from experts who are familiar with the mental and physical conditions
of the elderly.

This method was applied to the case of a four-wheel electrically-assisted pedal
mobility device for facilitating mobility and rehabilitation. Initially, it was difficult to
know whether users would use the device long-term. However, this could be predicted
by evaluating the following three factors: 1) willingness to exercise, 2) anxiety and
dissatisfaction with the product, and 3) ease of fatigue. At the same time, it was found
that factors suggestive of utilization prior to use (e.g. ambitiousness) were not able to
predict usage patterns consistently, suggesting that in order to promote the use of
assistive devices, experiments must be conducted on elderly people.

Our results suggest that even if it is difficult to conduct a large number of exper-
iments on a large number of users under the same conditions (or a long-term study),
target users can be identified by 1) having a small number of elderly people use the
equipment several times, and 2) obtaining expert predictions regarding whether users
will continue to use or stop using the device. This method allows the time required for
prediction to be greatly shortened.
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In order to disseminate the method proposed in this study (using comprehensive
judgment based on expert knowledge), it is necessary to further investigate and analyze
its applicability to other devices. The present study was conducted by a team that
included rehabilitation assistants who were not highly experienced. Thus, we believe
there is a possibility that the approach can be widely used to develop devices with
teams that include not only PTs with similar expertise but also medical professionals
who can explain and understand the reasons for usage continuation/discontinuation.
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Abstract. Usability heuristics are an effective method widely used in usability
research. Sometimes it’s necessary to build unique usability heuristics to address
usability in specific domains. This paper develops a heuristic evaluation for the
hearing impaired language training mobile application by collecting and ana-
lyzing previous studies. A comprehensive set of 19 heuristics and detailed
explanations are presented in this study for the hearing impaired language
training app. The new heuristics for the hearing impaired language training app
were validated through surveys and case studies with the help of users and
usability experts. Based on our findings, those results can be used as the ref-
erence to design or evaluate language training apps for the hearing impaired.

Keywords: Human-computer interaction � Usability evaluation � Hearing-
loss � Language rehabilitation

1 Introduction

The usability of a software product, which refers to the ease that a system can be
learned and used, greatly influences the user experience. Usability is a quality attri-
bute that assesses how easy user interfaces are to use. The word “usability” also refers
to methods for improving ease-of-use during the design process. Usability is defined
by five quality components: Learnability, Efficiency, Memorability, Errors and Satis-
faction [1].

There are different methods, techniques and tools related to the interaction between
a user and the software product. There are several methods for evaluating usability,
which vary according to the time/benefit-cost, rigor, number of users, number of
evaluators and the knowledge they possess. Usability inspection (usability problem
identification techniques that do not involve testing with potential users) is the generic
name for a set of cost-effective ways of evaluating user interfaces to find usability
problems. They are fairly informal methods and easy to use. Usability inspection
methods include Heuristic evaluation, Cognitive walkthroughs, Formal usability
inspections, Pluralistic walkthroughs, Feature inspection, Consistency inspection and
Standards inspection [2]. Heuristic evaluation can work very well [3].
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Heuristic evaluation [4] is a method for finding usability problems in a user
interface design by having a small set of evaluators to examine the interface and judge
its compliance with recognized usability principles. Independent research has found
heuristic evaluation to be extremely cost-efficient, confirming its value in circumstances
where limited time or budgetary resources are available.

Nielsen proposed the ten usability heuristics for the design of user interfaces. Other
authors designed specific heuristics for some types of software [5–7]. In a previous
study, from the literature some usability heuristics were gathered for deaf web user
experience [8] and assistive courseware for the hearing impaired [9], but there is no
research focused on the language rehabilitation for the hearing loss.

The aim of this work is to formalize the development process of a proposal of
usability heuristics for the hearing impaired language training app. This article is
structured as follow: In Sect. 2, the methodology we used to formalize the heuristics is
presented, then in Sect. 3, literature reviews and basic surveys are done in order to get
the first version of the set of heuristics. The set of heuristics is listed in Sect. 4. After
that in Sect. 5, we validate the preliminary set of heuristics through case studies of the
pronunciation training part in Voibook app and Angel Sound app (a listening training
app for the hearing impaired), and finally the final version of heuristics set is introduced
formally.

2 Methodology

A methodology created by Daniela Quiñones [10] was used to formalize the devel-
opment of the heuristics proposal for the hearing impaired language training mobile
app. This methodology is a formal methodology aimed at developing usability
heuristics in specific application domains and it has 8 steps: Exploratory stage,
Experimental stage, Descriptive stage, Correlational stage, Selection stage, Specifica-
tion stage, Validation stage and Refinement stage.

The exploratory stage is to perform a literature review to collect information about
the specific application domain. The experimental stage is to gain some additional
information that hasn’t been identified in previous stages through experiments such as
usability tests, interviews and surveys. This next step is optional. The descriptive stage
highlights the most important topics of the previously collected information while the
correlational stage is matching the characteristics of the specific domain with existing
heuristics. Then classified heuristics can be formed through keeping, adapting, creating
and eliminating in the selection stage. The specification stage is using a standard
template to specify the set of heuristics formally. Finally, the proposed set of heuristics
should be validated through user testing or expert judgment in the validation stage.
Finally, the set of proposed heuristics based on the feedback from the validation stage
should be refined in the refinement stage.
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3 Defining Usability Heuristics for the Hearing Impaired
Language Training Mobile App

3.1 Exploratory Stage

Actually, the amount of information on usability tests and usability heuristic for people
with hearing impairments is scarce and there are even fewer language training appli-
cations for the hearing impaired. Except for researching the existing heuristics for the
hearing impaired language training application and features of those applications, the
systematic review was also addressed domains such as E-learning, the user experience
of deaf people (include children). Therefore, we listed the relevant articles in Table 1
and selected heuristics from those articles in Table 2.

Table 1. Selected studies

ID Authors Year Title

S1 Debevc, Stjepanovič
et al. [11]

2007 Accessible and adaptive e-learning materials:
considerations for design and development

S2 Yeratziotis and Zaphiris [8] 2018 A Heuristic Evaluation for Deaf Web User
Experience (HE4DWUX)

S3 Siebra, Gouveia et al. [12] 2017 Toward accessibility with usability: understanding
the requirements of impaired uses in the mobile
context

S4 Alroobaea [13] 2017 Developing Specific Usability Heuristics for
Evaluating the Android Applications

S5 Leporini and Buzzi [14] 2007 Learning by e-learning: breaking down barriers and
creating opportunities for the visually-impaired

S6 AlShammari, Alsumait
et al. [15]

2018 Building an Interactive E-Learning Tool for Deaf
Children: Interaction Design Process Framework

S7 Alsumait and Al-Osaimi [5] 2009 Usability heuristics evaluation for child e-learning
applications

S8 Schefer, Areão et al. [16] 2018 Guidelines for Developing Social Networking
Mobile Apps to Deaf Audience: a Proposal Based
on User experience and Technical Issues

S9 Di Mascio, Gennari
et al. [17]

2013 Designing games for deaf children: first guidelines

S10 Yeratziotis [18] 2012 Guidelines for the Design of a Mobile Phone
Application for Deaf People

S11 Mutalib and Maarof [9] 2010 Guidelines of assistive courseware (AC) for hearing
impaired students

S12 Namatame, Kitajima
et al. [19]

2004 A preparatory study for designing web-based
educational materials for the hearing-impaired

S13 Mohid and Zin [20] 2010 Courseware accessibility for hearing impaired
S14 Nathan, Hussain et al. [21] 2016 Deaf mobile application accessibility requirements
S15 Mohid and Zin [22] 2011 Accessible courseware for kids with hearing

impaired (‘MudahKiu’): A preliminary analysis
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3.2 Experimental Stage

A survey about the usage of language training app for the hearing loss was sent and 135
responses were obtained. The survey was about problems the hearing impaired found
when they were using the language training app. Also, we did an interview with 5 users
who keeps doing listening and voice training through mobile apps. The interview was
about how they use the app to help them do the training and the usability issues they
found.

Through the survey and interview, we knew that not many people know language
training apps designed for the hearing impaired and it is usually very hard for the
hearing impaired to insist training since those apps are not very well designed. Some
popular apps for the hearing impaired training are Angel Sound, Voibook and Learn
Putonghua. With the obtained feedback and ideas, we can know that there is a lot of
room for improvement. Those usability problems are concluded and listed as follows:

– They hope they can have training like English tests to improve the training
efficiency.

– Keep practicing is kind boring.
– They think some apps just did simple follow-up training.

Table 2. Selected heuristics (extract)

ID Heuristics

S1 Provide alternative ways to all sonorous content of applications, such as caption or
transcriptions in Sign Language (preferential)
Video subtitles
Captions
Prepare captions in all multimedia presentations
Interactive, motivating, use of captions
Provide equivalent alternatives to auditory and visual content
Attach the synchronized caption for hearing-impaired people in the case of audio
material, video material, and multimedia material
Provide captions with all multimedia presentations support the Windows Show Sounds
feature that allows a user to assign a visual signal and caption for each audio event

S2 Visibility of status and actions
Match between website and the deaf world
User control and freedom
Consistency and standards
Flexibility and efficiency of use
Aesthetic and minimalist design
Deaf skills
Pleasurable and respectful interaction
Privacy
Sign language video content
Captions
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– They don’t know how to improve their pronunciation after the voice training.
– They don’t know how they pronounce when they were doing the training.
– There is no pinyin in some apps (pinyin is the romanization of the Chinese char-

acters based on their pronunciation.).
– They hope they can repeat listening if they want.

3.3 Descriptive Stage

We analyzed, grouped and classified the information collected from previous studies.
Problems or heuristics related to totally deaf people were discarded because deaf people
can’t receive audible feedback, then it means it’s almost impossible for them to learn
how to listen and speak. That’s also the reason sign language exist. Therefore, our main
focus are on the people who can get audible feedback whatever through the hearing aid
or the cochlear implant surgery. Finally, a total of 21 heuristics were obtained. In
Table 3 is listed those heuristics

Table 3. Heuristics identified in similar domains

No. Heuristics

1 Prepare all audio information in visual form (images, text or sign language)
2 Provide linear and intuitive navigation
3 Easy reading content and minimalist design
4 Provide vibration alerts to applications notifications
5 Provide assistance to find content and guide users through the system
6 Inform the hearing impaired of the success or failure of an operation immediately
7 Provide coverage of uses errors and suggestions about their corrections
8 Provide users with control over the training (pause, skip, repeat)
9 Provide training status guide to track users’ progress
10 Explorable interfaces
11 Avoid limits of time control to users’ reading or interaction
12 Encouragement
13 Users should learn all the status
14 Exit signs are visible
15 Flexibility to customize the app as per user needs
16 The program is designed to speed up interactions for the expert hearing-impaired, but

also to cater to the needs of the inexperienced hearing impaired.
17 Training objectives should be balanced with multiple ways to train
18 The program provides the instructor with the evaluation and tracking reports
19 The application is paced to apply pressure but not frustrate the hearing impaired
20 The user-driven content management system (such as edit/delete, or liked/marked

content) should facilitate the user
21 All the training materials should be added pinyin (for text) or captions (for video)

298 W. Xiong et al.



3.4 Correlational Stage

In this stage, those problems identified from the survey and interview are matched to
the heuristics we concluded. In Table 4, we can see the specific heuristics that address
certain problems.

3.5 Selection Stage

Then the heuristics set with reference to Nielsen’s 10 usability heuristics were started to
create. According to the user tests, “Exit signs are visible” was deleted and “Users can
record their pronunciation and listen”, “Provide users right and wrong answers to
compare and learn”, “Provide users suggestions for improvement” were added to the
heuristics set.

4 A Set of Usability Heuristics for the Hearing Impaired
Language Training Mobile App

As a result, the first version of heuristics for the hearing impaired training app was
concluded. The heuristics was named HHITA due to its acronyms “Heuristics for the
Hearing Impaired Training APP”. We described each proposed heuristics in a formal
way in Table 5:

Table 4. Matches among identified problems and the existing heuristics

No. Problem Heuristics

1 They hope they can have training like
English tests to improve the training
efficiency.

Training objectives should be balanced
with multiple ways to train

6 Keep practicing is kind boring Multimedia representations assist the
training process. (game, video, text,
pictures, sign language)

2 They think some apps just did simple
follow-up training

3 They don’t know how to improve their
pronunciation after following the voice
training

Provide users suggestions for
improvement

4 They don’t know how they pronounce
when they were doing the training.

Users can record their pronunciation and
listen

5 There is no pinyin in some apps All the training materials should be
added pinyin (for text) or captions (for
video)

7 They hope they can repeat listening if
they want

Provide the hearing impaired with
control over the operations (pause, skip,
repeat)
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Table 5. The first version of heuristics for the hearing impaired training app

ID Heuristics Definition

HHITA01 Prepare all audio information
in visual form

Audio content should be replaced with images, text or sign
language where relevant to suit mobile space in the system

HHITA02 Minimalist design The system should provide linear and intuitive navigation,
easy reading content and contrast color

HHITA03 Provide vibration alerts to
applications notifications

Notifications in the system should be issued in vibration

HHITA04 Provide assistance to guide
users through the system

The system should help users to find contents they want

HHITA05 Tolerance for error The system should provide coverage of use’s errors and
suggestions about corrections

HHITA06 User control and freedom The system should provide users with control over the
training, such as pausing, skipping and repeating. Users can
also edit/delete or liked/marked content if they want

HHITA07 Provide training record The system should provide training record to track users’
progress. The training record is also for instructor to evaluate
users

HHITA08 Multiple training ways Training objectives should be balanced with multiple ways to
train to encourage the explorative training process

HHITA09 No time limit training The system should avoid limits of time control to users’
reading or interaction

HHITA10 Encouragement The system should provide games, punch card system or
social media to encourage users insist training

HHITA11 Visibility of system status Users should learn all status, the system can provide a double-
high status bar to show the condition if it’s necessary

HHITA12 Flexibility Flexibility to customize the app as per user needs. The system
is designed to speed up interactions for the expert hearing-
impaired, but also cater to the needs of the inexperienced
hearing impaired

HHITA13 Suitable Content The system is paced to apply pressure but not frustrate the
hearing impaired

HHITA14 Provide pinyin captions All the training materials should be added pinyin (for text) or
captions (for video)

HHITA15 Provide immediate feedback The system should inform the hearing impaired of the success
or failure of an operation immediately

HHITA16 Users can record their
pronunciation

Users can record their pronunciation first, then listen and
compare with the standard pronunciation in the system

HHITA17 Answer analysis The system should provide users right and wrong answers to
make users compare in order to learn it efficiently

HHITA18 Provide users suggestions for
improvement

The system should provide users how they did the training
and give users suggestions for improvement
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5 Usability Heuristics for the Hearing Impaired Language
Training Mobile App: Validation

5.1 Validation Stage

Six experts were recruited to evaluate the two selected apps using heuristics from the
specification stage and the Nielsen’s heuristics. One of the experts is the product
manager of an app designed for hearing impaired and he is also a hearing impaired.
Therefore, he is an expert in hearing-impaired products and usability problems. Four of
the evaluators were master’s degree holders in HCI who are familiar with heuristics
evaluation. The other is a speech therapist who did a lot of rehabilitation training for the
hearing impaired.

Language rehabilitation for the hearing impaired is mainly consisted of listening
and speaking training, so we chose Angel Sound and Voibook as our evaluated
applications. Angel Sound (see Fig. 1) is a PC-based interactive listening rehabilitation
program developed by TigerSpeech Technology and freely distributed by a non-profit
organization. It also has a mobile version and it’s mainly focused on listening training
for the hearing impaired. Voibook (see Fig. 2) is a barrier-free communication app
designed for people with hearing disorders (hearing loss/deaf). One of the modules of
Voibook applies for speaking training.

Fig. 1. Interfaces of Angel Sound
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The experiment was carried out by two separate groups of evaluators, and there are
three experts in each group. One group used the set of heuristics for the hearing
impaired training app concluded from the specification stage, while the other group
used Nielsen’s heuristics.

Evaluators are asked to inspect the Angel Sound and Voibook’s interface using the
heuristics. The mismatch will be recorded if those evaluators felt there is a usability
problem. Evaluators are also asked to give each problem a severity rating using a 5-
point rating scale: 1-Cosmetic problem, 2-Minor usability problem, 3-I don’t agree, 4-
Major usability problem and 5-Usability catastrophe. We asked each evaluator to
explain his/her ratings at the same time.

Table 6 presents the number of usability problems identified by each group of
evaluators. It also shows the average severity of the usability problems.

We calculated the total number of problems found in the two apps using different
heuristics and tracked the severity of each problem. Evaluators found 13 usability
problems in Voibook and 12 usability problems in Angel Sound by using heuristics for
the hearing impaired training app. For evaluators who use the Nielsen’s heuristics, they
only found 3 usability problems in Voibook and 7 usability problems in Angel Sound.
Therefore, we can know the heuristics for the hearing impaired training app are able to
identify more usability problems than the Nielsen’s heuristics.

Moreover, the average severity for the heuristics for the hearing impaired training
app is 4.37, while the average severity for the Nielsen’s heuristics is 4.17. Hence it
seems the usability problems identified by the group who used the heuristics for the
hearing impaired training app were qualified as more severe.

Fig. 2. Interfaces of Voibook
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5.2 Refinement Stage

Finally, we gathered the usability problems (see Table 7) through the heuristics eval-
uation and proceeded to analyze them. According to opinions of experts and based on
Nielsen’s heuristics, the heuristics for the hearing impaired training app were
developed.

For HHITA02, the meaning can be richen, such as the movement of elements on
the interface should be suitable, the content on the interface shouldn’t be too crowded
and the notification should be noticeable. For HHITA09, the system should avoid limits
of time control to users’ reading or interaction in daily training, but for a test or a game,
the system can set time limit to raise users’ interest. For HHITA11, A double-high
status bar might be unnecessary. For HHITA12, the system can provide users training
contents according to their level in a smarter way. We can add HHITA19: Provide
users enough time to understand the feedback.

Table 6. Usability problems identified in Voibook and Angel Sound

Group1: Using heuristics for the hearing
impaired training app

Group2: Using Nielsen’s heuristics

ID Number of
problems

Average
severity

ID Number of
problems

Average
severity

HHITA1 1 3.83 H1 3 4
HHITA2 1 3.67 H2 0 4.17
HHITA3 2 4 H3 1 4.67
HHITA4 2 4.17 H4 1 4.33
HHITA5 1 4.33 H5 2 4.5
HHITA6 5 4 H6 0 3.83
HHITA7 1 4.5 H7 0 3.83
HHITA8 2 4.5 H8 1 3.16
HHITA9 1 4 H9 1 4.67
HHITA10 2 4.17 H10 1 4.5
HHITA11 1 3.67
HHITA12 1 4.5
HHITA13 0 4.83
HHITA14 1 5
HHITA15 0 4.67
HHITA16 1 4.83
HHITA17 1 5
HHITA18 2 5
Total 25 Total 10
Average severity 4.370555556 Average severity 4.166
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6 Formal Specification of the Usability Heuristics
for the Hearing Impaired Language Training Mobile App

– HHITA01: Prepare all audio information in visual form
Audio content should be replaced with images, text or sign language where relevant
to suit mobile space in the system.

– HHITA02: Minimalist design
The system should provide linear and intuitive navigation, easy reading content and
contrast color. The movement of elements on the interface should be suitable. The
content on the interface shouldn’t be too crowded. The notification should be
noticeable.

– HHITA03: Provide vibration alerts to applications notifications
Notifications in the system should be issued in vibration.

– HHITA04: Provide assistance to guide users through the system
The system should help users to find contents they want.

– HHITA05: Tolerance for error

Table 7. Usability problems in Voibook and Angel Sound

Voibook Angel Sound

There is no vibration notification There is no visual notification when playing
the sounds

There is no button that can help users find
what they want

The notification on the bottom is too small to
see when they system is comparing the right
and false answer

On the registration interface, the default of
phone number is American number rather
than Chinese phone number

There is no vibration notification

In the pinyin training part, users can’t mark
what they want to practice later

There is no assistance when training

There is no training record Users can’t go back to previous questions
The following-up training is kind boring Users can’t speed up training
There is time limit when testing the
pronunciation

Users can’t mark the question and practice
later

There is no encouragement system Multiple choices only
The training is not intelligent enough There is no encouragement system
The article training part has no pinyin
captions

There is no status shown

Users can’t record their pronunciation There is no suggestions for improvement
There is no training analysis Time is not enough for users to learn the

feedback provided by the system
There is no suggestions for improvement The exit button is not clear
The feedback between pinyin part and other
parts is different
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The system should provide coverage of use’s errors and suggestions about
corrections.

– HHITA06: User control and freedom
The system should provide users with control over the training, such as pausing,
skipping and repeating. Users can also edit/delete or liked/marked content if they
want.

– HHITA07: Provide training record
The system should provide training record to track users’ progress. The training
record is also for instructor to evaluate users.

– HHITA08: Multiple training ways
Training objectives should be balanced with multiple ways to train to encourage the
explorative training process.

– HHITA09: No time limit training
The system should avoid limits of time control to users’ reading or interaction in
daily training, but for a test or a game, the system can set time limit to raise users’
interest.

– HHITA10: Encouragement
The system should provide games, punch card system or social media to encourage
users insist training.

– HHITA11: Visibility of system status
Users should learn all the status.

– HHITA12: Flexibility
Flexibility to customize the app as per user needs. The system is designed to speed
up interactions for the expert hearing-impaired, but also cater to the needs of the
inexperienced hearing impaired.

– HHITA13: Suitable Content
The system is paced to apply pressure but not frustrate the hearing impaired.

– HHITA14: Provide pinyin captions
All the training materials should be added pinyin (for text) or captions (for video).

– HHITA15: Provide immediate feedback
The system should inform the hearing impaired of the success or failure of an
operation immediately.

– HHITA16: Users can record their pronunciation
Users can record their pronunciation first, then listen and compare with the standard
pronunciation in the system.

– HHITA17: Training analysis
The system should provide users right and wrong answers to make users compare in
order to learn it efficiently.

– HHITA18: Provide users suggestions for improvement
The system should provide users how they did the training and give users sug-
gestions for improvement.

– HHITA19: Provide users enough time to understand the feedback.
The system should provide users suitable feedback and give them time to
understand.

Usability Heuristic Evaluation for the Hearing Impaired Language Training 305



7 Conclusions and Future Works

Mobile apps are very useful tools to help the hearing impaired do language training.
Since the hearing-impaired interaction style is different from hearing people and the
current use of guidelines for the hearing-impaired is seriously limited. Therefore, it’s
necessary to develop a set of specific usability heuristics.

In this study, a proposed set of 19 heuristics which cover the usability of language
training apps designed for the hearing impaired are presented. Those heuristics can be
used to evaluate the existed language training app and find usability problems. What’s
more, when designing language training apps for the hearing impaired, those heuristics
can be used as guidelines.

The future direction of this research is to design a listening and speaking training
app for the hearing impaired that covered the proposed heuristics. In addition, a user-
centered usability test will be carried out to implement the heuristics.

Acknowledgments. The author would like to thank all the participants in the experiments such
as the surveys, interviews and the case study.
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Abstract. A good lifestyle has a close relationship with people’s health and
well-being. Research on lifestyle is always playing an important in philosophy,
sociology, economics and other subjects. As people entering into the age of
information, many products and services that change people’s lifestyle have
emerged. If people’s lifestyle can be guided and changed, then what elements
should lifestyle have as design’s objective? This research taking design thinking
as a tool and from the perspective of experience, have concluded four elements
of lifestyle through qualitative research, which are: behavior (motivation,
behaviors’ changing and behavior’s habits); rhythm (intensity, repetitiveness
and duration); relationship (strong and weak relationship, role relationship); and
meaning (intentional meaning and accidental meaning). Dealing with lifestyle as
an object of design could begin with these four elements.

Keywords: Lifestyle � Experience � Behavior � Design

1 Lifestyle to Be the Object of Design

For a long time, lifestyle has been an important research object in philosophy, soci-
ology, economics and other fields, demonstrating the importance of life style research
to social development. In the German ideology, Marx and Engels considered the
establishment of free life as the development goal of human society, and proposed that
the development process of human society is “the production process of life” [1]. In
addition to viewing lifestyle as a manifestation of social development, there are also a
number of studies linking lifestyle to human health. The world health organization
(WHO) has noted that “the greatest threat to humanity in the 21st century is lifestyle
disease.” In 1948, the world health organization proposed the definition of health as:
“Health is not only the absence of disease and infirmity, but also the maintenance of
physical, psychological and social adaptation in all its aspects” [2]. In fact, social
adaptation refers to people’s ability and coping methods to deal with various com-
plicated things in life, including how to deal with interpersonal relations, how to face
difficulties and challenges, and how to change bad living habits, reflected in the
exploration of life experience and life quality.
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The rapid development of information technology, big data computing and artificial
intelligence has brought new experiences and unlimited imagination to lifestyle. Under
such a technological background, how to use information technology to create a better
way of lifestyle has become a problem that many enterprises are discussing in recent
years. The appearance of iPhone has not only changed the interaction between people
and mobile phones, but also redefined the concept of “mobile phone”. Mobile phone
has changed from a product with communication function to a comprehensive life
service terminal satisfying people’s social life, shopping life, entertainment experience
and other behavioral activities.

WeChat, emerged in 2011, has become the largest and most comprehensive plat-
form to communicate, socialize and find life-assisting tools in China. Intelligent
household life also provides users with a new lifestyle. The user can control appliances
by various sensors (e.g., TV, refrigerator, air conditioning, lights, curtains, etc.). These
products even can teach themselves to learn users’ habits and provide a better user
experience at the right time and context.

It is easy to say that the content of design has expanded from meeting personalized
needs to social ones, from single service to comprehensive ones. The designed objects
deal with non-material things which are much more complicated and comprehensive
and relating to life, including emotion, behavior, relationship, experience and meaning.
As the emergence of products and services change people’s lifestyle, then whether
lifestyle could be the object of design?

Herbert Simon, a famous social scientist made a clear definition in The Science of
the Artificial: “Design is when people spare no effort in changing the current situation
into their expectation” [3]. He realized that people are always walking from the current
situation to a much satisfied future, and he also admitted that design is the way for
people to achieve that goal. Richard Buchanan has proposed a ‘Four orders of design’
[4], and he believed that design has transformed from product design, graphic design
and environment design to another dimension, including symbols, things, behaviors
and meaning. The aim of design is shown in how to embed meaning into technology in
the modern society, resulting in a reasonable lifestyle and value. Carnegie Mellon
University has mentioned Transition Design since 2014, which claimed that design
should focus on the changes of life and a more sustainable development of society.
Design could affect lifestyle and guide it. In other words, lifestyle has already become
an object of design.

2 The Research of Different Disciplines on Lifestyle

Scholars in sociology, economics, literature, drama, rhetoric and other disciplines have
all made different comments on lifestyle from different perspectives (see Fig. 1), such
as the interaction between individuals and society, class and status, lifestyle and
consumption behavior, human experience, life happiness and so on.
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Plato [5] and Aristotle [6] used to propose the philosophic thinking related to
lifestyle and happiness. The sociologists in the early times considered lifestyle as a
measurement of class and status. “Lifestyle”- this word was firstly created by Max
Weber, a famous Germany sociologist and philosopher. Weber mentioned the idea of

Fig. 1. The research perspective and main point of view of different discipline to lifestyle.
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lifestyle in Class, Status, and Power and he thought lifestyle can help people distin-
guish a certain class of people from others [7]. Philosophers such as Dewey [8], Mead
[9] mentioned that people’s experience and meaning appeared during the interaction
between people and society. People’s lifestyle is not alone, and it will be affected by
social environment. When people establish the society, they are building their own life.
Schutz, Habermas [10] and other people took the perspective of behavior, admitting the
fact that individual’s behaviors will affect society, and they thought people’s actions
and social environment are closely related to and reinforced each other.

Western economists always study lifestyle and the way of consumption together.
Weber and Veblen studied lifestyle from the perspective of consumption. Economists
study lifestyle on three aspects: 1. Classify the market through lifestyle; 2. How life-
style affect behaviors of consumers; and 3. the research on certain group of people’s
lifestyle.

Although sociology and economics focused on lifestyle for a long time, most of
them consider lifestyle as an influencing factor of social development and consuming
behaviors, or study in the context of lifestyle. There is few design method or theory
which consider lifestyle as the object of design in its subject.

3 Design Research on Lifestyle

The research on lifestyle design started from 1980s, and the number of researches
became to increase after 21st century and have achieved certain results gradually. The
number of researching institutions on lifestyle amounted to 572 units between 2003 and
2007. Table 1 has presented the top 10 researching institutions. What’s more, devel-
oped countries and those with well welfare focus much more on the research on
lifestyle. The first Chinese researching institution on lifestyle is The Hong Kong
Polytechnic University, ranking 60.

Table 1. Distribution of lifestyle design research institutions from 1991 to 2017.

No. Institution Country Number Percentage

1 University of Amsterdam Holland 33 2.277
2 Maastricht University Holland 32 2.208
3 University of South Carolina United States 28 1.932
4 University of Queensland Australia 25 1.725
5 Karolinska Institute Sweden 22 1.518
6 Monash University Australia 22 1.518
7 University of Sydney Australia 22 1.518
8 University of Melbourne Australia 20 1.380
9 Newcastle University United Kingdom 20 1.380
10 Lander University Sweden 19 1.311
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In design study, there has no powerful theoretical studying system, method and
model been formed on this object. In China, the author searched “lifestyle and design”
in journals, doctoral dissertation, master’s thesis, Chinese conferences, international
conferences, newspaper and yearbook from CNKI, 4162 articles related to “lifestyle”
and “design” are found. Most of these researches consider lifestyle as the context of
design or conduct researches on targeted people. The researches on lifestyle mostly
concentrate in healthcare, social development, economic development, city construc-
tion and other areas, which regards lifestyle as the object of design is few.

4 The Exploration of Elements of Lifestyle

Scholars from different disciplines have proposed the elements of lifestyle from their
own perspectives. A western scholar Mead thought people’s life is the meaning system
composed by people’s intention, social interactivity, environment and behaviors these
four elements [9]. David Popenoe has mentioned in Sociology that social life comprises
non-individual factors and individualized factors [11]. Non-individual factors including
physical environment, culture, society, economy, technology, population and others.
Physical environment refers to natural one and artificial one. Individual factors refer to
people’s physiology, psychology and educational background.

4.1 Research Perspective

Lifestyle research, it is difficult to summarize the general law through big data because
of the diversity and complexity of life itself. The motivations, decisions, emotions and
experiences of people in different life situations are all affected by complex internal and
external factors, and the answer cannot be obtained through conventional calculation
formulas. As behavioral economist Richard H. Thaler has realized that the economic
behavior of people are not always rational, he combined the human psychology and
economics research, pay close attention to a lot of real life cases in people’s daily life,
from man’s behavior, emotions, and even some “wrong” behavior of people’s con-
sumption behaviors to find out Law of consumption behavior [12], the study won the
2017 Nobel Prize in economics. The author believes that lifestyle-oriented research,
like Richard thaler’s economic research, the research and design should focus on life
itself and the different behaviors and experiences of people in life situations. Therefore,
this scientific research method is different from the quantitative research based on big
data.

This research takes the perspective from “Experience” and explore the elements of
lifestyle through “Inquiry” (questionnaire and in-dept interviews). Inquiry is a process
to research on something that is vaguely-targeted, lacking clear meaning and influence.
Words such as ‘uncertain, unsolved, confused’ are usually used to describe these things
[13]. Inquiry means reclassifying things which are unclear and complicated (through
finding the linkages among different things), then concluding a new package of per-
spective to view and understand things.
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Dewey has mentioned in Art as Experience that human experience emerges from
the interconnection between people’s mindset and physical things, or subjective and
objective things [8]. Experience transferred the focus from the way of designing life to
the meaning of designing the life. Professor Xiangyang Xin mentioned in his speech
titled “from UX to EX” that “Experience not just as principles, but also as pathways
that guide choices and purposes of our lives” [14]. Experience is not only a principle,
but also a way to guide people’s choices and goals of life. In his speech, he also talked
about “Experience shifts attention from designing means for living to designing
meanings of lives” [14]. During the interaction between people and the world, the
“experience” and “meaning” appeared. Experience is a social interaction, affecting our
attitudes and behaviors towards things, and influence the cognitive meaning of things.
People constantly change their relationship between themselves and society during the
experiences, and creating their own meaning at the same time.

4.2 Research Analysis

Through online questionnaire, we get ideas of people’s recognition, attitude, per-
spective and expectation towards lifestyle, then analyzing the reasons and influencing
factors and forming system of users’ lifestyle. Questionnaire mainly focus on two core
problems: 1. The elements of lifestyle; 2. The influencing factors of lifestyle’s for-
mation. This research has received 179 effective questionnaires. Among the intervie-
wees, 44.5% of them are male, and 55.5% of them are female. In terms of age, 33% of
them were born after 1980, 50.4% of them were born after 1990. As for educational
background, 60.5% of them are bachelors, 26.1% of them are masters, and 6.7% of
them are doctors or acquire much higher degree. From the perspective of job, 21.2% of
them are government officials, public servants, and business managers. 16.1% of them
are professionals, such as doctor and teacher. 27.9% of them are white-or blue-collars.
28% of them are students. In terms of income, 36.1% of them earn less than 5000,
27.7% of them ear between 5000 and 10000, 23.5% of them ear between 10000 and
20000, only 6.5% of them ear more than 30000. From the result of these date, it can be
concluded that the participants of questionnaire cover all age groups, and the average
degree is bachelor or higher, and most of them are middle-incomers.

The research has acquired nearly 800 pieces of vocabulary from questionnaire,
including noun, verb, adjective; words describing the status quo and expectation.
Through classification, only 237 pieces are left after combing words which have similar
or the same meaning. Getting rid of the vocabulary which are different in meaning and
appeared only once, the left vocabulary appeared between 2 to 5 times. Putting these
vocabularies into two dimensions (see Fig. 2): individual’s internal side and social
environment; long-term stability and short-term updates, analyze unique features and
patterns in different quadrants.
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4.3 Four Elements of Lifestyle

With questionnaire and interviews into consideration, through classification and rele-
vance analysis, we concluded the elements of lifestyle as (see Fig. 3): 1. Behaviors,
including motivation, changes of behaviors and habits of behaviors. 2. rhythm,
including intensity, repetition and duration. 3. relationship, including strong and weak
relationship as well as roles. 4. Meaning, including intentional meaning and accidental
meaning. These four elements can be considered as objects of design and can function
as influencing factors of lifestyle.

Fig. 2. Word frequency analyze of lifestyle description.

Fig. 3. The four elements of lifestyle.
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First Element: Behavior. Lifestyle refers to behaviors transformed from an unstable
condition to a long-term and stable one and back to unstable one again. It is a cycling
process. When a short-term behavior has developed into a long-term one, we can
regard it has formed a lifestyle. The exploration on behaviors is always highly con-
nected with people’s recognition, attitude, willingness, ability and other abilities.
Behaviors can be considered as the direct response to all kinds of things when people
stay in certain environment. Thus, the research on lifestyle is a research on people’s
behavioral pattern.

The author concluded three sub-elements of lifestyle: motivation, changes of
behaviors and habits of behaviors. The following Table 2 gives an explanation of these
three sub-elements. Motivation is the early stage when we do everything. Motivation
included internal and external ones. If a motivation did not persist, it may be a con-
dition at that moment. The changes of behaviors base on the motivation, and it is a
process to find an alternative behavior for a habitual one. The form of habits of
behavior requires motivation and changes of behaviors. Attitudes and determination are
the main reasons to form habits.

Second Element: Rhythm. Everyone has their own pace of life. Something happens
once but has a far-reaching influence (a trip to Disney, for example, can be unfor-
gettable); Something happens every day (such as eating, sleeping, etc.) but their
presence seems can’t be felt. The study of rhythm often combined with “emotion” and
“experience”, just as time passes quickly in happy moments while slowly in rough
patch. In Having an Experience, John Dewey described the emotional, continuity,
purpose, completeness and ideological characteristics of experience [8]. The elements
of experience has mentioned in Making Meaning, they are duration, intensity, breadth,
interaction, triggers and significance.

Table 2. Sub-elements of behaviors and explanation.

Sub-element Explanation

Motivation Internal
motivation

The choices of behaviors are totally motivated by self-
determination

External
motivation

The trigger of behaviors is accompanied by the motivation
of pressure, such as encouragement, and stimulus factors

Change of
behaviors

Habitual
behaviors

Previous habits of behaviors

Alternative
behaviors

A new behavior to replace the previous one

Habits Attitude The reason why people can have certain behaviors is that
this behavior has already become a normal idea

Determination It is the internal motivation to transform the short-term
behavior to a long-term one
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We combined the elements related to time and rhythm proposed by Michelle Ber-
ryman, the design director from THINK Interactive-a U.S. company, with the obser-
vation on interviews, Table 3 has concluded the sub-elements of life rhythm into:
intensity, duration and repetition.

Third Element: Relationship. The interaction of human society is a process of
adjusting oneself to the external environment. People can not avoid having relationship
with different people, things and item to some extent. The sociologist Liz Spencer and
Ray Pahl used “strong and weak relationship” to present the level of interpersonal
relationship [15]. We always believe that people or things that are in strong relationship
may affect our life dramatically, and strong relationship can bring more results that
meet our expectations and interests. However, weak relationship also plays an
important role in life. In 1973, The Strength of Weak Ties, a paper published by Dr.
Mark Granovetter of Harvard University, proposed that Weak Ties have great potential
in connecting communities and creating trust and connection between strangers [16].
One respondent mentioned that “Go to watch the movie or not, it decided on the
comments on my WeChat moments. If three of my friends think it is good, I will go to
the cinema”. It proves that people can gain more knowledge, expand social network,
and obtain the reference for decision-making, etc. Weak relationship can much more
easily and usually bring the experience and surprises out of expectation.

Table 3. Sub-elements of rhythm and explanation.

Sub-element Explanation

Intensity Refers to the effect of a thing on people, including emotion, ability, value and
other aspects

Duration Refers to how long a behavior has continued, or how long it has lasted, and
the influence of this experience on people

Repetition Refers to the repetitive appearance of one behavior. From the perspective of
motivation, repetition can be divided into self-repetition and external-inferred
repetition

Table 4. Sub-elements of relationship and explanation.

Sub-element Explanation

Strong & weak
relationship

Strong
relationship

Refers to people or things that are highly related to one’s
life

Weak
relationship

Refers to people who are seldom connected or things
which are hardly used. In terms of emotion or the
frequency, they are not so close as in strong relationship.

Role’s
relationship

People have to define their own role in the interaction of
human society
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In our daily life, we can figure out the relationship not only from strong or weak
relationship but also from individuals and society. Dewey once said: “People are not
born to be human, but through social life. People can only define their roles from the
interaction with society. In this way, the process that people establish their own life-
style is the one that identify the relationship with other people.” Table 4 concludes
“strong and weak relationship” as well as “role relationship” as sub-elements of
relationship.

Forth Element: Meaning. Meaning is the original motivation of behavior, the belief
for people to insist on one thing and the reason to live. Meaning guides the direction
and methods of life. Dewey has proposed in Experience and Nature that meaning is the
aim, and it is a thing that people want to achieve.

The meaning of life has the same meaning in rhetoric, both can be generated in the
specific circumstances of life. In rhetoric, it is believed that the material world is
meaningless but people use rhetorical “language” to give meaning. Wittgenstein, an
Austrian philosopher, put forward the theory of “use determines meaning” from the
perspective of language in his “language game”. His famous definition “the meaning of
a word is its use in language” [17]. Meaning in specific context, is located in the form
of life, is the meaning of interaction gives people’s life. For example, a chair itself
doesn’t make sense, but if it’s the chair you sat on when you met your boyfriend first
time, it has a special meaning for you. Therefore, the meaning of the same product is
not the same all the time, but will change with different situations (such as who uses it,
how to use it, and the experience of using it).

In design, we always say we need to satisfy users’ demand, which are the source of
meaning. Meaning refers to everything that people think are valuable in their life and in
line with their value as well as interest. Not all meanings meet the expectation of
people. The emergence of some meaning may be accidently and out of expectation.
Thus, Table 5 concludes the sub-elements of meaning into intentional meaning and
accidental meaning.

Evaluate the Four Elements. The case study method is widely used in sociology,
anthropology, management and other fields, especially in constructing new theories or
verifying existing theories [18]. Typical case study is one of the commonly used
methods in modern design research [19]. In case studies, many scholars advocate
“typical case studies” as the center to carry out detailed exploration, description and
explanation of the case [20].

Table 5. Sub-elements of meaning and explanation.

Sub-element Explanation

Intentional
meaning

Users’ demand or aim, referring to meaning that meet people’s original
expectation and dreams. It has a close relationship with people’s past
history and value

Accidental
meaning

Meaning which are accidental and out of expectation

320 W. An et al.



In the survey, respondents believed that software have the greatest impact on life-
style, such as WeChat, Alipay, takeaway software and Taobao. Some respondents
mentioned that physical products, such as smartphones and high-speed trains had also
brought important changes to lifestyle.

Richard Buchanan has mentioned in Philosophy and Rhetoric that is a product can
successfully lead us to form a certain lifestyle, it proves that the designer of this product
has stroke a balance among usefulness, possibility of using and willingness to use [21].

This research take “WeChat” as a classic example by using literature researching
method, interviews and questionnaire to explore the specific design methods of
WeChat on four elements of lifestyle. The research has interviewed 25 WeChat users.
The content is considered from the following three aspects: What problems does
WeChat as a tool solve in daily life and how to solve them? How WeChat as a creative
product affect lifestyle through good design and user experience? What changes does
WeChat bring to its users? Author has concluded all 25 pieces of questionnaire and
classified and analyzed them centering on four core problems: the motivation to use
WeChat, the reason for continued use, the changes of lifestyle because of WeChat and
the meaning brought by it. Finally, we concluded the influence of WeChat on lifestyle
as following part (see Fig. 4): 1. It changes behaviors such as socialize, work and
payment through combining all sorts of services. 2. helps it users to establish and
develop a new social network and becomes an important tool to maintain daily rela-
tionship. 3. It changes the rhythm of life and has effects on life efficiency and emotion.
4. Users have gained a new life meaning through using WeChat.

It is easy to see this research has proved the four elements of lifestyle by WeChat
through studying people’s specific behaviors and situations for using WeChat. WeChat,
through providing integrated life services has changed people’s behaviors and life pace.
Thus, it can help people to build new relationship between people and people as well as
people and business, also bring new meaning to people.

Fig. 4. The conclusion of elements for participants to use WeChat.
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5 Conclusion

The age of experience economy brings many changes to people’s life, and it also raises
some new requirement to designers. This thesis studies at the lifestyle, using ques-
tionnaire and interviews, rearranging the elements of lifestyle: motivation, rhythm,
relationship and meaning. Meaning is the core of all elements, and no natter behaviors,
relationship or rhythm are motivated and guided by meaning. The changes of behaviors
are always accompanied by the changes of relationship and rhythm. The changes of
relationship will affect people’s behaviors and rhythm. And the changes of rhythm are
coupled with changes in behaviors, relationship and meaning. In a nutshell, behaviors,
rhythm, relationship and meaning can be influencing factors of the formation and
changes of lifestyle, at the same time, they can be the objects of design.
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Abstract. Embodied cognition is a theory that grounds the idea that
the many aspects of human cognition are influenced by the combination
of experiences in the physical world, including tactile interaction with
daily use products and physical interfaces, and the direct influence of
the sensorimotor system over the mind itself.

As 3D printing is known as a strategic tool by allowing the creation of
customizable user/activity oriented objects which are shown to be more
emotional (and experience) directed rather than just utilitary or oper-
ational, showing a crescent demand of a user-driven approach of design
methodologies.

Improvements in 3D Printing manufacturing and material science
allow the development of novel breakthrough designs and surfaces that
show emergent potential use in exploratory learning through new tac-
tile perceptions, thus providing more complex user experiences (UX) for
human-object interaction. This article reviews how the many 3D Print-
ing applications over the last decade can be responsible for recreating
daily interactions and experiences revealing new design opportunities in
a parallel with human cognition and perception during the use of 3D
printed objects.

Keywords: Embodied cognition · 3D printing · UX

1 Introduction

An analysis of each feature implementation during the whole product design
workflow can show a major concern of the designers on how multiple aspects such
as shape, grasp, material and texture can directly influence the user’s decision
process and experience during the use of a determined product. The ergonomics
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science provides several valuable data that can assist those designers to develop
artifacts that friendly meet the user’s expectations and needs by optimizing the
user-product interface. Obtaining more realistic interactions between user and
prototypes can be crucial in the product development chain by showing if there
are any issues that escaped the conceptual and evaluation phases to be corrected
before giving continuity to the production chain.

In the current state of the industry, the development of rapid prototyping
technologies such as Additive Manufacturing is ever more allowing the manu-
facturing of parts with a high level of detail with lower manufacturing time and
cost. This advance is possible thanks to scanning technologies, parametric mod-
elling software, and more sophisticated 3D printers. Nowadays, the 3D printing
machinery is not only built to prototype simple objects, but there is a concern in
being ready-to-use by producing parts with high-fidelity and optimal mechanical
resistance such as assemble-ready industrial pieces and reproductions of human
body parts that are used for recovery surgeries and organ replacing.

By allowing the possibility of generating such complex artifacts, the addi-
tive manufacturing technologies show great potential in being used as a tool to
instigate the human sensory system due to volumetric representations that can
simulate tactile interactions in the most diverse cases of application such as arti-
fact representations for visually impaired users or new forms of customizing daily
use objects such as a spoon, for example. Following to attend these necessities,
3D printing machines must be able to reproduce different kinds of materials,
textures and even physical and structural behavior that can be applied to the
variety of activities users can perform in their daily routine.

Knowing about the relevance that the interaction with daily objects can per-
form through user experience, it is primal to gather an understanding about the
concepts of sensorial patterns that impose different stimulus on their cognitive
system shaping the perception of these types of activities. For cognition scholars
the perception consists in an action guided by cognitive structures which emerge
from sensorimotor patterns in the body-ambient relation. Such structures are
not represented, but embedded in an action that derives from an incorporation
of the user’s body structure to the ambient, which originates informational prop-
erties (affordances) and opportunities for possible future actions. Being so, the
way things are perceived is shaped by how people can really act upon them
through a manipulation interaction.

Embodied Cognition (EC) is a study of the intelligent behavior through the
analysis of the user’s body interaction linked with the ambient or artifact in a
two-way manner (reciprocity). The main premise of the idea is based on the fact
that the brain, part of a body, is able to perceive a variety of sensations through
the many sensorial agents such as sensory epithelial cells receipts, sensory organs
and others.

This type of approach can be perceived in daily activities where users
can learn through their personal experiences how to create criteria that will
direct them on their actions on determined ambients or tasks where the body
has the major relevance despites of mental representations. Experiments under



326 V. Castilho et al.

Fig. 1. A model for embodied cognition [7].

embodied cognition no longer evaluate simply input and output data as param-
eters to achieve an optimal experience while interacting with interfaces. Modern
technology has taken a significant shift towards becoming more immersive, wear-
able gestural and collaborative and so the science must follow these advances.
Under this category, user experience should be considered encompassing free-
hands movement and gestures, eye tracking, wearables, physical conduits oper-
ating in six degrees of freedom and interactive environments (Fig. 1).

This paper approaches tangible interfaces and cognitive science to frame
a review on how embodied cognition relates to the use of 3D printed objects
during different types of activities. The sections of this survey gather scientific
publications that maintain a correlation between 3D Printing and cognition,
tactile interaction, instruction (learning), customization and accessibility.

2 Cognition and 3D Printing

Many 3D printing related experiments are focused on understanding the decision
process while manipulating innovative artifacts or virtual ones. This emphasizes
a major concern with the perception of their characteristics through the user
affordance background, which demands a study of perception and cognition.

2.1 Cognitive Workload Demands Using 2D and 3D Spatial
Engineering Information Formats

[4] This experiment was conducted to evaluate how the information can be pro-
cessed to the user depending on the way it is presented. The experiment consists
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of assembling a structure where the user has a model of the structure. The test
used three models: A 2D drawing, a 3D computer model, and a 3D printed
part, where each subject needed to assembly in different sequence. The experi-
ment measured six factors based in National Aeronautics and Space Administra-
tion raw task load index (NASA-rTLX), as following: Mental demand, Physical
demand, temporal demand, Performance, Effort and Frustration.

By hypothesis test and ANOVA matrix, the results manifest that 3D printing
provides a better conceptual building, reducing mental demand load, and overall
workload cognition needed. However, the learning curve was not affected by the
model used, and it means that regardless of the model presented to the subject,
the assembly task performed several times, the final result it is the same.

2.2 “Like Popcorn”: Crossmodal Correspondences Between Scents,
3D Shapes and Emotions in Children

[14] The authors perform an investigation on how multisensory experiences inter-
act with each other and how this impacts user experiences. With an exeperimen-
tal case study with children aged 10 through 17, the authors gathered results that
support a pre-existing mapping between cornered shapes and lemon scent with
arousing emotion and rounded shapes and vanilla scent with calming emotions
(Fig. 2).

Fig. 2. 3D printed models used as tangible stimuli [14].

During the study. The participants were tasked with associating scent stim-
uli with 3D shapes in sessions of 30 min. They also discuss design of richer
and more engaging multisensory experiences supporting inclusive interactions
between children.

2.3 Understanding Physical Activity Through 3D Printed Material
Artifacts

[9] In this paper, the authors explore representing physical activity in the form
of material artifacts. Their aim is to understand how these artifacts might reflect
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upon the users’ physical activity. The research was based on the application of
a system called SweatAtoms that transforms the physical activity data based
on heart rate into 3D printed material artifacts. A study was conducted by
deploying the system in six households where participants experienced five dif-
ferent material representations of their physical activity for a period of two weeks
each. They found that the material artifacts made participants more conscious
about their involvement in physical activity and illustrated different levels of
engagement with the artifacts.

This work provides a conceptual understanding of the relationship between
material representations and physical activity. With the deployment of the sys-
tem SweatAtoms through a case study, it was possible to explore how partici-
pants’ physical activity can be affected through design. The authors encourage
design researchers to consider and incorporate digital fabrication in their HCI
design practice, not only trying to print models of physical objects, but consider
printing artefacts constructed from data, such as heart rate.

2.4 Roma: Interactive Fabrication with Augmented Reality
and a Robotic 3D Printer

[15] The authors propose an interactive fabrication system with a real time
modeling experience where the users’ actions within an AR CAD editor are
replicated by a 3D printing robotic arm which shares the same design volume
with the CAD editor. The authors claim the partially printed physical model
serves as a tangible reference for the designer as new elements are added to the
design. The system is equipped with a handshake mechanism to allow for the
designer to quickly interrupt printing or to let the robot to take control of the
printing process and finish it on its own (Fig. 3).

The designer can rotate the platform and integrate real-world constraints
into a design rapidly and intuitively and allows the designer to directly design
and print on and around a physical object.

3 Tactile Interaction

Tactility is an example of an interaction that results in a tangible feedback
that can be perceived through physical/perceptual interaction with objects and
textures. This type of feedback is retrieved by the human peripheral nervous
system and conducted to the central nervous system until it finally reaches the
brain. The tactile perception is exclusively dependant of cutaneous stimulus and
demands that the individual stays in static, otherwise, kinesthetic senses would
be recruited. Other manner of tactual perception remains in the haptic form of
tactility which involves both tactile and kinesthetic perception.
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Fig. 3. AR controller used to manipulate a robotic arm [15].

3.1 Surface Roughness of 3D Printed Materials: Comparing
Physical Measurements and Human Perception

[6] This paper proposes a comparative study of differences between 3D printed
part surface roughness perception by optical equipment and human tactile per-
ception. By a one-factor-a-time experiment based on an initial 3D printing setup,
the factorial chart showed different behaviour to each parameter influence.

The data obtained revealed that smaller rugosity differences are still percep-
tible by the human sensory system, but did not account the correct value, due to
limitations regarding hand adhesion groove during the inspection, consequently
missing peak values in the part roughness profile. It makes clear that the math-
ematical parameters (Ra and Rq) cannot capture differences between surface
models, given that different surface profiles can have the same value of Ra or
Rq.

3.2 Museum Visitor Preference for the Physical Properties of 3D
Printed Replicas

[20] Here has an exciting approach that used 3D printing to evaluate what are
the most crucial beauty characteristics captured by human senses. The work
consisted of creating 3D printed replicate of museum parts using different mate-
rials and processes. Then it sorted the samples in a preference order by a group
of visitors and used the data for correlative analysis with the following adjec-
tives: good quality – bad quality, unclear – clear, cheap – expensive, soft – hard,
light – heavy, weak – strong, brittle – durable, rough – smooth, glossy – matte,
unrealistic – realistic, undetailed – detailed, and boring – interesting.
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However, the data did not present normal behavior. Nevertheless, other sta-
tistical parameters worked well, and some interesting pieces of information were
obtained regarding the 3D printed objects: the most object notable characteris-
tics are part detailing, the verisimilitude which embraces visual/tactile clarity.

Some issues were reported due to difference of opinion to each age range. For
younger visitors, characteristics relative to robustness, clarity and color presented
more correlation than other adjectives.

3.3 The Development of 3D Food Printer for Printing Fibrous
Meat Materials(Conference Paper)

[12] This work developed a new 3D printing food process, using fibrous meat
with emphasis on improving the chewing experience for the elderly which may
suffer from poor teeth and tasting conditions. The nutritional components are
set up before printing in a manner with is appropriate for individuals with a
lack of protein. The material consisted of a mix of gelatine powder, water, meat
fibrous and optional proteins.

Nevertheless, the process has some problems with flow control, such as over-
flow, retraction problem, printing accuracy and odd behaviour in the 3D printed
material.

3.4 Towards User Empowerment in Product Design: A Mixed
Reality Tool for Interactive Virtual Prototyping

[1] In this case, 3D printing assisted in creating devices to improve the communi-
cation between users and designers in the prototype process. The issue consists
of finding a way to collect data about the product requirements to the user.
In [1], mixed reality interface was proposed, utilizing the tangible user interface
artifacts 3D printed to capture user experience, reproducing modifications in
product representations.

It improves the user presence during the product conception and also immer-
sion because the interface works in function of the human sense. That definition
was used by [18]. That process is based on Kansei Engineering, a methodology
which consists in creating a product by subjective impression, emotions or affect
expressed by the user.

3.5 3D Printing and Immersive Visualization for Improved
Perception of Ancient Artifacts

[5] In this paper, [5] got different conclusions from previous papers. The research
consisted of testing three different designs of present ancient artifacts to museum
visitors, evaluating how the public can detect some aspects: color, size, texture,
and usefulness. The methods used are Powerall, using a stereoscope, Look, using
a display case, and 3D printing by a replicate 3D printed.

The results obtained show that 3D printing is not useful as the other methods
in analyzing color and weight, also causing misunderstanding during the study.
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The author proposed a different environment to be applied to the museum,
where the subject first examines 3D printed parts and after that, goes to a novel
environment with 3D digital images, increasing a lot the experience and cognitive
activity, and teaching the public about ancient cultures.

3.6 Environment-Scale Fabrication: Replicating Outdoor Climbing
Experiences

[19] WHITING et al. (2017) propose a study on replicating the sensorimotor
experience of an outdoor activity - rock climbing - through 3D printing fab-
rication. The hold grasps of the climbing holds were prototyped so their use
could enable in an indoor gym. The major challenges during the research were
fabricate accurate and durable replicas keeping the same configurations of the
original outdoor site such as the geometry of the holds, its graspability and
friction characteristics.

A main differential of this work was focusing not only on how to manufacture
feasible structures, but also on analyzing how users interact with them by com-
paring the original outdoor route with the new indoor one made with 3D printed
structures and using pose references extracted from videos of users practicing
the activity.

Although the study proposed an exclusive use of FDM technology, it could
not be accurate enough to produce the granular sensation that the original piece
would have in an outdoor practice, so the piece was made by a mold to cast a
final piece in resin that was based on the original ABS printed part that had an
addition of sand in its surface to replicate the granularity. Also, an alternative
piece made with foam was made using a CNC router aiming to bring improved
friction.

As a result, the majority of climbers (seven out of nine) agreed the foam holds
felt more realistic (higher fidelity to the original rock). One preferred foam for
a more pleasant climbing experience but did not have an opinion about realism.
The last user had no stated preference. Zero users preferred the 3D printed holds.

4 Instruction and Learning

In the age of Experience, UX presents itself as fundamental for the instruc-
tional and learning experience. Designers focused on such types of applications
must consider several important issues such as what knowledge does the learner
requires, how can the learner be aided to accomplish the learning objectives
and how to keep the learner motivated. Designing the experience based on these
issues will assist in creating the proper learning objectives, lessons, activities and
keeping the learning experience challenging enough to keep the user motivated
while avoiding frustration.
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4.1 3D Printing in Preschool Music Education: Opportunities
and Challenges

[2] This work is based on TUI and demonstrates how 3D printing can be a
powerful resource in children’s preschool music learning. The authors proposed a
case study based on music parameters such as pitch, time, and timbre associating
with geometrical parameters.

Using a paper sheet, a musical chart with two axes (horizontal to time, and
vertical to pitch) and blocks 3D printed. The case study used length linked to
time, color with timbre, and block positions put on the paper sheet. Thus, the
children would train music, and also space notion while fostering his creativity
(Fig. 4).

Fig. 4. A musical scale represented by 3D printed blocks [2].

The most important opportunity is to create their instruments, based
on some modifications in already-existent musical instruments by low-budget
projects.

4.2 Three-Dimensional Physical Modeling: Applications
and Experience at Mayo Clinic

[13] On the medicine field, 3D printing has helped a lot. In this report from [13],
who described effects in creating a hospital-based three-dimensional printing lab-
oratory. The used workflow consisted of capturing 2D image data and importing
by Mimics to get an STL file, which in turn was sent to the 3D printer.

The organ generated is useful to the surgeon, to preoperative planning, reduc-
ing risks and waste of time during the procedure. This application afforded a
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better understanding experience through an easy visual/haptic 3D model. After
this implementation, the demand for surgeons has raised substantially, what is
an evidence of 3D printing helping on cognitive activities in medical procedures.

4.3 Exploring Material Representations of Physical Activity

[8] Ashok (2014) developed a system to prototype a physical representation of
physical activities, aiming to raise consciousness and engagement for the purpose
of living a healthy life. The workflow consisted of taking heart rate data and
prototyping an interactive fluid made of energy drinks, being an edible artefact.

Some works which supported this paper theoretical basis: Vande Moere
(2008) argued that material representations about work encourage people to
reflect regarding their behaviors, yielding more and improving the educational
experience. Golstejin (2012) concluded that material artefacts serve to create
memories triggers, creating a memory landscape.

The results found that the material artefacts made participants more con-
scious and involved in physical activities, and that methodology can be used in
several gyms and similar sites.

4.4 Brain 3M - A New Approach to Learning About Brain,
Behavior, and Cognition

[10] Li et al. (2015) discuss recent findings in embodied learning experiments in
the education of children at school age and college ones revealing gaps in the
education of brain sciences. By using a behavioral approach to develop learning
tools along with innovative education techniques, a test was proposed for finding
disruptive ways to teach about anatomy, function and evolutionary history of
brains. An experimental phase was firstly inserted where students could manipu-
late and assemble virtual and physical replicas of different types of brains so the
researchers could compare the efficiency of a technology-based form of learning
with traditional ones. Brain 3M is a method of combining interfaces of mobile
apps, web based tools, magnetic resonance images and 3D printed models.

5 Customization and Accessibility

The many demands in the 3D printing industry grow along with the plural user
necessities that require specific strategies for developing usability adaptations.
For example, users with physical disabilities need different approaches to solve
daily routine activities, thus, a concern with accessibility issues are a crescent
when dealing with the application of new forms of interface.

Adaptations and optimizations in the way users approach the manipulation
of interfaces may be needed to achieve a better completion of the optimal product
to be delivered.
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5.1 Braille3D: Using Haptic and Voice Feedback for Braille
Recognition and 3D Printing for the Blind (Conference Paper)

[17] This study related a smartphone application developed to improve the yield
Braille alphabet learning, using TalkBack resource, that becomes a useful tool
to read and explain each content in the screen, varying the gender voice, the
language and also the speech rate and accent, being assisted by 3D printing.

The interface created consists in working as a course divided into four mod-
ules, where the first three levels focused in the alphabet (A–Z), and the last in
the numbers (0–9). To feel the dots, when the student hovers the finger above a
raised dot, he or she feels a vibration stimulus, and after this step, there are some
questions to test the student learning. When the TalkBack reads the question,
and the student slide his fingertip above the screen to find the correct answer,
simultaneously the TalkBack reads the alternative selected.

During the learning, some words work as examples to help in understanding.
The platform also uses 3D printing resources to create 3D models to explicit the
word meaning, which increases the student’s engagement. This app presented
100% yield to blind students, and over one half of the partially blind students
presented a good score. It happened because the blind students were already
familiar with the Braille language.

5.2 Reprise: A Design Tool for Specifying, Generating,
and Customizing 3D Printable Adaptations on Everyday
Objects

[3] In this paper the authors discuss how adaptations on everyday objects such as
faucets or pliers can be made accessible through the use of low-cost 3D printing.
However, users with limited modeling skills may find impractical to perform
these adaptations themselves. For this effect, the users propose a methodology
for performing such adaptations dubbed Reprise. The major workflow of reprise
can be divided into four major steps: firstly, the actions to be performed on the
object are defined; then the adaptations occur, which comprises the intended
modifications of the model; next, the adjustments happen, which will ensure
a better fit between the model and the proposed adaptations; and lastly, the
attachment, where adaptations are made attachable to the objects by means of
fasteners.

Among possible actions, the authors mention grasping and holding, pushing
and pulling, rotating, clutching, and joining, where the objects move towards or
away from each other (such as a key and a lock).

The authors claim their method empowers users to rapidly explore different
adaptations and variations of a given design simplifying the design experience
for 3D printed adaptations of models based on everyday objects.
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Fig. 5. 3D printed handle adaptations [3].

5.3 User Experience Design Methodology for Optimizing Kids’ Toy
Customization Platform Architecture: A Case Study

[11] This work presents a case study for a kid’s toy internet cus-
tomization platform. During the case study, the authors analyzed basic
characteristics of children in order to propose a user experience based on inter-
faces, contact points, process organization and service design.

The authors present an association of the children’s age with their devel-
opmental stage, phenomena and toys based on cognitive-developmental theory.
From there they build on a method which exposes the mental space of children’s
behaviour before, during and after toy customization. This is mapped onto a
customer journey map relating both the child’s and the parents actions with
their thoughts and emotions across different stages of the consumer relation.

Finally, the authors present a blueprint and an overall architecture for a ser-
vice format based on “customization-design-manufacture-logistics-social” which
serves as a reference for the development and promotion of personalized cus-
tomization and intelligent manufacturing (Fig. 5).
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5.4 RetroFab: A Design Tool for Retrofitting Physical Interfaces
Using Actuators, Sensors and 3D Printing

[16] Adjusting physical interfaces may present a challenge because of their rigid-
ity. To address this issue. An end-to-end design and fabrication environment
allowing for non-experts to retrofit physical interfaces is presented in this work.

As home automation and smart objects becomes increasingly popular, users
will desire additional functionality from their existing objects. The proposed
framework is able to augment the physical interfaces of these objects using a
simple workflow. Retrofitting could enable users with disabilities to operate inter-
faces they would otherwise be unable to.

5.5 Interactiles: 3D Printed Tactile Interfaces to Enhance Mobile
Touchscreen Accessibility

[21] The authors investigate mobile accessibility for users with visual impair-
ments by means of 3D-printed tactile interface. The study first explores chal-
lenges and impediments faced by users with visual impairments in touchscreens
interactions. A significant factor claimed by the authors is the lack if tac-
tile cues such as keys and buttons which creates a barrier for certain users.
Increasing tactile feedback and tangible interaction on touchscreens can improve
accessibility.

As part of their study, the authors present a 3D-printed hardware and soft-
ware customization to enhance tactile interaction on Android touchscreen mobile
devices which helps address an important gap in adding tangible interaction to
mobile phones.

The approach proposed is cross-app compatible instead of a static overly
that has limited functionality for a single screen configuration. During their
study, the authors performed a technical validation with Android’s top 50 apps.
Another important factor pointed out is the low-cost production of the hardware
composed of readily available materials and built through 3D-printing process.

6 Conclusion

This work has reviewed a total of 18 different studies related to user experience
and embodied cognition. The works were classified according to their adher-
ence to one of these major areas: cognition and 3D printing; tactile interaction;
instruction and learning; customization and accessibility.

During our research the importance of UX and design experience is demon-
strated to be more relevant than ever considering modern users and consumers
are in search of the provided experience. Among the research collected in this
survey, the necessity for UX has become a requirement for fields such as learning,
accessibility, 3D printing and tactile interaction.
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Abstract. Using models and diagrams is a very useful and effective tool
for representing information and systems in a graphical form to commu-
nicate and understand them better. On the other hand, graphical repre-
sentations bring extra cognitive load and the process for understanding
the diagrams is long and tedious in most cases for the visually impaired.
To solve this problem, semantics of the diagrams should be converted
to a different format that is both human and machine readable as well
as communicable for the visually impaired. Most existing diagramming
tools are not easily usable for the visually impaired as a tool for creat-
ing and using diagrams. In this paper, we propose an online system for
defining specific diagrams and converting their semantics to text which
can have a speech output for the visually impaired. We present analysis
and design of this online system as well as a proof of concept prototype
implementation. The prototype system provides create, save, load and
transform features and tested with participants to recreate the diagrams
using the automatically generated text output. Our case study showed
that the results are very promising and the proposed solution can provide
a way to correctly and accurately represent the information in diagrams
textually.

Keywords: Assistive technology · Modelling for visually impaired ·
Diagrams to text

1 Introduction

Visual impairment and sight loss are affecting millions of people’s lives in the
world. In the UK, there are around 2 million people living with sight loss whereas
around 360,000 are registered as blind or partially sighted [13]. Recent techno-
logical improvements and research in assistive technologies can help to support
these people. For example, there are a number of ways to support reading and
writing such as braille, text-to-speech, making text much larger, etc.

One of the challenging tasks for the visually impaired, especially in educa-
tion and business life, is working with diagrams or graphical representations.
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Using models and diagrams is a very useful and effective tool for representing
information and systems in a graphical form to communicate and understand
them better. Diagrams are commonly used in most presentations and often make
understanding a system or technology easier. Especially while teaching a new
subject or introducing a new concept, diagrams, models or graphical represen-
tations are frequently used. However, visually impaired do not get the same
benefits from the use of diagrams as the normal sighted do. Through research
and interviews we identified that little to no solutions exist for supporting con-
version of diagrams to a readable format for the visually impaired [2,4]. Related
work in the literature does not provide a practical and implemented solution
so understanding the diagrams is still a difficult process for visually impaired
people. So, the aim of this research is to provide the visually impaired with a
system that will not only support them to easily understand diagrams but also
provide a platform that is efficient and easy to use.

During our interviews, we explored that the current process is as follows: first
a tactile version of the diagram is printed and then the labels are separated from
the objects. Then, labels are printed out in braille as well as a separate diagram
that has braille labels in the objects. This whole process is lengthy and other
alternatives lack context when revealing information about the diagram.

A common tool used by the visually impaired is text-to-speech tools. There
are various text-to-speech programs for example a program called NVDA [16],
which allows blind people to access and interact with the Windows operating
system and some other third-party applications provides such a feature. On the
other hand, text-to-speech software can only read out what is available in the
text and actually they cannot explain diagrams, pictures, etc. unless text is there
to describe them.

To solve this issue of there being no easy way for the visually impaired to
understand diagrams, we propose the idea of having an online system that con-
verts a diagram’s semantics into text. When the system converts the diagram
into text, the text will be formatted in a way that explains the diagram’s seman-
tics and what it means sentence by sentence. As a quick example, for a given
flowchart the text will be generated something like “This diagram is a flow chart.
Object number one is labelled as ‘start’ and leads onto object number two”.

The goal is to make the automatically generated text being as natural as
possible for the user so they can fully understand each part of the diagram and
they do not need to use other methods like printing out tactile versions of the
diagrams. The system will be an accessible web application to create diagrams,
save them in a predefined format that can be easily read by the system and
converted into a text format for the visually impaired.

In this paper, we present an online system for defining specific diagrams and
converting their semantics to text which can be read out for visually impaired
people. We explain analysis and design of this online system as well as demon-
strate a proof of concept prototype implementation. The prototype system pro-
vides create, save, load and transform features and tested with participants to
recreate the diagrams using the automatically created text output. This research
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will have both academic and social impact. Having a tool that can be used with
little effort while working with graphical representations and diagrams would
greatly help with saving time and effort of the visually impaired especially stu-
dents at different levels.

The rest of the paper is organised as follows: next section provides the back-
ground information; Sect. 3 explains the requirements analysis and design of the
system; Sect. 4 presents the implementation details and testing; finally Sect. 5
discusses the evaluation of the study, concludes the paper and draws the future
agenda.

2 Background Information

When designing and building a program with a heavy focus on user experience,
it’s always important to consider how we can make the application as usable
and accessible as possible. Hence, during software design and development, we
prioritised the usability and accessibility of the software [12].

Usability can be broken down into five different components as learnability,
efficiency, memorability, errors and satisfaction [5,15]. Using these five different
components gives a clear focus on how to build a usable system. To build a
successful system there are three main principles described by Nielsen: firstly
having an early focus on users, then conducting empirical usability studies and
finally using an iterative design process [14].

Therefore, we analysed different technologies used by the visually impaired
to understand the available methods and tools as well as to identify the areas
for potential improvement. During the interviews with the visually impaired, it
has been recognized that one of the most common technologies used by visually
impaired is text to speech tools.

Text to speech is an incredibly powerful tool that is constantly growing in
terms of usability and accessibility. NVDA [16] is an application for the visually
impaired to help them access and navigate their computer. On top of software
that reads out everything that is on a desktop, there are now libraries such as
Google’s Text-to-Speech API [7] that can be integrated into websites to help
read out information for users in mostly any language and in an accent, which
is nearly natural.

Another commonly used technology by the visually impaired is tactile dia-
grams, this is done by with a heat fuser machine that uses heat to raise swell
paper to add texture [8]. Hughes [9] showcases the technology and describes
the main difference for visually impaired when reading diagrams through tac-
tile is that they have to first look at all the details of the diagram to build an
understanding of it.

There are many software for creating diagrams such as Microsoft Visio,
Powerpoint, Lucidchart, draw.io, SimpleDiagrams, etc. Most of this software
supports different types of diagramming techniques and modelling languages.
Besides, they generally provide functionality to save the diagrams in different
formats including text or XML. However, none of these programs are easily
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usable for the visually impaired as a tool for creating diagrams, that’s where
programs like PlantText may help [17]. PlantText allows users to create dia-
grams using a strict word language, this way the visually impaired only need
to write to be able to create diagrams. Figure 1 shows an example screenshot of
PlantText.

Fig. 1. PlantText example online edited [17].

In addition, refreshable braille displays are an extremely useful tool that can
convert text from a digital format to braille on a mechanical output. This has
been mentioned as a helpful method to easily check what has been written during
the interviews.

Our research focuses on transforming diagrams’ semantics to text for visually
impaired people. We present an online system for defining specific diagrams and
converting their semantics to text which can be read out for visually impaired
people. Although related work exists in the literature, to the best of our knowl-
edge there is no practical solution for this problem yet. Some early attempts are
evident e.g. the TeDUB project to give the visually impaired a way to access
diagrams [10,19]. TeDUB was a European Union-funded project running from
2001 to 2005. It was intended to deliver a way for blind people to access technical
diagrams and drawings. In addition, recent studies proposed methods to convert
abstract meaning representation graphs to text [18] and raised some interesting
points about how converting AMR nodes to text phrases can be far from literal
due to the information in the graph and this can make generating clear sentences
difficult.

3 System Analysis and Design

During the analysis of the functional requirements interview and walkthrough
review methods are used [1]. We made interviews with a severely visually
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impaired student from our department to analyse the problem domain. During
the walkthrough reviews we made preplanned weekly meetings during the design
and development stage to review the work done so far and reach a consensus [3].
MoSCoW method is used to prioritise the requirements. An agile methodology
with regular meetings and an incremental software development approach was
used during implementation.

3.1 Requirements

The requirements are gathered at the early stages and minor amendments are
done in later stages. A prototyping method is utilised for requirements valida-
tion. The intended end users for the system are the visually impaired as well
as anyone who wants to define models and/or transform them into text format
with diagram’s semantics. Major functional requirements are listed as follows:

– System must provide an editor to create specific type of diagrams.
– System must have a Save function to save created diagrams.
– System must have a Load function to load and edit saved diagrams.
– System must have a Generate function to generate textual output describing

the diagram by converting diagrams’ semantics into text.
– System must have a Save Output function to save textual output that

describes the diagram.
– System must have a Check function to check if the file has the correct format.
– System must have a Save As function to convert diagrams into different for-

mats such as XML, JSON or CSV.
– System could have integrated text-to-speech software.

Non-functional requirements are considered as well.

– System must be reliable and error free.
– System must be accessible and can be used on popular browsers.
– System must be efficient and respond quickly to actions.
– System must have a responsive design for different devices.
– System must be easy to use and navigate.
– System should conform to accessibility guidelines focusing primarily on visu-

ally impaired.

3.2 Design

Use case diagrams are used to give an understanding of the complete sequence
of events from a user perspective [6]. An important consideration for the page
layout is that it must accommodate the visually impaired, this means that nav-
igation must be simplistic and easy to navigate through, avoiding elements like
dropdowns, burger menus, etc. There was careful consideration when planning
to avoid additional features like logins that would add extra complexity to the
system with little reward for the purpose of the visually impaired. Each page
was iteratively designed using whiteboard wireframes to quickly be able develop
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Fig. 2. Design for creating a diagram.

a design for the whole system that could then be implemented. When designing
these pages, minimal inputs were placed so that the visually impaired can eas-
ily tab between controls in the proper order. Figure 2 shows the user interface
design for creating diagrams functionality.

The designs have gone through a few iterations as new features were added
and some features were moved to popup modals to make the page simpler look-
out.

4 Online System for Converting Diagrams into Text

We developed an online system as a prototype with JavaScript and PHP. We
used Bootstrap as CSS framework. We used an open source library MxGraph
which is a client side JavaScript library for 2D diagrams [11]. Other well-known
libraries are: Rappid, statejs, Draw2D, GoJS, etc. Most of these libraries have
a well-developed set of tools creating, loading and saving diagrams to meet the
user’s needs.

We chose MXGraph because it supports most popular browsers, it is open
source, it does not require any third-party plug-ins and it provides custom dia-
gram layout. It is also easy to implement due its large range of examples provided
in the download package and detailed documentation of its features. Figure 3
shows the overall system design and main file structure.

To implement the diagram container the main required libraries are called
for the use of necessary functions. Changing the layout and user interface can
be done through the JavaScript code by changing the styling of certain objects
or through changing the linked images that are in the images folder. As seen in
Figure 4, containers are defined first before the graph is initialised into one of
the defined containers.
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Fig. 3. System design overview.

Fig. 4. Graph initialisation.

MxGraph has an impressive number of features that can be added and cus-
tomised to a user’s specific diagram, so when it came to select what features
to add, only the ones that would be essential for helping create diagrams and
increase ease of use were included.

Essential features included:

– Naming cells
– Deleting cells
– Creating connector lines
– Snap connectors
– Scrolling the page

Ease of use features included:

– Copying a cell
– 90◦ connector lines
– Creating custom toolbar entries
– Tool tips

There are many other features that increase the ease of use and are essential
for diagram creation, however they are included with the base graph e.g. resizing
cells and selecting groups of cells. Most features that were added were completed
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Fig. 5. Enabling available features.

by simply enabling them as can be seen in Figure 5. However, other features
required custom code which was specific to its function.

The diagrams are saved into an XML format, which is completed by using
multiple function calls that encode the data and then gets the XML from the
encoded information. This information is then set as a JavaScript element which
will be downloaded to the user’s local storage. Generate function takes the XML
file and converts it to the designed text format. The screenshot of the main page
is shown in Figure 6.

Fig. 6. Main page screenshot of the prototype.

Generating the output relies on natural flow through the diagram. This is
challenging as the diagrams’ semantics should be known and the algorithm
should figure out the flow of the diagram. We implemented and added Flow
Chart diagrams as an example. Other diagramming techniques can be added
into the system but the generate function should be defined for each technique.



Transforming Diagrams’ Semantics to Text for Visually Impaired 347

For Flow Charts, the start of a flow and end of a flow can be identified easily
as the beginning cell does not have line targeting it and the ending cell does not
have a line coming from it. Activity cells lead onto one cell and never any more, so
they can be identified easily. The difficult part however is decision cells because
a decision cell can split the main flow into many paths. Each new path must
properly be labelled so that no confusion happens when the text is converted
into speech. Figure 7 and Figure 8 show a diagram example and associated text
output respectively.

Fig. 7. A diagram example.

The information for the cells is stored in an array in the correct path order,
and hence the algorithm iterates through the array and prints the related infor-
mation with added custom text depending on the element type.
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Fig. 8. Text output for the given example.

5 Discussion

5.1 Evaluation

We tested the system with various models and measured the accuracy of the
outputs. Simple models had around 10 modelling elements while more complex
ones had around 30 elements. The results of the tests are given in Table 1 and
they show that the application is fault free, whereas the failed tests were marked,
corrected and retested.

Table 1. System test results for black box testing.

Test result Number of tests Percentage

Passed 32 97%

Failed 1 3%

To evaluate the study, we designed acceptance tests and run them by five
participants who are students at our university. Participants had basic informa-
tion about flow chart diagrams. Participants did not see the diagrams but they
are only provided the text output generated by the prototype system and this
was read to the participants. The participants are then asked to recreate the
diagram. Each participant attempted to recreate the same diagram separately.
The test is repeated for three different diagrams with different complexity.

An average of the diagram’s accuracy was calculated by comparing the par-
ticipants created diagrams to the original one. For each cell or information that
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was not in the diagram or wrongly placed, a percentage was taken away. For
instance, if there were ten cells and the participant missed one cell, then the
percentage accuracy would be 90%.

Table 2. Acceptance test results.

Diagram tested Accuracy

Diagram 1 100%

Diagram 2 96,4%

Diagram 3 96%

Results were promising as all results were over 95% as shown in Table 2. The
more complex the diagrams the less accurate the participants were when recre-
ating the diagrams. Having a percentage loss of only 4% on the most complex
diagram shows good promise for the system as the most complex diagram is not
realistic and purposely complex in design.

The survey with the participants showed that they were only confused by
multiple decision subpaths, however the overall feedback was very positive. Par-
ticipants said that the information given for describing a diagram helped them
to easily visualise the diagram.

5.2 Conclusion and Future Work

This paper presented a research study to transform diagrams’ semantics to text
for visually impaired people. An online system was created to define diagrams
and then to convert them automatically into text as a way for the visually
impaired to understand the diagrams better. This system was built as a proto-
type for the purpose of analysing whether a system like this could be effective
and useful for the visually impaired.

The background study and literature review showed that there is work going
on in other domains to help the visually impaired understand pictures, graphs,
etc. However, little work has been done to give the visually impaired a way to
understand domain specific diagrams like UML and flow charts.

As a future work, we would like to extend our work with adding other dia-
gramming techniques. Currently, we are using manual integration to text-to-
speech software. A fully integrated solution will increase the impact and usage of
the prototype. Future development of this web application would likely find great
value in supporting formats for braille and having tactile versions of diagrams,
as this seems to be a popular method for the visually impaired to understand
diagrams.

Acknowledgments. We would like to thank the participants and interviewees for
their valuable input and comments.
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http://www.cic.unb.br

Abstract. Network growth through recent years reveals our continuous
search for information. With the urge of consuming information, search
engine popularity rises, becoming our browser’s primary function when
typing in the navigation bar. The increasing information volume ampli-
fies the demands of search refining with emphasizes on the concern about
presenting data correctly and delivering answers to the users successfully.
This paper presents a usability evaluation in the Brazilian Federal Court
of Accounts (Tribunal de Contas da União - TCU) search engine for offi-
cial documents. The need to update and centralize the search engines
arised with the increasing technology quality in recent years. Despite
good functionalities already implemented, the outdated interfaces with
no common standards would no longer fit in today’s use. The urge to cre-
ate a pattern in TCU systems brought the idea of centralizing different
types of documents in only one search engine. Applying the inspection
method proposed by Nielsen’s [1], it was possible to gather issues that
were neglected in the development process. The results were outstanding:
49 issues found in a product that had already been released. Expecting
user’s feedback to correct a software product is far from ideal, making
necessary to apply inspection methods in evaluating the system’s usabil-
ity. Severity ratings were applied in the inspection method, in order to
categorize the issues and sort their solutions priorities. By summarizing
their frequency, impact and persistence to rates, it was possible to com-
bine those rates in a single severity rate, assigned to each issue. The work
reported in this paper made possible the correction of several usability
errors occurring in the system. Being a wide project, the amount of issues
found, though seemed a large number, are proportionally not so huge:
approximately one issue per screen is an acceptable result. The limita-
tions of the studies were related to the amount of specialists involved,
although the results indicate that a small group of evaluators is suffi-
cient, specially when the projects, despite having many screens, has a
lot of replicated components, where screens are not the same, but reuses
interfaces modules. The contribution is primarily internal, by assisting
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in the deliver of a better product. But the study and reporting used in
this paper allowed the authors to summarize the benefits of the heuristic
inspection method, presenting the results in a real context, with explicit
numbers and categorizing.

Keywords: Search engines · Usability · Usability heuristics · Heuristic
evaluation · Usability factors

1 Introduction

Search engines are so generally used in the world wide web that became our main
feature when navigating through the internet. Today, only two steps are neces-
sary to find anything, since our browser bar is already shortcutted to search for
terms inserted in a simple enter command. Network growth leads to information
volume increase, amplifying the needs of search refining and making relevant the
concern about results presentation to the user.

The algorithms behind search engines are strongly studied, but the need
for evaluating their interfaces should not be neglected. Studies to capture the
interaction between humans and computers are primordial in the development
of a successful application [2]. The means to display information are an essential
aspect of interactive systems. Technology field goes through frequent changes,
and therefore the usability applied can become obsolete, although some principles
and techniques used remain efficient over the years [3].

A system’s navigation flow must reflect users’ understanding. The system’s
goal should always be evaluated to reach the real context, analyzing which opti-
mizations should be applied to result in comfort and time saving to the user.
Navigation design is about the mental process and the steps to define navigation
flow, regardless of the website kind, team size and their general goals in building
a website [4].

Usability is the capacity of using a product easily, centering the systems per-
ception from the users point of view, focusing in human factor. According to ISO
9241-11 [5] usability is the “extent to which a system, product or service can be
used by specified users to achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use” [6]. It is also inserted in ISO 9241-11
usability definition, the particularities of “combination of users, goals and con-
text of use for which usability is being considerate”, and that usability “is also
used as a qualifier to refer to the design knowledge, competencies, activities ans
design attributes that contribute to usability, such as usability expertise, usabil-
ity professional, usability engineering, usability methods, usability evaluation,
usability heuristic” [6].

It is noticeable, according to Nielsen in Usability Engineering [1], that the
need to a prior evaluation on product use satisfaction allows saving and agility.
Many systems do not reach their goals because they have non intuitive inter-
faces, were erroneously planned, fail to consider major use implications, that
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may damage the dialogue, which means the communication between system and
human applied in this context.

To define possible usability flaws, the heuristic evaluation created by
Nielsen [1] propose a set of requisites that a usable system must contain. This
list has become a main method of usability inspection, besides, it assists in the
implementation of user-centric systems.

Heuristic evaluation is majorly performed by specialists, but it can also be
executed by developers or common people. The plurality of views is impor-
tant when gathering reports to enumerate all possible usability problems rec-
ognized. Different visions will find different errors, that combined generates a
wider inspection.

This paper’s goal is to evaluate a search engine based on Nielsen’s set of
usability heuristics [1], but also based on collecting knowledge from papers
containing systematic reviews [7,8] and applied evaluation. Finding usability
problems specifically in search engines brings the discussion of how usability is
applied in a different context. We also evaluate the severity of problems found in
the system, leading to achieving a better product by fixing issues found during
development.

This paper is organized as follows. Section 2 shows the theoretical founda-
tion for the understading of this work. Section 3 presents the research questions
selected and Sect. 4 results obtained for those questions. Section 5 contains our
conclusions about the evaluation conducted.

2 Background

2.1 Usability

According to Jakob Nielsen [1], the term usability itself can not be explained
by a simple abstraction. It is composed by 5 attributes that will better con-
solidate what is really necessary to consider a project Usable, which includes:
Learnability, Efficiency, Memorability, Low Errors Rate and Satisfac-
tion. Learnability is how we search a way to make it easy for a user to learn
how to navigate through the system and reach for his goal. Efficiency is about
how many tasks can a user complete after learning how to use the system, that
means how efficient the system has become to the user. Memorability means that
the system should be easily remembered, as when an user tries after some time
to access the system find it easy to complete tasks wanted. Errors are supposed
to be prevented, which would cause a low errors rate and that is a project goal.
Finally, satisfaction is how it deliveries what stakeholders asked in a way that
users can simply navigate and get all the functionality they need [1,8,9].

Intending to reduce the amount of rules in usability guidelines, Nielsen [1]
resumed use evaluation down to 10 heuristics. These 10 principles are all that is
necessary to explain most of design interface problems. Though, to apply these
principles correctly in all cases it is necessary a amount of experience, however
this metrics can help non-experts finding errors. An interesting approach is to ask
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different people to evaluate, because different people can find different problems.
These usability heuristics defined in Usability Engineering [1,9] are:

UH1 - Aesthetic and minimalist design: for the system to be accessible,
only essential information should be kept so that the information transmis-
sion to the user is efficient. Each secondary unity of information interferes in
information that are, in fact, important and decreases, relativity, it’s visibility.
UH2 - Compatibility between system and user: the system should be
comprehensive to the user, use the same language that the user does, through
concepts and words that already belong to the environment that it is inserted.
UH3 - Minimize user memory load: it is better to offer patterns to the
users, so they will not need to memorize new information while using the
system.
UH4 - Consistency and patternization: there must be consistency
between screens inside the application. User should not wonder if there are
different meanings to words, actions or situations.
UH5 - Status visibility: it is fundamental that the interface allow users to
find themselves inside the system, so they know where they were, where they
are, and in which other environments they can be. This is possible through
feedback inside reasonable time.
UH6 - Clearly marked exits: an “emergency exit” must be available for
the case of users commit errors. System should allow the users to, for example,
undo actions that might had made by mistake.
UH7 - Shortcuts to efficiency and flexibility of use: it is interesting
that the interface can be accessible even to non-users, as to the experienced
users. Accelerators can maximize interaction between system and specialist
user, however, without ignoring inexperienced users needs.
UH8 - Assistance for users to recognize, diagnose, and recover from
errors: assist users to repair mistakes they commit. Messages informing error
should be in simple language, indicate explicitly the problem and suggest a
solution.
UH9 - Error prevention: occasionally the user intended to perform an
action, but happens to perform an different action. The user can also commit a
mistake because of the misunderstanding of some information. Ideal would be
to have a system developed in a way to avoid those mistakes to happen. Dialog
boxes that question actions selected by users are an approach to prevent this
kinds of errors.
UH10 - Help and documentation: the most indicated is an interface
that is so user friendly that no documentation or user instruction is needed,
although it is important to offer documentation in case the user requires help,
being able to solve doubts and, in this way, being more independent.

2.2 Interface Evaluation - Severity Ratings

Usability errors may not be fast and inexpensive to fix. Severity classifications
are created in order to prioritize the correction of such issues. Multiple specialists
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evaluations combined allows a wide vision of corrections that should be done.
Severity assessments provide guidance to evaluators, though there are other fac-
tors that may influence in how the evaluator categorize the severity. In order to
define an effective severity rating, there is a need to comprehend the competing
factors to determine evalutor’s response to usability evaluations [10].

Nielsen propose a set of severity evaluation measures. One of those are a
single rating scale: [1]

0 = this is not a usability problem at all;
1 = cosmetic problem only - only fixed if there is available extra time on
project;
2 = minor usability problem - low resolution priority;
3 = major usability problem - important to fix, high resolution priority;
4 = usability catastrophe - must be fixed before releasing the product.

Another scale that is also defended in [1] is the combination of two usability
problems dimension: how many users may find this issue and how the issue can
harm their goals in using the system. Table 1 illustrates this frequency x impact
scale. Also known as Problem Severity Classification (PSC) rate, and used by
IBM, this classification might contain an intermediate impact level.

Table 1. Usability issues severity rates based in frequency and impact

Frequency

Few Many

Impact Minor Low severity Medium severity

Major Medium severity High severity

Additionally, the severity evaluation can be improved by attaching a new cat-
egory: persistence. That means, if the issue persistently causes an inconvenience
to the user rarely, commonly or always.

2.3 Measurement of System and Software Product Quality

Product quality must be evaluated from defined parameters, in order to create
a standard, ISO/IEC 25023 [11] includes usability measures to complement the
software quality analysis [5].

The International Organization for Standardization (ISO) is an independent,
non-governmental entity that produces the standardization and normalization
standards for 164 countries [12]. The standards are defined by international
groups composed of representative experts from various national standards orga-
nizations. The International Electrotechnical Commission (IEC) is an interna-
tional organization similar to ISO, but commited with standardization of electric,
electronic and related technologies. Together, ISO/IEC deal with particular fields
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of technical activity through technical committees, established by the respective
organization [12].

In this paper, we define an use established between Nielsen’s heuristics and
the attributes defined by ISO/IEC 25023, as presented in Table 2. This set of
measurements is based on “dialogue principles” in ISO 9241-11 [5].

Table 2. Correlation between ISO/IEC 25023 attributes and Nielsen’s heuristics.

ISO/IEC 25023 Attributes Heuristics

Appropriateness recognizability Description completeness UH10

Demonstration coverage UH10

Entry point self-descriptiveness UH3

Learnability User guidance completeness UH10

Entry fields defaults UH4, UH7

Error message understandability UH8, UH2

Self-explanatory user interface UH3, UH2

Operability Operational consistency UH4

Message clarity UH1

Functional customizability UH7

User interface customizability UH2

Monitoring capability UH5

Undo capability UH8

Understandable categorization of
information

UH3, UH4

Appearance consistency UH4

Input device support UH9, UH6

User error protection Avoidance of user operation error UH9

User entry error correction UH8

User error recoverability UH8

User interface aesthetics Appearance aesthetics of user
interfaces

UH1

Accessibility Accessibility for users with disability UH2

Supported languages adequacy UH2

Table 2 was created in order to demonstrate that than heuristic evaluation
covers majorly the demands proposed by the conventional professional standards.

2.4 The System: TCU Official Documents Search Engine

The system evaluated is the search engine Pesquisa textual/Federal Court of
Accounts (TCU - Brazil) for official documents in the Brazilian Court of Audit

https://pesquisa.apps.tcu.gov.br/
https://pesquisa.apps.tcu.gov.br/
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(TCU), a government organization that has the same purpose as U.S. Gen-
eral Accounting Office. It is responsible for executing the “accounting, financial,
budgetary, operational and patrimonial inspection of the Union and direct and
indirect administration” [13].

Everyday TCU produces official documents regarding these data, and stores
for later acess. The search engine evaluated here contains these documents. It is
a public system with restrictions, which means all citizens can use it, but not all
documents or all research bases can be accessed by anyone. The system needs to
please majorly the product owners: TCU ministers, auditors, and administrators.
But it is also mandatory to be accessible to all citizens with the purpose to
demonstrate large transparency about the Union’s account [13].

The system is a propose of renewing the search bases in TCU, by improving
usability and providing a modern appearance. The need to update and centralize
the search engines arised among technology quality in recent years. Despite good
functionalities already implemented, the outdated interfaces with no common
standards would no longer fit in today’s use. The urge to create a pattern in
TCU systems brought the idea of centralizing different types of documents in
only one search engine.

The system construction started in 2018, and the development was gradual
as the conversion from the old search engines. Instead of creating all services
and interfaces as a complete product, we started by a base (being base a type of
document), releasing it for internal use in a development environment server and
providing the access only to TCU staff, asking professionals in sectors involved
with the released base to use it. Using a payed framework (hotjar) the screens
were captured keeping a heat map and the recording of interactions made, for
further analysis.

The system is composed by 18 search bases, 12 of them are enabled to pub-
lic access, and 6 are restricted. The restriction corresponds to each role in the
staff. Each base correspond to a type of formal document, and each base has 3
correspondent screens: a search form, the search results with a list of abbrevi-
ated documents, and the detailed description of the chosen document within the
results. Besides, it contains also a initial dashboard composed by an integrated
search and shortcut buttons to each base. The result of the integrated search
presents the amount of documents in each base that matches the search term
(Figs. 1, 2, 3, 4, 5, 6, 7 and 8).

The restricted section presents, to the user with porprer permition, which
bases are accessible to their roles, and contains a favorite’s section for docu-
ments and search. You can either put a research form in favorites, or a selected
document.

The research forms are adapted to each base promoting shortcuts to provide
user efficiency, each base has their own inputs studied as more relevant during
design. The results contain options to order the results: by date relevance, fil-
ters by type and other variables according to each base, document exportation
of each document and of the results table, besides the main term input, and
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Fig. 1. Specific search form example.

Fig. 2. Results page with summarized documents example.

Fig. 3. Detailed document example (1/2).
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Fig. 4. Detailed document example (2/2).

Fig. 5. Integrated search dashboard (1/2).

Fig. 6. Integrated search dashboard (2/2).
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Fig. 7. Favorites search form page.

Fig. 8. Favorite document. Information has been removed for privacy reasons.

navigation bar and menus. The detailed result presents the most relevant infor-
mation, that generally matches all form inputs but in some cases incorporate
even more details.

3 Study Settings

3.1 Research Goal

The paper goal is to perform an heuristic evaluation in a real context system’s
interface. The system was designed using Agile and Design Thinking methodolo-
gies, in a human-centered approach, including planning, prototyping, interviews,
among other tools to assist a high usability system’s development.

Following usability engineering it becomes noticeable that no project is issue-
free. A main goal in performing the evaluating is to find and categorize issues to
optimize and prioritize corrections, in order to deliver an effective, efficient and
satisfactory product.

The system’s main goal is to deliver relevant information in official docu-
ments search. The system has public access with some restrict search bases and
documents, so the presentation should be accessible to all possible users. As
this is an internal initiative, it is easier to understand the expectations towards
the system from the TCU staff point of view. In order to facilitate the use of
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the system to TCU parts that deal directly with these documents, the informa-
tion relevance presented in results, so as the form organizations, were directly
influenced by TCU members.

3.2 The Evaluation

The heuristic evaluation was performed by a TCU team, represented by an user
experience designer, an user interface designer and two front-end developers as
presented in Table 3. It consisted in a detailed navigation inspection, where each
evaluator performed tasks to each search base analyzing thoroughly to verify the
existence of any inconsistency or flaw.

Table 3. Evaluator’s profile

Role Degree Experience

User Experience Designer Specialist 8 years

User Interface Designer Graduate 5 years

Front-End Developer Graduate 3 years

Front-End Developer Graduate 3 years

A generic guide, based in da Costa et al. [7], was set to support the evaluation
process, composed by basic features that should be tested and components that
should be observed in each search base.

All results were organized in an shared spreadsheet, that contains:

– An identification number to each issue found;
– Where the issue was found, in this case, which screen and page;
– A description of the problem;
– The heuristic associate to the issue;
– The severity factors composed by frequency, impact and persistence;
– The resulting severity factor composed by the average of factors evolved;
– And the description of the solution proposed to the issue correction.

In order to avoid computing multiple errors, we associated the frequency
rating to how many evaluators had found the flaw, applying 0 to a problem that
only one evaluator had noticed, and 3 a problem noticed by all members in team.
It was also perceptible that most of the errors present on the system were found
by the specialist in user experience.

3.2.1 Severity Ratings
In order to analyze severity in each issue, we defined rates to each attribute used
in order to find a unique measure. The attributes and their measures are:

– Frequency: Estimated according to the number of evaluators that noticed
the problem.
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0 = The problem is only identified by one evaluator;
1 = Two evaluators identified the problem;
2 = Three evaluators noticed the problem;
3 = The problem is experienced by all evaluators.

– Impact: Does the problem affect users to accomplish their tasks?
0 = The problem does not cause difficulty for users;
1 = The problem causes simple difficulties to get around;
2 = The problem causes difficulty in performing the action;
3 = The problem makes the action impossible.

– Persistence: Is it a recurring problem?
0 = The problem is not noticed by users;
1 = The problem is disregarded by users;
2 = The problem is frequently experienced by users;
3 = The problem occurs in all cases.

In our evaluation model we established part of Nielsen’s single rating scale [1], as
being defined by the average of frequency, impact and persistence, as presented
below

0 = cosmetic problem only - only fixed if there is available extra time on
project

1 = minor usability problem - low resolution priority
2 = major usability problem - important to fix, high resolution priority
3 = usability catastrophe - must be fixed before releasing the product

3.3 Research Questions

The paper aims to perform an heuristic evaluation to improve the evaluated
system, validate the proposed heuristic set in its current version, and present
results to contribute to the academic field. To achieve the goal, the research
questions presented in Table 4 were defined.

Table 4. Research Questions (RQ) and motivation for each RQ

Research Question (RQ) Motivation

RQ.1. Which are the possible
usability issues in a system
designed using design thinking
principles and developed in agile
methodology?

Identify possible usability
problems in a human-centred
designed system

RQ.2. Which are the severity of
the issues found?

Notice if problems found
block users

RQ.3. Are the issues found
correctable?

Estimate correction
difficulties in issues found
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Fig. 9. Number of issues encountered by usability heuristic.

4 Study Results

4.1 RQ.1. Which are the Possible Usability Issues in a System
Designed Using Design Thinking Principles and Developed in
Agile Methodology?

The system here evaluated was designed and planned with agile methodology
and applying Design Thinking techniques. Prototyping, testing and interviewing
are some of the tools applied by the UX and UI designers in the project. Results
obtained with the evaluation conducted as presented in Fig. 9.

The system contains 59 screens and the amount of usability errors found is
49, therefore, the system presents an error rate proportional to its size, less than
1 error per screen.

A great amount of flaws refer to a rupture in the usability heuristic UH4 -
Consistency and Patterning, representing 41,7% of total flaws. Although, those
issues concentrate in the low severity rate, which means that even being a big
amount of errors, consistency and patterning tend to have a lower impact in
user experience. Both catastrophic flaws found represent the usability heuristic
UH8 - Assistance for users to recognize, diagnose, and recover from errors. That
means that, when an error is categorized by the rupture of an UH8 heuristic,
usually the error has a significant impact in the user’s execution of a determined
task.

In the evaluation performed in this paper, errors were described by their
location and functionality. The Table 5 is obtained by grouping the amount of
errors per screen.
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Table 5. Errors per pages

Tela (Screen) Errors

Ajuda (Help) 1

Documentos e pesquisas favoritas (Favorites: Documents and Search) 1

Documentos favoritos (Favorites: Documents) 1

Download arquivo Atas das Sessões (Files Download in “Acts of the Sessions”) 1

Fale conosco (Contact Us) 1

Favoritar pesquisas (Mark search as favorite) 1

Formulário Acórdãos (Form: “Judgments”) 2

Formulário Atas das Sessões (Form: “Acts of the Sessions”) 1

Formulário Atos de Pessoal (Form: “Staff Acts”) 1

Formulário Atos Normativos (Form: “Atos Normativos”) 3

Formulário Jurisprudência Selecionada (Form: “Selected Jurisprudence”) 2

Formulário Respostas a Consultas (Form: “Replies to Law Consultations”) 2

Formulário Súmulas (Form: “Súmulas”) 1

Formulários pesquisas especéficas (Form: specific search each base) 2

Label dos campos de pesquisa livre (Label in search field) 1

Limpar formulário (Clear form) 1

Pesquisa Atos de Pessoal (Search: “Staff Acts”) 1

Pesquisa integrada (Search: integrated) 1

Pesquisa integrada (campo de busca) (Search: integrated - search field) 1

Pesquisa integrada (home) (Search: integrated - home) 6

Pesquisa integrada (resultados) (Search: integrated - results) 7

Pesquisa Processos (Formulário Administrativos) (Search: “Processos” - Form: “Administrative”) 1

Pesquisa publicações (resultados) (Search: “Publications” - results) 1

Questões de ordem (documento detalhado) (“Questions of Order” - detailed document) 1

Resultado pesquisa CNPJ (Search results: “Taxpayers’ Registry”) 2

Resultado pesquisa CPF (Search results: “Individual Taxpayers’ Registry”) 1

Resultados das pesquisas (Search results: general) 2

Tela com resultados de pesquisas espećıficas (Search results: general) 1

Tela pesquisas favoritas (Favorites: Searches) 1

URL 1

Total de Erros Encontrados (Total errors found) 49

4.2 RQ.2. Which are the Severity of the Issues Found?

In study settings it was established the single scale used to categorize severity,
based in the attributes frequency, impact and persistence.

In this evaluation the frequency rate was adapted to reflect the amount of
evaluators that perceived each issue, and the results show that 29 out of 49
issues where noticed at least by two evaluators, and only one issue was noticed
by only one of the evaluator, as presented in Fig. 10 reinforcing the concept that
the heuristic evaluation must be made by a team, but also reflecting that a 4
four people team, given the evaluated system case, was a reasonable choice.

The impact rate is the severity factor that defines if an issue found inhibits
a user from accomplishing a task. The study presents that despite the fact that
errors harms user’s usability, the issues found are not an obstacle in most cases.
As seen in Fig. 11, errors may cause difficulties to user, but most issues found
cause no difficulties at all, or simple difficulties, easy to get a around.
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Fig. 10. Amount of issues by frequency rate.

Fig. 11. Amount of issues found by impact rate.

We can conclude that having an user-centered design for development facili-
tates the applicability of an user-friendly interface, where issues exist, but rarely
influence badly the conclusion of a task.

Observing persistence, the greater range belongs to issues that are frequently
experienced by the user, in this paper’s case, by the evaluators. The persistence
rate reflects how an issue presents itself, if it occur most times that the task is
performed, as shown in Fig. 12.

Combining those three factors in one single severity rate, the chart Fig. 13
presents how many issues were found matching this single rate.
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Fig. 12. Amount of issues found by persistence rate.

The catastrophes encountered prevent the user from completing an evident
action. Errors found that configure a catastrophe are both corresponding to UH8,
where a system’s error occurred but was not reported to the user, not allowing
the user to recognize, diagnose and recover from errors.

Fig. 13. Amount of issues found by severity rate.

4.3 RQ.3 Are the Issues Found Correctable?

The study highlights a well-known concept in software quality: an issue-free
product does not exist. The whole intention of performing the inspection was
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to improve software quality, and by categorizing the issues found, facilitates the
resolution planning.

The evaluation leads us to correct catastrophic mistakes in urgent priority. In
one week both catastrophic issues were already fixed. In two weeks, 9 issues were
already repaired. Until the release of this paper’s extended abstract, 40 days after
the end of the evaluation, 43 issues, from the 49 found, were already resolved.
Two months after the evaluation, all errors were corrected. Now, it should be
considerate a new evaluation, since the project has grown and new errors may
appear.

It is noticeable that even though there were many high priority issues, a low
priority can be easier to fix, which results in having minor usability problems
fixed earlier than major issues.

4.4 Discussion of Results of Heuristic Evaluation

The obtained results highlight that a system designed with human-centered app-
roach has errors, but the amount of errors reflect a low rate when taking account
the system’s size.

The Consistency and Patterning flaws (UH4) are the most present in the
system, but are minor impact flaws, present a closer relation to aesthetics then
to functionality itself.

The catastrophic flaws are associated to UH8 - Assistance for users to rec-
ognize, diagnose, and recover from errors, showing that this heuristic is funda-
mental in the system use. The lack of correct application of this heuristic may
compromise the use in a way that the user can not conclude a task.

The severity rates found concentrate in cosmetic and minor usability prob-
lems, pointing that most errors do not impact user’s performance. That indicates
the correct use of human-centred development, where the methodology applied
in the project’s design was focused in usability performance.

In the error’s correction, catastrophic flaws were prioritize. Following, we
prioritized major usability errors, but in parallel minor errors and cosmetic flaws
were also being corrected, and it was observed that minor issues were faster
resolved than major issues.

The evaluation conducted in this study had the goal of flaws correction, and
for that purpose succeed. All corrections were already implemented two months
after the evaluation. It is now noticeable the need for a new evaluation, since
the system continues to grow and be developed. Today, new search bases were
already implemented, while others were optimized. An example of a new base
implemented is the BTCU search, responsible for official newsletter containing
all daily information about official documents. It was sliced in three different
searches: internal processes, external processes, and processes’ pieces.

4.5 Threats to Validity

In future works, the set of heuristics and severity rates established in this paper
should be approved by other specialists. It is also necessary to conduct the
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methodology used in other search engines, to validate the correctness of the
study settings.

The evaluation performed in this work had as limitation the staff and time.
The amount of specialists involved was low, as well as the deadline was urgent,
because the system was already in production environment, available to internal
and external use, and flaws should be corrected as soon as possible.

5 Conclusion

Usability evaluation is the key to find issues that passed unnoticed through
developers. The system used was already released and being used when the
evaluations were performed, but still contained mistakes that were not reported
and would only be noticed by user’s feedback. It is important to notice that
the system is focused on legal documents, majorly composed by law related
information, and not commonly used by the developers.

When testing your own product, if you do not have a full understanding
about the area in which it is applied, you will not deal with errors that are
encountered by users who are immersed in the specific context of the product,
such as internal information from professionals in a given area of knowledge.
An heuristic evaluation allows the team to navigate with another perspective,
having a script composed by usual tasks performed in the system, combined with
the guidelines provided by the heuristics, it becomes possible to notice flaws that
in developing process were neglected.

The size of the evaluated system justifies the number of errors encountered,
even though the system’s design was created applying Design Thinking princi-
ples, there is no impeccable product, and a User Experience designer is not able
to find all these issues by himself, it exists a need to gather a team of specialists.
Most issues can be rapidly repairable, and performing this evaluation allowed
the team to deliver continuously a better product.

For future work, the set of heuristic applied in this study should be validated
by other specialists, as well as the severity ratings. It is also important to apply
the methods here defined in other search engines to ensure the correctness of
methodology.
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Garćıa-Villalba, L.J.: Set of usability heuristics for quality assessment of mobile
applications on smartphones. IEEE Access 7, 116145–116161 (2019)

8. Dourado, M.A.D., Canedo, E.D.: Usability heuristics for mobile applications - a
systematic review. In: Proceedings of the 20th International Conference on Enter-
prise Information Systems, ICEIS 2018, Funchal, Madeira, Portugal, 21–24 March
2018, vol. 2, pp. 483–494 (2018)

9. Hix, D., Hartson, H.R., Nielson, J.: A taxonomic model for developing high impact
formative usability evaluation methods. In: CHI Conference Companion, pp. 464–
465. ACM (1994)

10. Hertzum, M.: Problem prioritization in usability evaluation: from severity assess-
ments toward impact on design. Int. J. Hum. Comput. Interact. 21, 125–146 (2006)

11. Nakai, H., Tsuda, N., Honda, K., Washizaki, H., Fukazawa, Y.: Initial framework
for software quality evaluation based on ISO/IEC 25022 and ISO/IEC 25023. In:
2016 IEEE International Conference on Software Quality, Reliability and Security
Companion (QRS-C), pp. 410–411. IEEE (2016)

12. Heires, M.: The international organization for standardization (ISO). New Polit.
Econ. 13(3), 357–367 (2008)

13. Federal Court of Accounts. https://portal.tcu.gov.br/english/. Accessed 30 Sept
2019

https://doi.org/10.1007/978-3-319-39510-4_25
https://doi.org/10.1007/978-3-319-39510-4_25
https://portal.tcu.gov.br/english/


Managing Information in the Case
of Opinion Spamming

Liping Ge1(B) and Stefan Voß2(B)

1 Leuphana University of Lüneburg,
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Abstract. The rapid innovation of information and communication
technology (ICT) within the last decades has come along with the devel-
opment of new opportunities and challenges, new business models, new
systems, etc. Companies like Amazon, Google or Alibaba shape busi-
ness functions and percolate our daily life. Business operations go hand
in hand with new types of user experiences when buying goes differ-
ent than just traditional ways. Often it is not only the buying behavior
but also the way recommendations are perceived as they may be read-
ily available. This relates to opinion mining and, unfortunately, opinion
spamming. We survey the issue of opinion spamming and fake review
detection and focus on both sides of fake review groups, i.e., how to
detect such groups but also how to set up a group that might be unde-
tected with current methods. As both directions go hand in hand we
elaborate on learning in both directions with the aim to improve related
methods.

Keywords: Opinion spamming · Digital innovation · Information
management · Digital transformation

1 Introduction

Product reviews have become an important part of decision making especially
for individuals but also for organizations and companies when making buying
decisions. This also relates to reviews on services and alike. One of the major
problems faced in this context refers to opinion spamming which includes espe-
cially the notion of writing fake reviews to promote (or demote) certain products.
Opinion spamming can go along the lines of individuals trying to work as influ-
encing bodies. Even more so, fake review groups have become a popular means of
enhanced opinion spamming. That is, here we are concerned about spam detec-
tion in a collaborative setting as well as the question on how to discover fake
review groups.
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Opinion spamming and opinion mining are closely related to the field of senti-
ment analysis. Sentiment analysis refers to extracting opinions and/or emotions
from documents or just simple pieces of text. While sentiment analysis can be
used to investigate diverse media such as audio, video or images, we are mainly
focused on extracting sentiments from written texts.

To be more specific, recent challenges arising while conducting sentiment
analysis incorporate those occurring within the area of detecting fake reviews
and spam. Social media, online vendor websites and other websites generally
contain fake entries, comments and reviews [38]. Although responsible companies
advertise that they follow their responsibility by deleting purchased reviews,
agencies such as the Fivestar Marketing AG continue to offer fake review services
which they present as allegedly legal methods [16,29]. This phenomenon is known
in academia and even to the public; see, e.g., [2,28]. Also word-of-mouth tells us
that there are a wealth of fake review groups all around the world without yet
being detected.

To act against such distortions of public opinion, there are different measures
that can be applied. For instance, the author’s reputation could be checked and
duplicates should be identified [39]. In [20], we see a wealth of data types that
can be used in detection techniques. Moreover, these authors provide a review in
the area of detection of spam reviews as well as related spam detection methods
and techniques.

In this paper, we survey – again – the issue of opinion spamming and espe-
cially fake review groups. Several questions are considered.

– One of the questions is related to languages, i.e., to which extent are websites
under different language regimes revealing a different approach; see, e.g., [47]
for the Chinese market.

– How much value is in a report?
– Are reviews authentic? [40]
– Another research question, may be not necessarily an opportune one, relates

to how a fake review group has to be set up so that detection with existing
algorithms is difficult. This question should not necessarily increase the num-
ber of fake reviews but allow researchers to investigate new algorithms and
methods to account for these settings.

– If opinion spamming refers to providing wrong or false information in reviews
to misguide consumers and influence product sales, we might not necessarily
have a comprehensive view on the subject. This is due to the fact that infor-
mation in fake reviews may even be correct. How to deal with correct reviews
from fake reviewers? (This would even open up the issue of having mystery
shoppers included in the ball game.)

Elaborating on the above questions and the methods at hand (see the above
or below references), after some more comprehensive but yet selective litera-
ture review, we start by using some frequent item set mining method to find
a set of candidate groups. Behavioral models may investigate possible collusion
among fake reviewers. Though, if we define groups based on different settings
and relationships we end up in something that may just be related to reviewed
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products.1 In literature attempts are seen that successfully label fake review
groups. Therefore, in our research we investigate both sides. On one hand we
describe different approaches and models to set up fake review groups. On the
other hand we apply available methods to see to which extent these groups may
be discovered. This includes the extension of item sets as well as the specific
“training” of related methods to find or not find what we have set. We conclude
with managerial implications for both sides, i.e., the way of setting up those
groups as well as the definition of methods aimed at detecting them. We end up
– on a meta-level – with some critical reflection upon such research efforts, food
for thought.

2 Opinion Spamming Issues and Literature Review

Generally, information may be viewed as purpose-oriented knowledge, demon-
strating their use under various conditions and developments in reality to let
decision makers take some actions; action-determined knowledge might be a
similar focus. We define information management as purpose-oriented provi-
sion, processing, and distribution of the resource information for decision sup-
port as well as the provision of respective infrastructure [45]. That is, infor-
mation management is understood, among others, as an instrument for mak-
ing information distribution operable for an enterprise as well as for decision
makers. In that respect it becomes an enabler for efficient business operations.
Though, information management also has to enable decision makers to distin-
guish between different types of information when taking decisions: objective
information (that would be needed), subjective information (a decision maker
might think is needed), available information (including misleading or wrong
information like fake information). Moreover, one might distinguish regarding
the ease or difficulty of being able to reach some information. With that opinion
spamming might be seen as part of information management.

In the spirit as mentioned in the introduction, papers stressing the reason-
ing for the advent of fake reviews seem to be a dime a dozen. Often, we also
see connections to different words having the same or slightly different mean-
ing, like deception theory, in the sense that reviews influence in the same way
as information management tells us, e.g., that ‘one cannot not communicate,’
among others; see, e.g., [45] and some references therein. But, no matter where
we consult the topic, fake reviews and opinion spamming are meant to increase
the popularity (and at the end the revenues of related companies) of products,
services, etc. Online reviews, influencers and alike are becoming more and more
popular. Companies often use that kind of attention to post (or let others do
so) reviews in favor of their own products and services or against those of other
companies.

Spamming can be done by individuals [28] or by groups, where a coordination
effort can be undertaken or not, i.e., individuals are possibly working together
1 Just consider a fictitious person in some country setting up a fake review company

using classmates abroad with diverse groups of friends and relations.
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without explicitly knowing. Individuals can be on hire or just sellers of one or
more products promoting themselves and their products or services. In case of
groups there may be coordinated efforts regarding people spamming while they
have a homogenous or even a diverse background.

Next, we provide pointers to survey papers in the area, refer to the discussion
of related issues on a meta-level and also mention some legal issues. Moreover,
we provide references specifically dealing with fake review groups.

2.1 Survey Papers

Opinion spamming can be seen as a subfield of sentiment analysis. In sentiment
analysis one studies phenomena along the extraction of opinions and/or emo-
tions from documents like text, among others. Surveys on sentiment analysis
seem to be a dime a dozen; for some recent examples see, e.g., [19,25,27,39,51].
Reviews/surveys focusing on opinion spamming and the detection of fake reviews
include [8,20,23,40].

An interesting observation, even if we might over-exaggerate a little, is that
this area seems to have a larger proportion of surveys and reviews over original
research papers than other areas (see also [27]).

An example for a recent and more or less comprehensive survey is [23]. They
boil their search down to some 76 relevant papers or studies within a dozen years
from 2007–2018 written in English. While we do not doubt the good intentions of
the authors in finding some good references and conclusions, a considerable num-
ber of papers cited in our paper is not cited in theirs’, though their search string
should have found them. Moreover, if we understood their settings correctly,
even their own paper would not have been found assuming the time horizon
was extended to 2019. This could happen, e.g., if the searched databases for the
study and the publication outlet for the study are not coinciding.

2.2 Meta-Level and the Value of Reviews

Opinion spamming is also observed on a meta-level. This means that we are not
necessarily interested in individual reviews and their impact but more on generic
issues regarding reviewing or evaluating in general. Among others, this relates
to the knowledge of the public to which extent reviews could be manipulated.
While even newspapers and magazines report about this in an ongoing manner
[16,28,29], the comprehension still seems quite different in different settings.
For instance, in [2] it is argued whether it pays for a company to inform the
public about the (possible) existence of fake reviews. For a well-established brand
this may be beneficial while new kids on the block might be better off to let
independent sources (like the mentioned newspapers) report on this. Using more
or less bad prejudice, our interpretation of that and related studies is that have-
nots are get-nots (‘if you are born poor you will stay poor’).

From an academic standpoint discussions on the meta-level can often be
found in marketing as well as information systems outlets. As an example see
the journal where papers like [2] have appeared.
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Different social media platforms are building the foundation of reviews and
opinion mining. This does not only concern the internet but also media like
Twitter or Instagram. Especially on the latter platforms, we see some means of
influencer marketing involving endorsements and product placement from people
and/or organizations who have a purported level of social influence in their field.
An influencer may provide testimonial advertising or play the role of a potential
user or buyer. Their actions and behavior may be more subtle than that of
professionals like journalists, academics or industry analysts.

Let us first exemplify regarding the use of Twitter and alike for opinion min-
ing. Subjective user opinions of mobility networks can be used to judge upon the
satisfaction level of users of mass transit systems, especially in the case of dis-
turbances [18,26]. Based on these social media platforms it is possible to design
a system architecture allowing to automatically capture the user comprehen-
sion and perspective based on sentiment analysis of the user-generated content.
Being aware of data security issues, users or customers may be used or exploited
as sensors of mobility dynamics (in a sense contributing towards the building
of heatmaps), indicating where and how disturbances are observed within the
public transport network. Nowcasting or microblogging from messages posted
on Twitter provides real-time sensing of traffic-related information.

[35] study the motivations behind incentivized consumer reviews generated
via influencer marketing campaigns.

Some of the issues related to opinion mining and opinion spamming concern
the implications that reviews may have not only towards other users or potential
customers but also as a feedback mechanism towards the company itself. Once
analyzed in detail, reviews, whether they are fake reviews or real ones, may
help to improve or advance services and products. That is, suggestions, tips and
advice, which are often explicitly sought and needed by both brand owners and
consumers may be seen as suggestions and the related task of mining suggestions
from opinionated text on social media may be termed suggestion mining [32].
Once interpreted in a slightly different way, this may also be viewed as crowd-
sourcing; see, e.g., [30]. This connection to crowdsourcing and the possibility of
disintermediation between customers and companies is also exemplified in [44].

Let us take a different domain as an example: Writing nice book reviews can
be an art and still they may be fake reviews. Consider, e.g., the phrase “This
book has a solid cover; so far for its advantages.” Actually this need not be a fake
review and even the issue whether the sentiment can be discovered as negative
might not be clear in all cases. Based on this, let us turn towards the following
question: How much value is in a report?

Considering book reviews, we may consult [7] as they refer to the character-
istic of a product or a service being hedonic, including books (while our example
in the Appendix, Fig. 1, might not be what they mean). Hedonic aspects of
products are even more difficult to evaluate than technical ones. In this case,
opinion leaders, such as critics, may serve as key informants to consumers (later
we may also come to the case of mystery shoppers who are somewhat different).
The study of [7] considers the different roles and incentives of literary critics
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and how they influence the success of books. Similar issues actually also hold
for movies. Both involve multisensory, fantasy, emotive aspects and relate to
symbolic motives. Moreover, the diffusion patterns of these products are also
different than technical ones. Nevertheless, fake reviews may be an issue, too.
Extending the above-mentioned issues, [42] provide elasticities as standardized
measures for the relationships between the success of different types of products
like movies or video games and critics’ volume, average, positive and negative
valence, and the variation in critics’ appeal; like other issues in this paper, food
for thought.

Without going too much into detail, language might have a major impact
regarding opinion spamming as there may be native speakers publishing in their
own language, non-native speakers publishing in other languages than their
mother tongue. While most of the companies that we may look at, are using
multiple language environments, this need not be true in general. An interesting
issue is to which extent this influences the behavior of opinion spammers and
their possible detection.

For examples considering the issues in different languages see, e.g., [36] (Rus-
sian) and [47] (Chinese).

2.3 Legal Issues

Fake reviews may be judged differently throughout the world according to dif-
ferent legal policies and laws. That is, often spamming may become a legal issue
and the question arises to which extent lawmakers have done a good job to set
up an environment where lawbreakers may be prosecuted; see, e.g., [22] for an
Australian investigation. A comprehensive consideration with a focus on US law
is given by [44]. The overall question, though, refers to the fact that lawmakers
still seem to have considerable difficulties to set the pace on an international
transboundary level.

Recently, to give some specific example, the German Bundesgerichtshof
decided a specific case (regarding Yelp) such that reputation software may be
used to filter reviews [4]. The problem that seems inherent is that the quality of
the software and its algorithms is nontransparent.

Touching the information management issue is done in [34].

2.4 Literature on Fake Review Groups

When opinion mining aims to summarize the amount of appreciation and criti-
cism in a given text, this may be done favorably also or especially in a collabo-
rative effort, i.e., using fake review groups. Fake review groups relate to opinion
spamming in a collaborative effort. There are quite a few sources available study-
ing spam detection in this setting including [6,31,48,49].

Considering fake review groups means forming (eventually artificial) com-
munities that are working together to increase the possible influence of their
opinions. Analyzing community structures built through abnormal non-random



376 L. Ge and S. Voß

positive interactions is done, e.g., by [6]. On the one hand one has fake reviewers
who eventually post spam reviews and/or support comments of others, espe-
cially fellow group members. Through extensive experimental analysis, [6] show
the impact of a community-based approach in terms of accuracy and reliability.
They show that their approach can successfully identify spam reviews without
relying on review content, while achieving the same level of accuracy as state-
of-the-art pure content-based classifiers. Once calling the same or similar issues
as coming from deception theory we may refer to, e.g., [50].

We should note that the issue of fake reviews may be different in differ-
ent settings (while we have not yet put any evidence on related commonalities
and differences). Table 1 in the appendix provides examples with comments and
references regarding various related events observed over time.

3 Methods

Various algorithms are available, mostly coming from areas such as machine
learning, statistics and operations research. Besides describing the methods
themselves, one also needs to think about possible datasets.

3.1 A Sketch of Available Methods

The above mentioned survey papers also include a comprehensive list of ref-
erences regarding available methods. In the sequel, we first summarize a few
pointers and then sketch a limited number of available methods.

– Binomial regression: [41]
– Latent Dirichlet Allocation (LDA): [11]

An example for a comparative implementation of different supervised tech-
niques such as Support Vector Machine (SVM), Multinomial Naive Bayes
(MNB), and Multilayer Perceptron can be found in [21]. The presented results
indicate that all the mentioned supervised techniques can successfully detect
fake reviews with more than 86% accuracy.

In [11] an unsupervised topic-sentiment joint probabilistic model based on
an LDA model is proposed. To be more specific, the automatic identification of
topics to describe the distribution of words within a considered cluster is related
to LDA. LDA is a generative probabilistic model proposed by [3], which has
been successfully used to identify latent topics within corpora. In a nutshell,
LDA assumes that documents in a corpus are represented as random mixtures
over latent topics and, in turn, each topic is characterized by a distribution over
a set of words. For each document in a corpus, the generative process of the
words included in that document works as follows: (i) Select a topic from a
multinomial distribution, and (ii) select a word from that topic. Thus, LDA is
about estimating two probability matrices, i.e., a document-topic matrix, giving
the probability that a certain document contains a latent topic, and a topic-word
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matrix, modeling the probability that a latent topic uses a certain word. For
an in-depth presentation of LDA, along with its application to topic modeling,
document classification, and collaborative filtering we direct the interested reader
to [3].

Further references include the following. In [52], an interesting approach is
followed regarding spam detection. While this is not the same as fake review
detection, the approach itself is worth being considered. Actually, as a start-
ing point, the authors use a wrapper-based feature selection method to extract
crucial features. Second, a decision tree is chosen as the classifier model with a
well-known training approach. Actually, particle swarm optimization (PSO) is
used to solve the related problem. In [10] the geolocation features of shops are
included.

3.2 Datasets

The survey of [23] lists a table with some ten references with various datasets
used by the cited authors, including those from Amazon, Datatang, Resellerrat-
ings and TripAdvisor. The number of reviewers goes from a couple of hundreds
towards a bit more than a million where multiple reviews by the reviewers have
been performed in some up to many cases.

Datasets used in [21] are mimicking cases from Amazon and TripAdvisor.
Amazon Mechanical Turk can also be used to generate datasets; see [33] for an
example to do so.

4 Conclusions

In this paper we have looked at opinion spamming based on selected literatures.
Implicitly an information management approach gave us a slightly different edge
over existing reviews. In passing, we have seen quite a few issues that are worth
being explored further. In that sense we can see the value of this paper as one
initializing further research. Let us distinguish between some food for thought
and some explicit future research directions.

4.1 Lessons Learned and Food for Thought

One of the questions not comprehensively answered in current research relates
to what a fake review is or can be and who is responsible for it. Let us provide
a recent example from a platform like Ebay or Amazon. Let us assume that we
bought some item (say, a face mask) from some vendor for a certain price and
we provided a good review (say good value for money given the paid price).
Based on the current situation (early 2020 with the spread of the corona virus)
the price was multiplied by a factor of, say, about five to six or even more. Now
our review is still in the system but the basic notion of good value for money
has turned and we would have dared to give any star if we would have known or
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paid the current price. That is, the vendor made our review and those of fellow
reviewers a fake review. How is this detected?

In the area of public transport where we are dealing with the provision of
services as a product, we have seen the use of Twitter etc. for traffic-related
comments (see Sect. 2.2). These are reviews, too; they are or may be opinionate
and one might learn how to set up an environment where fake reviews are not
so frequent.

Academic papers are supposed to be ‘peer-’reviewed, too. Though, also that
system may be flawed and one might have to think on how to cope with that
[9,13].

4.2 Future Research

Future research should enhance different views on fake reviews. Interesting obser-
vations could be done by mystery shoppers. Mystery shopping is a form of par-
ticipant observation, which uses especially trained persons to perform the tasks
of buyers to let personnel believe that they are serving real customers or real
potential customers. For an entry point to mystery shoppers we refer to, e.g.,
[24,46]. For specific applications in the above mentioned public transport context
see, e.g., [15,43].

While a mystery shopper might not have the same computing capability
standing behind an automatic evaluation of reviews, he/she might be able to
judge upon statements and judgements based on real experience. Based on that
experience mirrored with automatic evaluations, a different kind of training app-
roach might be observed worth being explored as future research. If this is seen
in the light of algorithm development, we might actually see advanced methods
for fake review detection.

Appendix

In this appendix we provide a hands-on set of arguments why fake reviews might
be an issue; see, e.g., [12,17]. Moreover, we survey quite a few companies and
settings in which fake reviews may have some major impact; see Table 1.

Let us exemplify possible reasons for fake reviews. First of all, there are
many advisors trying to support businesses in selling on online platforms. And,
secondly, there is their advise. As a producer one provides detailed product
descriptions, high-quality images and videos, competitive pricing and possibly
some customer service. Once this has been set up and one tries to be sold through
an e-commerce or online platform, there are eventually recommendations of the
system, rankings and alike. If one does not make it to the ‘first’ page, one might
be overseen. Customers might use some sorting and check for one or two pages,
not more, do they? Therefore, an online seller might have to understand how a
product ranking works (and of course the specificity of the request might do the
job, too). There are actually two types to consider.
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Fig. 1. Searching on Amazon; example

– Traditional Search Rank. This is where your product appears when someone
does a search for a related keyword; this is related to common search engines.

– The Buy Box. This is where Amazon differs from many others. The buy box
is a box that can be found on the product page that customers click on to an
item to their shopping cart (see especially the upper part and the right hand
upper corner of Fig. 1). When multiple sellers offer the same item, one has to
compete to appear there.

Fig. 2. Settings of fake review groups.

Advise goes on in claiming that sellers should price their items competi-
tively, maintain a positive selling history, increase sales and provide thorough
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Table 1. Companies and webpages, study objects

Company/webpage Area specifications Comments (Selected)

references

Alibaba.com E-commerce platform (main

focus on business-to-business)

Alexpress.com as an online

shopping company belongs to

Alibaba

[5]

Amazon.com Technology company focusing

on e-commerce, cloud

computing etc.

Listed on Nasdaq. Many data

sets for further study and

comparison can be found on

the web

[1], for data sets

see, e.g., [6]

Booking.com Lodging Companies like Booking.com

have decreased the

possibilities for fake reviews

by allowing only actual users

of their reservation system

who have booked and stayed

in a particular hotel to write

a review about it

Google.com Web search engine The company also includes

Google Play and many others

[37]

Taobao.com E-commerce platform (main

focus on

consumer-to-consumer)

TripAdvisor.com Transportation, lodging,

travel experiences, and

restaurants

Listed on the Nasdaq,

includes Expedia etc.

[14,22]

Yelp.com Business directory service

and crowdsourced review

forum

Traded at NYSE.

Occasionally, journalists say

“to yelp” when they mean

“to write an online review”

[4]

product information. Actually, maintaining a positive selling history includes as
a tip to actively seek (positive) reviews. Moreover, it is claimed that buying fake
reviews is an offence, but the way it is done, it makes the issue an interesting
one in any dimension. That is, based on the importance of reviews and the tradi-
tional literature review defecting model, now many reviewers have become more
advanced. Together with the sellers and an intermediate service company, they
possibly build up (more or less large) communication groups using well-known
social media like Facebook, Whats’app, Wechat etc. and continue to involve new
members to anti-fake reviewer defection, trying to hide themselves deeply and
pretend to be real reviewers. If one searches for review groups on Facebook, one
actually can find many of them. Units can be country-oriented with the most
prominent examples found in Germany, the USA and China. The group focuses
on involving more and more new reviewers, closely related to a snowball system.
Based on the different historical development with established and new users,
reviews are more likely accepted by any review detection system. The classical
idea is that each fake reviewer gets free products eventually supplemented by a
commission (say, within 5–30 US$, depending on the value of the product and
the urgency of reviews needed). Moreover, the commission fee may be differ-
ent depending on whether, e.g., photos or videos are included. In a sense, fake
reviewer groups have developed a 3-layer distribution system (see Fig. 2).

https://www.alibaba.com/
https://alexpress.com/
https://www.amazon.com/
https://www.booking.com/
https://www.booking.com/
https://www.google.com/
https://www.taobao.com/
https://www.tripadvisor.com/
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Abstract. Scientists and data scientists have long aspired to eliminate bias from
their visualizations. This paper argues that eliminating bias from visualizations
is impossible, efforts to do so have negative real-world consequences for people,
and that strategically emphasizing bias in visualizations is not only desirable, but
also ethical. The growing public mistrust in science has not been helped by
efforts to produce visualizations devoid of bias. This paper further argues that
ethical visualization can only be achieved by acknowledging and embracing the
treacherous nature of data visualization as a medium, committing to an ethics of
care in visualization, investigating the potential for both benefit and harm when
visualizing specific data, and then employing strategies to mitigate the harm
involved in creating, using, and sharing visualizations. These strategies center
around consciously crafting a visual frame (ie bias) for communicating data to a
given audience. This paper offers 1) a critical lens on the rhetorical nature of
visualizations, 2) the Hippocratic oath as a means of committing to maximizing
the benefit, and mitigating the harm, done by visualizations, 3) ethical visual-
ization for impact as a practical strategy for taming treacherous visualizations,
and 4) compassionate visualizations as the end goal of following ethical visu-
alization practices.

Keywords: Visualization � Care ethics � Science communication � Compassion

1 Introduction

Visualizations amplify the biases, constraints, and ideological perspectives of the
people, organizations, and cultures they originate from. They do this in the form of
arguments that are particularly persuasive firstly because they are processed largely
unconsciously, and secondly because they present their bias in the guise of impartial,
scientific truths. These arguments are usually constructed unconsciously, too, and
herein lies the potential for harm. Whether they display big data or small data, whether
they are online and interactive or printed and static, whether their intended purposes are
scientific, artistic, or somewhere in between, visualizations without consciously crafted
arguments always persuade, in the sense of projecting “a set of beliefs about the way
the world should be, and present[ing] this construction as truth” [6]. At best, uncon-
sciously constructed arguments in visualizations have a counterproductive effect on
what the visualizer is trying to show; at worst they perpetuate harmful, counterfactual
public narratives that increase mistrust in science and societal division [14].
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Visualizations can be made more ethical—that is less harmful and more effective—by
applying reflexivity and critical thinking to the process of constructing them. Ethical
Visualization for Impact, the main subject of this paper, is in part a call for scientists
and data scientists to pay attention to, and harness, the amplification effect and bias
inherent in visualization as a medium.

For example, the NOAA Interactive Sea Level Rise Viewer is a publicly available,
online interactive geographic visualization created by the US National Oceanic and
Atmospheric Administration (NOAA) to try to educate people about the risks to their
communities and homes from climate-driven sea level rise [30]. Several governments
and organizations around the world have created similar tools. This one contains lots of
data from atmospheric physicists, biologists, oceanographers, and social scientists
about the relationships between climate change, sea level rise, and population.

To demonstrate how it works, I’ll use the example of the city Norfolk, Virginia in
the United States. In terms of population, it’s about the same size as Copenhagen, the
host city for HCII 2020. Like Copenhagen, it’s near the sea, and built around a river.
Using the viewer to assess the risk to Norfolk of sea level rise involves navigating a lot
of options in the viewer (see Fig. 1). The options are grouped in six key categories that
relate to data collected from various research disciplines. The user can move the slider
on the left up and down, and the map shows which parts of the city would be under
water if the sea level rose. Navigating the variables, it becomes evident in a short
amount of time that major areas of downtown Norfolk would be underwater in many
scenarios. In fact, Norfolk is one of the most vulnerable cities in the Americas to sea
level rise. There’s a lot of the city shown as underwater in the view in Fig. 1. Seeing
this, I would be tempted to move away, or at least look for a place to live on higher
ground. To an impartial viewer, this seems obvious, right?

Technical communication researchers Sonia Stephens and Dan Richards wanted to
test this seemingly obvious conclusion, so they conducted usability studies on a sea
level rise viewer with people in Norfolk. They found that people consistently made
decisions that were less in their interest, and less based on scientifically accurate
information, after interacting with a sea level rise viewer [31, 34]. Although their
research involves only a small number of participants, the implications of it are huge.
A lot of time and money have perhaps been wasted on sea level rise viewers that not
only don’t do what is intended, but they also put people in greater harm and lead to
greater misunderstanding. So, how did this happen?

Richards and Stephens work highlights a present-day, real-world risk of the
common assumption, especially when it comes to visualization of data science and
scientific findings, that “numbers speak for themselves” [15]. This assumption, rife in
computational and scientific research, is based on other assumptions: 1) that what is
obvious to researchers will be obvious to their audiences; and 2) that the medium—data
visualizations themselves—are objective, something like a blank page on which data
can be placed in order to be understood. A growing body of literature demonstrates
how untrue this series of assumptions is.
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2 Treachery in Visualizations and How to Transmute It

For over a century, scholars working with visualizations have regularly acknowledged
that data visualization—here loosely defined as data-informed charts, diagrams, maps,
models, and tables with a considered use of visual composition for the goal of
impactful communication—is fraught with pitfalls. Visualizations contribute to, rein-
force, and thereby amplify, cultural assumptions and stereotypes. For as long as there
has been explicit instruction on how to create data visualizations, there have been
warnings about the perils of the medium. In his Graphic Methods for Presenting Facts,
widely recognized as the first instructional manual on data visualization, Engineer
Willard Brinton, describes in detail how data visualizations have the potential to
mislead [2].

Various subdisciplines are now devoted to critiquing the biases inherent in visu-
alizations in multiple fields, including: critical infovis in computer science [10], critical
cartography [7, 27–29] and critical GIS [8, 24] in geography, feminist data visual-
ization [11, 12], and ethical data visualization [5, 21, 23]. While some of this literature
makes distinctions between visualizations with various levels of haptic engagement,
interactivity, or physicality, [7] the definition used here is intentionally expansive
enough to include a wide variety of visual representations of data, as visual means and
the goal of having an impact are the key qualities of visualization addressed in this
paper. The following subsections supplement these understandings with a detailed
breakdown of the mechanics of argumentation in some key visualization forms, content
types, and design elements, demonstrating how these individual elements influence
attitudes individually, leading to a greater understanding of how they can reinforce one
another to present a cohesive and powerful argument when they are all working in
concert.

Fig. 1. NOAA Interactive Sea Level Rise Viewer, 2017, 5 feet scenario, zoomed in on Norfolk,
Virginia, United States. Visual frame: Sea level rise is too complex and abstract to worry about.
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2.1 Argumentation Through Form

All visualization forms contain the historical and contemporary cultural associations of
their invention and prior uses [16, 28, 34]. The shadows of the arguments that were
contained within early and common examples of the visualization form linger, to some
degree, in present-day uses, even when they contain very different data or are presented
in a different context. When used unconsciously, for example, by unquestioningly
accepting the “suggested” visualization form after inputting raw data into a partially
automated (black box) visualization software, argumentation can be introduced into the
new visualization that contradicts the visualizer’s goals. However, when prior asso-
ciations are considered, they can be harnessed to emphasize and amplify goals.

For example, consider Dmitri Mendeleev’s periodic table of elements in an early
form, the present-day version by the Royal Society of Chemists [31], and Marisa Bate’s
Periodic Table of Feminism (see Fig. 2). The original periodic table of elements
functioned as a convincing argument, or frame, about groups (or periods) of physio-
chemical properties of atoms being able to be predicted by atomic weight and valence.
Since its first introduction, the periodic table of elements been expanded, the visual
composition has been formalized, and it has become widely celebrated and used as an
instructional tool. It has taken on a broader positivist cultural meaning and argument
through these changes [3].

The Royal Society of Chemists’ version is an example of a contemporary periodic
table, with inclusion of later discoveries (such as inert or noble gases), some reorga-
nization of individual elements (now organized by atomic number), further catego-
rization of elements into groups and blocks, and color coding and visual organization to
emphasize the relationships between elements and categories. It supplements these
understandings with extensive interactive effects, including the ability to learn about
each element through element-specific podcasts, videos, and scientific discovery nar-
ratives. This well-known, widely used contemporary periodic table conveys the visual
frame that the building blocks of matter are fundamental, orderly, mastered by science,
and intelligible to all to seek to know them. Bates’ Periodic Table of Feminism
leverages this association, applying the same positivist logic to her subject: the history
of feminism. Her periodic table, by utilizing the visualization form of the better known
periodic table, combined with her compositional and categorization choices, makes a
visual argument, or visual frame, that feminists thinkers are fundamental to society—as
fundamental as matter is to science, and that they too, are orderly, and intelligible to all
who seek to know them.

2.2 Argumentation Through Content

At a more minute level, individual pieces of content and design decisions used within
each visualization also contain argumentative qualities and associations that further the
overall argument contained within a visualization. Content types and design elements
that are explicit about their argumentation are titles, captions, annotations and
emphases. Implicitly argumentative content types and design elements include data
breaks, categorizations, scale, priming, nudges, priming, sizing, and proportional ink.
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Fig. 2. Periodic tables. Figure 2a (top) Mendeleev’s periodic table of elements, 1871. Visual
frame: groupings of physiochemical properties (periods) of atoms are able to be predicted by
atomic weight and valence. Figure 2b (middle) Periodic table of elements, 2019. Visual frame:
the building blocks of matter are fundamental, orderly, mastered by science, and intelligible to all
to seek to know them. Figure 2c (bottom) Periodic table of feminists, 2019. Visual frame:
feminist thinkers—and by extension, feminism—are as fundamental to society as matter is to
science, and they too are intelligible to all who seek to know them.
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Titles. Titles and subtitles are the most explicit use of rhetoric in visualizations found
in visualizations, both because we are used to reading text as rhetorical, and because
titles are usually emphasized to the extent that they are one of the first things people see
when looking at a visualization [12]. For example, in Fig. 2a, Mendeleev references his
argument in the title of his pioneering visualization. This is despite the term “periodic”
not being in common use to describe matter at the time – the naming of his visual-
ization contributed to both the framing of his visualization as well as future under-
standings of the nature of chemical elements. While a title can make reference to an
intended argument, subtitles have the advantage of being able to elaborate upon, and
reinforce, a visual frame. They provide additional details and are often able to be longer
than captions (in part because they tend to be written in smaller type size, so a greater
number of words can fit in the available space), and therefore additional capacity for
explicit argumentation.

Captions. Captions are nearly as explicitly argumentative as titles. A caption functions
as a linguistic frame for the entire visualization, highlighting what is important to the
visualizer, what they want the user/viewer to notice in the visualization [24]. For
example, in Fig. 2, I have included each visualization example’s author, title, and year
—they are the elements I want readers of this paper to contrast and compare, in order to
strengthen my own argument. When visualizations are shared on social media, the
textual content of the post (including hashtags and emojis) functions the same way as
captions. In this context, the number of likes, shares and replies operate to reinforce the
argumentative power of the caption content.

Annotations. Annotations can draw attention to key data points and relationships,
guide a user through a given sequence of visualizations, and scaffold a user’s journey
through a visualization; in each of these roles they linguistically and visually direct a
user’s attention and frame both their interaction activity and the importance they place
on annotated elements of the visualization.

Symbols. Symbols used to represent or supplement data in a visualization—such as
icons, illustrations, and pictograms—provide simplified visual cues that serve as a
shorthand for quickly communicating key concepts. They foster argument by clearly
communicating what the visualizer wants the audience to know most, and through the
priming effect they have on audiences, conjuring up related visual cultural references
and their associated status and power relations. However, they also pose the risk of
communicating a universalist sensibility inherited from their modernist origins as
pictograms and their cartographic origins as map markers [1, 16].

Emphases. Emphasizing key elements using visual hierarchy, centering, ordering, and
negative space. Emphasis is very important for both the intelligibility of a visualization,
and for the efficacy of the argument it presents. However, uncritical use of emphasis
comes with the risk of fostering “inward-directed worldviews, each with its separate
cult centre safely buffered within territories populated only by true believers” [13]. In
saying this, art historian Samuel Edgerton was referring to cartography, although his
observation applies to visualization generally.

Visual hierarchy draws attention to elements in a specific order, offering a subtler
argumentative effect in with a similar effect to annotations. It is the coordinating design
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technique that combines the following strategies into a cohesive and intelligible whole.
Centering, or determining what is positioned at the center of a visualization upon initial
or default view, can be used as a way of declaring what is of most value, and studying
what is centered can reveal the biases and world view of the visualization creators and
sponsors [16].

Ordering data representations within a visualization includes a vast array of tech-
niques encompassing map projections, data bins and polygons, and arranging data
within one or more structured lists. These choices are typically made for pragmatic,
logistical purposes in the moment, but nevertheless, like centering, they reinforce social
norms of the time and culture in which they are created and commonly used, as in the
much-cited case of the Mercator Projection [29]. Ordering information also determines
what will be read first and last in a series of data, and therefore what will be given
importance by viewers and users subconsciously, by harnessing serial position effects.
For example, ordering information in a bar chart alphabetically will compositionally
emphasize items with labels starting and ending at the ends of the alphabet.

Areas of a visualization that do not contain data or ornamentation, known in
communication design and photography as negative space (or the more problematic,
white space) and in critical geography as “silences”, convey argument and emphasis
through omission [16]. In communication design practice, the use of negative space is
commonly understood as a functional technique of emphasis that fosters efficacy; the
more space without design elements in a given visualization, the more attention is
drawn to those that are present. However, decisions about what is most important to
visualize are also decisions about what doesn’t matter enough to be communicated.
Omissions and negative space communicate a hierarchy of power that perpetuates and
amplifies discrimination and cultural biases endemic to the cultures, institutions, and
visualizers they are produced by.

Implicit Argumentation. Although the subtler forms of argumentation are seldom
obvious, they are nevertheless imbued with meaning, persuading audiences of argu-
ments they are barely aware of in nuances of representation such as data breaks,
categorizations, nudges, scale and sizing, and priming. For example, data breaks, or the
places where the individual portions of a scale range are cut off, are subtly perceived as
significant, whether or not they are carefully considered by the research team. Where
data breaks use solid colors to delineate individual data groupings, the data groupings
are perceived as more discrete, or separate, than when the visualization uses a gradient
color ramp with data breaks. Categorizations also contain subtle argumentation; which
categories are chosen to visualize form a visual frame of what is important in the
visualization, and the language found in labels used to describe categories reinforce this
frame. Nudges, or interaction effects that provide a sort of animated motion-based
visual annotation, are implicitly argumentative in that they cajole the user into certain
behaviors within the navigation of the visualization, while dissuading others [33]. Scale
and sizing of individual elements and the visualization itself both impact audience
perceptions about what is significant in the visualization, and how the other elements in
the visualization can be, or should be read. Priming, the effect of conjuring up past
emotional and visual associations with design elements that reference other cultural and
visual associations, is perhaps one of the most pernicious implicit forms of
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argumentation in visualizations. For this reason, some scholars rail against use of
ornamentation in visualizations [26].

2.3 Committing to Doing No Harm

Each of the elements described above, and their associated argumentative capacities,
can be harnessed to present a powerfully coordinated argument. With such power,
comes great potential for harm, so much so that some visualization scholars advocate
taking a “do no harm” approach to visualization practice [4, 18]. If we are to follow a
Hippocratic oath approach to doing no harm in visualization, this means both not
hurting people, and helping people, when they are in three types of relationships with
visualizations. Firstly, audiences of users of visualizations; doing no harm to these
people includes not misleading them, while helping them includes cultivating their
empathy for represented subjects, and using the smallest feasible amount of their
cognitive load to communicate effectively (and therefore, not making visualizations
harder to navigate than is absolutely necessary). Secondly, subjects whose data is
represented in visualizations; doing no harm to these people includes not harming the
flesh and blood humans behind the data, as well as communicating their personhood,
effectively representing their humanity. Thirdly, people who are significantly impacted
by the represented data; these are people who have a close connection to the repre-
sented data, for example, descendants of people whose data is depicted in a given
visualization. Doing no harm to these people means treating the data with a culturally-
appropriate sensibility and effectively communicating the humanity of all represented
subjects.

3 Ethical Visualization for Impact

While tactics for avoiding egregious manipulation in visualizations have been sug-
gested by visualization scholars and practitioners, and general principles have been
established, few strategies have been offered that can integrate ethical tactics and
principles into the day-to-day, practical task of visualizing data. In 2018, with my
collaborator Christopher Church, I argued that the ethical visualization workflow could
be used by digital humanities scholars as one such strategy [21]. Since the 2018
publication of “Racism in the Machine: Ethical Visualization in the Digital Humani-
ties,” this workflow has been iteratively adjusted and developed to be a workable
process for fields beyond the digital humanities, and particularly, for scientists and data
scientists. The work informing this adjustment has involved review of allied literature,
research in historical archives of scientific visualization and information design, and
discussions with data scientists, designers, and scientists who rely on visualization in
their work. While this research is ongoing and will be further developed to take into
account new discoveries in the burgeoning fields of visualization practice and visual-
ization ethics, the Ethical Visualization for Impact process described below represents
the current state of this work. It is intended to be of use to people visualizing data in
scientific research and the data sciences [19].
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The stages of Ethical Visualization for Impact take a complete communication
context and whole data pipeline approach to mitigating harm in visualizations, in
acknowledgement that decisions made throughout the process of planning, collecting
and cleaning data all contribute to shaping the visual frame and resulting argumentation
contained within a visualization.

3.1 Discover the Data

The process of sense-making about, or gaining insight into, data in a raw, or minimally
processed form, within a research team (defined as an individual or group of people
with intimate knowledge of the data, including details such as collection, sources,
modeling structure, and processing). This discovery typically occurs immediately after,
or in conjunction with, a data collection event (loosely defined as an experiment, data
harvest such as a web scrape, or compilation of items such as survey data). Sometimes
referred to as ‘visualization for analysis,’ this stage utilizes visual means to reduce the
cognitive load demanded by a given dataset to a degree that is acceptable for the people
who are intimately engaged with it, and therefore highly motivated to understand it [20,
22]. In this stage, understanding among the research team is fostered by visual iden-
tification of potential correlations, patterns, relationships, and trends. Activity in this
step is guided by the question:

What can you find in this data?

The process of discovery in data is typically undertaken using one of two main
avenues: 1) a reason-dominant approach, emphasizing investigation for seeking
knowledge about the content of the raw data, or 2) an emotion-dominant approach,
emphasizing exploration, to get a felt sense for the meaning that might be made of the
data [15]. Both approaches incorporate quick renderings of a range of visualization
forms produced iteratively, with very rough visualizations produced quickly initially,
typically progressing to more and more detailed versions of a visualization form that
make sense of the data for the research team. Sense-making in this stage includes
identifying potential correlations, patterns, trends, and outlying data points that could
be significant to the research team.

For ethical visualization that has impact, a balance between investigation using
reason-driven approaches and exploration using emotion-driven approaches is rec-
ommended in this stage. By shifting between analytical and playful modes of sense-
making, the research team can gain an understanding of the scope of insights that may
be relevant or valuable to their desired audience, as well as to themselves. It is worth
noting that although these visualizations make sense to the research team, bringing
understanding to a small group of people, this does not mean they will bring under-
standing to people with less intimate knowledge of the data. To have impact outside of
the research team, the final visualizations presented to other people need to pass
through many stages of iteration and contextualization in the steps below.
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3.2 Scope the Impact

Determine the overall bounds of the visualization activity by identifying what the
research team finds most important to the visualize, how important they find it, who
they want to visualize data for, and which impact type is going to be most efficacious
for reaching that audience.

Assess Stakes. Determining what is at stake in people understanding what the research
team is has to share. This will motivate a research team to go through the additional
stages required to communicate data effectively to an external (ie outside of the
research team) audience.

What is at stake in this visualization effort?

Identify what might be lost or gained if this visualization effort is effective, inef-
fective, or outright misleading. This can be measured on a matrix of high, medium, or
low stakes on various levels of impact: on global, societal, organizational, and personal
levels. After determining the stakes, it is possible to make a realistic determination
about what an appropriate allocation of resources, time, and effort to this visualization
effort might be. In my experience, data scientists and scientists overestimate their
available resources for data discovery and dramatically underestimate the time required
to visualize findings effectively. A realistic look at the research team’s available time,
effort, and skills, combined with the stakes of the visualization’s efficacy at this stage,
will provide the research team with the opportunity to shift resources to the visual-
ization effort. Ethical visualization demands allocation of an appropriate proportion of
the total available resources to visualization for impact.

Establish Purpose. Noting the reason for visualizing data through this particular
visualization. This is a short statement (approximately one sentence) of the research
team’s motivation for sharing data and intended impact in the research team’s own
words. It should reference the stakes identified above.

What is your motivation for sharing what you found in this data?

In this step it can also be helpful to identify counter purposes, ie what is the
opposite of what the research team intended in sharing this data? Answers to both of
these questions provide guides for activity in future steps and benchmarks to use in the
last two stages. They are useful in the final stages to measure the proximity between the
impact intended by the research team, and the impact felt by their audience.

Identify and Learn About Audiences. Determining who the research team wants to
have impact on with this visualization is important early on. This can be as simple as
identifying one group of people the research team wants to communicate to, or it can
include more groups. In professional communication disciplines (such as communi-
cation design, marketing, and technical communication) it is common to identify pri-
mary, secondary, and even tertiary audiences, and the same can be done in this step.
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Who do you want your visualization to reach the most?

Irrespective of how many audiences are identified, it is important to note that most
visualizations are seen by many more people, and types of people, than are initially
intended. For example, a visualization produced in a thesis may be intended for the
eyes of a research student’s supervisor only. However, that thesis will likely end up in a
publicly available data repository, will be viewed and used by other researchers, and if
the findings are significant, people in professions where the findings have value.
Therefore, identifying unintended audiences of a visualization is also helpful, and
potentially important for mitigating harmful uses.

After identifying audiences in order to effectively communicate with them, it is
important to develop an empathetic understanding of those audiences. Identifying
details about the audience can be done in three ways: interpersonally (by meeting and
asking them questions), through profiling (by using a combination of available data on
the audience and thinking tools), and through identifying distance from researchers.
The first two approaches are professional skills that some professions take years to
develop. Interpersonal approaches originate in anthropology and design research, and
commonly rely on ethnographic interviewing. Profiling approaches originate in
advertising and strategic communication, and commonly rely on building an audience
profile that is synthesized from demographic and psychographic insights.

While working with people from these professions would be ideal in the case of
large visualization projects with high stakes of global significance, and large budgets, a
simpler third option is presented here for lower stakes visualization for impact. If the
research team can identify the distance between themselves and their audiences, in
terms of geography, language, discipline, age, expertise, cultural background, and prior
familiarity with the subject, they will gain good enough insight into the difference
between the context in which they operate and the context in which their visualization
is likely to be received.

Determine Impact Type. Five ways visualization can have an impact on audiences
are: management, dissemination, entertainment, decoration, and expression. Visual-
ization for management has impact by aiding decision making. It is generally performed
by people motivated to surveil and understand something. One micro level example is
people wishing to surveil themselves (in the case of the quantified self movement), a
medium level example is policy makers (using data dashboards to inform policy deci-
sions), and a macro level example is found in military personnel studying security
threats within and to a national population (in the case of human dynamics) [9, 18].

Visualization for dissemination has impact by fostering understanding of something
the research team has found with people outside of the research team. For example,
visualizations contained in research reports, research presentations, flyers, brochures,
and promotional materials for research initiatives are all types of visualization for
dissemination. Visualization for entertainment has impact by telling stories about the
research team’s data. Examples of visualization for entertainment include science-
informed fictional movies, data journalism, and science education for children. Visu-
alization for decoration has impact by crafting pleasurable experiences for people.
Examples include when data-informed reactive artworks are put in public spaces, and
when items such as fashion or soft furnishings (pillows, blankets, curtains etc.)
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incorporate data visualization into the design of their surfaces or functionality. Visu-
alization for expression has impact by demonstrating virtuosity in a given medium, or
making fine artworks, and sometimes both. An example of this kind of impact is found
in data visualization being increasingly used in fine art and contemporary art practice
using a broad range of media.

Which impact type will be most effective for your audiences?

The first two impact types, management and dissemination, deliver impact pri-
marily through information; relying primarily on reason, and using felt sense and
aesthetic experience as secondary sources of information retention. The remaining
types of impact – entertainment, decoration, and expression – deliver impact primarily
through impression (felt sense and experience of aesthetics); they rely on experiential
factors as the primary mode of communication and use reason as a secondary support.
While ethical visualization will demand utilization of both information and impression,
identifying the most effective mode for your audience, purpose, and stakes will guide
the development of future stages. Each of these impact types can be used either
ethically or unethically. Following these stages of Ethical Visualization for Impact is
recommended to prevent the unethical use of any impact type.

3.3 Develop the Frame

Critically assessing the reason for data exploration and visualization, and forming both
a verbal and visual sense of the appropriate expression of the frame. The frame is a
persuasive statement (argument or explicitly stated bias) communicated through
coordinated use of visual, textual, and experiential design elements that is believable
and relevant to the audience. It integrates the discovered data and the intended impact
of the research team with the needs and goals of the audience. The result of this stage is
a persuasive summary statement or sketches that are research informed and inten-
tionally persuasive, in order to harness the inherent biases in visualization that can
amplify an ethically derived message.

Empathize with Audiences. Understanding of the intended and unintended audiences
gained in the previous stage is expanded here into empathizing with your audiences,
and summarizing their motivations and needs.

What are your audiences’ greatest needs?

For each identified audience, immediate and existential needs can be identified by
interviewing, observing, profiling, and surveying. The extensiveness of such audience
research will be determined by stakes, and the resultant resources allocated to the
visualization effort. Immediate needs are situational and usually reason-based, as in the
case of someone who is running late for a meeting but needs to use a building map to
find the meeting room. Existential needs are more abstract, emotionally mediated, and
demand reassurance to enforce primal feelings of security and avoid primal feelings of
abandonment. For example, members of a given audience might need to feel justified in
a particular course of action, which can be thought of as a need for security. A person
making a high-level policy decision may need a data dashboard to reassure them a
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course of action is appropriate. On a more personal level, a person who is trying to give
up smoking may need a visualization within a behavior change app to reassure them
they are making positive progress.

Utilization of existential needs in crafting visual frames is very effective, and should
be used with great caution. Much harm can be done by using this approach (in terms of
fueling extreme emotional reactions about visualized subjects), and best practices in
this particular area are yet to be established.

Formulate Goal. Stating the goal for a visualization incorporates insights gained in
previous steps, combining the data, the research team’s intended impact and the
audiences’ needs. It expands upon the purpose identified earlier in the process in a
somewhat formulaic manner.

What is the goal for the visualization?

This answer can be formulated as follows: [impact type] of [data content] for
[impact purpose] to/for [intended audience] about [audience need] so that [purpose].
Contra-goals can also be identified in this stage using the same process, to identify
worst case scenarios of what might happen if the visualization was used by the
unintended audiences developed earlier in the process. Ethical visualization is goal-
driven, as well as contra-goal-driven, meaning that it considers both the potential for
benefit and for harm engendered in the design of a visualization.

Create Frame. Using the goal as the basis for creating a frame (a persuasive argument
that is believable and relevant to the audience) around data. Sub-frames can also be
developed in this process, to give further nuance to achieving the goal outlined in the
previous step.

Which frame best achieves this goal?

Wherever possible, for example in cases where there is a short distance between the
research team and the audience, and in cases where there is a large amount of resources
available, the frame should be tested with the intended audiences to determine
believability and relevance. Where testing is possible, the frame can be refined to
increase its relevance to the desired audience. The end result of this process will be a
frame in either the form of a persuasive statement or a sketched visualization form
detailing key persuasive elements (such as title, caption, or data emphasis). The
sketches produced in this step differ from those produced in 3.1 in that the focus of the
visualization is now on communicating data outside of the research team.

Review Literature about Frame. Searching for, identifying, and reviewing available
literature about the created frame. Various fields, including communication studies,
health communication, and science communication offer detailed testing and analysis
of common frames for specific audiences and contexts, as well as hypotheses about
lesser known frames. Familiarizing themselves with this literature can provide the
research team with valuable insight into what kind of framing that is similar has worked
in the past.
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What does the literature say on this frame?

The results of this interdisciplinary literature review inform the following steps,
thereby allowing the research team “to compensate for the data set’s shortcomings by
seeking out and including new information, or to limit the scope of the visual argument
to be produced with said data” [21].

3.4 Prepare the Dataset

Creating a custom dataset specifically for the visualization for impact from available,
reputable sources. This a custom dataset, created for each visualization for impact both
ensures the data is relevant to the created frame and minimizes the risk of perpetuating
unwanted biases from other researchers, institutions and organizations by using their
unaltered datasets. This custom dataset includes, but is not limited to, the data in the
initial data collection event. Depending on the frame decided upon, the data from the
original data collection event may be deemed far too extensive and in need of pruning.
It will also likely need supplementing from other sources in order to be impactful.

Combine Sources. Creating a preliminary, visualization-specific aggregated dataset,
by 1) identifying the data from the original data collection event that is most valuable
for communicating the frame, 2) transferring that data into a new set, and 3) identifying
reputable datasets and data sources to supplement the original data collection, and 4)
adding as much potentially valuable data to the new, aggregated set as is feasible.

What sources will you draw from?

The search for reputable datasets and addition of data to the new, aggregated
dataset is guided by the frame and goal identified in the previous stage.

Improve Veracity. Using computational methods to increase the accuracy of the
aggregated dataset. This action is guided in this stage by the question:

Will the data hold up under scrutiny?

Computational methods are used to clean, normalize, and refine the aggregated
dataset, and manual oversight of the results of these processes can identify accuracy
and anomalies. The key to impactful normalization in the context of the visualization-
specific aggregated dataset is supplementing existing data with normalizing data that is
meaningful to the intended audiences [31]. The appropriateness and authenticity of data
is also checked in this stage, and questionable data points are pruned.

Structure Data. Creating a working dataset by adding necessary descriptions and
context in the form of metadata, as well as appropriate structuring for the required
visual frame. For example, if the chosen visual frame includes a network chart, the data
will likely need significant structural adjustment to make this possible.

Is the dataset intelligible and navigable?

Additional organization, supplementation, and categorization can be added in this
step through processes such as topic modeling.
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Refine Frame. Adjusting the frame based on the content of the visualization-specific
dataset. The process of improving veracity and structuring data presents opportunities
for different framing, and sometimes makes the original frame not possible to claim in
an unaltered form. The research team explores the refined, custom dataset for the
objective of answering the following question:

How does the frame need to be adjusted?

The chosen visual frame may need to be adjusted, given the available data. In some
cases, the activities of this stage may have provided additional insights that strengthen
the original conception of the visual frame. In others, the visual frame may need to be
made more modest in its claims, when less supporting data has made it through the
rigorous preparation process than would be needed to support the original frame.

3.5 Visualize the Frame

Identifying the most appropriate context, media, and medium for presenting the frame
within the final visualization.

Review Literature About Ethics. Finding and reviewing the latest literature relevant
to ethical visualization (in the range of allied fields discussed earlier). This enables the
research team to learn about current best practices.

What are the latest ethical recommendations?

By completing this review as the first step of visualization, the research team can
ensure they have up-to-date methods and are applying recommended best practices.

Determine Context. Considering contextual factors including the type of media most
appropriate for presenting the visualization in, and the level of interactivity that will
best support the created visual frame. Printed documents such as posters and reports
can be much more directed in terms of who sees the visualization and may therefore be
more appropriate for very sensitive or highly controversial visual frames. Online
publication has both greater potential for impact and greater potential for harm,
although neither is a given. Online publication is the hardest media in which to control
audience reception. Higher levels of interactivity can come foster engagement and a
greater sense of agency in audiences. However, as seen in the case of sea level rise
viewers, this is not a given, and more interactivity can also lead to more erroneous
conclusions.

What is the most appropriate media context for your frame?

Another contextual factor to consider is which data to visualize for the purpose of
normalizing representations of the data. For example, including census data on the total
population in a given place, alongside data about number of murders by firearms in the
same place, is a normalized data representation. It is as important that visualizations be
normalized as it is that data be normalized; people make sense of the key findings
presented in data visualizations by comparing them with associated data that is
meaningful in the context of their day-to-day lives.
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An audience-related contextual factor is the design elements and media formats that
are relevant, familiar, and engaging for your audiences. “The persuasive and culturally
bound associations those audiences necessarily have with design elements, explanatory
text, headers, legends and interaction experiences need to be considered. The choice of
colors and color ramps, as well as graphic or cartographic elements like political
boundaries, invariably influence the argument produced by the visualization, as do map
default views at certain screen widths, and zoom options” [21].

Design Visualization. Designing and testing rapidly iterated visualizations and
restructuring the dataset as necessary for creating more refined visualizations. This
process starts by “creating test visualizations (these are more rudimentary than, and
distinct from, alpha prototypes)” [21]. These visualizations are intentionally quick and
intended to test how effectively the composition, data selection, normalization, and
legibility communicate the frame.

What design decisions will visualize the frame effectively?

The extensiveness of testing undertaken in the design process should be determined
by the stakes and available resources. After test visualizations, a range of prototypes are
designed and tested, moving from alpha prototype level through various stages of
refinement to a high fidelity visualization or set of visualizations. Selection of a set of
final visualization forms is important in this step, as is selecting design elements (for
example, colors, typefaces, grids, interaction affects, and transitions), functionality (for
example, annotation, customization, filtering, transition between visualizations, and
exporting), and guidance (for example annotations, captions, navigation pathways, and
nudges) that communicate the frame developed in stage 3.3.

Test Visualization. Administering a final round of user-testing on the close-to-
finalized visualization to determine likely reception and efficacy of the visual frame.
The success of this step will be aided by testing in as close an approximation to the
media, format, functionality, and context that the finished visualization will have.

Does your visualization communicate the frame?

Completion of a round of pre-release testing provides an opportunity for pre-release
correction to improve efficacy, and also offers the opportunity to mitigate any potential
unforeseen harms that may be discovered. For data, audiences, and contexts where
stakes are particularly high, in this step the visualization can also undergo pre-release
testing with unintended audiences who may encounter it in the published format. For
example, a visualization published online is available to all internet users with sufficient
computational power and internet speeds to view it, and therefore could be tested for
unintended effects with a random sampling of people with access to such technology.
Feedback on the visualization will allow tweaking of design elements and functionality
to ensure the visualization communicates the frame as closely as possible.
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3.6 Publish the Visualization

Publishing the visualization is the end goal of a standard visualization process.
However, for ethical visualization for impact, the issue of measuring impact remains at
this point, along with the issue of highlighting the visualization as particularly ethical.

Release Visualization. Publishing the visualization, and, wherever possible without
doing harm, the dataset on which the visualization is based.

Will publishing base data do harm to any intended or unintended audience?

Where there are potentially harmful consequences of publishing the dataset, or
where rights to the data are not owned by the research team, extensive citation of where
audiences can find the datasets is important for demonstrating veracity and thereby
increasing trustworthiness of the visualization.

Report Process. Publicizing the process undertaken to complete this particularly
ethical visualization in “show your work” documentation.

How can your ethical process be best demonstrated?

This is important for increasing both the reputation of the research team and dis-
ambiguating the visualization from poor science and disreputable creators of similar
visualizations [12].

Measure Efficacy. Administering further user-testing after the visualization is pub-
lished, to measure its actual impact.

What is the felt impact of your published visualization?

Simple measurement at this stage can be in the form of surveys, while detailed
testing could take the form of ethnographic observation, eye tracking, think aloud
protocols, or qualitative interviews.

Feedback Results. Reflecting on the efficacy of the findings, including measuring the
extent to which the published visualization’s intended and actual impact are in line with
one another. This is important for multiple reasons. It allows highlighting, and therefore
correction of any major and potentially harmful experienced impacts from the visu-
alization (such as a data dashboard that encourages users to make decisions against
their own interests). It also provides valuable information to the research team about the
differences required in their communication amongst themselves and with their audi-
ences. This can be surprising, especially when the audiences seem close to the research
team (for example, a colleague in the department) but have very different experiences
and understandings of the visualization than the research team intended.

How do the visualization’s intended impact and felt impact compare?

Research teams can also supplement their “show your work” documentation with
this added information as it becomes available, providing periodic reporting on both the
ethical intentions and rigor of the research team’s communication efforts and their
commitment to having significant broader impacts. When there is an avenue for the
updates to visualization documentation, additional information can also be updated,
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such as details of when new data is added, as in the “data updates” section of the
NOAA Sea Rise Level Viewer.

4 Conclusion: Visualizations that Foster Compassion

Visualization is a technology that has impact because of its amplification effect that
broadcasts the perceptions of its designers, data scientists, data repositories, institu-
tional affiliations, and funders through visual and haptic means. Similar to the wide-
spread critical commentary regarding artificial intelligence, data visualization can
perpetuate negative personal and institutional biases, and, as in the case of sea level rise
viewers, can at times appear to add support to inaccurate public assumptions. This is
particularly true in cases when the arguments inherent in visualizations are not con-
sciously crafted—when visualizers attempt to “let the data speak for itself.” Visual-
izations have such capacity to be so problematic because they are human-made tools,
and we ourselves contain a multitude of biases. However, as well as being riddled with
biases, people are also riddled with compassion and empathy, positive qualities that can
also permeate our human-made tools – including the visualizations we produce – if we
let them.

The time for attempting to remove bias from visualizations is past. As our realities
are increasingly shaped by computational processes mediated by visualizations, we
need new, radically different approaches to visualization that prioritize ethical visual-
ization practices in the service of producing visualizations that foster compassion.
Visualizations produced using the Ethical Visualization for Impact process exhibit four
compassion-fostering qualities: they are humane, effective, trustworthy, and empow-
ering. In terms of humaneness, ethical visualizations build empathy in audiences and
honor human dignity, including the dignity of users, represented subjects, and people
particularly effected by the visualization. Ethical visualizations are also humane in the
sense of being relatable. They foster understanding of how the data relates to them and
their world, by creating a visual frame that gives users a compelling, humane bias as
well as contextual information through devices such as normalizing representations.

Ethical visualization is effective in the sense that it meets the goals of the research
team as well as the needs of individual users through an appropriate visual frame.
Visualizations signal that they are trustworthy when they have a consciously-crafted,
coordinated visual frame, when they clearly state both what is known and what is not
(through citations, margins of error, and caveats), show their process of visualization
development, and clearly state their data sources and affiliations (authorship, funding,
etc). Ethical visualizations are empowering when they give users agency to navigate
data using appropriate scaffolding, within the confines of the visual frame, and give
users a felt sense of agency through a welcoming user experience, that is, one that
utilizes minimal cognitive effort and attention to achieve the above. As experts with
intimate knowledge of the power of our data, we have a responsibility to communicate
its importance to our key audiences ethically, that is, in a way that makes them care.
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Abstract. Sound plays an important role in our well-being, our experience of
the world around us and our understanding of products, services and interac-
tions. Sound affects our sense of place, and it can modulate our feelings, agency
and attention. In a world of increasingly ubiquitous digital technologies, sound
may prove a valuable resource for sense making as well as experience- and UX
design. Yet the possibilities and challenges of user participation in sound design
processes are not well understood. This paper reports on a pilot study examining
how participants can be involved in different phases of a sound design pro-
cess. The results and reflections aim to help researchers and designers in an ef-
fort to better understand some of the dynamics of moving from a largely expert
driven approach to sound design towards a more user-oriented and participatory
approaches.

Keywords: Ambience � User experience � Co-creation � Video prototype �
Sound design � Sound prototype � Sound sketching � Soundwalks � Participation

1 Introduction

Most of us are surrounded and supported by digital technologies from the moment we
wake up until we fall asleep. Moving towards a world where an increasing number of
electronic devices will be demanding our attention, it is important for designers to
consider and explore new ways of achieving meaningful user experiences that respect
human attention and positively contribute to the experience of everyday life. With the
abundant and ubiquitous access to computing resources (such as pervasive computing,
the proliferation of embedded devices and systems, etc.), designers need to explore the
creation of devices and services that allow for peripheral or even ‘natural’ interactions,
where the interface essentially disappears into the environment and allows us to live
our lives with less perceived technological friction and distraction (Case 2016).
Important and seminal work in this field was carried out by Weiser (1991) and Weiser
and Brown (1997) who advocated for ways in which digital technologies should aim
to inform discretely, create calm rather than be spectacular, and require the smallest
amount of focused attention.

Historically the Graphical User Interface (GUI) paradigms that evolved in the
1970s and onwards have foregrounded the visual aspects of interaction design.
Sound seems to be a design material that is somewhat marginalized (Case and Day
2019), and designers tend to forego auditory experiences as critical components of user
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experience design. Since we do not merely experience the world by looking at it,
designing with audio can help create interactions that respect attention, providing a
positive user experience. Without burdening with focal information or demanding a
focused engagement, sound can communicate messages, alter moods, taste, behaviours
and even help treat certain illnesses (Case and Day 2019). As Case & Day point out,
the application of sound in design has been gaining traction, but to truly
realise its potential as a central modality that can extend the boundaries of interactive
design, we see a need to extend the concepts, methods and principles for collaborative
sound design. Within the field of interaction design, designers have access to a wide
variety of guidelines, frameworks, processes and terminology. With some notable
exceptions that tend to cover functional aspects of sound (e.g. Gaver 1986; Hermann
and Hunt 2005; Case and Day 2019) guidelines and frameworks are relatively
scarce when it comes to user-centred and collaborative design with sound. A smaller
amount of research has been dedicated to the issue of collaborative practices in the field
of sonic interaction design (e.g. Barras 1996; Hug 2010; Adams et al. 2008; Ekman
and Rinott 2010), and the current paper aims to join this conversation. In this paper,
we explore how users can be involved when designing sound, and we set the stage for
some preliminary reflections on how to go from a largely expert driven approach to
more user driven approaches in the field of designing with sound or for sonifica-
tion. Our pilot study reported in the paper uses a convenience sample of students and
recent graduates recruited from Copenhagen-area universities. The intention is to
provide aspects of a methodological scaffold for participatory methods in interactive
sound design. Our results can help widen the range of possibilities for staging col-
laborative design processes to better utilise the vast potential of sound in the de-
sign of new products and service experiences.

1.1 The Importance of Sound in Interface Design

In 1965, Moore predicted an exponential growth in computing power (Moore 1965).
Even if processor speeds are not increasing quite in the way Moore forecasted, com-
puter history has largely confirmed the spirit of these predictions; supercomputers of
the 1980s and 90s are now packed into units the size of credit cards and wristwatches.
As computing power increases, the size of technological artefacts and surfaces to
interact with similarly decreases (Janlert and Stolterman 2015), effectively shrinking
the surface area available for visual, screen-based interfaces or interfaces with physical
controls like buttons, keys or levers. Moreover, improvements in internet infrastructure
have allowed computers to be increasingly and pervasively distributed into products
and physical spaces, making them a ubiquitous-yet-invisible backdrop to all aspects of
everyday life. As the visual modality for interaction design is thus increasingly in a
“tight squeeze”, a focus on improving sound design might be able to extend interactive
and positive experiential properties of ubiquitous computing. While distributed and
ubiquitous systems can enable improved context and depth to the information that can
be communicated by computational artefacts, it also challenges most traditional
interface design approaches that rely on the tangible or visual availability of infor-
mation and controls. With increased complexity and the gradual reduction of a focal,
recognizable surface area for interaction, and perhaps even no discernable surface at
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all, designers have to rethink how users might interact with computational things.
This, we believe, includes exploring how modalities such as sound can be approached
as a design material in collaborative design processes.

1.2 The Need for Developing Collaborative Sound Design Approaches

In the 1970s, as computer artefacts began to broadly impact the work processes in both
industrial and knowledge work settings, designers began exploring ways of involving
users in the design process. One line of research primarily focused on addressing users
as somewhat ‘abstract’ objects with specified attributes, various (cognitive) capacities
for information processing (i.e. a user-centred approach, see Card et al. 1983),
whereas others have focused more on the direct involvement of users as active part-
ners in the design process (e.g. participatory design, see Ehn 1988; Sundblad 2010;
Sanders and Stappers 2008). Many commonly used design frameworks are ar-
guably influenced by both schools, and frameworks such as the highly influential
Design Thinking framework (Brown 2008) presents ways of focusing all design efforts
on user needs as well as structuring processes around direct involvement and end-users
as co-creators. Such approaches are typically useful when designing for a broader set
of purposes, meanings, emotions and experiences, rather than discrete products and
purely functional specifications (Sandersand and Stappers 2008).

Even though sound holds a huge potential in forming experiences, these frameworks
do not include methods specific to sound design, and they do not explicitly account for
the challenges associated with designing with sound. The intangible and ambigu-
ous nature of sound would suggest that developing participatory design meth-
ods that focus on enhancing the articulation and sharing of experiences with sound are
essential. As human beings, we are exposed to many different and seemingly ‘mean-
ingless’ sounds throughout the day (and night). Sounds affect our mood, emotions,
experience and our overall well-being, however we tend to ignore them because
visual prompts take up the bulk of our conscious attention (Bødker and Chamberlain
2016; Case and Day 2019). Thus, we find the need to explore methods that are likely
to promote a capacity to articulate and discuss ‘sound’ if we want to involve users
in processes of design. To address this, researchers working on ‘acoustic ecologies (e.g.
Schafer 1977; Truax 2001) have developed approaches to help people better understand
and communicate about sound. An example of such a method is ‘soundwalking’which
is intended to help the listener reactivate a sense of hearing to better communicate ideas
and impressions of sound (Westerkamp 1974). Similarly, ‘sound sketching’, a form of
vocal prototyping where designers (in case; designers unskilled in sound design and
production rather than users) vocalise sounds in concert with interaction gestures
(Ekman and Rinott 2010) and the ‘Radio Play’ method (Pirhonen et al. 2007) where
sounds are inserted into concept scenarios or user stories, have been proposed.

Research on sound design has also resulted in highly specified frameworks to help
designing with sound. Case and Day (2019) propose a range of suggestions for different
forms of user involvement but do not engage explicitly with models to further users as
co-creators in early stages of a design process. Brazil and Fernström (2009) have
researched and developed frameworks for designing with sound, but they do not include
any specific attention to users in the design process. Given that sounds have profound
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effects on our everyday experiences (Langeveld et al. 2013), we believe users should be
involved and carefully enabled to inform the design process. We find that it is fair to
suggest that sound design frameworks have not yet evolved to the same level of
user participation or even distinct user-centeredness compared to many other design
fields, including product-, service-, or visual design.

1.3 Sound Design for Experiences

An experience can be defined as a story emerging from a dialogue between a person
and their world (Hassenzahl et al. 2013). Experiences are tied to a level of affectivity
that may be positive or negative. Positive experiences are crucial in forming moments
of happiness and day-to-day exposure to positive experiences results in a sense of well-
being and prolonged happiness (McCarthy and Wright 2004; Hassenzahl et al. 2013).
Experiences are described by the author, B. Joseph Pine II, as something that “uses
goods as props and services as the stage to engage each individual in an inherently
personal way, to create a memory -– the hallmark of experiences.” (Rossman and
Duerden 2019: 1). Designers have the ability to impact the lives of people as well
as drive value for businesses. From a business perspective, the intentional design
of experiences is related to the staging of experiences that result in positive affective
states in the users, in order to create bonds between the user and the offering, creat-
ing lasting memories of the experience delivered (Rossman and Duerden 2019).
However, it is essential for any business to understand the psychological and experi-
ential needs of their stakeholder as the fulfilment of these are the prerequisite of the
creation of positive experiences (Hassenzahl et al. 2013). Moreover, the technologies
available and their communicative and interactive properties such as sound, as a dis-
tinct design material, must also be understood in order to stage the experiences that
positively resonate with people’s expectations or needs.

1.4 How Sounds Affect Experiences

How then can we describe how sound influences or modulates our awareness and how
does it modulate experiential and affective states? In their book on the intersection
between architecture and sound, Blesser and Salter (2007) point towards a functional
model of auditory awareness that can help us understand how sound affects the user.
Firstly, sound is received by our ears and the raw stimuli are perceived, a process which
requires no cognitive effort and can be described as a biological property of human
hearing. Secondly, the sound is perceived affectively and cognitively. We are able to
decode sounds as either speech, music or sirens. Thirdly, we generate emotions and
moods based on the sounds. Sounds become meaningful. However, not all sounds are
necessarily given value. According toWesterkamp, we have become used to filtering out
sounds we perceive as irrelevant. Our ears are accustomed to tuning in and out (2002).
Thus, the sounds we encounter can be either overt or subliminal in their capacity to
create affective states, resulting in strong emotional experience or subtle arousals, mood
changes, or subtle modulations of awareness, depending on the person listening (Blesser
and Salter 2007). This is further described by Katherine Norman, who sug-
gests that “As listeners […] we may return to real life disturbed, excited and challenged
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on a spiritual and social plane by a music with hands-on relevance to both our inner and
outer lives.“(1996: 4). However, the perceived quality, associations, or performative
and affective impact of sound is always contextualized within an individual’s life story
or cultural background (Blesser and Salter 2007).

1.5 Designing with Users

In the early 1970’s, pioneers envisioned the practice of direct user involvement in
design processes as a radical challenge for maintaining the representation of different
interests and viewpoints in a “man-made world” (Sanders and Stappers 2008).
However, it has taken a long time for organisations to embrace the full potential and
responsibilities of co-designing with users and applying co-design methods across the
entire spectrum of the design process. The requirement of a more engaged and
directed understanding of users as valuable stakeholders in the process of building
product or services is reflected in recent design approaches such as Design Thinking.
The Design Thinking process proposes that a designer should to co-design with the
user and other stakeholders early in the design process by applying various facilitation
techniques to further the dialogue across the user/designer divide (Brown 2008).

A number of models have been proposed to help understand and struc-
ture a Design Thinking process. The Double Diamond (DD) Framework by the
Design Council (Design Council 2019) is based on the dynamics of divergent (‘dis-
covery’ or problem oriented) and converging (‘solution’ oriented) movements in a
design process. The model splits the process into four phases; in the first phase, user
behaviour and needs are explored. In the second phase, the problems the design team
should address are defined. In the third phase, solutions, which may consist of pro-
totypes, are developed. In the final phase, the developed solution is delivered and
tested. Relevant methods for data collection and analysis are applied throughout the
process (Design Council 2019) (Fig. 1).

Fig. 1. Double Diamond Framework (Design Council 2019)
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While the DD Framework does not explicitly indicate how to involve users, we
suggest that the problem discovery and definition phases (as well as the ensuing prac-
tices of developing and delivering a solution) are likely to involve user-centred meth-
ods as well as stakeholder participation. This includes for examples processes that allow
users to indicate needs, aspirations and suggestions as well as the facilitation of artic-
ulating, sometimes in material form such as prototypes or sketches, possible alternatives
and solutions. The methods applied in the current pilot study include soundwalks, in-
terviews, ‘think-aloud’, and the use of prototyping techniques. Our approach is in-
formed by the left-hand diamond, which primarily describes the ‘fuzzy’ parts of a
design process where a ‘language’ and common ground needs to be established to arrive
at a productive dialogue about design outcomes and consequences. We exploratively
venture into the right side of the model (i.e. the second diamond), using a co-creating
workshop for defining sound concepts worth pursuing. Two early prototypes are de-
veloped, and their respective potential is assessed with participants.

1.6 Designing with Sound: Establishing a Mutual Language

In the following section, we will discuss how sound design can benefit from improving
its capacity to engender participatory processes. We live in a dominantly visual culture
(Jay 1996) that tends to marginalize sensory modalities such as touch, taste, the
olfactory and auditory senses in design (Jacucci and Wagner 2007) and elsewhere.
However, on a daily basis we encounter sounds that play a vital role in forming our
experience of the world around us. Some of the more obvious cases are the beeping
smartphone notifying us of a new message (and perhaps making us stressed or
uncomfortable, see Bødker and Jensen 2017), a service announcement on a
train platform (sending us running to reach the train, or making us slump if a delay is
announced), the loud alerts from a ticket machine (allowing us to walk on or stopping
if an error sound occurs) or when a metro door closes creating a sudden rush of stress.
All are examples of intentional sounds that are added to communicate something to the
user (Langeveld et al. 2013).

Concurrently, sounds appear all the time as a consequence of actions or sur-
roundings; the sound of footsteps on a concrete floor, people brushing against each
other as they struggle to enter a metro car or the metro train arriving at the station in a
gust of wind, what Langeveld et al. (2013) refer to as consequential sounds. According
to Langeveld et al., “knowledge from interaction design, psychoacoustics, audio
engineering and music perception will form the theoretical basis of the design of these
sounds”. (2013: 70) Where Langeveld et al. focus on specialised and professional
forms of knowledge that a designer might want to possess, in the following sections we
will outline ways to facilitate dialogues and vocabulary building in the design of both
intentional and consequential sounds. Engaging in a productive discussion of sound
with participants in a design project requires the emergence of common language that
allows for a meaningful communication across different disciplinary, cultural and
professional backgrounds. From exploring the existing literature in this field, it appears
that sound designers largely ignore the methodological corollary of facilitating a
common language, although there seems to be a collective understanding that it is
necessary to develop methods that enable people to better talk about sound (see e.g.
Supper 2012; Cerwén et al. 2017; Hug 2010).
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We have selected two approaches that focus specifically on sound as a possible
design material. One way to help participants (or; users) to become attentive to and talk
about sound is by performing soundwalks; simple walks in a defined space where the
focus is on listening and reflecting on the sonic and acoustic environment (Westerkamp
1974, 2002). Furthermore, we explore sound sketching as an approach to enable co-
creation efforts in sound design.

Soundwalks. In order to better understand how sound can be used to improve the
experience of a product or service, it is important to train the attention towards existing
sounds in the environment (Case and Day 2019). Throughout the 1960’s and 70’s sound
studies and work on ‘acoustic ecologies’ became increasingly prominent in the
humanities and social sciences, inspiring academics and artists such as Schafer (1977),
Oliveros (2005), Barry Truax (2001) and Westerkamp (1974) to explore methods such
as ‘deep listening’ and soundwalks that aim to direct attention to the sonorous envi-
ronment. Westerkamp has proposed that the soundwalk method is “any excursion
whose main purpose is listening to the environment.” (Westerkamp 1974: 1). Sound-
walks can be done alone or in any size of group, in a single spot, or across various areas.
There are no boundaries to the soundwalk, as long as listening is the highest priority.
According to Westerkamp (1974), soundwalks, or perhaps more accurately ‘listening
walks’, have the potential to open a sensory space for noticing and simply paying
attention to sounds that otherwise would not have been given any immediate value or
meaning. By listening attentively whilst moving through a soundwalk, participants are
sensitised to a dynamic sonorous context. Thus, a connection between the listener and
the place of the soundwalk is formed (Westerkamp 1974). Blesser and Salter
(2007: 15) describes it as “feeling included in the life of the soundscape”. The ‘sensory
connections’ that are potentially formed in a soundwalk can be used to facilitate an
improved vocabulary and attentiveness to sonic matters. As a method, soundwalks are
relatively simple to plan and execute, and they are typically meaningful to participants
who have little or no experience with active and attentive listening practices.

Soundwalks Using a Recorder and Headphones In order tomake it easier for the user
to engage in active listening during the soundwalk, Case and Day (2019) suggest using
a stereo digital recorder that can record in high resolution formats, such as .wav or .
aiff rather than .mp3 or compressed formats, which potentially introduce unwanted sonic
artefacts. Uncompressed formats allow for a better listening experience and amore precise
reproduction of a soundscape. According to Westerkamp (2002), using a microphone
during the soundwalk alters listening andproduces a sense of an enhanced awareness to the
soundscape. Walkingwith a recorder and wearing a pair of headphones, participants are
able to amplify existing sounds, which gives them an enhanced sense of direction and
ability to localise sounds in the environment while walking through it. Not only is the
listening experience intensified, but it often heightens the participant’s own curiosity and
encourages them to venture into unknown territory (Westerkamp 2002).

Sound Sketching. According to HCI pioneer Bill Buxton1, sketching is “the archetypal
activity of design” and should pay a prominent role in exploring innovative concepts in

1 Award-winning Canadian computer scientist, designer, and researcher at Microsoft Research.
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UX design (Buxton 2007: 111). Sketching works as a means to quickly externalize and
critique concepts, giving designers room to suggest alternatives. It is sufficiently light
weight, often only requiring a pen and paper, and easy to apply in participatory design
processes, allowing future users to quickly ideate and suggest alternatives. Interrogating
the design space of a product, service or experience that relies on sound as a central
modality can be done through “sound sketching”. According to Langeveld
et al. (2013) “the ultimate goal of sound sketching is to find auditory links that
may underlie the selected concept (and the desired experience, directly or indi-
rectly)” (Langeveld et al. 2013: 60). Similar to paper-based sketching, a sound sketch can
be considered as a simple and rapid way to articulate and discuss ideas. Sounds used for
sound sketching can be real (e.g. humming, singing, instrumental), synthetic (digital
audio clips) or a mix of both (Brazil and Fernström 2009). Synthetic sounds for the sound
sketch can be found online (e.g. YouTube, Apple Music, Spotify or Soundcloud), and the
sound sketch can be tested by using a portable speaker or headphones.

2 Method and Study Design

To help us better understand this particular phenomenon of including users in the sound
design process, we propose a Co-creation Framework for Sound Design. Inspired by the
Double Diamond Framework, this framework is made up of both divergent (‘discovery’
oriented) and converging (‘solution’ oriented) movements in a design process (Fig. 2).

Fig. 2. Co-creation Framework for Sound Design
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The framework relies on insights from both existing sound design methods and
more general user-driven design methods that are not developed specifically for sound
design, personal observations and the initial analysis of results from our study. Going
through the framework in the following sections allow us to elaborate on the vari-
ous activities that we suggest, providing a sense of how they lead to the kinds of
affective outcomes that are reported and discussed in the results and concluding dis-
cussion sections.

2.1 Pilot Study in the Copenhagen Metro

The pilot study was conducted in five Copenhagen metro stations (Frederiksberg,
Nørrebros Runddel, Nørreport, Marmorkirken, Kongens Nytorv) between 19th –

26th of October 2019. These locations were chosen due to their immediate accessi-
bility, the perceived sonic complexity of the site and the many possibilities for con-
structing a variety of sonic interventions on the sites. The sites present as an
assemblage of loud consequential sounds, such as noise from trains, people talking on
their phones, cars above, as well as intentional sounds, such as alarms indicating that
the train doors are closing, ticket stands or card readers, and announcements from
embedded speakers around the stations.

Our study was carried out with 6 participants (2 women, 4 men), who were all
regular users of the Copenhagen metro (min. one trip per week). All participants were
aged from 26–31 years. The study used a convenience sample of students and recent
graduates recruited from Copenhagen universities, and the intention was to provide an
initial methodological scaffold for participatory methods in interactive sound design
(Fig. 3).

The overall purpose of the sound design was defined loosely as using sound
to “explore ways to improve the experience of passengers using the Copen-
hagen metro”. While there are clearly a number of more discrete sound sources and
acoustic qualities that could become objects for redesign (e.g. ticketing machines, the
harsh acoustics of a metro platform made primarily from concrete and tiles etc.), we
chose to explore a more holistic sonification approach (using soundscapes in appro-
priate locations) that should ideally create an intriguing and pleasant journey experi-
ence. This approach allowed us to improvise and to remain open to
directions suggested by our participants.

P1 P2 P3 P4 P5 P6

Male Male Male Female Male Female 
29 28 30 26 29 31 

Fig. 3. Overview of participants
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2.2 Soundwalks, Think-Aloud and Sound Sketching

Each participant conducted a quick soundwalk around the metro. The soundwalk
started at the entrance of the metro station. The participants were asked to walk around
the metro station for approx. 10 min and were asked to carefully listen to the sounds
they encountered, in order to put words to their experience afterwards. Immediately
after the first soundwalk, each participant was asked to do another soundwalk around
the same metro station, but this time carrying a recorder and wearing headphones
(Zoom H6 stereo digital recorder and AIAIAI TMA-2 headphones). The participants
were able to control the sensitivity of the microphone attached to the recorder during
the soundwalk (Fig. 4).

After the soundwalk, the participants were debriefed and interviewed in order to
describe and analyse how moving through the sonic context of the metro felt. Lead-
ing up to an unstructured interview, we conducted a short think-aloud procedure,
asking the participants to tell us about their immediate experience of the soundwalk
and what immediately stood out as significant for them. Based on the ‘think-aloud’,
interview questions touched on topics such as: How would you describe the experi-
ence? What did you feel? How do you think other people feel? What was the difference
between the first and second soundwalk? What surprised you? How would you
describe the different areas in regard to the sound and noise?

The purpose of the interview was to understand if the two soundwalks were suit-
able as a method for involving and engaging participants in a design process. The
interview provided a means to begin a contextual analysis of the metro space. The
participants were able to identify acoustic regions that caused discomfort or unease,
thereby assisting the designers in identifying regions better suited for implementation
of intentional sounds such as those described by Langeveld et al. (2013) (Fig. 5).

Fig. 4. Soundwalk w/microphone and headphones
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A sound sketching activity involving the participant was performed immediately
after the soundwalk, think-aloud and interview. In this process, the participants
were involved in discussing types of sounds to consider for a prototype and where to
implement these sounds. After the initial sound walk, different sounds were chosen by
the participant from YouTube and Spotify.

Using a portable speaker, the researcher played these sounds to the partici-
pant in various locations of the metro. The researcher and participant then dis-
cussed whether the sound felt appropriate and what feelings were invoked by the
sounds. One of the purposes of this activity was to involve the participants as early as
possible in the sound design process. Furthermore, by sensitising the users through the
different activities, they became increasingly aware of the affective dynamics of sound
and gradually became more articulate about how sound impacts and affects them.

2.3 Data Analysis and Concept Development

After having carried out the soundwalks and sketching activities, the qualitative data
collected in these two steps was analysed by carrying out a thematic analysis of the
notes, recordings and images from the previous activities, focussing on developing
clusters of meaning from patterns observed in the data (Aronson 1995) (Fig. 6).

Fig. 5. User interview

Fig. 6. Co-creation workshop
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Based on the insights from the data analysis, five sound concepts were developed.
This was done in a co-creation workshop (Enninga et al. 2013) using sticky
notes (Christensen et al. 2020) involving two participants, who had also taken part in
the soundwalks. These five sound concepts were then narrowed down to two using dot-
voting where participants take turns prioritizing the different concepts (Turner 2018).

2.4 Sound and Video Prototyping2

Based on our findings from the previous steps, sound prototypes were created in
collaboration with composer and music producer, Julius Sylvest, using Ableton Live
and Logic Pro X Digital Audio software. Multiple iterations were created before the
sound prototypes matched the sound concepts suggested by our users (Fig. 7).

To evaluate the design, a video prototype (Mackay 1988) was developed by filming the
passengers’ journey (in POV perspective) through the metro station. The footage was then
edited down to a short narrative using film editing software Adobe Premiere Pro, and
relevant sound concepts identified in the previous activitieswith the users were added to the
existing sound environment. The prototypes were tested with three participants (Fig. 8).

Fig. 7. Sound prototype development

Fig. 8. Testing video prototype with participant

2 Prototypes can be accessed here: https://bit.ly/2T7A1t9.
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After having exposed the users to the video prototype, a Wizard of Oz prototype
was carried out by using a B&O BeoPlay A2 Portable Bluetooth Speaker connected to an
iPhone. TheWizard of Oz is a prototyping approach that uses off the shelf tools to emulate
(or ‘fake’) a working system in order to test relevant aspects of the system without
spending unnecessary time or other resources (Buxton 2007; Bernsen et al. 2020). In our
case, a portable speaker was held above and behind the participants as theywalked through
the metro station. Multiple sound prototypes were tested with each participant (Fig. 9).

Immediately after exploring both prototypes, a brief think-aloud activity and user
interviews were again used to evaluate the experience and give input to the ongo-
ing design activities.

3 Results and Observations

3.1 Soundwalks and Think-Aloud

While their responses were different, the participants all expressed a general sense of
curiosity and surprise at the richness of the sound experience. This was particularly
evident in the soundwalk activity. Soundwalks helped participants in terms of ‘tuning
in’ to the sound environment. The soundwalks appeared to be an activity that was
somewhat surprising to the participants, and some stated that they had a feeling of
being welcomed into a new world of sound. One participant said:

“What surprised me the most was the nuances and stories some the sounds told. I have never
paid attention to this in the same degree before. It opened a new world to me.”3 (P5)

This falls in line with the work of Westerkamp (1974), suggesting that soundwalks
are effective in ‘reactivating’ our sense of hearing. Participants generally found the

Fig. 9. Testing the Wizard of Oz sound prototype

3 Interviews (P1 – P6): https://bit.ly/2wbmF6i.
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addition of a microphone and headphones during the second soundwalk to be helpful
as it allowed them to easier focus on particular sounds.

“With the microphone it was easier to hear all the mechanical sounds of the metro, like the
metro coming and doors closing.” (P4)

Moreover, the soundwalks opened a space for not only noticing and observing
sounds as they occurred along the walk, but events happening around the participants.
Listening attentively to sounds made small events come to life, and participants were
able to use the soundwalks to reflect on the sonic qualities and particularities of the
place as well as the overall moods and feelings.

“Being aware of the sounds and noise made me feel like being part of a system. A system on the
move.” (P6)

“It was kind of sad to see how people didn’t look very happy - mostly like zombies” (P5)

“People seem to be in their own little bubbles. Either staring at their phones or listening to
music on their headphones or just looking a bit sad.” (P6)

The participants suggest that the activity increased a sense of belonging as well as a
sense of directing their attention towards ‘affective’ scenes in the context of the
metro. The soundwalks were also valuable in pinpointing locations suitable for sound
intervention. The entrance from ground level was perceived to be an interesting area,
where the change in environment was obvious on a physical, visual as well as
sonic level. Moreover, the escalators where found to be a place of comfort and relative
silence and thereby potentially suitable for sound interventions. One participant stated
that:

“I think the entrance would be a nice place to implement a nice soundscape. […] I find it
harder to imagine implementing sound down on the platform. Because there’s a lot of practical
information and sounds that you need to focus on. I find it hard to imagine how there could be
room for anything else down there” (P1)

While interviews are often used to follow up on an activity, a think-aloud is nor-
mally done while performing an activity, but when working with sound it was found
useful to conduct the think-aloud method after performing the soundwalks. This was
done in respect of the purpose of the soundwalk, which was to notice and sense the
acoustical environment without interruptions, as we felt that the soundwalk in itself was
a relatively complex activity that required presence. However, a limitation to this
method may be that participants forget important observations during the 5 – 10 min
soundwalk. Having participants speak in the microphone/recorder concurrently with
the activity might solve this issue, but with the drawback of disturbing the concen-
tration and focus needed for the activity. As it stands, we assume that a ‘retrospective’
rather than the standard ‘concurrent’ think-aloud approach (see Nielsen et al. 2002)
improves the participant’s ability to be attentive when faced with an unusual activity
such as a soundwalk.
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3.2 Sound Sketching

Sound sketching was found to be an effective way of getting participants to co-design
and communicate ideas. Playing sound sketches helped participants articulate their
desired outcomes of a sound intervention. This supported the designers in developing
sound concepts by better understanding what participants are longing for. Furthermore,
the sound sketching activity uncovered how participants had different perceptions of
sounds based on their personal experiences, and also confirmed that sounds indeed
impact emotions.

“The rain made me want to go to the mountains and be out in nature. It makes me long for the
same experience that would trigger those same emotions that I’m experiencing. With the bird
sounds I actually felt like it would be nice to be out in nature, in Costa Rica for example.
So, whenever I hear these sounds it triggers some emotions and then I think about moments
where I’ve had the same emotions and experiences. You long for the same feeling.” (P4)

Participants found it hard to predict what sounds could be interesting to implement
before having tried the sound sketch. However, one participant stated that:

“It’s hard to put sound experiences into words. Especially when you don’t have anything to
listen to beforehand. But when you start listening to some different sketches or sounds it
becomes much more tangible. It’s easier to imagine what sounds would work and what sounds
are annoying to listen to. […] After the sound sketch, I also realised that it would be nice to
have a dynamic soundscape that changed over time” (P6)

Furthermore, two participants changed their understanding of where intentional
sounds could be implemented after the sound sketch activity, indicating that the sound
sketching was a valuable method to support soundwalks. One participant said that:

“It was very different from what I expected.” (P2)

Another participant described her experience and how it expanded her attentiveness
to sounds in this way:

“After having tried the sound sketch, I realised that it was really nice to listen to on the
escalator, because that’s actually where you often have time to just stand still and wait and
enjoy the sound. Whereas most other places you are always on the move.” (P4)

The results indicate that early prototyping, in this case in the form of
sound sketching, was a valuable method to aid in communicating ideas, allowing our
participants to begin to articulate their feelings on what good or interesting sound
design might imply. Using prototypes in the early ‘discovery’ phases may seem
rushed, however the double diamond model and the design thinking process in general,
is rarely a linear process (Design Council 2019) and this way of skipping between
phases is a significant part of actual design practice.

3.3 Sound Prototyping

Working with a composer proved valuable in developing professional sound designs,
but also challenging as the composer/sound designer was not involved directly in
the collaboration with the users. Thus, the design team need to make an effort to
effectively communicate the desired concepts to the sound designer, who might have
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his own ideas of what would be exciting or musically expressive. Consequently, there
is a risk that the sound prototype developed reflects the artistic vision of the
composer/sound designer rather than the visions or needs derived from the interactions
with the participants in the design process.

A designer working with sound must find the right balance between theoretical
insights (e.g. from acoustics, psychology, anthropology, and sociology), empirical
insights (e.g. from the various activities in a design project, such as soundwalks or user
interviews) and creative expression (with inspiration from the arts). The challenge of
translating insights from empirical work and analysis and the collaborative work with
users on sound concepts into sound prototypes represents a considerable challenge for
designers working with sound. The fact that participants find it hard to express what
types of sound they prefer to listen to, makes this an even bigger challenge for
designers to overcome and facilitate.

3.4 Video Prototyping

Video prototyping seemed to work effectively as a method for evaluating sound. The
method made it easy to evaluate different prototypes with more participants, without
having to physically be in the metro station.

“I think the film prototype was a really good tool to judge the different sound designs, espe-
cially because you could still hear the other existing sounds from the metro station.” (P6)

As an evaluation tool, video prototyping was in some cases superior to most other
prototypes, because it allowed the designer and participant to manipulate existing
sounds in ways that would otherwise not have been possible. An example of this was
the alarm sound when the metro doors are closing. By using video prototyping, the
existing alarm sound could easily be removed, and new sound prototypes could be
added to evaluate their effect. Participants could also adjust the volume levels them-
selves and determine when the sound design should fade in and out:

“For some purposes the video prototype worked better than testing it with speakers in a real-
life setting. […] It was really nice that I could adjust the volume levels myself and easily switch
between the different sound prototypes. It actually made it more playful.” (P6)

3.5 Wizard of Oz Prototype

The Wizard of Oz prototyping session was carried out in a way that was similar to the
sound sketching exercise (i.e. with a wireless portable speaker) but by replaying the
sound design prototypes created in collaboration with the composer. By using a
handheld portable speaker, the researcher was able to adjust volume levels, and easily
test the sound prototype in different locations of the metro. As such, this method of
prototyping offered a cost-effective way of quickly assessing the appropriateness of the
sound and location of the prototype.

“It felt very real. It could easily have been a speaker system placed in the metro station. It made
it feel very real. So, in that sense I don’t think any other methods could have been much better
than that.” (P1)
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By using a portable speaker, we were able to fade the sound in and out, adjust
volume quickly and test the different sound designs. One participant reported that:

“It was also interesting to experience how the sound faded in and out during the test. It worked
very well because it gave you this surprising element. It was more dynamic. Stuff like that is
hard to imagine without having tested it in real life with real sounds like we just did.” (P6)

Moreover, the prototype was used to evaluate how the sound designs could im-
prove the experience of using the metro. Sounds were only played at the entrance and
escalators, as participants had pointed out those regions as being the ones best suited
for an intervention. Participants generally expressed a feeling of excitement and
curiosity after being exposed to the different sound designs:

“The tracks were fairly similar, and I felt an immediate curiosity. It made me want to stop for a
second and just listen. Like a moment of disconnect from the ‘real world’” (P5)

“It touched something. Definitely. It had a mysterious vibe to it that got my brain going. It was
a bit Sci-fi-ish, and got me thinking of Star Trek, and how crazy it is that we can go to outer
space” (P4)

3.6 Users as a Source of Creative Experimental Potential

When exposed to sound and being facilitated in a process of paying attention to
soundscapes and acoustics of a location, our participants gave widely divergent
accounts of how they perceived and interacted with sounds in the metro. After the
various activities, the participants expressed a wide-ranging set of responses, indicating
a multiplicity of possible positive affective qualities of sound experience that a design
project might wish to pursue:

“I was surprised how the sound of nature certainly triggered something inside of me. It
reminded me of my childhood home in the countryside.” (P6)

“Wow. I would describe it as entertaining and something that spiked my curiosity. The bird
squeaks made me instinctively look up and try to find the birds!” (P5)

“It was actually like being to an exhibition […] It was really interesting.” (P2)

After trying the soundwalking, sketching and both prototyping activities, using
different ways of expressing the experience, our participants suggest that sounds trigger
a relatively ambiguous sense of positive wonder and excitement. This resonates with
McCarthy and Wright’s idea of technology as an experience (2004). They argue that in
order to design technology for experiences, we must design for ‘potential’ rather than
assuming a direct causal relationship between a design feature and a particular expe-
rience. Since we cannot ensure the meaning of an experience for the individual, we
should treat people and users of products, services and interactive systems as a source
of creative experiential potential. Each user brings with them a rich history of expe-
riences, ideas and memories which affects how they interact with the technology or
services. As users of technology, we create our own understanding of what the tech-
nology is and can be. Thus, design projects should consider the potential of working
with more open and ambiguous designs, allowing users to articulate their own potential
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meanings as they interact with them (McCarthy and Wright 2004). Techniques such as
technology to encourage serendipitous meaning making such as randomness and
playful unpredictability (Leong et al. 2006) or “reflective designs” that suggests how
technology can work against the grain of the dominant productivity paradigms,
introducing a self-reflective stance that includes affective, socio-political and critical
orientations (Sengers et al. 2005), may be useful motifs for designers to explore further.

4 Discussion and Conclusion

The purpose of our study was to expand the way interaction designers can work with
sound in collaborative design processes, allowing users to attain a clearer voice in
interventions into the sonic world of everyday life. Throughout the project, a number
of sensitising methods such as soundwalks and sound sketching were used to improve
the collaboration between users/participants and designers. We have proposed aspects
of a Co-creation Framework for Sound Design that, at this time, focuses on vocabulary
building and user involvement.

Following Westerkamp (1974), our use of soundwalks to engender dialogue about
qualities and affective meanings of sound were found to focus the participants’
attention on an otherwise hidden or chaotic materiality of sound. The context
for our pilot study was to create a sound intervention to improve the experience of the
Copenhagen metro stations. The methods for user involvement explored in this study
have therefore been chosen to accommodate this context and situation. However, it is
our belief that the proposed framework and methods explored, such as video proto-
typing, soundwalking and sound sketching can be beneficially used with many simi-
lar kinds of sound design scenarios. This can include the design of sounds for
physical products and functional sounds, this is to say, sounds that carry information
about a product or an interaction. Further exploration of the proposed methods for user
involvement is needed in order to better understand the dynamics of each method when
designing for different types of sound scenarios, for different contexts and with dif-
ferent kinds of users.

Expressing experiences with sound can be a challenging task for people who are
not working professionally with sound. Most people lack a rich vocabulary with which
to talk about and discuss sound in a meaningful way. This language barrier is difficult
to address and resolve, and therefore represents an essential challenge when co-
creating sound design. In the pilot project, soundwalks were a way to overcome some
of the initial challenges in terms of sharing their experience with sound. They al-
lowed participants to spend time on becoming attentive to the sounds in their envi-
ronment and to reflect on the affective qualities of sounds and the acoustic qualities of
the metro station.

Similarly, sound sketching was seen to be an effective method in getting partici-
pants to verbalise and discuss different sounds and sound concepts. The desired out-
come of sound sketching is similar to the desired outcome of photo elicitation, which is
based on the simple idea of inserting photographs into a research interview (Harper
2002). Photo elicitation was first described by researcher and photographer John
Collier in 1957. In his research, Collier and his team used photographic surveys to
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facilitate interviews and found that the photos sharpened participants’ memory and
reduced areas of misunderstanding. According to Harper “the parts of the brain that
process visual information are evolutionarily older than the parts that process verbal
information. Thus, images evoke deeper elements of human consciousness that do
words; exchanges based on words alone utilize less of the brain’s capacity than do
exchanges in which the brain is processing images as well as words.” (2002: 1). Based
on the concept of photo elicitation, we suggest further investigating a concept of audio
elicitation, where designers or researchers use a variety of sounds as triggers dur-
ing an interview and ask participants to articulate and reflect on the different sounds
they encounter and the experiences they prompt.

As the auditory and tactile notifications of our devices and technology around us
increasingly demand our attention, designers and companies are realising their
responsibility to explore new ways of designing products and services that respect our
states of mind rather than disrupt them. One way to do this is by utilising the potential
of sound.

Sound affects our well-being and emotions, but it is often a neglected medium in
design, and typically relegated to the hands of professional sound designers or prac-
titioners with distinct musical or artistic visions that may or may not resonate with
users. This paper has presented a pilot study examining how users can be involved in
different phases of the sound design process. By drawing on insights and methods for
user participation from other design fields, including product-, service-, or visual
design, the study shows how different methods for sound sketching, and prototyping
can be helpful tools with which to include participants in a sound design process. To
help designers and researchers overcome some of the potential barriers of using a
participatory approach to sound design, we have proposed a series of co-creation
methods and a first draft of a Co-creation Framework for Sound Design. As such, we
aim with this pilot study to join the early conversation around moving towards
more participatory approaches to sound-oriented interaction design.

References

Adams, M., et al.: Soundwalking as a methodology for understanding soundscapes. In: 2008
Institute of Acoustics Spring Conference, Reading, UK (2008)

Aronson, J.: A pragmatic view of thematic analysis. Qual. Rep. 2(1), 1–3. (1995). http://
nsuworks.nova.edu/tqr/vol2/iss1/3

Barras, S.: Earbenders: using stories about listening to design auditory interfaces. In: Proceedings
of the First Asia-Pacific Conference on Human Computer Interaction APCHI’96, Singapore
(1996)

Bernsen, N., Dybkjær, H., Dybkjær, L.: Wizard of Oz prototyping: when and how? (2020)
Blesser, B., Salter, L.: Spaces Speak, Are You Listening?. The MIT Press, Cambridge (2007)
Brazil, E., Fernström, M.: Empirically based auditory display design. In: SMC 2009 (2009)
Brown, T.: Design thinking. Harvard Bus. Rev. 86, 84 (2008)
Bødker, M., Chamberlain, A.: Affect theory and autoethnography in ordinary information

systems. In: Twenty-Fourth European Conference on Information Systems (ECIS), Istanbul,
Turkey (2016)

Involving Users in Sound Design 423

http://nsuworks.nova.edu/tqr/vol2/iss1/3
http://nsuworks.nova.edu/tqr/vol2/iss1/3


Bødker, M., Jensen, T.B.: Sounding out IS? Moods and affective entanglements in experiential
computing. In: Twenty-Fifth European Conference on Information Systems (ECIS),
Guimarães, Portugal (2017)

Buxton, B.: Sketching User Experiences: Getting the Design Right and the Right Design.
Morgan Kaufaman Publishers Inc., San Francisco (2007)

Card, S.K., Moran, T.P., Newell, A.: The Psychology of Human-Computer Interaction. Lawrence
Erlbaum, Hillsday (1983)

Case, A.: Calm Technology. O’Reilly Media, Sebastopol (2016)
Case, A., Day, A.: Designing with Sound. O’Reilly Media, Sebastopol (2019)
Cerwén, G., Kreutzfeldt, J., Wingren, C.: Soundscape actions: a tool for noise treatment based on

three workshops in landscape architecture. Front. Archit. Res. 6(4), 504–518 (2017)
Christensen, B.T., Halskov, K., Klokmose, C.N.: Sticky Creativity - Post-it Note Cognition,

Computers, and Design. Academic Press, London (2020)
Design Council: What Is the Framework for Innovation? Design Council (2019). https://www.

designcouncil.org.uk/news-opinion/what-framework-innovation-design-councils-evolved-
double-diamond. Accessed 8 Dec 2019

Ehn, P.: Work-oriented Design of Computer Artifacts. Arbetslivscentrum, Falköping, Sweden
(1988)

Ekman, I., Rinott, M.: Using vocal sketching for designing sonic interactions. In: Proceedings of
the 8th ACM Conference on Designing Interactive Systems (DIS 2010), pp. 123–131 (2010)

Enninga, T., et al.: Service Design, insights from nine case studies. HU University of Applied
Sciences Utrecht (2013)

Gaver, W.W.: Auditory icons: using sound in computer interfaces. Hum. Comput. Interact. 2(2),
167–177 (1986)

Harper, D.: Talking about pictures: a case for photo elicitation. Vis. Stud. 17(1), 13–26 (2002)
Hassenzahl, M., Eckoldt, K., Diefenbach, S., Laschke, M., Lenz, E., Kim, J.: Designing moments

of meaning and pleasure. Experience design and happiness. Int. J. Des. 7(3), 21–31 (2013)
Hermann, T., Hunt, A.: An introduction to interactive sonification. IEEE Multimedia 12(2), 20–

24 (2005). Editorial, Spec. iss. on interactive sonification
Hug, D.: Investigating narrative and performative sound design strategies for interactive

commodities. In: Ystad, S., Aramaki, M., Kronland-Martinet, R., Jensen, K. (eds.)
CMMR/ICAD -2009. LNCS, vol. 5954, pp. 12–40. Springer, Heidelberg (2010). https://
doi.org/10.1007/978-3-642-12439-6_2

Jacucci, G., Wagner, I.: Performative roles of materiality for collective creativity. In: Proceedings
of the 6th ACM SIGCHI Conference on Creativity and Cognition - C&C 2007, pp. 73–83.
ACM Press, New York (2007)

Janlert, L., Stolterman, E.: Faceless interaction - a conceptual examination of the notion of
interface: past, present, and future. Hum.-Comput. Interact. 30(6), 507–539 (2015)

Jay, M.: Vision in context: reflections and refractions. In: Brennan, T., Jay, M. (eds.) Vision in
Context: Historical and Contemporary Perspectives on Sight, p. 3. Routledge, New York
(1996)

Langeveld, L., van Egmond, R., Jansen, R., Özcan, E.: Product sound design: intentional and
consequential sounds. In: Advances in Industrial Design Engineering, pp. 47–73. IntechOpen
(2013)

Leong, T.W., Vetere, F., Howard, S.: Randomness as a resource for design. In: DIS 2006.
University Park, Pennsylvania, USA (2006)

Mackay, W.E.: Video prototyping: a technique for developing hypermedia systems. In:
ACM CHI 1988 Conference Companion Human Factors in Computing Systems.
ACM/SIGCHI, Washington, D.C. (1988)

424 F. Moesgaard et al.

https://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-councils-evolved-double-diamond
https://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-councils-evolved-double-diamond
https://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-councils-evolved-double-diamond
https://doi.org/10.1007/978-3-642-12439-6_2
https://doi.org/10.1007/978-3-642-12439-6_2


McCarthy, J., Wright, P.: Living with technology. In: Technology as Experience, pp. 1–22.
The MIT Press, Cambridge (2004)

Moore, G.E.: Cramming more components onto integrated circuits. Electronics 38(8), 114–117
(1965)

Nielsen, J., Clemmensen, T., Yssing, C.: Getting access to what goes on in peo-
ple’s heads?: reflections on the think-aloud technique. In: Proceedings of the Second Nordic
Conference on Human-Computer Interaction 2002, Aarhus, Denmark, 19–23 October 2002
(2002)

Norman, K.: Real-world music as composed listening. Contemp. Music Rev. 15(Part 1), 1–27
(1996)

Oliveros, P.: Deep Listening: A Composer’s Sound Practice. iUniverse, New York (2005)
Pirhonen, A., Tuuri, K., Mustonen, M.-S., Murphy, E.: Beyond clicks and beeps: in pursuit of an

effective sound design methodology. In: Oakley, I., Brewster, S. (eds.) HAID 2007. LNCS,
vol. 4813, pp. 133–144. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-
76702-2_14

Rossman, J.R., Duerden, M.D.: Designing Experiences. Columbia University Press, New York
(2019)

Sanders, E.B., Stappers, P.J.: Co-creation and the new landscapes of design. CoDesign 4(1), 5–
18 (2008)

Schafer, R.M.: The Tuning of the World. Knopf; original: University of Michigan, Michigan
(1977)

Sengers, P., Boehner, K., Shay, D., Kaye, J.: Reflective design. In: CC 2005: Proceedings of the
4th Decennial Conference on Critical Computing, pp. 49–58 (2005)

Sundblad, Y.: UTOPIA: participatory design from Scandinavia to the world. In: Impagliazzo, J.,
Lundin, P., Wangler, B. (eds.) HiNC 2010. IAICT, vol. 350, pp. 176–186. Springer,
Heidelberg (2011). https://doi.org/10.1007/978-3-642-23315-9_20

Supper, A.: Lobbying for the Ear: The Public Fascination with and Academic Legitimacy of the
Sonification of Scientific Data. Maastricht, The Netherlands (2012)

Truax, B.: Acoustic Communication, 2nd edn. Ablex Publishing, London (2001)
Turner, R.: How to perfect the facilitation tool, “sticky dot voting”. Michigan State University

(2018). https://www.canr.msu.edu/news/how_to_perfect_the_facilitation_tool_sticky_dot_
voting. Accessed 5 Dec 2019

Weiser, M.: The computer for the 21 st century. Sci. Am. 265(3), 94–105 (1991)
Weiser, M., Brown, J.S.: The coming age of calm technology. In: Denning, P.J., Metcalfe, R.M.

(eds.) Beyond Calculation, pp. 75–85. Springer, New York (1997). https://doi.org/10.1007/
978-1-4612-0685-9_6

Westerkamp, H.: Soundwalking. Sound Heritage 3(4), 18–27 (1974)
Westerkamp, H.: Linking soundscape composition and acoustic ecology. Organ. Sound 7(1), 51–

56 (2002)

Involving Users in Sound Design 425

https://doi.org/10.1007/978-3-540-76702-2_14
https://doi.org/10.1007/978-3-540-76702-2_14
https://doi.org/10.1007/978-3-642-23315-9_20
https://www.canr.msu.edu/news/how_to_perfect_the_facilitation_tool_sticky_dot_voting
https://www.canr.msu.edu/news/how_to_perfect_the_facilitation_tool_sticky_dot_voting
https://doi.org/10.1007/978-1-4612-0685-9_6
https://doi.org/10.1007/978-1-4612-0685-9_6
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Abstract. Computer software can help scientists develop visual representations
of their research, but the key to the effective communication of scientific con-
cepts, data, and processes, is for scientists to approach the presentation of their
research from the perspective of those who will be encountering it and who ask,
“what do you want me to know?” and then state “show this to me in a way that I
can understand it.” This paper explores the use of visual variables and of sys-
tems of visual organization in revealing the relationship between the intent and
visual display of information in scientific figures.

Keywords: Chart and diagram design � Design thinking �
Information/knowledge design/visualization

1 Introduction

When I am introduced as an information designer to scientists, one of the first questions
I receive is, “What is the best software to use for creating figures about my research?”
My response is that it is not the software that makes effective visual communication,
but rather your decisions about what to say and how to say it visually; the computer
software can then help you express your ideas. The effective communication of sci-
entific concepts, data, and processes rests on “transforming information into a visual
form for comprehension.” [20] To make this transformation possible, scientists must
approach the presentation of their research from the perspective of the those who will
be encountering it and who ask, “what do you want me to know?” and then state “show
this to me in a way that I can understand it.” Kress and van Leeuwen in Reading
Images: The Grammar of Visual Design emphasize that “visual structures point to
particular interpretations of experience.” [8, p. 2] And as Edward Tufte demonstrates in
his book, Envisioning Information [10], making sense of information depends on how
it is visualized. The shape, size, color, etc., of visual elements and their arrangement
provide signals about how we are to interpret and navigate information – what to read
and do first, second, etc. And those choices determine whether the information being
presented will be meaningful for the individuals who are supposed to use it. Too often
scientists cram many components of their research into a single figure with few (and/or
conflicting) visual cues to distinguish the components or explain why they are there.
The result is a competing set visual “stuff” that gives little direction about how to read
and interpret the information– the complexity obscures the communication. This issue
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is at the heart of the Cheng, Chen, Larson, and Rolandi study on the re-design of
graphical abstracts in scientific papers [3] that were “hard to see and understand.” [3,
p. 82] By reducing the complexity of the figures through the application of various
visual principles – such as size, shape, contrast, and placement – study participants
cited the re-designs as being easier to understand and having a better opinion of the
information and the papers’ authors.

2 The Relationship of Form and Meaning

The relationship between the intent and visual display of information in scientific figures
is about the relationship between form and meaning. The appearance of things and the
way they are arranged are the formal elements (type, lines, shapes, pictures) that create
meaning. How we see and understand things, including scientific information, is rooted
in semiotics. Semiotics is the study of signs and addresses the “patterns and functions of
language in everyday use” and “the fundamental processes by which meaning is
established and maintained” [4, p. 104] and rests on “the idea that language operates on
the basis of relationships: first, on the relationship between the signifier and the signi-
fied, and then on relationships among the rules of the system by which distinct signs are
combined” [4, p. 124]. In visual terms, semiotics is about the relationship of form – what
we see (signs) and how we see it (syntax) – to meaning (context).

In the verbal world, signs are made of two parts: 1) the signified – an entity such a
thing, idea, place, person, etc. and 2) the signifier – the sound or word conjures up that
entity in your mind. Applied to the visual world, the signifier consists of variables such
as shape, size, color, placement, etc., that define the entity in a particular way. The
meaning of the resulting sign, that is, how we are to interpret it, comes from its
relationship to other signs around it (its context). The visual arrangement of signs,
known as a composition, provides a system for understanding the meaning of both the
signs as a whole and of an individual sign based on its role within the composition. The
ordering of the signs – how things are grouped or placed on a page – is based on
patterns of visual grammar or syntax. Just as a word can have a different “spin”
depending on how it used in a sentence, visual elements in a composition can convey
different information depending on their use in a composition.

Scientific data can yield many different kinds of information, each of which will
require a different set of visual variables and arrangement of visual elements to con-
figure a hierarchy of the information that will tells something specific about the data.
The hierarchy of information communicates the focus of the data and the “primary goal
of a figure.” [17] Change the visual variables and the organization of the information in
a scientific figure and it will tell something different about the data.

3 Visual Variables

Visual principles are the foundation of the theory and practice of art and design. They
go by a variety of names – such as principles, elements, and variables – and have been
discussed and categorized in numerous ways over the centuries by proponents of
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different schools, theorists, and practitioners of art and design. [8, 15, 21] They are
important factors in creating effective user-centered information design, which focuses
on people’s ability to complete specific tasks. [2, 7, 12] I am using the term visual
variables to emphasize their inherent ability to alter our perception of visual form and
thus transform the focus of information in scientific figures. (To learn more about the
science of perception and its impact on visual form, see Colin Ware’s book, Infor-
mation Visualization: Perception for Design.) [13]

This paper addresses the visual variables of size, weight, shape, spacing, color, and
placement. Here are brief definitions of those terms:

Size = height, length
Weight = thickness, thinness
Shape = contours, edges; density (if a filled shape)
Spacing = the distance between things
Color = hue or graytone
Placement = location in a composition

What you want to communicate in a scientific figure affects the use of visual
variables. Bang Wong, in his Point of View column titled “Design of Data Figures,”
notes that visual variables encode scientific information and thus they need to be
configured so that people can interpret them accurately. [18] The following examples
highlight the use of visual variables to alter the visual emphasis – and thus the inter-
pretation and communication objective – of a figure.

Figure 1 is a diagram submitted for a grant proposal submitted by Wayne State
University to the NIH BEST (Broadening Experiences in Scientific Training) program.
The purpose of the program was to provide guidance for science (primarily biomedical)
PhD students who were interested in pursuing a variety of careers that utilized their
scientific knowledge. This diagram presents the goal of the program: to provide students
with exposure to other disciplines that can lead to a variety of career opportunities.

The colorful shapes surrounding the big circle are the most visually dominant
aspect of the diagram; those shapes represent unique career opportunities. Their visual
dominance comes from their use of color (hues) and complex contours, their even
spacing placement around the big circle, and their relatively large size (amplified by the
type next to them). They contrast with the rest of the diagram which is in black-and
white and uses simple contours. The shapes are placed the same distance from the edge
of the big circle and their accompanying type is placed to not interfere with the visual
connection between the shapes and the circle. The even amount of space between the
shapes around the circle communicates their equal value as careers. The size and
weight of the type in the diagram (even the larger size of the headings) is relatively
small and does not compete with the shapes. The same is true of the arrows pointing
from the circle to the shapes with the exception of the largest arrow (representing
students coming into the program) which points into the circle. The type inside the big
circle lists the disciplines that students will explore; each discipline is paired with a
small, black basic shape, the shape of which is reflected in the contours of the complex
shapes. The small circle represents the traditional option of research in academia and
industry; the two graytone shapes around it do not compete with the seven colorful
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shapes around the big circle. No extra lines are used in the diagram; a box around the
diagram, for example, would have taken away attention from the relationship between
the shapes and the circles.

Now let’s examine two examples that demonstrate how changing one of the visual
variables – weight – alters our understanding of the information in the diagram. Colin
Ware calls this kind of change the “pop out effect.” [14]

In Fig. 2, the weight of the big circle has changed. This thick black line now puts
the visual focus on what is inside the circle: the variety of disciplines that students can
encounter. The bolder weight of the type inside the big circle amplifies the importance
of the content of the circle. The weight of the circle is close to the weight of the arrow
(under the word “students,” now also in bold) that intersects the circle and visually
links students entering the program to what they will encounter in the program.

In Fig. 3, the weight of the arrows has changed (the type reverts back to its former
weight). The thick black shafts of the arrows and their larger arrowheads now put the
visual focus on the students entering and then exiting the program for a variety of the
career opportunities.

Figure 4 is another diagram from the WSU BEST grant proposal. It connects the
variety of disciplines to the Phases of the BEST program and to the course study for PhD
students. The graytone rectangle surrounding “Doctoral Studies” and the number of years
of study is co-dominant with the group of colorful shapes below it. The column is the axis
that visually connects 1) the variety of discipline experiences through themodules with 2)
how that experience plays out through the different BEST Phases and with 3) resulting
career opportunities associated with the BEST program. Next to “Year 5” is “PhD
Completion” which is connected to the group of shapes by a solid line. In contrast, the
diagram uses dotted lines to indicate Master’s Degree “off ramps” and the corresponding
BEST benefits for students who opt to leave the PhD program early.

Students

   Teaching

   Communication

   Law

   Community Engagement

   Government Agencies

Healthcare 
Administration

Industry
Bio-tech / Pharma

Academic
PUI / CC 

Doctoral 
Studies + Modules

Academic
Research University

Government 

Patents +
 Legal Affairs

Healthcare 
Communication

Advocacy
Organizations

Post-Doctoral 
Studies 

Industry
Bio-tech / Pharma / Other  

   Business

Fig. 1. Diagram of the Wayne State University NIH BEST (Broadening Experiences in
Scientific Training) program’s goal: to provide students with exposure to other disciplines that
can lead to a variety of career opportunities.
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In Fig. 5, the elements of the diagram have been rearranged: here the emphasis is
on correlating the five years of doctoral study to career opportunities. The vertical
rectangle is now solid black with white type and is the most visually dominating
element in the diagram; no other visual element uses black background and white type
and the Modules and Phases listed on either side of the black rectangle fade in
importance. The words, “PhD Degree Completion,” and the colorful shapes are now
centered under the black rectangle, emphasizing the time it will take to complete the
degree by directly connecting the years of doctoral study to the career opportunities.

Students

   Teaching

   Communication

   Business
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   Community Engagement

   Government Agencies

Healthcare 
Administration

Industry
Bio-tech / Pharma

Academic
PUI / CC 

Doctoral 
Studies + Modules

Academic
Research University

Government 

Patents +
 Legal Affairs

Healthcare 
Communication

Advocacy
Organizations

Post-Doctoral 
Studies 

Industry
Bio-tech / Pharma / Other  

Fig. 2. Diagram of the Wayne State University NIH BEST (Broadening Experiences in
Scientific Training) program’s goal with an emphasis on the variety of disciplines that students
can encounter through the program.
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Fig. 3. Diagram of the Wayne State University NIH BEST (Broadening Experiences in
Scientific Training) program’s goal with a focus on the cohort of students entering and exiting the
program for a variety of the career opportunities.
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Fig. 4. Diagram of how the Wayne State University NIH BEST (Broadening Experiences in
Scientific Training) program connects the variety of disciplines to the Phases of the BEST
program and to the course study for PhD students.
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Fig. 5. Diagram of the Wayne State University NIH BEST (Broadening Experiences in
Scientific Training) program that emphasizes the time it will take to complete the degree and
directly connecting the years of doctoral study to the career opportunities.

Visualizing Information in Scientific Figures 431



Figure 6 shows the elements of the diagram suffering from what Edward Tufte calls
chartjunk and a skewed data-to-ink ratio (too much ink for the amount of data pre-
sented). [11] The chartjunk here is the repeatedly used stereotypic icon of a rolled
diploma secured with a ribbon; it takes attention away from the Master’s and PhD
completion stages and adds nothing to the understanding of the words “degree com-
pletion.” The large areas of background colors and multiple diploma icons waste ink
and distract from the content of the information. The use of background colors (hues)
has no visual logic: colors are arbitrarily applied to different years of study. The darker
colors do not translate well when converted to black-and-white (e.g., in a photocopy or
FAX). Red is especially problematic because it translates to black making the black
type on red or purple background quite difficult to see. Lighter colored backgrounds
may contrast sufficiently with black type, but not with the various colors of the career
opportunity shapes; the colors lose their effectiveness. The ochre colored background
shared by the list of disciplines and the career opportunities may symbolize a con-
nection of content, but that connection is diluted by the contrast problem with the
shapes’ colors. The result is a diagram that is drowning in poorly applied visual
variables that make the information difficult to read and comprehend.

Fig. 6. Diagram of how the Wayne State University NIH BEST (Broadening Experiences in
Scientific Training) program that suffers from Tufte’s chartjunk and a skewed data-to-ink ratio
(too much ink for the data presented).

432 J. A. Moldenhauer



4 Systems of Visual Organization

In his article, “Hats,” the designer Richard Saul Wurman provides a vivid example of
organizing hats on a hat rack to illustrate the importance of visual organization. [22]
The hats can be sorted and grouped in many different ways such as the time the hats
were placed on the hat rack, country where they were made, size, kinds of accessories,
color, construction, and many other categories. Each time Wurman changes the way the
hats are grouped, he changes the hierarchy of the information about the hats. All the
distinct traits about the individual hats still reside in the hats, but his decision to
highlight one trait over the others put the communication focus on that individual trait.
What he wants to communicate about the hats is made clear by the way he organizes
the hats’ visual variables. The arrangement of signs (like Wurman’s hats) shows us
patterns – or systems – that provide the semiotic context for making sense of infor-
mation; Ware refers to them as “semantic pattern mappings.” [14, pp. 62–64] and
Meirelles refers to them as “structures.” [9] In the same way, what scientists choose to
emphasize about their research in a figure influences not only the use of visual vari-
ables, but also its organizational structure.

This paper addresses eight systems of visual organization: axial, bilateral, radial,
translateral, the golden section, grid, modular, and random. These systems have been
used in art and design for centuries. For example, the golden rectangle (or golden ratio)
has been used by the Renaissance artists de Vinci, Botticelli, and Michelangelo but also
by the 20th century architect Le Corbusier. An extensive discussion of these systems
and their application to design can be found in Kimberly Elam’s books, Typographic
Systems [6] and The Geometry of Design [7].

Here are brief definitions of those terms.
Axial = asymmetric, unequal parts on either side of an axis
Bilateral = symmetric, equal parts on either side of an axis
Radial = spreading out from a center point
Translateral = layers
Grid = intersecting horizontal and vertical lines; intervals are

often uneven
Modular = intersecting horizontal and vertical lines; intervals

between lines are consistent
Golden Rectangle = results in a spiral, the pace of which is based on the

mathematical proportions of the golden ratio
Random = arbitrary

Figure 7 shows the “skeleton” structures of the systems of visual organization. In
the following discussion, I will be using the abbreviation SVO to refer to systems of
visual organization.
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5 Using Visual Variables and Systems of Visual
Organization Together

The successive four Figures show several examples of visual variables and SVOs
(some singly, some in combination) being used to present the data from a hypothetical
ornithological research center in southeast Michigan, USA, that documented the spe-
cies and number of birds visiting one of its feeding stations over six successive 10-min
intervals spanning nine days in early February 2020. Instead of cramming all the data
together and trying to make multiple points about it in one complex Figure, each
example presents a specific communication goal that is revealed through the kind of
data displayed and the choice of visual variables and SOV structure. Note that the
examples use the elements of type, lines, and shapes and employ “negative space” (also
known as whitespace) to “get certain content noticed” [19]; like the needless diploma
icon in the BEST grant figures, pictures or drawings would only be chartjunk for the
bird feeding station data. Pictorial images are best suited to “procedural schematics”
that describe a process. [16] And also note that these examples do not utilize dia-
grammatic conventions such as bar or line graphs and pie charts that lend themselves to
skewed data-to-ink ratios and less imaginative ways of visually connecting data to
meaning. (See the “Top Ten Worst Graphs” posted by Karl Broman, professor of
Biostatistics and Medical Informatics at the University of Wisconsin – Madison.) [1]

Systems of Visual Organization

Axial Bilateral Radial Translateral

Grid Modular Golden Rectangle Random

Fig. 7. Systems of visual organization.
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Figure 8 shows three different arrangements of data about the birds at the feeder.
The left one uses the axial SVO to list the species spotted on the first day of the study.
The solid black vertical rectangle containing the words “Day 1” is the visual focus and
organizing point of the diagram; “Bird Species” heads the column of species names (in
lightweight type to the right of the rectangle) and aligns with “Day 1.” The center
arrangement uses the bilateral SVO to record the number of all birds for each of the
nine days of the study. The bold type used in one side puts the visual focus on the bird
numbers in contrast to the lightweight type used for the other side to count out the days;
the placement of the lightweight horizontal and vertical lines emphasizes the differ-
ences between the columns of numbers. The right diagram uses the radial SVO to
communicate the number of House Sparrows that appeared within the 10-min intervals
of Day 1. The numbers and name of the bird are in the same type size and weight and
have the boldest presence; the day and times are in lighter weight type and are thus of
secondary importance. The six intervals are evenly spaced around the name of the bird
to underscore the even time increments and placement echoes the face of a clock.

Bird Species
(alphabetical order)

American Goldfinch 
Black-capped Chickadee 
Blue Jay 
Chipping Sparrow 
Dark-eyed Junco 
Downy Woodpecker 
House Finch 
House Sparrow 
Mourning Dove 
Northern Cardinal 
Purple Finch 
Red-bellied Woodpecker 
Song Sparrow 
Tufted Titmouse
White-breasted Nuthatch

Day 1 Birds

59
55
40
30
31
45
52
49
43

Day

1
2
3
4
5
6
7
8
9

House Sparrow
Day 1

11:40 am
12

11:50 am
12

12:00 pm
10

8 
12:10 pm

8 
12:20 pm

11:30 am 
10

Axial Bilateral Radial

Fig. 8. Examples of data organized using axial, bilateral, radial SVOs.
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Dark-eyed Junco12

Black-capped Chickadee
Chipping Sparrow
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House Finch5

American Goldfinch 
Northern Cardinal

6

House Sparrow10

Hairy Woodpecker 0

Day 1 Day 1

Dark-eyed Junco
Red-bellied Woodpecker

House Sparrow

Tufted Titmouse

Blue Jay

Chipping Sparrow

Song Sparrow
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Fig. 9. Examples of data organized using golden rectangle and random SVOs.
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Figure 9 shows data about the number of individuals of each species at the feeder
on the first day. The left diagram groups the names of all species in the study according
to number of sightings; the large number next to each list is the dominant visual
element, ordered from most to fewest along the spiral of the golden rectangle SVO.
Although there were no sightings of the Hairy Woodpecker on Day 1, it is included
here for comparison to days when it did appear. The right diagram correlates the
number of sightings to type weight and size: the more the sightings, the larger and
darker the type. The use of the random SOV visually highlights the literal and figu-
rative flutter of activity of the birds at the feeder.

Figure 10 uses the grid SVO to organize information about all the birds in the study
based on classification: vertical columns list order, family, and common names of the
species while the horizontal spacing varies according to number of species. The order
and family names are emphasized with bold type, with italic distinguishing the family
names. The upper-right diagram shows the addition of the translateral SOV through a
10% graytone horizontal rectangle, creating horizontal layers that shift the focus of the
hierarchy of the information to the birds’ orders.

The four diagrams in Fig. 11 use the modular SOV to display equal amounts of
information about the number of House Sparrows during each 10-min interval of the
nine days in equally sized spaces. The upper-left diagram uses bold type to emphasizes
the totality of the numbers. The upper-right diagram adds the translateral SOV to
emphasize the morning count by applying a 10% graytone vertical rectangle over the
“AM” numbers. The lower-left diagram adds the random SVO to the grid SVO to
communicate the sporadic pattern of the birds’ appearance through changes in the type
qualities of the numbers. The greatest number of birds to appear was twelve; that
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Fig. 10. Examples of data organized using grid and translateral SVOs.
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Fig. 11. Examples of data organized using modular, translateral, and random SVOs.

happened thirteen times. To visualize this irregularity, the number 12 “pops out” due to
its contrast with the other numbers: bold roman vs. light italic. The lower-right diagram
also employs the random SOV, to emphasize the irregular appearances during each of
the nine days: the alternate use of 10% graytone bands calls out each day’s information.

6 Conclusions

In their eagerness to share their research, scientists often make figures that are far too
complicated by explaining too many things at once, making confusing arrangements of
data, not clearly defining visual elements, and adding extra visual baggage (chartjunk).
While working with an information designer is the best option, scientists themselves
can create effective scientific figures by fine-tuning the communication goal of each
figure and then matching that goal to appropriate visual variables and systems of visual
organization. Ultimately the purpose of the figure is show meaningful relationships in
the data by linking form to content, demonstrating semiotics at work. This is accom-
plished by using the visual variables of size, weight, shape, spacing, color, and
placement in conjunction with the axial, bilateral, radial, translateral, the golden sec-
tion, grid, modular, and random systems of visual organization to produce scientific
figures that are clear and easy to comprehend. “Scientists that create accessible,
informative and engaging images will reach larger audiences, and therefore catalyze
new explorations and discoveries [3, p. 85].

All figures designed by Judith A. Moldenhauer.
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Abstract. Keyboard shortcuts have been proven to be the most efficient
method of issuing commands in computer software. Using the mouse in
graphical user interfaces provides an intuitive but slow method for exe-
cuting functions in a software. Many fail to make the transition to faster
modalities, such as keyboard shortcuts. This is not just the case for
novices, but also users with years of experience. This study examines the
research on this behavior, as well as how the concepts of nudging and
ambient suggestion can be used to actively encourage and support the
usage of keyboard shortcuts. Based on this research, a design is proposed
and implemented in a simple word processor application. A user expe-
rience evaluation was done, by having participants perform writing and
formatting tasks inside the application. Using the Microsoft Reaction
Card Method followed by a semi-structured interview, the users elabo-
rated on their experience. In the interviews topics and questions of moti-
vation, distraction, and annoyance were raised. The results showed that
most participants found the system convenient and helpful in learning
shortcuts without being too obtrusive. There are promising first indica-
tions of it having potential in promoting the usage of keyboard shortcuts,
however further research is required in order to make any generalizations.

Keywords: User-interface design · Keyboard Shortcuts · Nudging ·
Ambient suggestion · User experience

1 Introduction

KeyBoard Shortcuts (KBSs) have been proven to be the most efficient method
of issuing commands in computer software, nevertheless they are remarkably
underutilized [17,23]. This is not solely the case for novices, but also for users
with years of experience within a given software. While the efficiency gains might
appear small in isolation, with regular use of a software the time saved will
accumulate considerably over time.
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The behavior of adhering to methods already learned is understandable, as
learning a new method requires further effort, and could take away time and focus
from the task at hand. As a consequence, users can underestimate the efficiency
gains of adopting faster methods [18]. This is a fundamental consequence of
Graphical User Interfaces (GUIs). Presenting options in a visually salient manner
is useful for novices, but may avert users from adopting expert methods, as users
are biased towards incremental interactive actions [11]. If users choose to adopt
another modality, e.g. KBSs instead of clicking toolbar icons, a performance dip
is likely to occur, further dissuading users [22].

Taking inspiration from existing approaches, this paper attempts to apply
mechanisms of nudging [4] and ambient suggestions [8] in order to shift user’s
inertia. To this end, we have adjusted and tested the GUI of a Word Processing
Application (WPA), which aims at nudging users to use KBSs.

2 Background

Software solutions that assist users in learning and using KBSs do exist, but
they often require the user to be intrinsically motivated and proactive in learning
and utilizing KBSs. Some aid the user by providing overview of an application’s
KBSs1,2, but this requires that the user makes an effort to adopt this higher-level
strategy, and remembers it in the heat of completing a main goal. A complete
overview of all KBSs could present itself as information overload and be slower
for the user if the KBSs are not retained.

Other applications apply transient notifications whenever a KBS could have
been used3,4. They contain basic features such as disabling notifications for
certain functions and tracking missed opportunities for using the KBS. The fact
that these notifications appear after choice and action, mean their preventive
power is small. They require that the user takes note and remembers the shortcut
for future use.

More forceful approaches have experimented with using obtrusive deterrences
such as limiting functionality, adding time buffers, or requiring actions from the
user [12,16]. Although they might increase KBS usage, such approaches might
not be appropriate in practice due to their obtrusive nature.

Inspired by the approaches above, in this study we investigate a possible
middle ground solution that both facilitates KBS usage and proactively dissuades
the user from using the mouse.

2.1 User Behavior

While people are usually aware of the benefits and the efficiency gains of using
KBSs, few make an effort in trying to switch to this modality [11,23]. The
1 https://www.cheatsheetapp.com/CheatSheet/ last accessed 28th of January 2020.
2 https://www.ergonis.com/products/keycue/ last accessed 8th of October 2019.
3 http://www.veodin.com/keyrocket/ last accessed 13th of March 2019.
4 https://github.com/halirutan/IntelliJ-Key-Promoter-X last accessed 28th of Jan-

uary 2020.

https://www.cheatsheetapp.com/CheatSheet/
https://www.ergonis.com/products/keycue/
http://www.veodin.com/keyrocket/
https://github.com/halirutan/IntelliJ-Key-Promoter-X
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reasoning behind the lack of effort can be described with the term satisficing.
The term was coined by Herbert A. Simon in 1947 and is a portmanteau of
‘suffice’ and ‘satisfy’. It covers the tendency to accomplish the task at hand to
a sufficient level, instead of accomplishing it at the most efficient and optimal
level.

A reason for this may be as Czerwinski et al.’s [9] study shows, “that users
can mistrust their abilities, leading to underestimates of potential benefit with
the new modality” [8]. Wai-Tat Fu et al. state as well that “In interactive tasks,
people are biased towards the use of general procedures that start with interactive
actions. These actions require much less cognitive effort, as each action results in
an immediate change to the external display that, in turn, cues the next action”
[11]. It is commonly agreed that recognition is easier than recalling [1]. Therefore
one reason why people tend to access commands by using the menus or clicking
the icons, is that it is easier cognitively than remembering the exact shortcut for
the exact command they wish to use.

Charman et al. [7] states that breaking habits is difficult and takes addi-
tional cognitive effort. This coupled with the fact that the aspirational level of
the user often is to just invoke a command but not maximize the efficiency of
the operation [23], creates an environment with little reason to improve. This
motivational paradox as referred to by John M. Carroll et al. [6], can be used to
explain why even experienced users cling to less efficient methods.

One way to increase users’ motivation is through the use of gamification.
McGonigal [21] defines the following four traits of game: A goal specifies what
the player works for, providing a sense of purpose. Rules set up constraints and
a system on how to achieve the goal. Feedback provides the player with progress.
The last trait is voluntary participation, which concerns acceptance of the other
traits.

2.2 Performance Within a UI

As a new user of a software interface, one must rely on any previous experiences
and the visual cues within the interface. Interface designers have the challenge
of developing interfaces that support both novice and high-performance expert
use. Due to users’ tendency to satisfy and the reluctance to explore faster strate-
gies, high-performance functionality often has a low usage rate. Designers must
therefore be aware of this, and develop interfaces that support the transition
from novice to expert.

Cockburn et al. [8] deconstructs the interaction with interfaces into the func-
tions, the commands and capabilities within software, and the various methods
with which these can be accessed. An example of this is the bold function, avail-
able in word processing software by various methods. Each method has a perfor-
mance characteristic that include the user’s performance within that method,
as well as a floor and ceiling of possible performance. Performance has before
been estimated using the Keystroke-Level Model [5], which shows show how
keystrokes a far faster than aiming with the mouse.
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By this deconstruction Cockburn et al. introduce the domain of intermodal
performance improvement. It concerns transitioning users to faster modalities
such as KBSs. Scarr et al. [22] suggests with the switch, a dip in performance
is likely to occur as it requires further cognitive resources and time to become
acquainted with the new modality or method. It is therefore of importance that
perceived cost of making the switch is minimized, and that the switch is rapidly
rewarded. The first step in this transition is making the user aware of the new
modality. Once the user is aware of the new modality, whether or not they choose
to use it, is dependent on their perception of the potential gain in efficiency.

2.3 Ambient Suggestion

Another domain that Cockburn et al. [8] put forth concerns making the user
aware of the unused functionality. Here focus is on using ambient suggestions
and recommendations rather than explicit instruction. The presented themes by
Cockburn et al. concern how to generate useful recommendations and how to
present them best.

Cockburn et al. state that “Presentation should be dynamically updated to
the user’s context, should be continuously available to the user, and should be
presented in an ambient manner that allows quick access without interrupting
task execution” [8].

Cockburn et al. note the importance of feedback’s relevance and the likelihood
of disrupting the user for any interface. Citing research by Bødker [3], Cockburn
et al. describes the two types of task disruption as “Breakdowns result in severe
disruption, forcing the user’s attention to a new activity. Focus-shifts cause
only a brief attention switch and cause less disruption” [8]. Interface designers
needs to balance between being obtrusive and going unnoticed.

Concerning how information is presented and perceived by the user, Cock-
burn et al. present the following factors: “the probability that system feedback
accurately reflects the user’s intention, the ease with which causal relationships
between action and effect can be learned, their stability and predictability, the
temporal connection between action and response, the user’s degree of focus on
the work environment, and the potential costs of interruption” [8].

Matejka et al. [20] argue that in order for a recommendation to be good, it
should be both unfamiliar to the user, and useful within the context.

An example of ambient suggestions is Matejka et al.’s Patina [19] which
overlays a heat map onto the interface of an application. The heat map highlights
interface elements using a color mapping with opacity showing the usage of
interface elements, and hue distinguishing if the usage is by the user, other
users, or both.

A field in which information likewise must be pushed gently, in a way that
does not take focus away from the task at hand, is video games. Dyck et al. [10]
describe how ‘calm messaging’ with the use of transient text, animations crafted
to match visibility with importance, serves as a fluid way to deliver information
to the user. Attention-aware elements that, for example, modify the transparency
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based on the users attention. This way elements are still accessible and is a part
of the users awareness, but not necessarily occluding their view.

2.4 Nudging

Nudging is the concept of influencing behavior towards a predictable outcome
by the way options are presented. In a digital context this has been defined as
“the use of user-interface design elements to guide people’s behavior in digital
choice environments” [24].

Nudges have been categorized along two axes, transparency and mode of
thinking [4,13]. The mode of thinking refers to whether the nudge engages mainly
our automatic or reflective mind, or respectively system 1 & 2 as put forth by
Kahneman and Egan [15]. Automatic thinking is the fast, effortless thinking that
guides most of our decision-making. Reflective thinking takes over when slow,
rational and effortful thinking is required. Transparency refers to how clear the
intentions and working of a nudge is to the user.

In a paper by Caraban, Karapanos, Gonçalves, and Campos [4], 23 nudge
mechanisms are found by review of the use of nudging in HCI research. The
mechanisms are categorized into categories such as: facilitate, reinforce, fear,
and confront.

Facilitate nudges reduce mental or physical effort, thus making a particular
choice easier to choose. They can be designed in a way that aligns with the user’s
own interests and goals. One way this nudge can be performed is by suggesting
alternatives that might otherwise not have been considered. This type of nudges
is at the transparent and reflective end, as a proposed option is up for the user
to reflect upon.

Reinforce nudges attempts to reinforce behavior by situating them/it in
the user’s mind. This can be done with just-in-time prompts, that attempts to
highlight behavior at a well timed moment. Ambient feedback too attempts to
reinforce behavior, but with minimizing disruption of the user’s task. A less
transparent way such nudges can work, is using subliminal priming per the mere
exposure effect, as exposure could develop a preference based on familiarity.

Fear nudges work by invoking negative feeling such as fear, loss, and uncer-
tainty, in order to dissuade users from certain behaviors.

Confront nudges try to stop an undesired action by causing doubt. Remind-
ing of the consequences is also a transparent mechanism that attempts to cause
the user to reflect on the consequences of their choice.

Friction nudges are less intrusive, as they do not necessarily demand attention
or action. They therefore only offer slight reflection.

Hassenzahl and Laschke [14] has elaborated on this concept with the term
Pleasurable Troublemaker. Unlike purely automatic nudges, pleasurable trouble-
makers should ideally create just enough friction at the moment of choice to
cause reflection and sustained behavioral change. It should allow sidestepping
it, they argue that this adds an ironic element to the object, and that it empha-
sizes the personal choice, thus becoming more likable. A slightly annoying object
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should have expressive character and be understanding and naive in order for it
to create a bond with a person.

3 Methods

To evaluate if nudging and ambient suggestion can be used to support and
actively encourage the use of KBSs, a solution incorporating these elements was
designed. Following qualitative semi-structured interviews on proposed design
ideas, a final design was chosen. The UI is implemented in Java and built on-top
of an existing WPA demo5, which contains a toolbar with icons for basic text
formatting.

3.1 Design Choices

The proposed prototype features suggestions, UI-elements that consist of the
icon and KBS of a function in the WPA as seen in Fig. 1.

Fig. 1. Illustration of the modified WPA, and a close-up of a suggestion.

Whenever a toolbar icon is clicked, a suggestion appears in the bottom-right
corner. As more icons are clicked, the added suggestions form a list. A suggestion
does not disappear until its corresponding KBS has been used.

Each suggestion can shake, change transparency and color based on the inter-
action with the system. The goal of these visual states is to attract no or varying
attention depending on the context. The three main visual states can been seen
in Fig. 2.

By default, focus should be on the task within the application. The suggestion
will therefore be transparent most of the time. Hovering with the cursor over
the suggestions’ area makes them all fully opaque.

When a suggestion appears, they fade-in and alert the user for a brief
moment. Whenever the user is likely to apply a function, the system fades into

5 https://github.com/FXMisc/RichTextFX.

https://github.com/FXMisc/RichTextFX
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Fig. 2. Illustration of the three different states of a suggestion. (Color figure online)

attention by becoming non-transparent. Moments in the WPA that are indica-
tive of such are whenever text is selected by either mouse or keys.

A behavior the system attempts to proactively dissuade is when the user is
going for the toolbar area using the mouse. In this case, suggestions call further
gradual attention to themselves. When the cursor gets closer to the toolbar,
all suggestions become gradually less transparent. The corresponding suggestion
becomes increasingly red as the cursor is moved closer to a specific toolbar icon,
and the suggestion shakes as the cursor enters the icons area. This is in an
attempt to invoke the feeling of doing something wrong. When a KBS for a
suggestion is performed, the suggestion exits with a bouncing animation before
exiting on the right. These animations, as seen in Fig. 3, intends to add an
expressive element to the suggestions.

Fig. 3. Illustration of the suggestions’ three different animations. (Color figure online)

With this study, we wanted to investigate whether these suggestions could
nudge the user into using KBSs by their presence and selective calls to attention.

Their persistent presence makes them different from transient notifications
that, by their nature, do not necessarily demand attention or action. The sug-
gestions appear as a consequence of the user’s action, and embodies a single
alternate choice, when taken, also makes them disappear. Their persistent but
actionable nature also set up rules. If the goal of using KBSs is accepted and the
user engages, progress and feedback is seen by the suggestions’ existence, and
possibly performance improvement. It is voluntary to participate, with the only
obstacles being calls to attention.

Friction is added with attempts to dissuade the user with animation. This
friction does not prevent user action, unless it disrupts by demanding too much
attention.
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3.2 Evaluation

To investigate to what extend nudging and ambient suggestion can be used to
support and actively encourage the use of KBSs, a user experience evaluation
was conducted. The evaluation involved two writing tasks, which the participants
were asked to perform.

The participants were provided with a printed example for each task. The
participants were asked to write new content, but to follow the formatting from
the examples. The first tasks required them to describe their favorite things.
The second task was a fictional CV with sentences to fill in. Each task required
them to use several formatting functions multiple times. The first task was for
the participants to become familiar with the WPA, and did not include this
papers implementation. For the second task, the implementation was included.
The participants were not informed of this change. The interviewer took notes
of unexpected occurrences and the strategy the participants took. Following
the tasks, the Microsoft Reaction Cards Method (MRCM) [2] was used. The
participants were asked to pick five cards with an adjective written on them and
elaborate on their selection. The cards were picked from a pile of 30 cards, 12 of
which were negative, 13 positive, and 5 neutral. The answers served as a starting
point for the semi-structured interviews. In the interviews the participants were
asked if they noticed each element of the system, and elements they did not notice
were shown to them. During the interview, questions relating to motivation,
distraction, and annoyance were posed.

The application was tested on ten university students from different lines
of study, seven of which were male and three female. The participants were
equal parts Windows and macOS users. The interviews were conducted by two
interviewers.

4 Results

All cards chosen in the MRCM, are presented in Fig. 4. Most participants chose
positive words over negative when choosing cards.

A common theme throughout the MRCM evaluation was that the users found
the system helpful and convenient for learning new shortcuts. Multiple par-
ticipants mentioned that they could see it being effective for people that use
an extensive amount of time working in WPAs, especially while formatting a
document.

In terms of motivation, several participants said the system would convince
them to use KBSs more and would be a convenient way to learn KBSs, as it
was easy to understand and comprehend instantly. One participant noted that it
would be especially useful when learning to use a new program, like applications
for mathematics or photo manipulation programs. One participant acknowledged
that such a system could be helpful for other people, but did not find it useful
for himself. The participant could not see the benefit of saving two seconds once
in awhile, and did not think he would remember all the KBSs. One participant
noticed and acknowledged the intent of the system, but rejected learning and
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Fig. 4. The MRCM cards and frequency with which they were chosen by the partici-
pants.

using these specific shortcuts. The participant knew KBSs relevant for him in
WPA, but did not perform formatting of text often enough to use or bother
learning all the specific KBSs of the WPA.

Regarding distraction, the vast majority found neither the design of the sys-
tem to be intrusive nor distracting enough to disrupt their workflow. One par-
ticipant explicitly mentioned liking that the suggestions faded out whenever not
in use and that they would fade in when a toolbar icon was about to be clicked.
Several mentioned they found the suggestions helpful and ready at hand without
being too obstructive. A little less than half noticed the system right away, a
few noticed it, but chose to ignore them afterwards. One participant attempted
to select multiple words one at a time, which was not a feature of the WPA.
The participant then thought it was not possible to use KBSs, and then chose to
ignore the suggestions. Another participant thought the suggestions were noti-
fications from other applications and therefore ignored them, having a habit of
ignoring notifications in general. Two participants found either the color changes
or shaking animation to be too distracting. When directly asked, a few others
said that the animation and color changes could potentially be too distracting.
A couple of participants thought the placement of the suggestions were too far
from the toolbar, as they were not noticeable when clicking a toolbar icon.

As for annoyance, half of the participants did not find the system annoying.
Some noted that they did not find it annoying after a while, or after getting
used to it. A couple of participants found the effects like shaking and the color
changing to be specifically annoying. Some mentioned it was annoying that a
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suggestion for rarely used function would stay until the corresponding KBS was
used.

One topic raised by several participants concerns customization of the inter-
face, such as placement of KBS suggestions, or the ability to disable the system
or parts of it. Some suggested to limit the KBS suggestions to a max of five vis-
ible at a time, others that they should be sorted after relevance. It was observed
that several participants tried to remove the suggestions by clicking on them.

5 Discussion

Some participants considered both the WPA and suggestions as a single prod-
uct when choosing MCRM cards, instead of focusing only on the suggestions.
Therefore, it is not possible to decide with absolute certainty which parts of the
system caused them to pick the cards, as the cards reflect their overall experi-
ence. The interviews used them as a starting point for discussing, in order to
invite participants to elaborate on their experience. As they were performed by
two different interviewers, some variation is expected.

The application was largely successful in making participants more motivated
in learning shortcuts. When asked about choosing a word, several participants
talked about how the application helped and reminded them to utilize KBSs.
It was mentioned that to learn and retain the KBSs, the disappearance of the
suggestion was not useful.

The suggestions were less conspicuous than expected, as some participants
did not notice the system. They noticed the entrance of the suggestions, but paid
no particular attention to them, as they were dismissed as just another notifi-
cation. Had the suggestions been introduced to the participants this probably
wouldn’t be the case, but this finding could still indicate that the design is too
similar to other pushed information that is easily dismissed.

The fact that some participants were overly focused on the task of writing
could be a consequence of the unnatural testing environment. When discussing
KBSs usage during the task some participants mentioned that they used KBSs
less than normal due to the fact that they were not familiar with the keyboard
used during the testing.

Some participants were unwilling to use KBSs which highlights the impor-
tance of relevance. They rejected learning the particular KBSs for the WPA, as
they would not be of future use of the participant. The suggestions shown should
make sense for the user to learn, and be perceived to be of importance. If the
suggestions’ visual urgency does not match the quality of the recommendation
it would be highly disruptive and just a nuisance. Choosing to highlight partic-
ular repetitive actions could therefore be considered, as this would more rapidly
pay off in performance and perceived relevance. The level of urgency conveyed
visually should be tuned to just highlight the option enough for users, but not
causing too much disruption making them reject it.

The attempt to invoke a fear of doing something wrong using colors and ani-
mation was by some participants recognized to have an affect on their choice by
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reminding them. The most common comment was that it might be too disrup-
tive and annoying. It was however not consistently noticed or perceived, possibly
because the animation occurred outside of their attention on the toolbar icon.
Whether these calls for attention could be performed closer to their center of
attention, like the toolbar, would be up for further research as to the effect and
how disruptive it would be.

As the tasks given to test participants were short and with a considerable
amount of formatting required, the suggestions possibly appeared more often
than they would under ordinary circumstances. This could have caused the sug-
gestions and their animations to be considered more distracting. Further evalu-
ation in a natural setting would therefore be of importance.

In some cases the system failed to convince the test participants, stating they
would not be able to recall the shortcuts and was therefore reluctant to learn
them. This is likely underestimating their own ability to remember KBSs if used
regularly.

While the solution focuses on its use in WPAs, there could be potential for
a system such as this to assist the user to improve intermodal performance in
a wide range of applications. However, this raises further challenges concerning
prediction of context and relevance, and designing the suggestions to not appear
obtrusive. As the dormant gray rectangles were generally considered not to be a
distraction, more elaborate designs that both convey urgency at an appropriate
level, and facilitate the use of KBSs could be investigated further.

6 Conclusion

Looking at optimizing performance while using a user interface, research has
shown there is space of improvement. As described with term satisficing, even
experienced users within a given software are reluctant to optimize their effi-
ciency. KBSs are considered the fastest method when it comes to productivity,
but many people are not using them.

This study aimed at investigating if nudging and ambient suggestions could
be used to support and actively encourage the use of KBSs. The proposed pro-
totype featured suggestions, UI-elements that appear whenever a toolbar icon
has been clicked, and are removed when the corresponding KBS has been used.
The suggestions are displayed in an ambient manner by using animations, trans-
parency, and color for selective calls for attention. Furthermore, they attempt to
actively dissuade the user from clicking toolbar icons without preventing them
from doing so. Participants were asked to perform two writing tasks with and
without the prototype activated. The user experience was evaluated by using the
MRCM to measure participants’ emotions and desirability towards the interface.
Following the MRCM, a semi-structured interview was conducted to evaluate if
and how the UI, among other things, motivated or distracted the user.

Promising results were found from the user experience evaluation. The major-
ity of the participants found the system helpful, convenient and motivating. Fur-
thermore, most participants did not find the system to disrupt their workflow,
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or be too obtrusive. There are first indications that nudging and ambient sug-
gestions could be used to facilitate KBSs and proactively remind users to use
them. Further research into different elements of the design, as well as testing in
a more natural environment is required in order to make any generalizations.

Most software include various methods for functions allowing better perfor-
mance, so there is a good reason for developers to consider ambient suggestion
and nudging to provide a more user friendly experience when the user transitions
to expert methods.
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Abstract. Face recognition is a biometric system used by companies and users
in order to promote security. This research aims to understand how the graphic
interfaces for this type of technology work and which interaction patterns can be
used in order to provide a better experience for a local retailer’s average con-
sumer while using the available in-store kiosks. To contemplate these goals,
Design Thinking was used as methodology and divided into four distinct phases:
products with facial recognition available in the market were identified through
desk research and, for the sake of proposing a better interface solution, ideation
sessions followed by prototyping and user testing were performed. As a result, a
minimalist interface was created for the product (using only the necessary
interface elements in order to avoid information conflicts), along with a specific
communication language defined with the help of user feedback. A list of
interaction patterns for face recognition interfaces was also defined.

Keywords: Face recognition � User testing � Information design

1 Introduction

Security is a key factor in the corporative world. Currently, companies are using an
abundance of biometrics (e.g. fingerprints, voice, iris, palm and face recognition) in
order to promote the security of their employees and customers by creating a secure
access to contents, payments, and other functionalities.

Among these technologies, face recognition consists in identifying patterns in facial
features, such as: mouth shape, face shape and distance between the eyes [1]. This
process unfolds in three steps: biometric reading, features extraction and their addition
to the database (Fig. 1).
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In an interview to IstoÉ1, James Miranda, a specialized face recognition consultant,
stated that it is possible to verify growth for this system in the Brazilian market. He
claims that it is possible to foresee a growth of 20% to 30% per year in this market that
is also finding expansion opportunities in residential and corporate condominiums in
addition to commercial activities.

To exemplify how much this system is being explored as a solution, the American
multinational technology company Apple Inc. has designed and developed its own
facial recognition system (Face ID) to be used in its devices. Among other features, this
system allows biometric authentication for unlocking devices, making payments and
accessing sensitive data (Fig. 2).

The technology that enables Face ID is in the devices’ TrueDepth camera that cap-
tures face data by projecting and analyzing over 30,000 invisible dots to create a facial
depth map, also capturing an infrared image of the user’s face. The system then trans-
forms the captured data into a mathematical representation – each time the user tries to
unlock the device, the camera captures data that is matched against the stored mathe-
matical representation to authenticate [2]. The main advantage in this technology is
security: only the user will be able to unlock the device, so sensitive data will be kept safe.

Fig. 1. Face recognition steps

Fig. 2. Face ID setup

1 https://istoe.com.br/sistemas-de-reconhecimento-facial-crescem-no-brasil/.
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The current research emerged by focusing in this technology while trying to
explore and solve a market demand from a local retailer that decided to use this
technology in its in-store kiosks – used for purchases, payments and account-related
information – in order to improve not only their customers’ experience, but also the
amount of time used for interaction. This document consists in describing the design
process used for defining and developing this product’s interface and identifying
interaction patterns in order to meet users’ needs and to provide them a great
experience.

2 Theoretical Framework

2.1 Information Design

Information is something present in people’s everyday lives and it can be presented in
several ways, such as: voice, reading, writing, gestures, drawings, and codes. In the
context of design, there is a field that has the purpose of studying information and its
concepts: Information Design is an area that aims to organize and present data by
transforming it into meaningful and valuable information – essentially, an area that
studies the process of how information must be presented to a receiver [3].

2.2 Information Architecture

For several years now, the design area has expanded its possibilities and is not only
based in producing material objects but also on developing graphic-digital interfaces
through which the user interacts in cyberspace [4]. These interfaces are composed of
data that is studied by professionals and strategically organized so that receivers can
have a good understanding of each product.

In the technology market, big companies like Apple, Google and Microsoft have
created their own visual interface standards, thus imposing conventions of information
understanding unto receivers, who then come to understand information based on their
previous interaction with the components developed through these standards’
architecture.

Information Architecture can be understood as four interdependent systems:
Organization system (the way content is organized and categorized), labeling system
(verbal/visual signs for each informational element), navigation system (ways of
moving through the information space) and search system (that determines possible
questions and the answers that can come from the database) [5].

This research also focuses on understanding how the organization, labeling and
navigation systems should be structured to provide good interactions for the user when
using a facial recognition interface.
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3 Methodology

3.1 Desk Research

Since it is necessary to understand what competitors have developed in order to
increase the range of ideas and obtain a greater knowledge in the project’s focus area,
products with facial recognition available in the market were identified during desk
research. This kind of research is a search for information on the project’s theme from
various sources (e.g. websites, books, magazines, blogs, articles) [6].

The main focus of this phase was to explore available products, identify trends and
understand how information design was used for the creation of this type of graphical
interfaces – by analyzing how the user accesses the information it is possible to detect
information architecture structures and interface parameters.

3.2 Ideation

Seeing that the study arose from a market demand and understanding the need to
involve different kinds of people in the creative process, co-creation workshops were
organized.

Co-creation workshops are organized meetings with a series of group activities to
stimulate creativity and collaboration, fostering the creation of innovative solutions [6].
One of the biggest advantages of co-creation is that it has the ability to facilitate
collaboration as it brings groups together and creates a feeling of ownership for the
innovation being created [7].

These workshops were conducted in order to assess the client’s current system and
define possible new interactions. In this phase, a multidisciplinary team consisting of
the project’s product designers and the staff of the client company took part in dis-
cussing the product and generating ideas. This formation allowed solutions to be
immediately verified and validated by the client’s own staff (Fig. 3).

3.3 Prototyping

Elaborated ideas were then analyzed, filtered and promising solutions were chosen by
the product design team to become prototypes. A prototype can vary in terms of tone
and complexity, but the common factor is the ability to test proposed solutions in a

Fig. 3. Co-creation session with the client’s staff
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close to real life scenario [7]. Herein, project prototypes were developed for user testing
and feedback collection.

Project prototypes focused on demonstrating interaction flows through main
interface screens, which are the connection between the consumer and the in-store
kiosk’s facial recognition system. These prototypes were developed in high fidelity by
the product design team through specialized graphic user interface software and then
handed to the development team to be coded.

Prototyping is an evolving feedback mechanism. Furthermore, through the creation
of prototypes, it is possible to determine whether to continue with a specific design
direction or to explore a different possibility, before moving on to the next phases of the
project [8]. Considering these facts, team members opted for testing initial prototypes
internally so that it was possible to obtain a first feedback on the prototype, correct
minor errors and to investigate the team’s opinion. Through these actions, prototypes
were refined before being finally used with the product’s target users.

3.4 User Testing

User testing is a tool used for obtaining information on product satisfaction and real life
applicability. Moreover, the test when applied allows more usability problems that
directly affect end users to be identified [9].

Objective. In this research, user testing had two main objectives: (a) to identify
opportunities for improvement in the interface/prototype and (b) to detect interaction
patterns. To achieve these objectives, tests with real consumers were carried out inside
the retail store during business hours, followed by profile-focused interviews.

Participants. A total of 79 consumers served as participants for the study, with ages
ranging from 21 to 45 years of age (Fig. 4).

Procedures. To carry out the tests, the research team set up a space inside the store to
simulate the kiosk. The area had controlled lighting conditions and each individual test
process took about 3 min.

The tests were performed through the following procedures: (a) consumer invita-
tion; (b) interview to identify this consumer’s profile; (c) carrying out the test and
(d) acknowledgments.

Fig. 4. Participant during a test
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In the first procedure, the research team would approach consumers already at the
retail store by letting them know about the project and inviting them to be a test
participant. Then, consumers who agreed to participate went through an interview that
would define their consumer profile by collecting data (i.e.: sex, age, education level,
profession, height, store loyalty in years, frequency of purchase and previous experi-
ence with the store’s kiosks).

After the profile interviews, researchers would guide participants through activities
to be performed in the prototype: (1) select the face registration button; (2) enter CPF2

number and date of birth; (3) go through the tutorial; (4) position face in the defined
area; (5) follow interface instructions. During the activities, researchers would take
notes focusing on difficulties, behaviors and feedbacks.

Data Collection. Through debriefing, it was possible to obtain a participant data report
and also a test activities report.

The first step was to check for incorrect or missing information and verifying the
discrepancies contained therein. With the final report fully verified, its analysis revealed
issues that were classified as: high, medium and low. This classification is based on
frequency and impact factors, chosen according to the severity classifications for
usability problems. Correct classification can be used to allocate the maximum
resources to correct the most serious problems while also providing a rough estimate of
the need for additional usability efforts [10]. Thus, the following definition was used:

• High level – it happens frequently and has a strong impact on the user experience;
• Medium level – it can happen frequently but has no strong impact on the user

experience;
• Low level – it does not happen frequently and has no strong impact on the user

experience.

After the classification phase, the product team defined what should be changed to
improve the interface, basing decisions on test participants’ opinions.

4 Results

4.1 Desk Research

The desk research phase was fundamental to gather knowledge and insights by
studying similar solutions. Furthermore, its resulting analysis provided the necessary
inputs to detect behaviors and navigation flows that could be used as reference in the
creation of good practices for project’s facial recognition interface (Fig. 5).

A total of 14 products were found. Most of these were only customer service-
related kiosks but, among them, a few used facial recognition during the user expe-
rience (Table 1).

2 CPF is an individual taxpayer identification number given to people living in Brazil, both native
Brazilians and resident aliens, who pay taxes.
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Through the obtained results it was possible to understand a few basic user needs
and behaviors, as well as to define visual and interaction parameters for developing
these types of interfaces. Defined parameters were (a) Language/Text, (b) Iconography,
(c) Feedback and (d) User instructions.

4.2 User Interface

After interface parameters were defined, the ideation phase began. In this stage, design
sketches with the first system flows and wireframes were defined through co-creation
(Fig. 6).

Table 1. Benchmarking analyzed solutions

Type Product Links

Self Service Kiosk McDonald’s https://youtu.be/wJsfKNx_-Ew
Self Service Kiosk Supermarket https://youtu.be/wJsfKNx_-Ew
Face Recognition User experience while buying coffee https://youtu.be/iTl7iMYPfW8
Face Recognition LA Airport https://youtu.be/iTl7iMYPfW8
Face Recognition Baidu Headquarter https://youtu.be/iTl7iMYPfW8
Face Recognition Alipay https://youtu.be/iTl7iMYPfW8
Self Service Kiosk KFC https://youtu.be/iTl7iMYPfW8
Face Recognition ZENUS https://youtu.be/iTl7iMYPfW8
Face Recognition Baidu and KFC facial recognition https://youtu.be/iTl7iMYPfW8
Face Recognition Apple smartphone https://youtu.be/gRRKu6PZr_M
Face Recognition MIT Media Lab Research https://youtu.be/gRRKu6PZr_M
Self Service Kiosk Nike https://youtu.be/rzmrY_jzwlo
Self Service Kiosk Timberland https://youtu.be/5TZmQPdhpak
Self Service Kiosk Bob’s https://youtu.be/QoS8UApYUo8

Fig. 5. A few face recognition-related products currently available in the market

Fig. 6. Design sketches created during the ideation phase
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Then, after defining the information structure, a visual guideline was established
based on the client’s visual identity. This guideline was applied to the facial recognition
kiosk through a first version of the interface, used to collect user feedback during user
testing (Fig. 7).

4.3 Interaction Patterns

With the developed prototype, user tests were conducted in order to evaluate the face
registration flow’s usability, visual language, chosen iconography and semiotics
(Fig. 8).

Tests resulted in issues categorized in distinct severity levels, as described below
(Table 2):

Fig. 7. Facial registration interface – first version

Fig. 8. Facial registration interface used for user testing

Table 2. Issues with its severity levels

Level Type Details

High Capture angle is too
complex

The lower movements were uncomfortable, users had to
make 5 or more attempts

High Fast body/facial
movement

Users’ facial and body movements made it difficult to
complete the registration – the warning message (“move
slowly according to the arrow”) was not clear

High Orientation icons The icon’s (arrow) direction made users confused as to
which was the correct movement to be performed

(continued)
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Users took about 1 min and 20 s in test activities. For a better understanding of the
test findings, the table below demonstrates which activities the users had difficulties in
and related severity levels (Table 3):

During tests, the following improvements and positive feedbacks were also col-
lected (Table 4):

Table 2. (continued)

Level Type Details

Medium Wrong button was
selected

Proximity between buttons caused doubts and errors

Medium Continue button was
selected

Users did not realize the button was inactive

Medium Confusing tutorial
phase

Some participants thought that the registration was already
taking place while going though the tutorial

Medium Close keyboard action
is unclear

After typing the CPF number, a participant took a long time
trying to close the keyboard

Medium Animation-related
doubts

Users did not understand what movement to make

Low Positioning face on
the defined area

Four participants could not position themselves correctly
and that increased the registration’s difficulty

Table 3. Activities and its severity levels

Activities Levels

1. Select the button to register face Medium
2. Type CPF number and date of birth Medium
3. Tutorial High
4. Position face in the circular area Low
5. Registration (step 1) High
6. Position face in the circular area Low
7. Registration (step 2) Medium
8. Follow interface instructions Low

Table 4. Improvements and positive findings list

Improvement points

Capture steps should be faster
Improve instructions and display which movements should be made
Make it clear that there are different registration phases
Feedback message display time is not adequate
Positive points

Users had confidence in the process
Increased security while accessing users sensitive data
Ease and speed during login
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After the full data collection and debriefing process, a few changes were made to
the product:

• Summarized registration steps;
• Increased typography size;
• Increased the amount of time the process’ feedback messages remain on screen.

These minor changes improved not only the product’s visual but also made reg-
istration faster (the whole process takes an average of 30 s).

Moreover, understanding the interface’s visual elements, command phrases and
interaction flows was a difficulty faced by several users while using the prototype.
Trying to mitigate this issue, an appropriate communication language was identified
through user feedback and applied, while a more minimalist approach to the interface
was implemented to avoid information conflicts, by using only the necessary interface
elements (Fig. 9).

In addition to interface improvements, the project’s design thinking approach and
research-oriented process resulted in a number of interaction patterns that can be used
for the development of solutions that have facial recognition as a part of the user
experience (Table 5):

Fig. 9. Facial registration interface – reviewed version

Table 5. Research defined interaction patterns

Interaction patterns

1 – Face registration needs to be as fast and clear as possible, especially taking into
consideration the fact that users need to move their head to complete the action. If the process is
slow, it can be a cause for dissatisfaction and/or weariness
2 – Improving each step’s clarity with screen titles is fundamental so that users have the exact
notion of what is happening in each stage of the process
3 – The presented data needs to be evident and have an appropriate size to facilitate reading. It
is also necessary to provide a greater amount of time for its interpretation and understanding
4 – While information is being displayed, there should not be any peripheral noise in the
interface that compromises the user’s attention
5 – The information available in error messages and instructions needs to have a more personal
and less technical language
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Uncovered interaction patterns served as reference for changes in the developed
product’s user interface and it is expected that these findings can contribute with the
development of future facial recognition interface projects.

5 Conclusions

The present document introduced a study to identify interaction patterns for facial
recognition interfaces using exploratory research, ideation techniques, prototyping and
validation through usability tests. The study was driven by information design concepts
and Design Thinking techniques. Desk research, ideation, prototyping and user testing
phases were used to identify interaction patterns to improve user experience.

The research phase provided theoretical basis on the concepts of facial recognition
and the advancement of biometrics in the Brazilian market. Desk research provided
information about products already on the market. The ideation stage then allowed
ideas to be sketched alongside the client while focusing on a new product for a varied
audience (in age and technology familiarity). Consequently, these ideas were devel-
oped so that they could be tested with real users. Finally, through user testing it was
possible to understand the users’ difficulties, to identify improvement points and to
define interaction patterns for facial recognition interfaces.

Next steps include installing the resulting product in the retail store actual kiosks
and performing additional usability tests, now with a greater number of participants and
data.
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Abstract. Satisfaction and behavior intention are crucial elements of system
and product success, and are also positive results of user experience (UX). Most
existing UX studies focus on perception aspects, and employ models with linear
and symmetric assumptions. Expectation-confirmation theory (ECT) points out
that people’s expectation and confirmation/disconfirmation are vital factors in
generating satisfaction. Moreover, the prospect theory (PT) describes people’s
asymmetric attitude to positive and negative disconfirmation. Based on ECT and
PT, the current study proposed hypotheses to explore how users’ expectation
and disconfirmation affect their satisfaction and behavior intention, as well as
the asymmetric impact of different valenced disconfirmation. The hypotheses
were tested using data from a retrospective designed e-banking application UX
study. Results show that both utility and emotion expectations and their dis-
confirmation impact user satisfaction and behavior intention. The disconfirma-
tions show negative asymmetric impacts. Besides, satisfaction mediates the
impact of expectation and disconfirmation on behavior intention, and it also
moderates the asymmetric impact of disconfirmation. Apart from the limitations,
conclusions from this study confirmed the application potential of ECT and PT
in future UX researches.

Keywords: User experience � Satisfaction � Expectation-confirmation theory �
Prospect theory � Asymmetric impact

1 Introduction

Satisfaction plays an essential role in achieving critical business or product goals,
including developing behavior intention and cultivating loyalty, which are recognized
as vital factors in business competitiveness and success [1]. As an antecedent of user
satisfaction and behavior intention, user experience (UX) has been studied a lot and
emerged as an increasingly important component in various fields [2]. UX originates
from the conception of usability in human-computer interaction, and goes beyond to
contain affective aspects such as feelings in the interaction, and desire to reuse or
recommendation [3, 4]. A widely accepted opinion is what Hassenzahl et al. proposed,
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that pragmatic and hedonic value is what drives UX evaluation and behavior intention
[5]. Pragmatic value, including utility and usability, is what users need to achieve
behavioral goals and answer the question “what to do”. In contrast, hedonic value, such
as stimulation and identification, is related to users’ self and answers the question “how
to do” [6].

The existing UX studies usually collect data using questionnaires or in experiments,
and employ linear and symmetric models such as multiple regression and structural
equation. Moreover, these studies focus more on the perception aspects of users’
interacting with products, systems, or services. The evaluation and prediction of UX
satisfaction and behavior intention are based on these collected perception data.
However, in consumer satisfaction research, Oliver pointed out that expectation before
real experience, and the comparison results of the expectation and real experience are
predicting factors of satisfaction [7]. The difference between expectation and real
experience is defined as disconfirmation. In contrast, the comparability is confirmation.
Thus, consumer satisfaction can be expressed as the function of expectation and dis-
confirmation. This theory is the expectation-confirmation theory (ECT) [8]. ECT has
been widely adopted in various satisfaction researches to describe how satisfaction
forms and proved to be correct. However, in the UX field, there are only very limited
numbers of similar studies. Kahneman and Tversky [21] also found the impact of
disconfirmation in decisions. They published their findings in 1979 and proposed the
prospect theory (PT). PT points out that humans behave differently in contexts of loss
and gain, because of their difference in weighing gain and loss based on preset ref-
erence points [9]. The asymmetric attitude is caused by the value evaluation process.

Similarly, before their real interaction, users may have formed an expectation of
experience based on the information they gathered actively or passively [10]. Thus,
including expectation and disconfirmation in UX, and exploring how their impact on
the formation of satisfaction and behavior intention is practical [11]. Furthermore,
according to PT, disconfirmation may arouse users’ feelings of gain and loss, and
induce asymmetric results. However, models employed in most existing studies include
potential linear and symmetric relationship assumptions, which have been challenged
both in theory and practice [12]. Thus, we can take a closer look at whether different
valenced disconfirmation makes different impacts.

Based on ECT and PT, the current study aims to examine the effect of users’
expectation and disconfirmation, as well as the asymmetric effect of positive and
negative disconfirmation. Hypotheses were tested using data collected in a retrospec-
tively designed mobile e-banking application (App) UX research. Conclusions from
this study confirmed the impact of expectation and disconfirmation on UX satisfaction
and behavior intention. Furthermore, we found negative disconfirmation generally had
a slightly larger influence than positive disconfirmation, primarily for utility discon-
firmation, which is the same as what described in PT. Besides, we found satisfaction
moderates the asymmetric impact of disconfirmation on behavior intention. Based on
these conclusions, we suggest considering expectation and disconfirmation, as well as
asymmetry of disconfirmation in future UX studies.
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2 Theories and Hypotheses Development

2.1 Expectation-Confirmation Theory

Olive [7] initially proposed the expectation-confirmation theory to undercover con-
sumer’s psychological process in establishing satisfaction. Different from previous
satisfaction theories, ECT theorizes expectation as an additional determinant of satis-
faction. The ECT framework is illustrated in Fig. 1. According to ECT, satisfaction
formation process includes four steps, as is shown in the dashed frame of Fig. 1. The
first step is an expectation generation step. Before the real experience of a product,
service, or system, people may have obtained related information from the external
environment and previous internal experience. For example, advertisements or similar
previous experience. The second step is the real experience. In this step, people per-
ceive the actual performance of the object. The third step is confirmation/
disconfirmation concluding. People make a comparison between expectation and
perception to determine to what extent their initial expectation is confirmed. If their
expectation fails to be confirmed, then the failure induces disconfirmation. As dis-
confirmation is the difference between perception and expectation, it can be either
positive or negative. When the experience is better than what has been expected, the
disconfirmation is positive; and if the experience is worse than what has been expected,
the disconfirmation is negative [11]. In the fourth step, people generate satisfaction
based on the confirmation level and primal expectation. According to the satisfaction
formation process in this theory, we can see expectation acts as a baseline or reference
point in the evaluation of perception.

ECT has been adopted in vast consumer behavior researches to study their satis-
faction and behavior, such as repurchase or recommendation. It showed fairly good
explanative and predictive ability in these studies [13, 14]. In the UX field, Bhat-
tacherjee [15] is the first to adapt the ECT to his research on cognitive beliefs and affect
influencing users’ intention to continue using information systems (IS). Involving user
expectation, confirmation, and perceived usefulness, he proposed and tested a post-
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intention
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Fig. 1. The framework of expectation-confirmation theory.
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acceptance model of IS continuance [15]. A series of following UX studies also
affirmed the feasibility of involving expectation and confirmation/disconfirmation, such
as studies of Lee et al. [16], Eveleth et al. [17], Hsu and Lin [18], and Tam et al. [19].
However, none of these studies made a comparison of the pragmatic and hedonic
aspects of UX, or the asymmetric impact of different valenced disconfirmation. Thus,
as a further examination, the current study firstly proposed the following hypotheses to
examine and compare the effects of utility and emotion expectation and
disconfirmation:

H1a: Utility expectation positively impacts UX satisfaction
H1b: Emotion expectation positively impacts UX satisfaction
H2a: Utility disconfirmation positively impacts UX satisfaction
H2b: Emotion disconfirmation positively impacts UX satisfaction

Furthermore, according to the ECT framework, behavior intention is a direct result
of satisfaction. However, vast studies have found that attribute performance also
impacts behavior intention, and satisfaction acts as a mediation [20]. Thus, we pro-
posed the following hypotheses:

H1c: Utility expectation positively impacts behavior intention
H1d: Emotion expectation positively impacts behavior intention
H2c: Utility disconfirmation positively impacts behavior intention
H2d: Emotion disconfirmation positively impacts behavior intention.

2.2 Prospect Theory

Prospect theory was proposed by Kahneman and Tversky in 1979 to explain people’s
irrational behaviors in risk decision making contexts [9]. Taking people’s bounded
rationality and psychological status into consideration, PT describes how people pro-
cess decision information and finally make a decision. Especially, PT holds the opinion
that it is the gains and loss people assess, rather than the final outcome of a decision
that acts as a value evaluation criterion in decision making. People base their gain or
loss in a decision on a reference point. Expectation is one of the factors influencing the
reference point, and other factors include the status quo and aspiration level [21]. When
the final outcome of a decision exceeds this point, it induces a feeling of gain; if the
outcome is lower than this point, it induces a feeling of loss. When the reference point
is anchored by expectation, we can say the gain and loss in PT is what is described as
positive and negative disconfirmation, respectively. Moreover, the feeling of loss
induced by a certain objective value cannot be made up by the gain feeling induced by
the same objective value gain, as is shown in Fig. 2. Thus, people hold a negative
asymmetric attitude toward gain and loss.
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In satisfaction studies, Mittal et al.’s study in 1998 is the first to introduce PT into
consumer satisfaction research and to inspect the asymmetric influence of disconfir-
mation. With the symmetric and linear assumptions being challenged more and more in
practice, a series of following studies in wide ranges such as supermarkets [22],
bicycles [23], and auto insurance [24], also examined the asymmetric influence. As
what has been introduced previously, though some UX studies involve expectation and
disconfirmation, methods employed in these studies have linear and symmetric
potential assumptions. Few of UX studies considered the asymmetry of different
valenced disconfirmations. Thus, we proposed hypotheses related to the asymmetric
influence of utility and emotion disconfirmation:

H3a: Utility disconfirmation has a negative asymmetric impact on UX satisfaction
H3b: Emotion disconfirmation has a negative asymmetric impact on UX satisfaction
H3c: Utility disconfirmation has a negative asymmetric impact on behavior
intention
H3d: Emotion disconfirmation has a negative asymmetric impact on behavior
intention.

3 Data Description

Data used in the hypotheses testing were collected with a questionnaire initially
designed to study UX of mobile e-banking App. The study was designed following a
retrospective method [25]. By asking peoples’ experience at some time in the past,
retrospective approaches extract measurement data from people’s memories [26, 27].
Though retrospective methods are usually used in studies of UX changing over time, it
is also reasonable to measure users’ pre-using expectations in this way [28]. Using a
structured self-report questionnaire, this study measured users’ expectations before
using and their perception after using e-banking App, both in several dimensions,
including utility and emotion. Utility means how the App helps in business handling,
such as improving effectiveness, and emotion means positive feelings when using the
App, such as their excitement. Besides, users’ overall pre-using expectation, post-using
satisfaction, and their willingness of continuance were also measured. All of these
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Fig. 2. People’s negative asymmetric attitude to gain and loss.
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items were scored on 7-point Likert scales. Totally, we called back 216 responses in the
survey. After excluding incomplete questionnaires, respondents who reported having
no mobile e-banking App using experience, and respondents aged 18 or below, we
finally got 172 (79.6%) valid questionnaires. And 80 (46.5%) of them were male.

The present research focuses on the effect of user expectation and disconfirmation,
and further to examine the effect of positive and negative disconfirmation. Thus, mea-
sures of utility (4 items) and emotion (3 items), overall expectation (3 items), UX
satisfaction (2 items), and behavior intention (2 items) were involved. The total Cron-
bach a of the scale is 0.963, and Cronbach a for a single dimension range from 0.845 to
0.863, indicating that the scale is valid. The dimensional average variance extracted
(AVE) ranges from 0.560 to 0.783, and composite reliability (CR) ranges from 0.792 to
0.915. The scale is convergent validity. Besides, the square root of the CR value for each
construct is larger than its correlation coefficients with other constructs. Discrimination
validity was also confirmed. In general, the scale is reliable and valid.

The average score of a dimension measurement was calculated to get a respon-
dent’s general evaluation of the dimension. The following equations were employed to
calculate disconfirmation increments:

dis U = UP� UE

dis E = EP� EE
ð1Þ

UP, UE, EP, and EE donate utility perception, utility expectation, emotion per-
ception, and emotion expectation, respectively. Variables with the prefix “dis_” indi-
cate disconfirmations. The dis_U and dis_E are utility disconfirmation and emotion
disconfirmation. The disconfirmation calculation results are summarized in Table 1:

4 Analyses and Results

4.1 Impact of Expectation and Disconfirmation on UX Satisfaction

In this section, H1a, H1b, H2a, H2b, H3a, and H3b were tested. Like Olive, we first
expressed UX satisfaction as a linear and symmetric function of utility expectation,
emotion expectation, and the corresponding disconfirmation, as is shown by Eq. (2):

UXS = c + a1 � UE + a2 � EE + b1 � dis U + b2 � dis E ð2Þ

Table 1. Summary of utility and emotion disconfirmation.

Numbers of disconfirmation
(percentage)

Average disconfirmation increment
(variance)

Positive Zero Negative Positive Zero Negative

dis_U 48 (27.9%) 45 (26.2%) 79 (45.9%) 0.708 (0.288) 0 (0) −0.829 (0.645)
dis_E 59 (34.3%) 56 (32.6%) 57 (33.1%) 0.836 (0.368) 0 (0) −0.825 (0.469)
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The regression results of Eq. (2) are summarized in Table 2. Estimation results
show that the model is significant (F = 62.16, p < 0.001) with adjusted R2 = 0.589.
Compared with expectation (0.548 and 0.574), disconfirmation (0.202 and 0.228) plays
a minor role in the model. Coefficients for the four variables indicate a significant and
positive impact on the dependent variable, i.e., UX satisfaction. Therefore, hypotheses
H1a, H1b, H2a, and H2b were supported.

To test H3a and H3b, we divided disconfirmation into positive and negative to
replace the corresponding variables in Eq. (2). As a result, Eq. (3) was constructed to
explore asymmetry of different valenced disconfirmation:

UXS = c + a1 � UE + a2 � EE + b1 � Pdis U + b2 � Pdis E + c1 � Ndis U + c2 � Ndis E ð3Þ

The prefixes “Pdis_” and “Ndis_” mean positive and negative disconfirmation,
respectively. Once more, Eq. (3) was estimated. Results show the model is significant
(F = 44.14, p < 0.001, R2 = 0.602) and holds better explanation ability than Eq. (2)
(F = 3.85, p < 0.05). Again, the significant coefficients of expected utility and emotion
supported H1a and H1b. Then we made comparisons between coefficients of positive
and the corresponding negative disconfirmation. As is shown by the estimation results,
the coefficient for negative utility disconfirmation is significant (b = 0.470, p < 0.001),
but not for positive disconfirmation (p > 0.05). They are significantly different in
statistics (F = 6.21, p = 0.014). It means negative utility disconfirmation has a more
substantial impact on UX satisfaction than positive utility disconfirmation, which is
consistent with PT. Thus, H3a was supported. As for the emotion disconfirmation, both
coefficients for positive and negative emotion disconfirmation are significant (0.400
and 0.463). Though negative disconfirmation has slight larger impacts than positive
disconfirmation (0.463 vs. 0.400), they show no significant difference in statistics
(p = 0.728). Thus, hypothesis H3b was rejected.

Table 2. Estimation results of Eq. (2) and (3).

Equation (2) Equation (3)
UE 0.548*** UE 0.422***

EE 0.574*** EE 0.345***

dis_U 0.202** Pdis_U −0.022
Ndis_U 0.470***

dis_E 0.228** Pdis_E 0.400***

Ndis_E 0.463***

F = 62.16, p < 0.001, R2 = 0.589 F = 44.14, p < 0.001, R2 = 0.602

*p < 0.05; **p < 0.01; ***p < 0.001
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In general, apart from H3b, all hypotheses related to impacts of utility and emotion
on UX satisfaction were supported. Results are consistent with ECT and PT. Users’
expectation before using mobile e-banking App and their disconfirmation do affect
their UX satisfaction. Moreover, as is described in PT, negative utility disconfirmation
plays a more critical role in predicting UX satisfaction. However, for emotion dis-
confirmation, the difference is not significant.

4.2 Impact of Expectation and Disconfirmation on Behavior Intention

Behavior intention is generally recognized as a result of satisfaction, and the antecedent
of actual behavior. Moreover, in vast studies, satisfaction has been confirmed to
mediate the relationship between attribute quality and behavior intention. Thus, in UX,
expectation and disconfirmation may also play roles in predicting behavior intention,
and the relationship may be mediated by satisfaction. This is another aim of the current
study. In this section, by testing H1c, H1d, H2c, H2d, H3c, and H3d, we took a closer
look at the relationship. Similarly, a linear and symmetric model (Eq. (4)) was esti-
mated to test H1c, H1d, H2c, and H2d; and Eq. (5) was estimated to test H3c and H3d:

BI = c + a1 � UE + a2 � EE + b1 � dis U + b2 � dis E + e � UXS ð4Þ

BI = c + a1 � UE + a2 � EE + b1 � Pdis U + b2 � Pdis E + c1 � Ndis U + c2 � Ndis E + e � UXS ð5Þ

In Eq. (4) and Eq. (5), BI represents behavior intention, and variables with the
prefixes “Pdis_” and “Ndis_” mean positive and negative disconfirmation, respectively.
Two-step hierarchical regression analyses were performed to estimate the two equa-
tions. In the second steps, UXS was added to the estimation to examine its mediation
effect. Estimation results of Eq. (4) and Eq. (5) are summarized in Table 3.

Table 3. Estimation results of Eq. (4) and (5).

Equation (4) Equation (5)
Step 1 Step 2 Step 1 Step 2

1. UE 0.416*** 0.316** 1. UE 0.425*** 0.332***

EE 0.540*** 0.444*** EE 0.498*** 0.423***

dis_U 0.306** 0.232* Pdis_U 0.045 0.049
Ndis_U 0.448*** 0.345**

dis_E 0.581*** 0.470*** Pdis_E 0.590*** 0.502***

Ndis_E 0.536*** 0.434**

2. UXS 0.242** 2. UXS 0.220*

R2 0.630 0.646 R2 0.633 0.646
DR2 0.630 0.016 DR2 0.633 0.013
Fchange 73.732*** 8.589** Fchange 50.194*** 6.755*

*p < 0.05; **p < 0.01; ***p < 0.001
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Equation (4) is linear and symmetric, and Eq. (5) is asymmetric. According to the
estimation results of Eq. (4), the model is significant, with a variance explanation
percent of 64.6%. Besides, utility and emotion expectation and disconfirmation sig-
nificantly impact behavior intention, indicating H1c, H1d, H2c, and H2d were sup-
ported. When UXS was added to the estimation, the estimation ability was significantly
improved (Fchange = 8.589, p = 0.004), and UXS showed significant predicting ability.
Besides, in step 2, all coefficients for the expectation and disconfirmation are smaller,
indicating UX satisfaction mediates the relationship between the four predictors in step
1 and behavior intention. Then Eq. (5) was estimated to test H3c and H3d. Similarly, a
two-step hierarchical regression analysis was executed. Again, H1c, H1d, H2c, and
H2d were supported by the results in this analysis. According to the regression coef-
ficients, negative utility disconfirmation seems to have a larger impact on intention
behavior, whereas negative emotion disconfirmation seems to have a smaller impact on
behavior intention. We made a comparison between the positive and the negative
disconfirmation impact. In step 1, negative utility disconfirmation has significantly
larger impact under the confidence level 0.90 (F = 3.42 P = 0.066), but the difference
is not significant for emotion disconfirmations (F = 0.08 P = 0.7834). Then UXS was
added into the estimation. Though the explanation ability was slightly improved
(Fchange = 6.755, p = 0.010), the differences of both disconfirmation pairs are not
significant (F = 1.82, p = 0.179; F = 0.12, p = 0.726). It seems that UXS not only
mediates the impact of expectation and disconfirmation on behavior intention but also
moderates the asymmetric effect of disconfirmation. Thus, H3c was partially supported,
and H3d was rejected.

In general, conclusions drawn from this section confirmed the impact of utility and
emotion expectation and disconfirmation on behavior intention. As for the asymmetry,
utility disconfirmation partly shows negative asymmetric impact, but emotion dis-
confirmation shows no significant asymmetric impact. However, when UXS is taken
into consideration, the asymmetry is moderated. Conclusions from analyses in this
section are consistent with what described in ECT and partially consistent with PT.

5 Conclusions and Discussion

Though vast previous studies have affirmed the positive relationship between UX,
satisfaction, and behavior intention, further investigation is necessary. Because user
expectation and disconfirmation may play vital roles in the formation of UX satis-
faction, as has been found in literature based on expectation-confirmation theory.
Furthermore, according to the prospect theory, gain and loss hold different influences.
Thus, users’ disconfirmation impact may not be symmetric, which is not considered in
analyzing methods like multiple regression or structural equation model. Using data
from a UX study of mobile e-banking App, the current study explored the impact of
user expectation and disconfirmation on UX satisfaction and behavior intention.

Analyzing results in this study confirmed the application potential of ECT and PT
in UX research. Firstly, we found that users’ expectation and disconfirmation has
predicting ability on users’ satisfaction and behavior intention in the mobile e-banking
App UX context, indicating ECT could be adapted to UX studies. Second, the
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asymmetric impact of negative and positive utility disconfirmation was confirmed,
which is consistent with the asymmetric attitude toward gain and loss described in PT.
Nevertheless, the asymmetric assumption was not supported for the emotion discon-
firmation in the current study. This indicates that PT can be employed in explaining UX
issues. Moreover, the conclusions have practical implications. The reference point in
PT is an important issue that fails to attract enough discussion in related researches.
Though there are many factors in the formation of reference points, it is reasonable to
say in UX users anchor expectation as one of the most crucial factors affecting the
reference points. Their expectation plays a vital role in their formation of experience
satisfaction and behavior intention, and all the exposed information is the origin of
users’ expectations. Though inferior information is unfavorable in good UX, over-
statement may be harmful, too. Because negative disconfirmation induces results that
equivalent positive disconfirmation cannot make up. This conclusion is meaningful in
improving UX satisfaction and behavior intention, and PT could provide a psycho-
logical explanation.

Several limitations should be addressed. Firstly, respondents of the current study
have different levels of experience in using mobile e-banking App. However, UX has
been found evolving over time in many previous studies [25]. Experience or time
factors could be involved in future researches. Secondly, the current study conveniently
took utility and emotion as a typical pragmatic and hedonic dimension. However, there
are many other UX dimensions influencing satisfaction and behavior intention. Future
researches could examine more UX dimensions. Thirdly, according to PT, the dis-
confirmation has diminishing sensitivity, which was not explored in the current study.
Finally, conclusions of the current study were drawn from the specific context of
mobile e-banking App. Thus, the generalization of the conclusions should be cautious.
Similar studies can be carried out in other more UX contexts.
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Abstract. In this paper, we will carry out the design practice of usability-based
baren product, that is, the design of product form. The external form design of
the product needs to start from the shape, color and material of the product, find
the corresponding points of the factors affecting the usability, get specific design
elements, and truly transform baren product usability requirements into product
language to complete the design practice. The use of curve shape in the form
design of the product can better meet the demand for hand semi-clenched fist
and hand comfort, which is not only fashionable with modern sense but also
warm with simple life, and more in line with the modern society’s pursuit of
spiritual and emotional level, but also better meet the hand comfort demand. In
the baren product design, the selection of materials follows several key prin-
ciples: 1) Aesthetic principle: consider whether the sensory characteristics of
materials conform to the emotional transmission of products to users. 2) Prin-
ciple of usability: the function of baren determines that the material should be
wear-resistant material. In order to maximize the transmission of the operator’s
arm power to the tool, it is necessary to consider how to avoid the skid resistance
of the interactive interface and reduce the pressure of the operator’s hand
muscles. 3) Principle of technology: in this study, the plastic forming process
and the injection molding process of silicone are relatively mature production
processes in the market, and the connection between the plastic and silicone is a
breakthrough point. And 4) Economic principle: try to choose materials with
low price but good processing performance, so as to produce products with good
texture, and the price positioning is more suitable for the consumption level of
college students. Through the above analysis and review of the literature related
materials, it is finally determined that the baren chassis is made of ABS plastic
which supports various processing methods, good surface gloss, heat resistance
and wear resistance. Then, the surface of the baren handle can be designed with
a non-slip pattern or a handle sleeve, and the handle sleeve is made of a soft
rubber material, which can enhance the product feel and increase the operation
comfort.

Keywords: Print rubbing tools � Baren � Product design � User experience �
Ease of use
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1 Introduction

In this practical research that is a further study of ‘A Study of Usability Design of Baren
Products’ [1], a design practice of baren product usability has been conducted, which is
the design of product form. The external form design of the product needs to start from
the shape, color and material of the product, find the corresponding points of the factors
affecting the usability, get specific design elements, and truly transform baren product
usability requirements into product language to complete the design practice. The use of
curve shape in the form design of the product can better meet the demand for hand semi-
clenched fist and hand comfort, which is not only fashionable with modern sense but also
warm with simple life, and more in line with the modern society’s pursuit of spiritual and
emotional level [2], but also better meet the hand comfort demand.

In baren product design, the selection of materials follows several key principles.

1) Aesthetic principle: consider whether the sensory characteristics of materials
conform to the emotional transmission of products to users.

2) Principle of usability: the function of baren determines that the material should be
wear-resistant material. In order to maximize the transmission of the operator’s arm
power to the tool, it is necessary to consider how to avoid the skid resistance of the
interactive interface and reduce the pressure of the operator’s hand muscles.

3) Principle of technology: in this study, the plastic forming process and the injection
molding process of silicone are relatively mature production processes in the
market, and the connection between the plastic and silicone is a breakthrough
point.

4) Economic principle: try to choose materials with low price but good processing
performance, so as to produce products with good texture, and the price positioning
is more suitable for the consumption level of college students.

Through the above analysis and review of the literature related materials, it is
finally determined that the baren chassis is made of ABS plastic which supports various
processing methods, good surface gloss, heat resistance and wear resistance. Then, the
surface of the baren handle can be designed with a non-slip pattern or a handle sleeve,
and the handle sleeve is made of a soft rubber material, which can enhance the product
feel and increase the operation comfort.

2 Baren Product Design Practice

The design of the scheme integrates the ease of use attributes summarized in the
previous article ‘A Study of Usability Design of Baren Products’ [1], the factors
affecting the usability, and the specific design elements reflected in the product design,
etc. The main design factors summarized in the previous article should be referred to at
any time in the design of the product scheme as follows:

1. The hand is the most comfortable when it is half held. When designing the shape of
the handle, try to consider the most comfortable shape when the hand is operated;

2. How to make the modeling simple and soft with a certain flowing curve.
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3. The shape of the product can intuitively guide the user’s holding and make the area
with more muscles in the hand become the main application point of man-machine
contact surface.

Following these design elements, the drawn design scheme is as shown in Fig. 1.

The innovative features of the new baren products are as follows, as shown in
Fig. 2:

1. The handle structure changes the way of holding the existing engraving rubbing
tool. The inclined handle is adopted to make the hand in a semi-clenched state. It
eliminates the pain caused by the back of finger contact with the chassis;

2. Since the application point is placed on the thenar and hypothenar muscles, it
reduces the contact force on sensitive parts of the hand, such as the palm of the
hand, and reduces the local pain intensity of the hand;

3. The upper surface of the baren chassis was made into an inclined surface, where the
upper surface of the force applying end close to the wrist was of a high vertical
height, making the bending angle between the forearm and the palm of the wrist
joint become smaller when rubbing, reducing the pressure on the wrist joint and
improving the hand comfort in the rubbing process;

4. Change the curvature of the edge of the chassis, compared with the existing plastic
baren, reduce the chance of puncture the paper and poke the finger;

5. The large area connection structure between the handle and the chassis makes the
pressure distribution at the bottom of the chassis more even than the existing plastic
baren;

6. The contact area between thumb and pinky is covered with silicone pads to improve
the anti-skid and comfort performance;

7. Baren is generally divided into two parts: the main body of the handle and the main
body of the chassis.

The two parts are bonded by the special adhesive for ABS engineering plastics,
wherein the structure of the upper and lower buckles increases the stability of the
component connection.

Fig. 1. Baren product design concept renderings.
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In the previous research ‘A Study of Usability Design of Baren Products’ [1], by
referring to the hand size of Chinese people and combining with the relevant product
size calculation formula, the optimal recommended length range of baren product
holding area is 97 mm to 103 mm. The value of handle holding area of this product
scheme is 100 mm, which is within the recommended range and meets the require-
ments. The recommended width range of the massage chassis of baren product should
be greater than 92 mm and less than 105 mm. The width size of the chassis of this
scheme should be set at 100 mm. Baren chassis length need to be in 105 mm to
174 mm, if given the length and width of the golden ratio relations will be more
conform to the requirements of the beautiful, the golden ratio is 0.618:1, as shown in
Fig. 3, through calculation, it is concluded that conform to the golden ratio chassis size
is about 162 mm in length, with a value within the scope of the suggested size, so the
baren product with such size more in line with the size characteristics of the hand.

The processing technology of baren product adopts injection molding. In order to
facilitate processing and production, the product is designed as two big shell structures,
the handle body and the chassis body, as shown in Fig. 4. The shell structure is about
2.5 mm thick, which not only saves structural materials, but also has good spatial force
transfer performance and pressure bearing performance, as shown in Fig. 5.

Fig. 3. Product specification of baren product design concept.

Fig. 2. Interaction diagram of baren product design concept.
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3 Usability Test of the New Design of Baren Product

The baren product used as a comparative test is ABS plastic disc baren and wood
mushroom made in China. It is the most commonly used baren product for primary
printmaking students, and the plastic baren is a representative product that causes
longitudinal bending of the wrist when rubbing, the wood mushroom is a representative
product that causes the lateral bending of the wrist joint when rubbing. The two
gripping methods caused by these two products are relatively representative, so they
are selected as research objects.

Ten college students with experience in lithography were recruited. The student
testers had no diseases or injuries in their hands, no muscle fatigue before the exper-
iment, and all had the experience of using baren lithography. The participants are
numbered from No. 1 to No. 10, with measuring and recording the participants of the
hand basic human body size, in the process of use baren print version. The main human
palm size have hands long, wide, so in accordance with the requirements of surveying,
testing and record these indicators, which conforms to China’s national per capita 10
adult body size standards.

Fig. 4. Structure exploded view of baren product design concept.

Fig. 5. 3D printing model diagram of baren product design concept.
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3.1 Comparative Test Analysis of Hand Joint Activity

When the arm applies the same force to the wrist, the new bare and plastic bare, their
product chassis has the same pressure on the imprinted board, but the smaller the angle
between the wrist and its bearing plane, the less laborious the wrist joint. Obviously the
angle A is smaller than the angle C, so the new baren is slightly better than the plastic
baren in terms of the longitudinal joint degree of the wrist. Therefore, if the same force
is applied to the product, the pressure and damage of the wooden mushroom’s wrist
joints are greater, as shown in Fig. 6.

3.2 Right Arm Fatigue Test

The printing of printmaking is divided into multiple processes. The most tiring one is
the process of engraving. After the engraving is completed, it needs to be painted with
pigments, and the final color is followed by the process of rubbing. Then, during the
process of engraving, the muscles will continue to contract. As the marking time
continues, the muscles will enter a state of fatigue and begin to fail to output the
required force [3]. By calculating the reduction of the right arm grip strength to
understand the user’s right arm fatigue change, the right arm fatigue index is used to
evaluate whether the new baren product handle is easier to grasp.

In the right arm fatigue test of this subject, the tester needs to use the dynamometer
to measure the maximum grip force value and record it before using the different baren
products for rubbing, and then start the baren rubbing process for 10 min, and the rest
interval of each experiment is 30 min. The subject needs to be rubbed along the
provided rubbed road map during the experiment. The length and width of the rubbing
path are the same as the A4 layout size, as shown in Fig. 7. A horizontal rubbing action
or a vertical rubbing action is required every second, and a total of 600 rubbings are
completed. After finishing the rubbing, you need to immediately measure the maximum
grip strength with a dynamometer and record. Finally, the reduction of the right arm
grip strength is calculated, and the experimental results are compared and analyzed.
The brand of electronic grip dynamometer for testing is Xiangshan, model EH101.
When the subject continues to apply force for three times, it can automatically give the
maximum grip strength after three grips, as shown in Fig. 8.

Fig. 6. Hand joint activity test diagram.
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Figure 9 lists the amount of grip reduction of the experimenter after 600 rubbing
actions. Before the start of the experiment, the average value of the maximum right arm
grip strength of the 10 subjects was 28.3 kg, and the standard deviation was 8.33 kg.
After 600 rubbing movements, the average reduction of the right arm grip force
(8.25%) caused by the new bare solution is much smaller than the average of the grip
strength of the original ordinary plastic baren and wood mushrooms, indicating that the
new baren handle design is more suitable for users, indirectly verified that the research
framework based on usability analysis is effective in the design of new baren products.
The specific test results are shown in Table 1.

3.3 Subjective Comfort and Satisfaction of Users

In addition to the objective fatigue index test, users who participate in the test are
required to score the comfort of the new baren product to comprehensively analyze and
evaluate whether the handle of the new baren product is easy to hold. The overall score
is above 8 points, as shown in Table 2, indicating that the product basically meets the
user’s recognition of the need of easy grip. There are a few individual users who are not
very satisfied with the comfort of the rubbing process. The reason is that although it
feels very good to use, it is psychologically uncomfortable, because it feels that the
appearance of the product changes greatly, and the psychological needs to adapt. Based
on these questions, we will discuss how to improve at the end of the article.

Fig. 8. Electronic grip dynamometer for testing.

Fig. 7. Roadmap for rubbing operation.
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3.4 Subjective Psychological Preference of Users

Table 3 lists the experimental participants’ psychological preference for the three bare
products. Quantitative assessment of the participants’ psychological preference for each
type of bare product requires the experimenter to choose the type they like (multiple
choices are possible) and to justify their reasons. Analysis of these reasons can be
drawn: most of the experimenters are very fond of the new plastic baren, because the
new product looks more fashionable, people are willing to use, more personalized
curve modelling, in use process, easy to grasp and more labor-saving. Individuals who
are not optimistic think that they are worried about low product awareness and have a
sense of disengagement from other tools of printmaking. There are also very few users
who have large palms and long fingers, which makes the hand ball muscle unable to
grip on the handle groove comfortably. Some users with long fingers simply do not

Table 1. Right arm grip analysis of users using different types of baren.

The type of baren Fatigue of the right arm
Average grip
strength before
rubbing/kg

Average
reduction in grip
strength/kg

The average
reduction rate of grip
strength/%

New baren 28.33 2.34 (0.08) 8.25
Existing
baren

Plastic
baren

28.31 3.31 (0.21) 11.6

Wood
mushroom

28.34 4.93 (0.19) 17.4

Fig. 9. Comparison of the reduction of grip strength before and after the user uses different
baren.
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bend their fingers to grasp, can also achieve the requirements of comfort. Half of the
users are not very fond of the original plastic baren products (50%). The main reason is
that compared with the new baren, there will be more problems in the process of use,
such as fatigue, clenching, etc., in short, it is not very useful. Only a small number of
users like wood mushrooms, because first of all, the quality of wood mushrooms on the
market is not uniform, and some magic mushrooms look very textureless, the surface is
not smooth, and the function is relatively simple. The main reasons why the experi-
menters like the new baren product are as follows: compared with the original baren
product, the holding part of the baren product is designed in a more reasonable way,
which is more consistent with manual operation, the product interaction is improved,
and the product form is more attractive. This is consistent with the conclusion in the
second chapter that the handle of baren product is easy to hold, the product interaction
is clear and easy to understand, and the good emotional experience, which verifies the
effectiveness of the usability attribute.

Table 2. Evaluation results of users’ subjective comfort and satisfaction.

Test issues Environmental factors Comfort assessment criteria Evaluation
results

Subjective
comfort test

The handle is easy to
hold

Handle static holding comfort
(1–10)

8.45

Comfort of handle rubbings
(1–10)

8.15

Subjective
satisfaction
test

Product interaction is
clear and easy to
understand

1. Can you quickly understand
how to grasp?

Can (90%)

Good emotional
experience

2. Scoring the first impression of
the new baren product (1–10)

9.25

3. Is the baren attractive to you
to understand and use it?

Yes (100%)

4. After initial use, do you feel
better?

Yes (80%)

5. Do you feel any fun during
use?

Yes (90%)

6. Use words to describe the
feelings of use

Fashion, cool,
artistic, high-
end
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3.5 Assessment Revision and Outcome Transformation

In summary, the new baren overall usability evaluation result was good, but some users
with larger palms reflect the unreasonable groove design of the new baren product
handle, the groove depth and width cannot meet the finger comparison. In order to
make the products more universal and better meet the needs of more people, the long
user has further optimized the handle parts of the baren product solution. The overall
recess depth of the groove portion of the bare product handle in the original solution is
reduced, making it more suitable for users of different finger lengths. The new bare
model was used for retesting, as shown in Fig. 10. The results of the evaluation showed
that users of different hand lengths reflected the grip comfort and could well meet the
grip requirements of different users.

4 Conclusion

After the research of the subject, the follow-up will try to promote this new type of
baren and put it into the market. In order to protect the research results, it has applied
for a utility model patent. Before the marketization of the product, the production cost
needs to be estimated. The previous interview results on the price show that the highest
price range acceptable to the primary users is 30–60 yuan; the highest price range
acceptable to the senior students is 50–200 yuan. As both the new baren main material
and the existing plastic baren material are made of ABS engineering plastics and the

Fig. 10. The final baren design product.

Table 3. Results of psychological preference survey.

The type of baren Percentage of subjects
selected (rank)

Psychological preference
assessment score

New plastic baren 95% (1) 7.4
Existing
baren

Plastic
baren

50% (2) 6.2

Wood
mushroom

20% (3) 3.0
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processing technology is injection molding, the price of the new baren can be estimated
by referring to the amount of materials. The existing plastic baren weighs about 87
grams, and the new plastic baren model weighs about 225 grams, with a weight ratio of
about 1:2.5. The market price of the existing plastic baren is about 9 yuan. Considering
that the new baren will use a small amount of silicone. Therefore, the price ratio is
estimated to be 1:3, and the new baren price is about 30 yuan, which is consistent with
the previous price survey results.

In this paper, the research and design of baren products innovatively introduces
usability analysis into the design research of baren. Focusing on the usability of plastic
baren, redesigning a new baren that meets the needs of usability and has a good product
interaction experience is of great significance for the theoretical innovation of baren
products and the development of new markets.

This topic introduces the concept of usability for the design and research of new
baren products, and has the following results:

(1) Through market research, pre-interview and observation method, the problems of
baren products at home and abroad are summarized. After analysis, the user’s
usability for baren products is summarized.

(2) Multi-dimensional analysis of the factors affecting the usability of baren products,
combined with the basic design elements of the product, summed up the product
design practice process framework based on usability.

(3) Through the induction of the usability requirements, the factors affecting the
usability are analyzed, and finally a new baren product that satisfies the target users
is designed.

The target users of this project are university students, so the new baren designed is
mainly aimed at the university market. However, the age distribution of baren’s user
groups is relatively broad, and the needs of different age groups are also different.
Therefore, when designing baren’s products, designers should conduct targeted and
systematic analysis of the target users.

In the design investigation stage, the elements of easy storage, universality and easy
cleaning analyzed from the perspective of the use environment were not expanded in
depth in the following text, which led to the feedback from users in the evaluation
stage, feeling that the newly designed baren was a little abrupt in the engraving tool.
There is also a need for a systematic redesign of the entire printmaking tool, or for them
to come up with something to store.

This research mainly considers the operation habits of most right-handed users, and
does not consider the situation that some users are left-handed. Generally speaking,
there is little difference in the use of power between the left hand and the right hand,
except that the ways of holding the product and the direction of movement during
operation are different. If baren products are to be industrialized with the printmaking
industry, these unique factors need to be considered in the development process, and
thoughtful and in-depth research or individual design is needed.
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Abstract. This study examines the relationship between motion graphic
properties and emotional factors which are desirable in IVIS user interface.
Three emotional factors, energetic, fluid, simple, which are composed of 11
emotional adjectives are used for the rating and three motion properties are
manipulated for the experiment: duration, easing type and time interval.
24 participants evaluated twelve stimuli with eleven bi-polar emotional adjec-
tives in the simulated vehicle environment. With MANOVA and multiple
regression analysis, the study found that the emotion ‘fluid’ and ‘energetic’ can
be evoked through the motion graphic. ‘energetic’ is strongly influenced by the
time interval, shorter interval seems more energetic, in our study, 50 ms con-
dition marked highest rating. On the other hand, ‘fluid’ is stimulated by the
easing type and duration, easing type of acceleration with motion duration
400 ms was the most fluid in our study. To develop detailed guideline for UI
designers and UX practitioners in IVIS domain, further work is needed con-
sidering more motion properties and tighten the interval between the level.

Keywords: Motion graphic � Emotional quality � IVIS system � User interface

1 Introduction

Autonomous vehicle is expected to arrive near future. Numerous manufacturers are
planning to launch fully automated vehicle within 2030 [1]. Fully autonomous cars can
be defined as activity spaces beyond the concept of transportation [2, 3]. It is expected
that the appearance and interior space of the car will be greatly changed in the future
and interior design will be one of factor that attract users to adopt autonomous vehicle
[4, 5]. Keep pace with this emerging advancement in the technology, the study on user
experience (UX) within the vehicle need to get higher attention.

As Panasonic proposes [6], In-vehicle Information system (IVIS) will be key
component in user experience. Therefore, the design elements on IVIS User Interface
(UI) also have a role to elicit certain emotional responses.

These days, designers are deeply focused on using graphic design properties to
promote positive emotions. Designers have been modifying design elements such as
color, layout, and texture to achieve positive emotional reactions [7–9]. However, in
the context of human-computer interaction, one additional element should be
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considered: motion. Motion refers to the way an object in the user interface changes its
properties in UI space in the principle of informative and expressive [10].

The objective of this study is as follows: 1) to examine how different durations,
intervals, and easing types of motion graphics (transition effects) affect emotional
quality. 2) to present proper values of each transition metric to achieve a positive
emotional quality in a 10.3-in. IVIS.

2 Literature Review

2.1 Emotion Measurement

There have been several researches that aims to find the emotional elements in
industrial design [11, 12]. There are several ways to measure the user’s perception on
emotional or affective qualities. According to Desmet [13], there are two categories in
research method: the non-verbal and verbal. Non-verbal methods provide an objective
measure to emotion. Behavioral reactions, such as facial expression [14], and physi-
ological reaction such as blood pressure responses, skin responses, pupillary responses,
brain waves, and heart responses [15, 16]. It has advantage that they are unobtrusive,
but these are only reliable limited set of basic emotions, such as anger and surprise [17].
On the other hand, the verbal method methods ask users to report how they feel on a set
of adjective interval scales. It provides a quick and clear measure of perceived emotion.

In engineering field, there is method so called Kansei engineering, which translates
human emotions into physical design elements and designs products suitable for
emotions [18]. It is characterized by using statistical and mathematical techniques to
stay connected to physical design elements and to use them in design or to predict
emotional responses to new products. In kansei engineering, multiple regression
analysis is widely used for identifying the design characteristics of the product from the
consumer’s emotion [19]. In this study, we’ll define motion properties which contribute
to user’s subjective emotion with self-report method.

2.2 Emotion in Motion

Several studies exist on movement related to emotion in the industrial design field.
Prior researchers investigate the emotion arousal by physical movement of interactive
product [20, 21], data visualization [22], transition effect on mobile user interface [23,
24]. However, several studies are limited to evaluate emotion in two dimensions of
valence and arousal, or generalized feeling of animated interaction. Emotional feeling
could be differed by the domains [25], it is needed to explore emotions which are
related to in-vehicle UX.
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3 Methodology

We conducted an experiment to investigate the relationship between motion properties
and emotional quality. Three properties of motion (duration, interval, easing type) were
the independent variables in this experiment, while the eleven adjectives of emotional
response were the dependent variables.

3.1 Emotional Factors

We collected 438 emotional adjectives related to car interior design from literature,
research, and automobile magazines [26–31]. Based on these adjectives, a domain
expert survey was conducted to derive adjectives related to IVIS user interface. Finally,
11 adjectives related to motion were selected. To derive emotional factors, participants
were asked to evaluate the user interface using a 7-point Likert scale for each adjective.
A factor analysis was then performed on the scores assigned to the scores given to the
adjectives. Three factors were identified and defined as fluid, energetic, and simple.
Table 1 shows the result.

3.2 Motion Properties

The context of user interaction provided to each subject in the study was pressing a
button on the screen to bring up a list. Subjects were shown fade effect for object
transition. Staggered animation, which refers to sequential or overlapping animations,
was used within each object. In this context, we can derive three motion properties:
duration, time interval, and easing.

Duration – Duration refers to the total animation time of each object. Two different
durations were considered in this experiment: 200 ms and 400 ms.

Time interval – refers to time between each sequential animation within a given
object. (depicted in Fig. 1) Three different time intervals were considered: 50 ms,
100 ms, and 150 ms.

Easing – According to Google material design [32], easing is a way to adjust an
animation’s rate of change. Easing allows transitioning elements to speed up and slow
down. In this study, we used two easing types: acceleration and deceleration.

Table 1. Three Emotional factors and 11 adjectives related to motion on user interface.

Emotional factors Adjectives

Fluid Delicate, Elegant, Fluid, Natural
Energetic Lively, Rhythmical, Agile, Sporty
Simple Understated, Tidy, Simple
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3.3 Prototype

A prototype interface was developed using Principle™ to show motion via screen
transition. The interface was designed with minimal graphics to help the users focus on
motion only (Fig. 1). This interface is presented on a 12.3-in. iPad Pro, allowing users
to view the motion on direct tapping of the object. A total of 12 stimuli (Duration (2
level) X Time interval (3 level) X Easing (2 type)) are generated.

3.4 Procedure

24 participants, 12 male and 12 female, age from 20 to 35, participated in the exper-
iment. The experiment was conducted in the following process. First, the procedure
was explained to the participants before starting the experiment. Then, participants
were placed in the driver seat and put into a situation of the car parked on the shoulder
of the road (created with STISIM™). During the simulation, the subjects were
instructed to operate the user interface. With each tap of the button, the participant
viewed one object transition (Fig. 2). After experiencing each motion, a survey was
conducted to evaluate emotional response. The survey was designed in 7-point Likert
scale giving bipolar adjective pairs on the scale (Table 2). Twelve motion graphic
stimuli were presented to each participant in random order.

Fig. 1. User interface graphics in the experiment. There are five objects in main space. As
participants tap left white oval button, five object fade in, which means that the value of opacity
changes 0% to 100%. Time interval is the time between objects start to change.
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4 Result

The participant’s ratings for emotion level of motion graphic stimuli were statistically
analyzed. The mean ratings are used for each emotional factor score. Fluid score is the
mean of 4 emotional adjectives, ‘Delicate’, ‘Elegant’, ‘Fluid’ and ‘Natural’. Energetic
score is the mean score of ‘Lively’, ‘Rhythmical’, ‘Agile’ and ‘Sporty’. Simple score is
the average of ‘Understated’, ‘Tidy’, and ‘Simple’. Multivariate analysis of variance
(MANOVA) and multiple regression method are used for the analysis.

4.1 MANOVA Analysis

MANOVA analysis is conducted to examine the association between motion properties
(duration, time interval, and easing type) and emotional factors (fluid, energetic, and
simple). The value of Box’s M was 71.445 (p-value = .418), which means equality of
covariance assumption is satisfied.

From the Multivariate test, there was a statistically significant difference in emo-
tional factors based on all motion properties. All Wilk’s Lambda test p-value was
below .05 (Table 3). To determine how the emotions differ for the motion properties,
Test of between-subject effects is investigated.

Fig. 2. Experiment environment

Table 2. Eleven bipolar emotional adjectives. The order of adjectives was rearranged on survey

1. Delicate – Tough 2. Elegant – Not elegant 3. Fluid – Rough
4. Natural – Awkward 5. Lively – Calm 6. Rhythmical – Monotonous
7. Agile – Dull 8. Sporty – Not Sporty 9. Understated – Exaggerated
10. Tidy – Not Tidy 11. Simple – Complicated
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We cannot find significant result with the emotion factor ‘simple’ and motion
properties (p-value > 0.05). On the other hand, all motion properties affect the feeling
of ‘fluid’. Only the time interval has effect on ‘energetic’ (Table 4). From the Partial
Eta squared, Easing with Fluid, and Time interval with Energetic are only showing
strong relationship.

Tukey Post-hoc test revealed that interval 50 ms arouse energetic feeling the most.
The Figure below shows that for mean scores for ‘energetic’ were statistically sig-
nificantly different between three level of time interval (p < 0.000).

Also, significant interaction effect (Easing type X duration) are observed in ener-
getic factor. Participants feel ‘energetic most on duration 200 ms with easing type
acceleration, but it drastically drops on duration 400 ms (Fig. 3). This interaction effect
might cause insignificant result of two motion properties with energetic (Fig. 4).

Table 3. Multivariate test result

Effect Wilk’s Lambda
value

F Hypothesis
df

Error
df

Sig. Partial eta
squared

(Intercept) .028 3214.36 3 274 .000 .972
Easing .764 28.27 3 274 .000 .236
Duration .962 3.63 3 274 .014 .038
Time
interval

.491 39.04 6 548 .000 .299

Table 4. Test of between-subject effects

Source Dependent
variable

Type III
sum of
squares

Df Mean
square

F Sig. Partial
eta
squared

Easing Energetic .018 1 .018 .016 .900 .000
Fluid 93.674 1 93.674 77.038 .000 .218
Simple 4.417 1 4.417 3.728 .055 .013

Duration Energetic 2.042 1 2.042 1.825 .178 .007
Fluid 5.080 1 5.080 4.178 .042 .015
Simple .852 1 .852 .719 .397 .003

Time
interval

Energetic 280.939 2 140.469 125.530 .000 .476
Fluid 16.227 2 8.113 6.673 .001 .046
Simple 5.669 2 2.834 2.392 .093 .017
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4.2 Multiple Regression Analysis

For further investigation, multiple regression analysis was conducted. It can reveal the
extent to which each motion property contributes to an explanation of the emotional
factor, ‘fluid’. From stepwise multiple regression, one variable was deleted: time
interval. Statistical measure of fit R-squared was .212 (Table 5).

Fig. 3. Bar chart energetic mean score in each time interval value

Fig. 4. Mean ratings of energetic according to duration and easing type

How Motion Graphics Affect Emotional Quality 497



The Standardized coefficient shows the correlation between motion properties and
‘fluid’ emotion (Table 6). Same result with the MANOVA analysis, easing type
influence the most to the feeling of fluid. Negative coefficient of easing type refers that
acceleration is perceived as fluid (easing type is nominal variable, so easing type:
acceleration is coded to 0, and deceleration coded to 1). In duration, the result showed
that duration also affect the feeling of fluid, and 400 ms perceived more fluid than
200 ms,

5 Conclusion

This study investigated relationship between three elements of motion graphic (easing
type, duration, time interval) and emotional quality such as energetic, fluid and simple.
The study revealed that the feeling of simple are hardly evoked by our variables.
According to Park [23], simple was influenced in certain interaction type, our push
button interface is simple enough, which means that the feeling might be associated
with design element on user interface. On the other hand, the feeling of energetic are
strongly influenced by the time interval between motion graphic, no matter what the
duration or easing type is. 50 ms condition marked the highest score. Other two motion
properties, easing type and duration influence the feeling of fluid. Acceleration with
400 ms show the best for ‘fluid’ motion.

This study was exploratory research, to find an evidence of relationship between
desirable emotion in in-vehicle domain and motion graphic properties. Despite of
findings on our study, it has several limitations. First, the level of properties are limited,
so it’s hard to say our proposed value are optimal. In future work, tighten the interval
between the level is needed. Also, we only explored three motion properties, but there
are several properties which are good to be investigated. One example can be transition
effect, in this study, we fixed transition effect to fade, but there are several types in fade:
cross-fade and fade through [33]. Further study is needed for the detailed guideline for
the in-vehicle UI designers.

Table 5. Regression model summary for ‘fluid’

Model R R square Adjusted R square Std. error of the estimate

1 :461a .212 .207 1.13375

a. Predictors: (Constant), Easing type, Duration

Table 6. Regression coefficients

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

(Constant) 4.364 .222 19.694 .000
Easing −1.141 .134 −.449 −8.537 .000
Duration .001 .001 .105 1.998 .048

Dependent variable: Fluid rating average
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Abstract. This paper examines whether a virtual assistant with emo-
tional intelligence improves the Human-Machine Interaction (HMI) in
the specific use case of price negotiations. We propose a schema for an
Emotional Interface, which we derive from the Skills-Rules-Knowledge
(SRK)-Model and the Four Branch Model of Emotional Intelligence.
According to this schema, a prototype of a virtual assistant with emo-
tional intelligence is constructed. An avatar is used for representing the
respective emotions by means of prosody and facial expression. The pro-
totype is compared to a conventional digital assistant in a within-subject
design study regarding user experience and trust building. The findings
show that emotions animated in the mimic of the avatar cannot be clearly
identified and attributed. Nevertheless, the User Experience of the proto-
type outperforms the conventional digital assistant, which is mainly due
to the hedonic quality dimension. The study did not find any difference in
trust between the emotional and the conventional digital assistant. This
provides several interesting future research directions which are outlined
in this paper.

Keywords: Embodied conversational agents · Affective computing ·
Intelligent interaction · Negotiation · Chatbots · Neurocognition
design · User experience · Trust · Virtual human · Emotion
recognition · Emotional intelligence

1 Introduction

Emotions play an important role in our everyday life influencing our think-
ing and behavior. In interpersonal communication emotions can be expressed
through different means, such as gestures (movements of the arms, hands and
head), facial expressions, the speech content as well as the prosody (intonation,
tone and rhythm). Speech controlled systems are on the rise, thanks to popu-
lar applications such as Amazon Alexa and Google Assistant. However, these
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state-of-the-art agents do only consider the speech content of the user. Ges-
tures, prosody or facial expressions are not yet taken into account. Emotion
recognition based on facial expressions is a very active field in the artificial intel-
ligence community [27,60]. In challenges such as the Emotion Recognition in the
Wild Challenge (EmotioW), the emotion recognition in unconstrained condi-
tions improve each year [12,31,52]. In addition to facial emotion recognition the
research on other emotional cues such as on gestures, on posture and on linguistic
parameters is advancing at a slower speed [1,26,46]. With these advancements
in emotion recognition, a key question is how emotions should be incorporated
in the human-machine dialogue. The consideration of emotions in HMI will only
be successful, if it leads to a more valuable User Experience (UX). In taking this
human-centered perspective, the improvement of UX must be a crucial factor
when designing novel interfaces, which are capable of emotional processing.

One of the biggest challenges in designing an emotional interface is to find
a consistent definition of emotions. Emotional psychology provides different and
sometimes conflicting theories for the emotion concept [14]. One of the most
prominent theories is the theory of basic emotions which was proposed by Ekman
and Friesen [15] in 1971. They proposed, that there are six different basic emo-
tions (Happiness, Sadness, Anger, Surprise, Disgust, Fear) and even today most
databases in the Artificial Intelligence (AI) community utilize these basic emo-
tions. However, most of the promising emotion concepts and processing models
are based on different theories, such as appraisal and constructionist theories
[3,51,54]. The selected theory not only has an impact on the emotional synthesis
within a technical system, but also on the emotion labeling with either discrete
values, such as the basic emotions, or with dimensional emotion classification,
such as pleasure (often referred to as valence), arousal or dominance [4,61].

This paper proposes a schema for an emotional interface for the HMI, which
is capable of embodying different perspectives of emotions. Following this schema
we created a prototype for a chat bot, which can be applied for a negotiation use
case, where emotions play a crucial role [10,45]. In this prototype we used an
Embodied Conversational Agent (ECA) in order to display emotions. In addition
we conducted an online user study with 50 valid responses, where we compared
this interface with a conventional speech interface.

2 Related Work

In affective computing human characteristics, such as emotions, are applied to
robots and machines [47]. The aim is to create an interface that is natural and
comfortable for the user. Affective Computing research includes both, physical
interfaces, such as robots or hardware devices and purely digital interfaces, such
as virtual avatars - also referred to as ECAs. ECAs are often modeled after
humans and find applications in a variety of fields, such as in clinical psychology
[48], in education [59] and in cognitive science [58]. Pioneering work in affective
ECA communication such as Rea [5] and Greta [11] enabled current research in
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this field. Today, the benefits of ECAs, such as creating standardized research
conditions while being flexible and affordable in development, leads to further
research in various disciplines. This shifts the focus from feasibility towards the
question, how humans perceive these virtual agents [6]. However, it remains an
open question whether the consideration of emotions in the human-agent dialog
improves communication with the currently available systems [33].

Don Norman assumes that emotions do not only improve the HMI, but also
technical systems themselves [41]. For humans, emotions play a crucial role in
thinking, sense-making and decision making [19]. For this reason Mayer also
considers “Using Emotions to Facilitate Thought” in his Four Branch model for
Emotional Intelligence [34]. This understanding of human emotions is already
transferred to machines and led to research applying emotions to autonomous
agents and AI systems. This holds the promise to improve autonomous decision
making, learning efficiency and communicative capabilities in AI systems [38].

In order to use emotions in emotional intelligent systems, they have to be
synthesized. How to synthesize or generate emotions for ECAs is an active
field of research. Thereby, most systems and frameworks are based on the
appraisal theory. One framework for emotion synthesis would be the Ortony,
Clore, Collins (OCC) model [44]. This model assumes that emotions primar-
ily arise through the positive or negative evaluation of events, actions and the
environment [16]. The model has five different processes (classification, quan-
tification, interaction, mapping and expression) which are capable of generating
22 different emotions. The OCC model can be implemented as a decision tree,
which lead to the popularity of this model. Based on the OCC model, A Layered
Model for Affect (ALMA) was developed during the Virtual Human Project and
differentiates emotions on a time dimension [20]. The system simulates three
temporally different emotional states: short-term emotions, mood and person-
ality. The short-term emotions are generated with the help of the OCC model
and are therefore related to a specific event. In contrast, the system’s mood is
more inherent to the system and not related to a specific event, which results in
a longer lasting and stable state.

The influence of emotions in negotiation and decision making has already
been investigated with ECAs and virtual avatars [10,22]. DeMelo et al. [9]
showed, that test participants give greater concessions with angry ECAs than
with happy ECAs. More recent, they also investigated the willingness of peo-
ple to cooperate with ECAs, which take on cooperative facial features (smiling
after a compromise) and competing facial features (laughing after taking advan-
tage of the negotiating partner) [10]. The finding showed that volunteers were
more likely to cooperate with ECAs that were willing to cooperate. These find-
ings influenced the design of our prototype and avatar, which is initialized in a
positive and cooperative mood.

3 Schema and Prototype

In this section the paper discusses the schema and prototype of an emotional
interface. An emotional interface is defined as an input-output system that can
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recognize, analyze, process, reproduce and display emotions. In the context of
HMI this describes a technical system with three main components: Emotion
recognition, emotion synthesis and emotion display. The contextual and envi-
ronmental influences play a crucial role at every level of an emotional interface
and must always be taken into account. Most chat bots, ECAs and social robots
in previous research, which can be considered as emotional interfaces, are nor-
mally limited to one specific context. Examples of these contextual limitations
are tutorial systems [20,40], social robots as toys [24,53], digital and virtual
assistants [28,29] and negotiation agents [10,22].

However, digital assistants such as Amazon Alexa are increasingly used in
different contexts. Therefore, we proposed a schema for an Emotional Interface
for HMI, which finds its application across various contexts. Nevertheless, we
needed to design the prototype and experiment for a specific context to test this
schema and generate valid and reliable results.

3.1 Schema for an Emotional Interface

In order to design emotions within a technical system, we reviewed the litera-
ture on emotion and cognition in psychology. From this literature research we
deducted a schema for an emotional interface, which is influenced by the SRK
model [49] and by the Four Branch Model of emotional intelligence [34]. In addi-
tion, the proposed schema is based on the constructionist theory [3]. Hence, an
instance of emotion is constructed by the technical system, which is influenced
by past experiences, which is collected in previous interactions, and results in
emotional concepts.

As with humans, emotions must also be understood, analyzed, interpreted
and reproduced in a technical system. These characteristics correspond with the
definition of the Four Branch Model [34]. Therefore, the schema of an Emotional
Interface includes all four branches and arranges them in a temporal and logical
sequence (Fig. 1). This sequence is deducted from the SRK model, which was
originally designed to model human reliability, cognitive processing, and decision
making. Like the SRK model we divide the schema into three different levels
of emotion processing, which we call the reaction, routine, and reflection level
[16,41].

The reaction level is similar to the skill-based level of the SRK model, which
requires little resources and is the fastest to react. Emotions generated at this
level are inspired by physical and reflexive reactions. The generation of these
emotions is automated and consists of highly integrated behavior patterns (emo-
tional concepts), just like in skill-based human behavior. This could be incorpo-
rated as mimicry of an ECA towards the human user [58]: If the user smiles at
the interfaces the ECA smiles back. This kind of feedback has to happen very
quickly, because a time delay prevents the desired effect of building rapport.

In contrast to the reaction level, emotional concepts are less profound in the
routine level. Due to the lack of mature emotional concepts, more resources and
time are needed for the processing of emotions. For this processing, context,
internal and external events are assessed and associated with system inherent
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Fig. 1. Schema of an emotional interface

goals and intentions. An example can be described in the context of the Virtual
Human Project [20], where the tutor system detects frustration and annoyance of
the user who fails a task. In case of a supporting tutor, positive and stimulating
emotions would be generated to achieve the tutor’s goal: supporting the user.
This decision is influenced by several concepts that can both classify the emotion
and assign the right response.

The last and deepest level of the technical system with emotional intelligence
is the reflection level. Here, emotional concepts are not yet existing and thus
must be created. Therefore, the reflection level comes at the cost of using most
system resources, which results in a very slow response time. For this reason,
a typical output would be a certain mood, which can bee seen as a long-term
emotion [42]. However, also short-term expressions can be generated on this level
in case they are novel and concepts are not yet available. Due to the absence
of emotion concepts, historical data is taken into account for the creation of
emotional responses.

3.2 Designing a Prototype of an Emotional Interface

In order to test the proposed schema for emotional interfaces, we developed a
speech-controlled prototype, which was evaluated in an online user study. The
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requirements of an online study are met with a web-based application consisting
of a backend with web server and database, and a frontend with website, webcam
and microphone. For development, we use several frameworks such as MongoDB,
Express, React, Node.js (MERN stack) and Unity. Most of the negotiation and
emotional logic is processed and mapped on the server. The conversation and
detected emotion parameters are stored in a database. The frontend consists of
a React chat component and an embedded Unity WebGL component. The later
component is needed to create a human-like avatar, which is used to express
emotions. We chose a human-like representation of emotions, since users are
already used to this type of emotional communication from their daily interac-
tions. For the speech synthesis we used Google’s Text-to-Speech service [21]. For
the natural language understanding, we used Microsoft’s Speech-to-Text service
[37] and Natural Language Understanding Module [36].

Setting the Context to Negotiation. In order to conduct a controlled exper-
iment, we had to design the interface for a certain use case. Since we did not
want to induce emotions from the outside (e.g. through emotional videos [57]),
we searched for an emotional context in which emotions occur in a natural way.
Due to the fact, that emotions play a very important role in the decision-making
process and are omnipresent in a negotiation situation [30,45], we created a emo-
tional interface for a negotiation use case. Here, the user has the task to negotiate
the price of an old-timer with the sales agent, who is embodied as human-like
avatar. In order to ensure some negotiation rounds, the starting selling price of
the old-timer is set to 34,900 Euro, while the user is instructed to spend less
than 30,000 Euro.

Design of the Avatar. The avatar (see Fig. 2) is created in the Daz3D soft-
ware environment using the provided Genesis 8 character [8]. In the next step, the
avatar is exported to the Unity development environment. In Unity, the avatar is
animated to enable him for an emotional interaction. The features of the avatar
can be summarized as lip sync and various methods to express moods and emo-
tional expressions. The avatar is designed with the goal to ensure that the avatar
seems realistic and human-like, but not too realistic. A very anthropomorphic
avatar could lead to the uncanny valley phenomenon [39]. This phenomenon
is likely to result in poor user ratings and in a higher expectation of the user
regarding the quality of the emotions shown [32]. Further, we are only designing
a male version of the avatar in order to reduce the construction effort. In the
best case, the avatar should be adapted to the gender of the user [10].

The emotional communication of the avatar is mediated through different
facial expressions and an adapted prosody. According to the schema of an emo-
tional interface, we differentiate three modalities for the facial expression: longer-
term mood, short-term expression and emotional reflexes. The avatar is capable
of expressing six different facial expressions and five different moods. Besides
these eleven facial expressions and the neutral state of the avatar, there are also
emotional reflexes, such as smiles and nodding. While those reflexes are triggered
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Fig. 2. A screenshot of the prototype for an emotional interface

and processed on the user’s front end, the remaining facial expressions were syn-
thesized on server side and are therefore slower in processing and reaction time.

Prosody, pitch, volume, duration, and voice quality play a very important
role in synthesizing an emotional voice [2]. With the aim to develop a uniform
standard for the emotional synthesis of language, the Speech Synthesis Markup
Language (SSML) standard was developed by World Wide Web Consortium
(W3C) [63]. Unfortunately, the speech synthesis provided by Google does not
yet support each of these parameters. For example, the pitch range can not be
adjusted. Nevertheless we modeled the SSML according to the table provided
by Crumpton et al. [7] in order to model the language emotionally.

Synthesis of Emotions. Following the schema for an emotional interface, the
synthesis of emotions happens on different levels. Since the interface is applied
in the context of negotiation, the negotiation logic of the sales agent plays a
crucial role in the emotion generation. The developed prototype is created for
analyzing the interaction with the user and therefore lacks in learning capabili-
ties. However, we assume, that in using reinforcement learning (like in [17]) the
same model could be applied.

Reaction Level. Autonomous emotional reactions, which can be generated
quickly and with little computing resources are computed on the reaction level.
To prototype this level we create two reaction rules: reciprocal smiling and active
listening. When a smile of the user is detected, the avatar smiles back. Research
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showed, that this mimicking behavior creates rapport [43]. In addition to this
mimicry, there are three animations in which the avatar simulates active listen-
ing by nodding his head. For fast processing both animations are handled in
the frontend of the web application, which results in a fast reaction, since no
communication with the server is needed.

Routine Level. Familiar situations and events are assessed on the routine level
and further processed into short-term emotional reactions. The OCC-Model pro-
vides a framework for this assessment and is compatible with both appraisal and
constructionist emotion theory. Emotions synthesized on this level usually dis-
solve shortly after they have been generated, but may also interact with processes
on the reflection level.

Fig. 3. Synthesis of emotional responses on the routine level

In total six discrete emotions are used for the negotiation dialogue (see Fig. 3).
In each round, a Zone of Possible Agreement (ZOPA) is calculated as difference
between the agent’s price and the user’s offer. The low price threshold (20% of
ZOPA) and the high price threshold (50% of ZOPA) are derived from this zone.
Depending on the bid of the user the agent responses with a different emotional
expression (see Fig. 4).

Reflection Level. Due to the various interactions between the routine and reflec-
tion level, the borderline between those deeper levels is imprecise and blurred.
Therefore, we are using mood in order to prototype this level. Mood embodies
a longer term perspective and is influenced by previous events.

In the prototype the mood is reflected as a mood index (see Fig. 4) ranging
from one (low valence) to five (high valence). The agent is initialized with a
friendly mood with a positive expectation to sell the car. If the user strains
the agent’s patience with very low and unrealistic offers, the agent’s mood gets
worse. If the user’s bid is acceptable the mood stays the same. In contrast, the
mood index increases, if user and agent are about to agree on a deal.
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Fig. 4. Mood index on the reflection level

4 Methods

For evaluating the prototype of an emotional interface we conducted an online
user study in a within-subject design. In this design every participant tests both
independent variables: the emotional version of the chat bot (emotion-Bot) and
a conventional speech interface (conventional-Bot), which does neither provide
an avatar nor does it consider emotions. This type of setup is often used in HMI
research and comparable to a A/B tests, in which two interfaces are evaluated by
the same person. As dependent variables we used the UX and the trustworthiness
of each version, which were collected with the User Experience Questionnaire -
Short (UEQ-S) and the Trustworthiness Factor (TwF) provided by the Source
Credibility Measures (SCM) [35,56].

4.1 Procedure

A call for participation for the online study was spread through the university
email lists. Following high research standards, participants were asked to sign
a consent form before being forwarded to a setup screen. Here, users have to
confirm that they are using a laptop with camera and microphone, that they
have a internet connection faster the 15 mbps and they have to grant access
rights to use microphone and camera. After receiving background information
about the car, users are tasked to negotiate the price of an old-timer. In order
to enable a vivid negotiation, the starting price of the old-timer is 34,900 Euro
and the participants’ budget only 30,000 Euro.

After finishing the instructions the negotiation starts with randomly choosing
one version of the agent. In the dialog workflow, both agent versions are exactly
the same: Each interaction begins with the agent greeting the user and asking
for the user’s name. Afterwards the agent starts a welcome dialog, in which he
presents some information about the car leading to the final price negotiation.
During the interaction, the user can cancel the experiment at any time. After the
termination of the negotiation (with or without agreement) the participant has
to evaluate the interface in a post-interaction survey, before the second version
started. After the second version the participant evaluates the interface with a
second post-interaction survey, before he finishes the study with a final survey.
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4.2 Measures

The post-interaction survey after the conventional-Bot consists of the UEQ-S
and the TwF, which are both standardized questionnaires. UEQ-S is the short
version of the UEQ and only consists out of eight opposing pairs of adjectives
to assess the UX. In the setting of an online study, we want to keep the number
of questions as low as possible in order to prevent premature discontinuation.
One half of the questions is assigned to the pragmatic quality dimension, which
is comparable to usability. The other half of the questions is attributed to the
hedonic quality dimension. The mean value of both dimensions describes the
overall UX rating of the product.

The complexity of trust assessment in the context of HMI was already shown
previously [50]. Due to the lack of standardized questionnaires for the assessment
of trust in the HMI context, this study used SCM from communication science
[35]. Like the UEQ-S, the TwF consists of opposing pairs of adjectives that are
answered on a seven-level Likert scale.

Fig. 5. Screenshots from the six emotion videos - emotions from left to right and from
top to bottom: neutral, surprised, desperate, uncertain, happy, angry

The emotional-Bot had a slightly extended version of the post-interaction
survey: After UEQ-S and TwF it included a self constructed survey to evaluate
the recognition of the emotions displayed through the mimics of the avatar (see



Designing a Multimodal Emotional Interface in the Context of Negotiation 511

Fig. 5). Following previous work by DeMelo et al. [9] six videos with different
emotion categories are displayed in random sequence. These videos start auto-
matically and repeat until one out of six binary emotion categories is selected.
The following emotions were used for this test: happy, angry, surprised, insecure,
desperate and neutral (for control).

After completion of both post-interaction surveys, the participants were
shown a final survey to collect demographic data, their preference between both
versions and their Affinity for Technology Interaction (ATI) score [18]. The ATI
scale assesses the participants affinity for technology and was chosen because of
it’s focus on HMI. The study was open until we received 50 valid responses. A
response is characterized as valid, if it was finished completely, if there were at
least five interactions with each chat bot version and if there was no technical
issue during the study. Responses who do not meet all conditions are excluded
from further data analysis.

5 Results

In total, 50 participants (15 female and 35 male) finished the study successfully.
The average age of the subjects was 28.58 years, the youngest 15 years and
the oldest 62 years. The mean (m) of the ATI score was 4.59 with a standard
deviation (sd) of 0.88. This can already be rated as an above-average value for
technology affinity [18].

5.1 Recognition of Emotions Displayed Through Avatar’s Mimics

The six different emotion videos were shown to all 50 test persons. It should be
noted that in these videos the emotions should only be mediated through facial
expressions. Thus, a total of 300 emotion videos were assigned to an emotion
category. Since every participant watched these videos in six rounds in a different
order, it can be expected that emotions are better recognized in later rounds,
since learning effects occur and the number of remaining emotions decreases.
The precision of the participant’s emotion recognition per category can be found
in Fig. 6. Graphical analysis reveals that the emotions annoyed, surprised and
happy were recognized best. According to Ekman, these three emotions are basic
emotions [15], while the remaining two emotions (desperate and uncertain) as
well as neutral were less well recognized.

As statistical analysis we conducted a logistical regression using emotions
and the round as predictors to analyze the probability of a correct assigned
emotion. This regression model became significant (χ2 = 104.69; p < .001;n =
300). As Table 1 shows, only three out of six emotions become significant as
predictors with a positive coefficient: angry (p < .001), happy (p = .027) and
surprised (p < .001). The emotion insecure became significant (p < .001), but
with negative coefficient, which means, that it was not recognized. The remaining
emotions and the predictor round count did not become significant.
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Fig. 6. Precision of emotion recognition of avatar’s mimics.

Table 1. Coefficients and p values of the logistic regression for emotion recognition of
avatar’s mimics

Predictors coef (β) std err z P > |z| [0,025 0,975]

Angry 2,4531 0,627 3,912 0,000 1,224 3,682

Desperate −0,2781 0,344 −0,807 0,419 −0,953 0,397

Happy 0,8555 0,388 2,207 0,027 0,096 1,615

Insecure −1,9365 0,436 −4,445 0,000 −2,790 −1,083

Neutral −0,4763 0,361 −1,319 0,187 −1,184 0,232

Surprised 1,6969 0,478 3,547 0,000 0,759 2,634

Round 0,5999 0,419 1,432 0,152 −0,221 1,421

5.2 User Experience and Trust Evaluation

User Experience. The results of the user evaluation carried out with the
UEQ-S are shown in Fig. 7. The hedonic quality dimension of the emotional-
Bot (m = 5.21, sd = 1.08) received a higher score than the one of the
conventional-Bot (m = 4.49, sd = 1.34). In contrast, the evaluation of the
pragmatic quality dimension between the emotional-Bot (m = 4.57, sd = 1.22)
and the conventional-Bot (m = 4.42, sd = 1.19) are comparable. Hence, the
prototype for an emotional interface was better evaluated than the conven-
tional chat bot version. This is also reflected in a higher UX evaluation of the
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emotional-Bot (m = 4.98, sd = 1.00) in comparison to the conventional-Bot
(m = 4.48, sd = 1.13).

Fig. 7. UEQ-S benchmark comparison of both versions.

Statistical analysis revealed a significant difference between the variants
(t = 2.321; p = .024;n = 50 ). Thus, the emotional-Bot (m = 4.89; sd = 1.00)
performed better in the total UX assessment than the conventional-Bot (m =
4.48;SD = 1.13). In summary, the emotional-Bot performs better in the total
UX assessment, which is above all due to the hedonic UX dimension.

Trustworthiness. Trustworthiness was measured with the TwF. The descriptive
analysis of the data did not suggest any difference in TwF between emotional-
Bot (m = 4.43, sd = 0.94) and conventional-Bot (m = 4.34, sd = 0.93). Even
with looking at the individual questions, there is only little difference between
the two variants. In addition, also graphical analysis of the box-plots did do not
suggest a significant difference between the two interface variants. In statistical
analysis, t-test did not show statistically significant influence of the interface
variant on the TwF (t = −0.712; p = 0.480;n = 50). Therefore, the finding
suggests, that the emotional interface is not perceived as more trustworthy than
a conventional chat interface.

Final Survey Results. Participants were also asked in the final survey which
version they preferred. In the process, 19 test participants clearly opted for the
emotional-Bot, while only eight participants opted clearly for the conventional-
Bot. Five people did not choose either of the two interface variants. A total of
ten people had a slight to strong tendency to the conventional-Bot and eight
people had a slight to strong tendency to emotional-Bot. In the analysis, we
discovered, that the order of the experiment might have had an influence on this
evaluation. Participants who first interacted with the avatar were more likely to
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Fig. 8. Participant preference on the sequence of the experiment.

prefer the avatar. Participants, who started with the conventional-Bot, did not
seem to have been influenced (Fig. 8).

To understand the reasoning of the participants choice, we also asked them for
the reason of their choice. The responses for choosing the conventional-Bot can
be summarized into three main reasons: First, the implementation of the avatar
for some participants was not ideal and thus unrealistic, less trustworthy and
sometimes even scary. Participants, were describing an uncanny valley effect.
Secondly, the personal attitude (“I don’t like video chats”) was given as an
explanation. Participants did not see any additional value in using an avatar in
negotiation. Third, the missing text representation in the avatar was criticized,
which caused that users could not read what the avatar had said. Participants
who preferred the emotional-Bot mainly mentioned two reasons: The interaction
with the avatar was perceived as more natural and human-like. Some of the
participants even mentioned the use of emotions directly: “An avatar gives you
a good feeling in the negotiation. You can see emotions to the spoken words,
which makes it easier to interpret”. Based on the responses, the second reason is
the entertainment factor of the avatar. Participants stated that the emotional-
Bot was more innovative and interesting, and therefore more fun to use.

6 Discussion

The results of this study suggest, that an emotional ECA increases the UX in
the negotiation context. A schema for an emotional interface was introduced,
to model emotions for this use case. However, it may be used for applications
in different HMI contexts. Expressing emotions in conventional user interfaces
remains a challenge for user interface designers. The post-interaction survey of
this study suggests that emotions, which are only expressed through the facial
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expressions of the avatar, cannot be clearly assigned. This underlines the impor-
tance of a multimodal emotion expression for ECAs.

Emotion Recognition of Avatar’s Mimics. Only three emotions (angry, happy
and surprised), which are basic emotions according to Ekman [15], were recog-
nized correctly. However, these findings also go along with the constructionist
emotion theory [3]: It can be assumed, that the emotional concepts of these emo-
tions were more distinct and dominant in the perception of the study partici-
pants and hence led to a better recognition. In contrast, the emotional concepts
of uncertainty and desperation were less distinct for the participants.

The videos in the experiment only displayed the facial expressions, with-
out giving the participant some context for the assignment. This indicates that
remaining emotions are more context dependent and also mediated through dif-
ferent means such as prosody. Future research may want to investigate this
direction.

User Experience Evaluation. The prototype for an emotional interface received
a better UX evaluation, which is mainly due to the better rated hedonic quality
dimension. Theory already suggests, that emotions have an influence on the
hedonic UX dimension: After all, this dimension determines the extent to which a
product is stimulating and provides pleasure and new challenges to the user [25].
According to Hassenzahl et al. [25], the hedonic dimension determines the UX of
products to a great extent and should therefore be given particular attention by
UX designers. The results of this study are consistent with this view: Emotions
that are represented with the help of an avatar can generate a better UX in chat
bots and digital assistants.

However, both versions were evaluated with a similar pragmatic product
quality, which primarily describes the usability of a product. Compared to the
benchmarks offered by the UEQ-S [55], the usability of both versions must be
described as poor. Moreover, the benchmark was mainly developed with data
from complex business software and web shops [55], which limits the trans-
ferability to chat bots. In addition, almost all data is based on ready-developed
products, whereas in this study only two prototypes were evaluated. A reason for
the poor evaluation of the pragmatic dimension in comparison to the benchmark
could be the faulty speech recognition. In 19 cases a poor speech recognition was
reported as a technical problem. This led to a very poor usability of a speech
controlled interface.

Trust Evaluation. A surprising finding of this study was that the interface vari-
ants did not differ in terms of trust. Two reasons can provide an explanation.
First, the interaction time during the study could have been too short, so that no
trust between user and avatar could be established. Building trust may require a
long period of time. Second, anthropomorphism tends to reduce initial expecta-
tions of trustworthiness [62]. This result is also consistent with the automation
bias [13], which describes that people have higher expectations (in terms of per-
formance and authority) of machine-like agents. This effect could also apply to
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trust in this negotiation use case. Further research can examine if increasing the
interaction time significantly would lead to a different evaluation of trust.

6.1 Limitations

In this study a conventional chat bot was compared with an emotional chat bot,
which differed not only in it’s emotional interactions but also in using an ECA
as additional form of presentation. This could have lead to a bias in the user
evaluation. The user may be influenced by the display of an avatar and evaluated
not only on the basis of emotional interactions. This “entertainment factor” could
have lead to a certain bias in the data and could have been controlled through
comparing both, an avatar with emotions and an avatar without emotions. In
this study we put emphasis on the comparison to an conventional chat bot, and
consequently did not analyze a third version.

In addition, UX designers must always be aware of different or unexpected
user behavior. In the negotiation context users might tend to hide emotions
completely or even show misleading emotions. In interpersonal negotiations, one
party might be rewarded by influencing the other party with pretended emo-
tions [23]. The study design did not allow for controlling whether and to what
extent this effect occurred in the negotiation. Specific unexpected use behavior
is another area future research can explore and develop emotional interactions
in HMI.

6.2 Future Work

This paper has introduced a schema for an emotional interface for the HMI.
It’s practicability and application to other application contexts still has to be
validated in future studies. Another interesting direction would be to investigate
the influences on the UX and negotiation outcomes by improving the represen-
tation of the avatar or its small knowledge base. Utilizing this kind of a web
hosted architecture allows to replicate the study and can potentially generate
large amounts of interaction data. This data could be used for both, a better
understanding for emotional interaction as well as for further improving AI sys-
tems.
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Abstract. Post-industrial society, aligned with the model of the Fourth
Industrial Revolution, has been providing technological advances in advanced
robotics, IoT, self-driving vehicles, non-biological sentient life development,
artificial intelligence (AI), machine learning or cognitive computing, among
others. This fact determines the understanding that in the near future humans and
machines will have a joint role to play.
Multimodality is one of the most important challenges in the field of human-

computer interaction (HCI), as it provides an extension of the sensorimotor
capabilities of computer systems so that they should replicate the processes of
natural communication between humans.
There is a need for the development of increasingly intelligent interfaces,

defined as those that promote naturalness, adding the benefits of adaptability,
context-fitness and support for task development. There is also a growing desire
for interface transparency as a mediator for HCI to make interactions that are
truer and closer to reality. On the other hand, current research has been
emphasizing the importance of affection and emotions, particularly, in the user’s
experience with computer systems.
This paper proposes to understand the importance of multimodality, natural-

ness and transparency for affective computing and how they can synergistically
contribute to the anthropomorphization of HCI. Through this understanding, we
present design requirements for engineers, designers and IT professionals, and
other interveners, for the development of multimodal interfaces.

Keywords: Affective computing � Multimodality � HCI

1 Introduction

Over the years, the area of human-computer interaction has focused primarily on
cognitive factors. However, in the last decade there has been a growing interest in
imminently emotional factors. In addition, studies in the field of psychology have
recognized the importance of emotions for human cognition, motivation, learning and
behavior. This understanding of emotions has inspired many researchers to build
machines that can recognize, express, model, communicate and respond to human
emotions.
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Computer systems can display emotions, language and communication patterns,
and their conversational and cognitive abilities can be equated to some extent with
those of human beings.

Rosalind Picard’s Affective Computing was published in 1997 [1] and laid the
foundation for equipping machines with emotional intelligence. Thus, a new area of
research called affective computing has emerged, concerned with the emotional side of
computers and their users. The term can be defined as computation that relates to,
raises, or deliberately influences emotions. However, the definition may not be con-
sistent since the goal is the automatic recognition of emotion by computer systems. Yet,
for a natural and effective HCI that approaches an affective dimension, computers still
need to look intelligent [1] and for intelligent interaction the reference should be
human-human interaction. In this regard, Wiener [2] defends that human-to-human
communication should be the model for human-machine interaction (as well as
machine-machine interaction), arguing that communication between humans and
machines should not be distinguished from natural communication between humans,
and it is irrelevant that a communicative signal is processed by a machine and not by
another human.

One of the main limitations of affective computing is that most previous research
has focused on recognizing emotions from a single sensory source, or modality.
However, as HCI is multimodal, researchers have tried to use various modalities for the
recognition of emotions and affective states.

2 Multimodality in HCI

In an HCI, the sender translates concepts (symbolic information) into physical events
that are transmitted to the appropriate receiver and the receiver interprets the received
signal in terms of abstract symbols. These processes involve the user’s senses and
motor skills and symmetrically the input and output mechanisms of the system.

The purpose of a multimodal system is to provide an extension of sensorimotor
capabilities so that they should replicate the processes of natural communication
between humans [3]. This mode of communication involves the simultaneous use of
various modalities, so a computer system should be able to support them in interaction
with the user.

For this to happen, a multimodal computer system must be equipped with hardware
that should enable the acquisition and/or transmission of multimodal expressions (at a
time compatible with the user’s expectations), be able to choose the output mode
appropriate to the content to be streamed, and be able to understand multimodal input
expressions [4].

With the increasing complexity of computer applications, a single modality will not
be able to ensure effective and emotionally expressed interaction across all tasks and
environments. Thus, over the years, there has been an investment in the processing of
natural language, computational vision and gesture analysis within HCI. This invest-
ment has sought integration into traditional interfaces by giving them a higher func-
tionality potential.
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Multimodal interfaces have represented another direction for computing, and there
is a great potential for integrating distinct synergistic modalities, supported by the
myriad technologies that have been made available. In fact, they present both poten-
tialities and constraints, and each of the sensory modes of interaction should be selected
according to the communication effectiveness promoted by it. This effectiveness is
conditioned by numerous variables, namely the characteristics of the content to be
transmitted, the sender, the receiver, the input and output mechanisms, the cognition
systems (human and computational), among others.

2.1 Contribution of the Cognitive Sciences

Multimodality is a research route that requires the contribution of cognitive sciences in
the context of human perception and the use of coexistent modalities in a natural
context of interaction – for example, speech, gesture, look and facial expressions.

Cognitive sciences have evolved over the course of the twentieth century from a
model of atomistic (unimodal) perception – the view of the construction of the whole
through the joining of individual parts – to the perceptual (multimodal) model of Gestalt
theory – the view that the whole is different from the sum of its constituent parts [5].

Recent studies suggest increasing evidence that our bodies are activated for mul-
tiple input mode, although the classical theory of neurological sensory processing
favors the single modality model and the primary sensory areas of the cortex are
unisensory [6].

Ghazanfar and Schroeder [7] consider that the integration of the different qualities
of information from the various sensory organs (combined in the brain to produce a
unified and coherent representation of the external world) does not occur at the level of
the most specialized, higher level areas of the neocortex after its individualized pro-
cessing in less specialized lower-level areas (as traditionally suggested). On the con-
trary, they attest that much (if not all) of the neocortex is multisensory and processes
the various qualities of information in an integrated manner, practically from the
beginning of its capture. In this context, human perception results from a unified
representation of the set of sensory inputs received from the outside world.

Instead of analyzing sensory modalities autonomously with eventual later inte-
gration, researchers began to consider the role of multisensory integration in the per-
ceptual process by demonstrating that there are transmodal effects on human perception
(i.e., the senses influence each other) and that temporal synchrony also takes over a
relevant role in these effects [5]. Indeed, while on the one hand the concept of mul-
tisensory data fusion can hardly be considered recent, as humans and animals have
evolutionarily developed the ability to use multiple senses in order to increase their
survival possibilities, advances in computing and Sensors provided the ability to
emulate, through hardware and software, the natural information fusion capabilities of
humans and animals [8]. Dumas et al. [9] highlight the fact that research in cognitive
psychology has revealed that:

• the working memory of humans dedicated to the different modalities (and conse-
quent processing power) is partially independent of each other, so the presentation
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of information through different modal channels increases the total memory used by
the human in information processing, promoting the expansion of their capabilities
and better performance;

• humans tend to reproduce their interpersonal interaction patterns when they mul-
timodally interact with a computer system;

• The way human perception, communication and memory work leads to improved
performance when they interact multimodally with a computer system.

It is an understanding also defended by Anthony et al. [10] who stated that it is
natural and convenient for humans to communicate with the computer using modal
channels to aid thought processing, concept visualization and establishing an affective
relationship. Also, Tzovaras [11] argues that the “interface” between the human and the
environment, as well as between humans, is multimodal, and all senses (even if some
are dominant) participate in the operations of perception, action and interaction. In this
regard, Landragin [12] mentions that the way we view an object determines the dis-
course and gestures we use to refer to it, while the gestures we produce structure our
visual perception. This understanding corresponds to the realization that visual per-
ception, language and gesture establish multiple interactions with each other. On the
other hand, Aran et al. [13] recall that speech components, such as lip movements,
hand-based sign languages, head and body movements, in addition to facial expres-
sions, constitute available multimodal information sources that are integrated into
communication by the hearing impaired. Thus, real-world behavior and perception are
dominated by the integration of information from multiple and diverse sensory sources.

In recent years, also in the field of linguistics, researchers have become aware that a
theory of communication describing real human-human interactions must encompass a
diversity of dimensions. This is why multimodality has been considered a better rep-
resentation of the complexity of discourse [14] than unimodality.

2.2 Potentialities and Constraints of Multimodal Interfaces

Multimodal interfaces are a class of multimedia systems that integrate artificial intel-
ligence and have gradually gained the ability to understand, interpret and generate
specific data in response to analytic content, differing from classical multimedia sys-
tems and applications that do not understand data semantics (sound, image, video) they
manipulate [15, 16].

Although both types of systems may use similar physical input and output (ac-
quiring, storing and generating visual and sound information), each serves a different
purpose: in the case of multimedia systems information is subject to the task and is
handled by the user; in the case of multimodal systems, information is a resource for
performing the task control processes themselves. Martin et al. [17] argue that, in the
context of a computer system, the option for multimodal solutions will only be con-
venient if it has been ratified by usability criteria. They refer, for example, to the
following:

• allow faster interaction;
• allow selective adaptation to different environments, users or usage behaviors;
• enable a shorter learning curve or be more intuitive;
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• improve the recognition of information in a noisy environment (e.g. sound, visual or
tactile aspects);

• allow the linking of information presented to a more global contextual knowledge
(allowing for easier interpretation);

• and allow the translation of information between modalities.

This is also the understanding of Ferri and Paolozzi [18], when they state that the
choice of a multimodal interface, instead of a unimodal solution, depends on the type of
action to be developed by the user and its increased usability potential. In fact, the
various input and output channels usable with HCI (keyboard, mouse, touchscreen,
microphone, motion sensor, monitor, speaker, haptic receivers, etc.) have their own
benefits and limitations, so multimodal interaction is often used to compensate for the
limitations of one modality by making another available [19]. Each input modality
must be adapted to a set of interaction contexts, not being ideal or even being inap-
propriate in others [20]; therefore, the selection of interaction modality is a matter of
extreme relevance in a multimodal system.

2.3 Development Requirements, Limitations and Constraints

System designers are increasingly using more and more different (often alternative)
input/output modalities to exchange information between systems and their users. For
this to happen the design of multimodal interfaces must be based on the following
principles: selection of content to transfer; assignment of appropriate modalities to the
content; and functional implementation of the modality ensuring the transfer of content.

Also Bernsen [21] presents a similar logic of procedures that an interface designer
should consider: identifying the information to be exchanged between users and the
system; performing a good match between the information and the available
input/output modalities in terms of functionality, usability, naturalness, efficiency, etc.;
and designing, implementing and testing the interface. The usability of multimodal
interfaces can generally be facilitated if users are familiar with this mode of interaction.
There are interfaces that place an excessive cognitive burden on their users, although
this is a problem that can be circumvented by their “disappearance” and naturalness so
that users can focus exclusively on the activity.

In recent years, research on multimodal HCIs has been focused on analyzing and
designing mainstream interfaces. In turn, Bernsen and Dybkjær [22] warn against the
danger of exaggerating the promotion of multimodal interaction, especially when the
aggregation of modalities does not promote any efficiency increase in human-computer
communication and point out that the interaction results should always be valued. In
this regard, they criticize, for example, the trivialization of research in more or less
elaborate animated conversational agents, when they occupy valuable screen space and
processing resources, compared to the mere discursive output.

Although empirical studies show that users change their attitude and expectations
towards the computer system when confronted with a more or less realistic animated
conversational agent, assuming the posture of an interaction closer to human com-
munication, i.e. more affective, multimodal interactive systems are sometimes
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contaminated by the desire of designers to apply new technologies which do not
amount to a real increase in usability and the success of the interface tends to be
evaluated by empirical approaches.

3 Naturalness in Multimodal HCI

The flexibility of a multimodal interface should accommodate a wide variety of users,
tasks and environments that are beyond the possibilities of interaction through a single
mode. In this regard, Ferri and Paolozzi [18] claim that there is a growing demand for
user-centered system architectures with which the user can interact through the natural
modalities of human-human communication. This should be developed in a natural
enough way so that adaptation to the computer system should not be necessary, the
opposite being favored. Such an interface will be one that appeals to the user’s intuition,
supported by the transfer of skills and knowledge acquired in previously experienced
environments and contexts. In this regard, Maybury and Wahlster [23] emphasize the
need for the development of increasingly intelligent interfaces, defining them as those
that promote the efficiency and naturalness of HCI by aggregating the benefits of
adaptability, context fitness and task development support. Bernsen and Dybkjær [22]
present two possible lines of analysis, constituted around two interaction paradigms:

1. paradigm of natural multimodal interaction sustained in the strict use of the modes
of communication that individuals use to communicate with each other;

2. paradigm of functional multimodal interaction in which any modality (natural or
not) should be used if it leads to the promotion of more efficient interactions.

For example, Yin [24] defines natural human-computer interaction as the multi-
modal interaction that occurs in a cognitively transparent and effortless manner, leading
the computer system to understand what the user is doing or communicating without
letting him alter the pattern of natural behavior he would develop with another person.
In this regard, the production of more natural interfaces should involve the use of the
sensory modality(ies) that most effectively accomplish the task. He also argues that
computer systems have sensory modalities that may have, in some cases, higher
usability than those currently used in human-human communication, defining the
naturalness of an interaction from the point of view of greater ease of interaction and
superior usability rather than from the perspective of its mere parallelism with the
interaction between human individuals.

4 Transparency of Interfaces

Advances in technology, in addition to the objectives of ease, learning, use and nat-
uralness, are allowing both computers and interfaces to be transparent. Norman [25]
argued that the computers of the future should be invisible. In this context, Bolter and
Grusin [26] approach the concept of transparency (as a characteristic of immediacy;
i.e., the absence of mediation or representation) that occurs when the human user
forgets (or does not have knowledge) of the means by which information is being
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transmitted, thus being in direct contact with the content. They state that “virtual
reality, three-dimensional graphics and interface design are, together, seeking to make
digital technology ‘transparent’” so that the user may feel that he is a part of the system
it integrates.

Within the scope of HCI and in accordance with the above, the interface devel-
opment processes must ensure their standardization, consistency and transparency, in
order to satisfy the user’s needs and facilitate human action. There is also a growing
desire for the “disappearance” of the interface as a mediator of an HCI in order to make
interactions more real and closer to reality.

5 Aspects for the Anthropomorphization of HCI

Human beings tend to attribute anthropomorphic characteristics, motivations and
behaviors to animals, artifacts and natural phenomena.

For a computer system to promote an affective relationship with the user, it must
promote anthropomorphization, which, in turn, may be the result of particular char-
acteristics such as the promotion of multimodality, the naturalness of interaction and
the transparency of the interface (see Fig. 1). Anthropomorphization and also per-
sonification seek to inculcate human characteristics to computer systems through the
interface, as well as to promote their transition from technological object to subject.
Thus, the technological interfaces that, being anthropomorphic, resort to multimodality,
naturalness and transparency must become, simultaneously, a representation (of the
human) and a device (tool). When this simulation is able to reconstruct the idea of
human relationship in human-computer interaction, it achieves its concrete objective:
the machine moves from being an object to being a subject. [27] The passage from
object to subject, achievable due to the embodiment of physical and psychological
aspects of the human being, is indicative of the anthropomorphization of the entire
object or machine.

Fig. 1. Aspects for the anthropomorphization of HCI
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6 Conclusion

Aspects such as multimodality, naturalness and transparency, which, in synergy,
contribute to affective computing, can also contribute to the anthropomorphization of
HCI. The whole design of the interaction between humans and computer systems is
dependent on the options taken by a series of specialists who intervene in its planning,
development and implementation in particular by a variety of ethical decisions
involved in the development of an interaction technology. The challenge of
approaching affective systems is growing, but the lack of tools to support interface
designers and other interveners is a constraint that needs to be resolved. To this end, it
is important to develop standards across all interfaces that seek to promote affectivity
through multimodality, naturalness and transparency, although this is not, in fact, an
easy objective to pursue.

One question that can be asked is whether emotions can be designed so that
affective computing should be a design requirement. Emotions are a result of many
different aspects and designers may not be able to control and bring together all the
conditions necessary to create specific emotions. They may, eventually, establish the
context of an emotion and not the emotion itself since it is difficult to generate affective
responses in judgments, for example, of questions of aesthetics, of taste, behavior, etc.,
as well as in how these judgments influence later decision making. Nevertheless, some
guidelines are presented that facilitate the design of mainstream, natural, transparent
multimodal systems, as the issue of affective computing is taken as an objective to be
achieved, and some steps are described that may be determinant for its success and
general acceptance:

Terminology – Use of consistent terminology for the presentation and operation of the
interface.
Feedback – Constant feedback to the user from the interface, so that the user is aware
of the point of use at which he finds himself and knows the possibilities and channels of
interaction available at all times.
Error Prevention – Prevention and proper management of errors by the system and its
user, providing ways for them to be consciously corrected.
Accessibility – Clear specification of requirements for the interface with particular
attention to the imperative that it should cover the maximum number of users, contexts
of use and possible applications, in order to ensure flexibility for users with skill
limitations and in situations that impose restrictions or different possibilities of use.
Imperceptible Tutorial – Idea that the users accidentally access information, but,
actually, it is an occurrence designed to integrate them into the system and indicate the
principles for its use.
Personalization – The interface adapts to the user’s needs after an analysis of his
behavior and interaction patterns.
Privacy – Concern with the necessary flexibility in the decision by users as to how
their privacy and security will be managed.
Multimodality – Option for multimodality of input and output in order to maximize
the cognitive and physical capacities, as well as the usage preferences of the various
users.
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Interaction Starting – The interface initiates the interaction and encourages the users
by calling their attention to relevant and timely information, instead of waiting for them
to start interaction.
Predictive Interface – The interface tries to predict the user’s intention, offers possible
results and suggestions that go beyond the user’s immediate intentions.
Unpredictability – The interface uses randomness as a way to induce the feeling of
randomness expressed through interaction and access to the system from multiple
points, without a defined hierarchy.
Automation – Common and repetitive tasks are automated to simplify interaction.
Generative potential of the interface is based on flexible rules that cause a certain
degree of autonomy, without user interaction.
Visible Information – Quick observation and gathering of information at opportune
moments are allowed, increasing the relevance of accessory information placed on the
periphery of the interface in the user’s focus and at the appropriate time.
Natural Interaction Modalities – The use of sensory channels (actuators) that are
natural to the equivalent modes of communication in a human-human or human-
environment context and, cumulatively, the procedure for using these sensory channels
is developed in a way equivalent to the way they would be developed in this context.
Transparency – Disappearance of the interface, placing the user in direct contact with
the information through one or more modes of interaction.

These design requirements seek to promote the development of more affective,
effective, simpler and more natural interactions by promoting superior accessibility and
usability. This effectiveness is conditioned by numerous variables, namely the char-
acteristics of the content to be transmitted, the sender, the receiver, the input and output
mechanisms, the cognition systems (of the human and of the computer), among others.
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Abstract. The goal of the present study was to design vibrotactile signals that
support a more engaging and delightful user experience. Using a four-tactor
display called palmScape, custom-designed signals were created to capture the
essence of natural phenomena such as breathing, heartbeat, and earthquake.
A key insight was the use of slow motions to convey aliveness in a calm
manner. Fourteen participants evaluated twenty vibrotactile signals by providing
valence and arousal ratings. Our custom-designed patterns were consistently
rated at higher valence levels than reference signals from the literature at similar
arousal levels. Eight of the sixteen custom signals occupied the fourth quadrant
of the valence-arousal space that corresponds to calm and pleasant ratings, a
space that is rarely occupied by other studies of vibrotactile signals. In this
article, we share our design approach, signal parameters, and affective rating
results. Our work will hopefully encourage more research on affective haptics.

Keywords: Design � Vibrotactile signals � Tactor array display � Affective
rating � Calm � Pleasant � palmScape

1 Introduction

As vibrotactile alert signals become ubiquitous on mobile devices, the question arises
as to how to devise alert signals that are rich in meaning, carry natural or intuitive
messages and are generally more pleasant than a mere “buzz.” In the cases of smart-
watches and phones that are mostly worn on the wrist or held in the hand, the device is
in frequent if not constant contact with the skin. While a somewhat annoying “buzzing”
alert may be effective at getting the user’s attention, it is also desirable to provide other
options that engage the user in a gentler and richer manner by, for example, using
broadband tactors (tactile stimulators) to optimize the sensations for each usage and
context.

Studies on vibrotactile alerts tend to focus on its functional benefits (e.g., Fukumoto
& Sugimura [1], Gordon and Zhai [2]) or its information contents (e.g., Brown et al.
[3], Tan et al. [4]). More recently, many researchers have studied emotional responses
to vibrotactile stimulation that imitate human touch. Rantala et al. [5] showed that
squeeze-like signals were judged to be unpleasant and high in arousal, and signals that
felt like finger touch were found to be pleasant and relaxing. Pradana et al. [6]
demonstrated that vibrotactile signals can prime the valence of text messages received
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on a mobile device. In general, signals at low intensities tend to lead to neutral valence
and most signals at high intensities feel annoying (low valence). It thus appears difficult
to design vibrotactile signals that can lead to high valence ratings, especially at low
arousal levels, by varying signal amplitude, frequency, duration, rhythm, envelope, etc.
(e.g., Seifi and MacLean [7], Yoo et al. [8]). Recently, Culbertson et al. [9] and
Huisman et al. [10] have investigated stroking-like signals in an attempt to stimulate the
C-fibers to evoke pleasant sensations (see [11]), and Korres et al. [12] created an alarm
system for pleasant awakening.

A common characteristic of tactile alert signals is that they feel “buzzy” (although
Google has made it a priority to remove buzzing from its Pixel 2 and Pixel 3 phones).
A major strategy in creating natural and pleasant tactile sensations is to move away
from the typical high-frequency “buzzing” signals and instead use lower frequencies
for slow motions, gentle roughness, and flutter sensations. The need for richer haptic
displays was well recognized by researchers developing haptic devices for sensory
substitution. For example, Leotta et al. [13], Rabinowitz et al. [14] and Reed et al. [15]
built an artificial mechanical-face around a plastic skull, Eberhardt et al. [16] built the
OMAR system for the hand, and Tan and Rabinowitz [17] and Tan et al. [4] built and
tested a multi-finger tactual display. These devices were designed to deliver kinesthetic
(large-amplitude, low-frequency) motions, tactile (small-amplitude, high-frequency)
vibrations, and the sensations associated with the intermediate frequencies and
amplitudes, to one or more digits. Bolanowski et al. [18], Mountcastle et al. [19, 20]
and Tan [21] have shown that along the frequency continuum, signals on the order of a
few Hertz are perceived as slow motions, those within 10–70 Hz feel fluttery (at small
amplitude) or rough (at large amplitude), and those above 150 Hz are perceived as
smooth vibrations. The dominant frequency of many natural phenomena, such as
breathing (12–20 breaths per minute) and heartbeat (60–100 beats per minute), fall into
the low-frequency, slow-motion range of 1.67 Hz or slower. Incorporating signals at
very low frequencies into our vibrotactile design is an important strategy of the present
work.

Russell [22] proposed the circumplex model for subjective affective ratings which
is used by most studies on affective haptics. The higher (or lower) the valence, the more
pleasant (or unpleasant) the emotion is. The higher (or lower) the arousal, the more
exciting (or calm/relaxing) the signal is perceived to be. While some studies use only
positive integers for valence and arousal ratings (e.g., Bradley and Lang [23] and Lang
et al. [24] used 1 to 9), others use a symmetric positive/negative scale (e.g., Yoo et al.
[8] and Bradley and Lang [25] used −4 to 4). Since affective ratings are relative in
nature, ratings along a [1, 9] scale can be converted to a [−4, 4] scale and vice versa.
The present study uses the circumplex model for validation of the vibrotactile signals
we have designed, and compare our results to the findings from published studies.
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The present research asks the question of how to delight a user with calm and
pleasant vibrotactile alerts. Our work focuses on vibrotactile stimulation, the most
common form of haptic alerts. We use multiple tactors in order to expand the spatial
contents of the tactile experience. We choose the palm to be the stimulation site due to
the relatively large size of the broadband tactors used in our research and the ease with
which one can simply place the palm on the tactor array (Fig. 1). Our goal is to explore
the possibility of designing vibrotactile signals that are judged to be in the fourth
quadrant of the valence-arousal space – calm and pleasant.

2 Design Approach

This section outlines the design principles and guidelines that we have followed during
the present research. Our work draws inspiration from Cohen et al. [26], Israr et al. [27]
and MacLean [28] that outline strategies for designing signals that are explicitly paired
with linguistic phrases, and/or associated with natural events, in addition to heuristics.
Our signal design follows three design principles and five guidelines, as outlined
below.

2.1 Design Principles

I. Beyond Simple Vibration
As discussed above, a key strategy of the present research is to introduce low-
frequency components into the design of vibrotactile signals to enrich their expres-
siveness. Purely vibrational signals are homogeneous, monotonic, narrow in its
expressiveness, and neutral in emotional content. They correspond to a narrow range of
sensations we experience in our everyday lives. To overcome the limitations, tactors
that move at very low frequencies with sufficient torque are needed to render soft and
gentle motions in the z-direction (i.e., perpendicular to the skin) to express deforma-
tions and movements such as breathing and heartbeat.

Fig. 1. palmScape: (left) the experimental apparatus, (middle) tactor locations under the left
palm, and (right) a wireless prototype for demonstration
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II. Natural and Delightful
We are exposed to frequent vibrotactile feedback from smartphones and wearable
devices in our daily lives. It is imperative that the vibrotactile feedback on our skin be
comfortable, informative and pleasant. To achieve this goal, we take a design approach
that is based on natural metaphors to maximize the natural expressiveness of our haptic
signals and invite empathy from the users, bringing pleasure and delight to people.

III. Simple and Distinctive
We want to achieve simple and distinctive signal patterns that are unique, recognizable
and easily learned. By distilling the essence of natural phenomena and simplifying our
signals to carry the minimum information required for expressing the physical char-
acteristics of natural events, we can maximize the consensus of users’ interpretations of
our custom-designed vibrotactile icons. The result is a collection of vibrotactile signals
that are easily distinguishable, quickly learned and highly recognizable.

2.2 Design Guidelines

i. Natural Metaphors
We sought to understand the physical characteristics of natural phenomena, and
designed haptic signals that matched their features. For example, we focused on the
aliveness of heartbeat, breathing, and pulsation. We applied randomness in creating
twinkles, bubbles, and raindrops. We incorporated repeatability in ripples, cicadas,
(horse) galloping, and frog (croaking). For earthquake and thunder, we used gradu-
alness to build up or dissipate energy.

ii. Richness Through Dimensions
Findings from research on tactile icons (see Azadi and Jones [29], Barralon et al. [30],
Brown et al. [31] and MacLean and Enriquez [32]) and tactile speech communication
(see Rabinowitz et al. [33] and Tan et al. [4]) have clearly established the use of
multiple signal dimensions to enrich the tactile experience. Figure 2 illustrates the
progression from a single-point display to a 2-tactor linear display, to a 2-by-2 planar
display, and then to our palmScape display that incorporates slow motions along the z-
axis.

Fig. 2. Expanding the spatial richness of a tactile display from a single-point vibration to a truly
3D experience
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In addition to expanding the spatial dimension of a display, we also broadened the
use of frequency by (1) lowering the carrier frequency (to � 3 Hz) to create slow
motions along the z-axis (e.g., breathing), and (2) lowering the amplitude-modulation
frequency (to � 1 Hz) to express a gradual change of intensity (e.g., earthquake).
Figure 3 provides a few examples.

iii. Parts and Whole
When dealing with a complex physical phenomenon, we approached the design of
vibrotactile icons by dividing one phenomenon into multiple events. The heartbeat
signal was created by first identifying the four main events (e.g., expansion of the left
atrium) during one cycle of a heartbeat. Then, we found a good representation of each
event, and combined them into one composite vibrotactile icon with proper temporal
offsets of the four events (Fig. 4).

Fig. 3. Top: Illustration of the use of lower frequencies for designing vibrotactile icons. Bottom:
Waveforms for “breathing” that evokes the sensation of holding a small puppy in the palm
(bottom-left panel), and “earthquake” that conveys a gradual built-up and dissipation of rough,
rumbling sensations on the skin (bottom-right panel).
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iv. Simplicity
When it comes to designing distinctive and memorable vibrotactile icons, less is more.
This is because of factors such as temporal and intensive masking, limited spatial
attention span, poor haptic numerosity judgment, and finite temporal-order judgment
capability (see Verrillo and Gescheider [34]). Therefore, care should be taken to
remove signal components that are redundant, can potentially mask other components,
or otherwise do not contribute much to the overall perception. Parameters should be
judiciously chosen and used sparingly. For example, the “cicadas” signal consists of a
high-pitched 120-Hz background noise with a 32-Hz amplitude modulation for added
roughness, and a few bursts of a 60-Hz signal modulated at 2 Hz (Fig. 5). The latter
cuts in four times and then fades out.

Fig. 5. Illustration of “cicadas”

Fig. 4. Illustration of “heartbeat.” Shown are the four main events making up a heartbeat and the
tactors used to represent each event. The upper-right corner shows tactor numbering.

palmScape: Calm and Pleasant Vibrotactile Signals 537



v. Randomness
While some natural phenomena such as heartbeat and breathing carry a regular rhythm,
others exhibit a less predictable pattern. When designing the vibrotactile icons for the
latter, the multiple parameters making up the haptic signal were varied to represent the
randomness of the phenomenon. In the case of a “raindrop” (Fig. 6), for example, the
inter-stimulus interval between two adjacent “drops” varied from 70.4 to 316.8 ms, the
frequency varied randomly within 80 to 120 Hz, and the stimulation location was
randomized among the four tactors (see also Israr et al. [27]). Although we kept the
signal amplitude constant, the perceived intensity varied due to frequency variations.
We found it important to limit the range of frequency variations in order to create a
subtle and natural fluctuation in perceived vibrotactile intensity and pitch.

In addition to the aforementioned design guidelines, we also employed other design
considerations. For example, the musical elements of rhythm were used to promote a
sense of familiarity with the user. Starting the design process with a sound analysis was
found to be conducive to accessing the expression of the vibrotactile phenomenon in a
more straightforward manner. We also focused on barely detectable or low-intensity
signals to create subtle sensations (e.g., “twinkle”). For “thunder,” an intense and short
beginning (*10 ms) led to the feeling of a strong impact. And a satisfying “knock”
was achieved with a fast drop (*5 ms) from its peak amplitude.

3 Custom-Designed Vibrotactile Signals

A total of 16 custom-designed vibrotactile signals were created using the design
approach described so far. They were inspired by a wide range of natural phenomena.
The parameters for the 16 signals vary along many dimensions in ways that depend on
the characteristics of the corresponding natural phenomenon. Table 1 shows the key
parameters of the 16 signals (#1–16) and 4 other signals (#17–20, explained in
Sect. 4.1, Stimuli, on p.10).

Fig. 6. Illustration of “raindrop”
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Breathing (#1) is a slow motion in the z-direction with a 2-mm displacement at
0.8 Hz to express the aliveness of a small creature (see Fig. 3). Earthquake (#2) is a
30-Hz vibration modulated with a 3.3-s Gaussian-shaped envelope to convey a gradual
build-up and dissipation of energy (see Fig. 3). Heartbeat (#3) consists of pumping-
like 20-30 Hz vibrotactile pulses corresponding to the contractions of the four cham-
bers of the human heart (Fig. 4). Raindrop (#4) expresses the feeling of a sprinkle of
rain with infrequent and sporadic gentle pulses (Fig. 6). Elephant trod (#5) is a 20-Hz
vibration delivered to all 4 tactors simultaneously to express a deep pounding effect.
Tapping (#6) consists of a carrier frequency of 2 Hz with a rapidly-falling envelope
from its peak amplitude for the tapping sensation. Thunder (#7) stresses the initial
impact from rumbling and lightning using 135-Hz and 150-Hz vibrations at high
amplitudes, then attenuates the signal amplitude gradually following a 3.3-s Gaussian-
shaped envelope. Twinkle (#8) expresses the feeling of small particles spreading in

Table 1. The 20 Stimuli used in the present study

No. Stimulus name Carrier [Envelope]
frequency (Hz)

Expression [applied design
guidelines]

1 Breathing 0.8 Extremely slow motion [i, ii]
2 Earthquake 30 [0.3] Gradualness [i, ii]
3 Heartbeat 20–30 Smooth beating [i, ii, iii]
4 Raindrop 80–120 Subtle pulse [i, v]
5 Elephant trod 20 Deep pounding sensation [i, ii]
6 Tapping 2 Tapping sensation [i, ii]
7 Thunder 30, 135, 150 [0.3] Strong spatial impact [i, ii, iii]
8 Twinkle 300 Tickling sensation [i, iv, v]
9 Bubbles 20 Soft pushing [i, ii]
10 Water drop &

ripple
5–10, 180, 300 [10] Wavy sensation [i, ii, iii, v]

11 cicadas 60, 120 [0.5, 2, 32] Roughness [i, ii, iii, iv]
12 Bathtub water jet 10 [0.3] Medium-soft pushing [i, ii, iv]
13 Frog 50, 120 [1.7, 16] Roughness [i, ii, iii, iv]
14 (horse)

Galloping
3–7, 180, 300 Rhythm/hard tapping [i, ii, iii]

15 Knock 30, 300 Knocking sensation [i, ii]
16 Bubbles popping 2 Slow push/subtle popping [i, ii,

iii]
17 Alarm [12] 60–200 Co-varying frequency and

location
18 Notification 1

[8]
300 Strong vibration (1 s, 1.4 g)

19 Notification 2
[8]

60 Soft vibration (1 s, 0.12 g)

20 Notification 2
[8]

150 Medium vibration (1 s, 0.39 g)
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space with 300-Hz vibrotactile pulses at low intensities at random tactor locations.
Bubbles (#9) delivers the sensation of bubbles rising from a water surface with soft 20-
Hz vibrations at varying tactor locations. Water drop & ripple (#10) mimics a water
droplet hitting a water surface, resulting in waves that expand spatially. It starts with a
gentle 180-Hz pulse on tactors #1 and #4 for “water drop,” followed by 5-Hz or 10-Hz
“ripples” delivered to all four tactors. Cicadas (#11) expresses the roughness of crying
cicadas, as illustrated in Fig. 5. Bathtub water jet (#12) is a 10-Hz vibration with a 0.3-
Hz amplitude modulation delivered randomly to one of the tactors. It simulates a
continuous water flow with soft and variable pressure on the palm. Frog (#13) uses two
superimposed frequencies of 50 and 120 Hz with amplitude modulations at 1.7 Hz and
16 Hz to characterize the croaking sound and the movement of the frog’s vocal sac.
Galloping (#14) consists of multiple carrier frequencies at 3, 5, 7, 180, and 300 Hz to
express rhythmic, rigid tapping on the ground. Knock (#15) contains short vibrotactile
pulses with superimposed components at 30 Hz and 300 Hz to realize the feel of
knocking by knuckles. Bubbles popping (#16) uses a 2-Hz vibration with a fast-
decaying amplitude to represent slow pushing and popping.

4 Affective Rating Experiment

To assess the emotional response to our custom-designed vibrotactile signals, an
affective rating experiment was conducted based on Russell’s circumplex model of
affect [22].

4.1 Methods

Participants. Fourteen participants (P01–P14; 7 males and 7 females; age range 19–
38 years old, average age 24.4 ± 4.4 years old) took part in the affective rating
experiment. All but one (P12) are right handed. None had known sensory or motor
impairments with their hands. Three of the participants are native English speakers and
the others speak English fluently as a second language. All reported prior haptic
experience with smart phones, game consoles and controllers, smart watches, electric
toothbrushes, or massage devices. Each participant signed an IRB-approved informed
consent form, and received 15 USD in compensation of their time.

Apparatus. The palmScape device consists of a 2-by-2 tactor array placed on a round
plate filled with silicone rubber (see left panel of Fig. 1). The tactors (Tectonic Ele-
ments, Model TEAX13C02-8/RH) are wide-bandwidth speakers with a constant
impedance of 8 X in the frequency range of 50 to 2,000 Hz, except for a peak near
600 Hz. Each tactor measures about 30 mm in diameter and 9 mm in thickness.
A MATLAB program generated four independent waveforms that were synchronously
converted to four analog audio signals by a MOTU 24Ao device. The signals were then
amplified to drive the four tactors, respectively. We verified with an accelerometer
(Kistler 8794A500) that the tactor responses followed the signal waveforms from about
300 Hz down to <1 Hz.
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Calibration and Equalization of Intensity. Prior to themain experiment, the detection
threshold for each participant was estimated and the perceived intensities of the four
tactors were equalized. Individual detection thresholds were measured at 150 Hz for
tactor #4 under the left thenar eminence (Fig. 1, middle panel). The detection thresholds
were measured using a three-interval, two-alternative, one-up two-down adaptive forced-
choice procedure with trial-by-trial correct-answer feedback (see Jones and Tan [35]).
The vibration was presented with equal a priori probability in one of three temporal
intervals, and no signal was presented during the remaining two intervals. Each interval
was cued visually on a computer monitor. The participant’s task was to identify the
interval containing the vibration. The level of the vibration was adjusted adaptively using
the one-up, two-down rule to estimate the stimulus level required for 70.7% correct
detection. Each time the participant made a mistake with the response, the vibration level
was increased (i.e., one-up). After two consecutive correct responses from the participant,
the vibration level was decreased (i.e., two-down). The adaptive procedure is an efficient
way to place vibration levels near detection thresholds on most of the trials.

The perceived intensity of the four tactors was equalized using a method of
adjustment (see Jones and Tan [35]). The reference vibration was played on tactor #4.
The level of each of the three remaining tactors was then adjusted by the participant so
that its strength matched that of the reference tactor. This continued until the participant
was satisfied that the reference and test signals were at equal perceived intensity. The
results were saved in a level-adjustment table for each participant.

The results from the two steps were used to ensure that the perceived signal intensities,
defined in dB above individual detection thresholds, were similar for each participant.

Stimuli. The stimuli included the 16 custom-designed vibrotactile signals (#1–16) and 4
reference signals (#17–20), for a total of 20 stimuli (see listing in Table 1). The reference
signals were selected from two earlier studies by Korres et al. [12] and Yoo et al. [8].
Signal #17 was modified from a vibrotactile alarm signal that was rated as the most
pleasant (highest valence) in Korres et al.’s study [12]. It consisted of six 300-ms long
pulses with a 120-ms overlap that moved over the tactors while the magnitude increased
from 0.25 to 1.25 g and the frequency co-varied from 60 to 200 Hz. Signals #18 to #20
were the same as the three signals in Yoo et al.’s study [8] associated with the highest
valence ratings at the highest intensity (300-Hz, 1000-ms at 1.4 g), the lowest intensity
(60-Hz, 1000-ms at 0.12 g) and an intermediate intensity (150-Hz, 1000-ms at 0.39 g),
respectively. The valence and arousal ratings for signal #20 were located in a neutral
region near the origin of the valence-arousal space as reported by Yoo et al. [8].

4.2 Procedures

The participants were asked to place their left palm gently on palmScape with tactor #4
right under the thenar eminence and the other three tactors covered by the palm (Fig. 7).
The participants were asked to maintain a light contact and avoid pressing down too hard
on the tactors. They were introduced to the graphic icons adopted from Bradley and Lang
[25] and the 9-point integer scale marked under the icons (see Fig. 8). The experimenter
then explained the circumplexmodel, and asked the participants to familiarize themselves
with two example stimuli: one at a high intensity and roughness (250-Hz carrier, 32-Hz

palmScape: Calm and Pleasant Vibrotactile Signals 541



amplitude modulation envelope, 1000-ms duration, peak at 4.19 g) and the other at a
lower intensity (25-Hz carrier, no modulation, 25-ms duration, peak at 1.17 g).

The main task required the participants to rate the valence and arousal of the 20
vibrotactile signals using integers between 1 and 9. Each signal was presented 5 times,
and the signal sequence was randomized for each participant. On each trial, the par-
ticipant saw the text label for the vibrotactile signal presented, felt the signal, and
entered the two integers corresponding to the perceived valence and arousal of the
signal (Fig. 8). The participant completed 4 blocks of 25 trials, with a 3-min mandatory
break between the blocks to prevent fatigue. The affective rating experiment lasted
between 19 min to 55 min per participant.

Fig. 7. Experimental setup: (left) noise-reduction headset, the palmScape display, elbow
support, computer monitor, and mouse; (right) a participant in the middle of the affective rating
experiment.

Fig. 8. Computer screen as seen by the participants
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5 Results and Discussion

The affective ratings for all stimuli are shown in Fig. 9 as filled dots for the custom-
designed signals #1–16 and filled squares for the reference signals #17–20. The
position of each filled dot or square corresponds to the (valence, arousal) coordinates
averaged over all 70 pairs of ratings (14 participants � 5 rating pairs per stimulus). The
boxed number next to each filled symbol corresponds to the stimulus number as listed
in Table 1. The two blue lines connect the 4 reference signals #17–20. Across the 14
participants, the standard deviations of valence ratings for the 20 stimuli (not shown)
ranged from 1.1 to 2.3 with a mean of 1.7. The standard deviations of arousal ratings
(not shown) ranged from 1.1 to 1.8 with a mean of 1.4.

Three observations can be made from Fig. 9. When appropriate, we compare our
results to the studies by Wilson and Brewster [36] and Yoo et al. [8] that used sinu-
soidal vibrations that varied in amplitude, frequency, duration and modulation envelope
(only Yoo et al. used modulation [8]). In contrast, the present study employed complex
and custom-designed waveforms. Firstly, 8 out of the 16 signals in the present study
successfully landed in the fourth quadrant that corresponds to signals that are calm and
pleasant. In comparison, 4 to 6 signals out of 18 from Wilson and Brewster [36] had
affective ratings in the fourth quadrant (2 of the signals were near the origin of the
valence-arousal space). Seven (7) out of 85 signals in Yoo et al. [8] were in the fourth
quadrant.

Secondly, the 20 filled symbols cluster around a line with a slope of –1, indicating a
negative correlation of valence and arousal ratings from the present study. The signals
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Fig. 9. Experimental results from the present study. The yellow ellipse encloses all data points.
(Color figure online)
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with higher arousal levels tend to be perceived as less pleasant, and those with lower
arousal levels more pleasant. The affective ratings from Wilson and Brewster [36] show
a similar trend of clustering around a line of negative slope. However, the data from
Yoo et al. [8], reproduced in Fig. 10 below, show a very different pattern. The three red
circles show the valence-arousal coordinates of signals #18–20 obtained in Yoo et al.
[8]. At low arousal levels, the range of valence is quite small. At high arousal levels,
valence ratings skew slightly towards the negative values.

Thirdly, it can be seen in Fig. 9 that given similar arousal ratings, the four
reference signals received the lowest valence ratings. The four colors of the filled
symbols encode the four stimulus groups according to the arousal ratings of the
four reference signals: purple = low arousal (#19); green = medium arousal (#20);
orange = medium-high arousal (#17); and blue = high arousal (#18). The 16 stimuli
designed in the present study all felt more pleasant than the reference signals. The
differences in valence ratings between the filled dots and the filled square in each color
group are shown in Fig. 11 below. Our custom-designed signals were rated more pos-
itively along the valence axis by an overall average of 1.41 when compared to the data
from Korres et al. [12] and Yoo et al. [8]. The averages according to color groups were,
in descending orders, 1.91 (purple), 1.82 (green), 1.01 (orange), and 0.31(blue). 

Valence

Arousal

18

19

20

Fig. 10. Results from Yoo et al. [8], redrawn to show all the affective ratings and the (yellow)
triangle enclosing most of the data points. (Color figure online)
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The signals that are most calm (low arousal) and pleasant (high valence) are the
purple filled dots. They consist of signal #1 (breathing), #4 (raindrops), #9 (bubbles),
#10 (water drop & ripple) and #16 (bubbles popping). These signals all contain some
form of slow motions except for #4, confirming our design approach of using slow
motions to achieve calm and pleasant vibrotactile icons. Among the green-filled dots,
#12 (bathtub water jet) has the highest valence rating, followed by #3 (heartbeat) and
#8 (twinkle). Again, #3 and #12 contain low-frequency movements. Stimuli #4
(raindrops) and #8 (twinkle) are both light and slightly irregular, another winning
combination for a delightful vibrotactile experience.

Note that we used text labels for the natural phenomena corresponding to our
custom-designed vibrotactile icons during the experiment. Unlike the study by Yoo
et al. [8] where signal parameters for vibrotactile stimuli were systematically varied and
the resultant signals were rated by the participants without additional cues, the
vibrotactile signals in the present study were inspired by the natural phenomena that
they represent. Therefore, we provided our participants with text labels to set the proper
context for the interpretation of the vibrotactile signals. This approach allowed us to
explore a broader range of emotions through custom-designed vibrotactile feedback
with spatial representation to engage users in an authentic and natural experience. Our
daily experience is always multisensory and multimodal, and sensory signals presented
in isolation can be difficult to interpret without a context. Our approach is similar to the
selection of auditory ring tones on mobile and handheld devices. We first select a word
or phrase from a list, listen to the auditory alert associated with it, and then select the
best ring tone. The word or phrase serve to set the context for the ring tones so they can
be remembered and recognized later. We envision the vibrotactile icons developed in
the present study to be used in a similar manner in the future.

Anecdotal comments collected after the experiment through a debriefing ques-
tionnaire indicated that most participants found the text labels and the respective
vibrotactile signals to match well except for two cases. Two participants found a weak
connection between “frog” and the signal it represents, and another two participants
preferred the “earthquake” signal to be stronger.

Fig. 11. Increase in valence ratings for stimuli #1–16 as compared to the reference stimuli #17–
20 at similar arousal ratings, calculated from the blue lines in Fig. 9. (Color figure online)
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6 Concluding Remarks

The present research set out to broaden the expressive range of vibrotactile icons by
creating a more realistic and natural vibrotactile experience. We believe that users of
mobile devices will be more receptive to calm and pleasant alerts that engage the user
in a gentler manner. This will help reduce “buzzing” and the stress associated with the
constant reminder and alerts from our daily living. As smaller actuators with wide
bandwidth become available, multiple tactors can be installed in game controllers,
computer mice, mobile phones, tablets, arm bands, wrist bands, and even smart
watches. Users of the devices will be able to select a tacton (tactile icon) from a list, just
like we are able to choose a ring tone from a pull-down menu. We envision a day when
people shop for handheld and mobile devices for their delightful haptic effects, and
calm and pleasant haptic alerts become an integral part of our digital life.

The most significant finding of the present study is that we succeeded in creating
eight vibrotactile stimuli that reside in the fourth quadrant of the valence-arousal space,
a region that has rarely been occupied by similar attempts before (although see Wilson
and Brewster [36] and Yoo et al. [8]). These signals often brought a smile to the person
experiencing it for the first time. Some signals such as #12 (bathtub water jet) helped
people relax. Others, for example, #1 (breathing), were “controversial.” Some people
loved the signal because it made them think of their favorite pets, and others found it
“creepy” because it felt eerily alive even though it was relatively low in arousal ratings.
The anecdotal notes are good indications that the emotional responses to some of our
signals are visceral, and not based merely on the text labels or arbitrary and abstract
mapping of signals and their meanings.

Our experimental results validated our design approach based on natural and
familiar physical phenomena. It appears that systematically varying the parameters that
make up a sinusoidal waveform may not be sufficient for creating pleasant-feeling
signals (although it is difficult to directly compare the affective ratings from different
experiments due to the relative nature of the ratings). In the future, we will compare the
affective ratings of the same twenty custom-designed vibrotactile signals with or
without text labels to investigate the effect of text labels on our vibrotactile stimulus set.
Then, we will expand the range of affect that can be expressed with vibrotactile signals
through further design exercises. We will also explore the affective ratings of vibro-
tactile patterns designed with one or two tactors to be more compatible with the
requirements of mobile and handheld devices.
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Abstract. In this article, we propose a visualization approach that presents the
user’s cognitive and emotional states in conjunction with the actual journey of
the user on a web interface. Specifically, we have designed a new visualization
method which contextualizes the user’s physiological and behavioral data while
interacting with a web-based information system in the financial services
industry. The proposed approach brings together the user’s behavior with his/her
cognitive and emotional states to produce a rich overview of his/her experience.
Combining these methods produces key insights into the user experience and
facilitates an understanding of the evolution of the experience since it highlights
where the user was on the interface when s/he experienced a given cognitive and
emotional state. Results from an illustrative case suggest that the proposed
visualization method is useful in conveying where participants deviate from the
optimal path and facilitates the identification of usability issues on web
interfaces.

Keywords: Interface design � Web design � Cognitive effort � Affective
responses � Consumer behavior

1 Introduction

Customer experience (CX) has become a central concept for many businesses. Expe-
rience became a critical element when purchasing a product or service [1, 2]. Hence,
creating positive experiences allows brands to attract and retain customers [3]. The
measurement of customer experience plays a key role in making insights actionable for
firms and helps them remain competitive. Practitioners and academics have developed
several tools and methods to understand and manage the customer experience [4].
These tools and methods focus mainly on the development of visualization and pro-
totyping techniques as well as the implementation of measurement tools [4, 5]. The
practice of CX management is characterized by the processes used to monitor and
organize the series of interactions between the organization and its customers. Thus,
visualization and prototyping methods allow to identify key moments of the customer
experience that, once addressed, will provide a more valuable global experience.
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Customer journey mapping [6, 7], service blueprinting [8, 9] and customer expe-
rience mapping [10] are among the most frequently used visualization methods. These
techniques are used to visualize and structure the process that the consumer works
through during their interaction with the firm [8]. Most studies use the service blueprint
methodology, and few go beyond this approach in order to analyze the customer
journey [8, 11, 12]. There is a need to improve customer experience measurement tools
by focusing on qualitative techniques, such as narrative data collection, to seek more
detailed insights [13]. All in all, progress is needed in customer journey mapping in
order to identify key opportunities to influence customer experience.

By deepening the understanding of the customer experience, it strengthens the
understanding of overall customer satisfaction. New technologies and data represent
interesting assets to be integrated in the mapping process. Researchers have begun to
incorporate neuroscientific measures (e.g., emotions and cognitive load) in order to
track more precisely concurrent measures of customer experience [14–16]. Scholars
and practitioners commonly agree that the customer experience includes cognitive,
emotional, behavioral, sensorial, and social dimensions [17–19]. Measures such as
biometrics, eye tracking and Electrocardiography (ECG) help to better understand how
the customer experience is formed and the series of events that led to the overall level
of satisfaction [14]. By understanding how affective and cognitive variables influence
the customer in his/her journey, it contributes to identifying key drivers to overall
customer satisfaction. Our study aims to propose an approach that presents, in con-
junction with the actual journey of a user on a web interface, his/her implicit cognitive
and emotional states along this journey. Users can deviate from the predicted path, and
identifying these deviations can help select the source of intervention or influence
needed on a given interface to prevent users from deviating [11]. To illustrate the
relevance of the developed method, we present a methodology based on a case study of
a given task and the results obtained using the visualization technique. The proposed
method is discussed and validated by a group of User Experience (UX) experts to
ensure its relevance and usefulness.

2 Literature Review

2.1 The Customer Journey

The analysis of a customer’s journey was first used in the areas of service management
and multichannel management [8, 20]. Customer journeys are the most popular visu-
alization techniques within the domain of service design [21]. It refers to a series of
events that the consumer goes through in order to be informed, to buy or to interact
with a given organization [22]. It is a visual and chronological representation of the
events experienced by the user [23]. The purpose of such approach is to simulate a
“walk in the customer’s shoes” [24]. The customer journey analysis allows to identify
critical touch points throughout the customer journey that have the most significant
impact on customer outcomes [11, 25]. The goal of such technique is to improve
customer interaction by enhancing each touch point between the customer and the
organization. A study by Lemon & Verhoed [11] states that the understanding the
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customer journey leads to better insights about the customer experience. Indeed, the
customer experience encompasses the customer journey with a given organization over
time through multiple touch points [11]. Thus, the customer journey approach allows
analyzing the touchpoints between the organizations and its customers.

Customer journey mapping (CJM) is among the most frequently used visualization
methods of the customer experience [6, 7]. This method is a visual representation of the
customer experience using a given service [5, 26]. This map is a consolidated overview
of all sequences of events through which customers must pass through to complete
their purchase [12]. CJM establishes all touch points between the firm and its customer
during a given purchasing process. The aim of such technique is to improve the quality
of the overall customer experience by improving the customer experience associated
with each touch point [12]. Mapping the customer experience offers information from
the customer’s perspective and represents a great way toward operational improve-
ments [27].

Mapping is a commonly used tool in the service design methodology [26]. How-
ever, A study by Rosenbaum [12] mentions that CJM assumes that all customers of a
given organization experience the same touch points and assigns the same importance
to each of these touch points. Hence, the understanding of the participants’ overall
experience does not necessarily reflect discreet experiences with specific phases,
events, or activities. Currently, there is a lack of methods that combine the users’
behaviors with their affective and cognitive states. To date, some studies have incor-
porated neuroscientific data into the analysis of the customer journey in order to have a
richer understanding [14–16].

2.2 Measuring Emotional and Cognitive Responses

Psychophysiological data are physical signals measured in real time, which are gen-
erated due to psychological changes [28]. These measures allow researchers to assess
the user’s reaction to a specific stimulus [29]. Several tools are available to measure
psychophysiological measures, such as electrocardiography (ECG), skin-based mea-
sures including electrodermal activity (EDA), ocular measures, brain measures
including electroencephalogram (EEG), respiration rates, and blood pressure (Charles
& Nixon [79]). Furthermore, psychophysiological measures are unobtrusive, which
allows collecting data about the user’s experience without affecting their decision-
making [28, 30–32]. These measures therefore allow for more natural reactions from
the user while also offering uninterrupted reports of emotions [31, 33, 34]. The
advantage of having an uninterrupted report of emotions is that it gives access to the
unconscious emotional reactions of users [35]. Indeed, research has shown that inter-
rupting users while they are completing a task often leads to biased results [34, 36–38].
Psychophysiological measures offer a more complete view of the human-computer
interaction and allow to assess events of cognitive and emotional relevance to the users
[39–42].

In the UX literature, emotions are often defined according to two complementary
dimensions, namely valence and arousal [43, 44]. The circumplex model of affect is a
very popular dimensional approach to defining several emotional states according to
these two psychophysiological constructs [45]. In addition, valence varies from
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pleasure to displeasure [30, 46, 47], which is equivalent to a variation from positive to
negative emotions [48, 49]. Valence can be defined as “what a user feels” and the most
reliable way to measure such constructs is with facial coding [50]. Individuals tend to
express their emotions with micro-movements of the facial muscles [51]. Arousal is the
second and complementary dimension to the circumplex model of affect. This construct
refers to “level of arousal which ranges from calm to excited” [46, 49]. Thus, psy-
chophysiological measures translate emotions into measurable constructs.

Moreover, cognition, which refers to the process of reasoning and the mental effort
required to understand and complete a given task [52] is also a measurable physio-
logical construct [53]. Several studies have shown that pupil dilation is a significant
measure of cognitive load [54–59]. Indeed, the degree of the pupil’s dilation correlates
with the workload of the task [54]. Hence, pupil size offers an immediate measure of
cognitive effort.

A study by Gentile et al. (2007) suggests that customers interpret information from
the interface from a cognitive and affective point of view which leads to a personal
impression of the given website. Epstein’s Cognitive Experiential Self-Theory (CEST)
suggests that there are two systems which operate in parallel when exposed to a
stimulus event. These two systems are affective and cognitive. Thus, combining cog-
nitive and emotional measures provides a comprehensive understanding of the user’s
experience. The customer journey map illustrates every touchpoint the consumer has
with the company in order to complete a given task [60]. Hence, by adding affective
and cognitive measures to the customer journey, it allows UX researchers to identify
critical interface elements influencing the user’s journey. Thus, the convergence of
these three perspectives (i.e., emotions, cognition and behavior) affords a complete
view, which few methods allow for [61]. Therefore, we pose the following proposition:

P1: Enriching customer journey visualizations with information about the cognitive
and emotional states of the user facilitates the identification of critical touch points
shaping customer experience.

3 Method

The study is presented in two phases and consists of a collection of user tests and a
focus group. The user tests were performed to collect data for the purpose of devel-
oping an illustrative case of the customer experience of all users. The focus group was
conducted to validate the research proposal. First, we collected psychophysiological
data about each user’s experience in order to track their cognitive and emotional
responses during an e-commerce interaction. The goal was to develop a method which
triangulates behavioral data with psychophysiological data in order to gain key insights
into the user journey and to produce a complete overview of the user’s experience.
Thus, we present a new visualization method that contextualizes the user’s physio-
logical and behavioral data while interacting with a web-based information system in
the financial services industry, an example of FinTech. We illustrate the methodology
by presenting in detail one task and the results obtained using the visualization method.
Second, the new visualization method is reviewed by a group of experts in order to
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confirm whether it enriches contemporary understanding of critical touch points
shaping customer experience, and therefore offers support for the research proposition.

Phase 1

3.1 Participants

A total of 38 participants (42% female) were recruited in this study and their age ranged
from 23 to 62 years old. Prior to the study, participants were asked to rate the financial
institution on the Net Promoter Score (NPS) Scale [62]. NPS is a one-question metric
used to assess a customer’s overall perception of a brand using a Likert scale from 0 to
10, with 0 being not at all likely to recommend the brand, and 10 being extremely
likely to. To reduce the potential influence of brand equity (either extremely high or
low) on the participants’ experience, only participants who rated the financial institu-
tion between a score of 3 to 8 were invited to participate in our study. Each participant
received a moderate financial compensation to participate. To participate, users needed
normal vision and were screened-out for glasses, laser eye surgery, astigmatism, epi-
lepsy, neurological and psychiatric diagnoses.

3.2 User Test Procedure

The test sessions took place in a university usability laboratory based on standard
practice for UX enriched with psychophysiological measures [63]. Upon arrival, par-
ticipants were asked to complete a consent form, after which they were informed about
the purpose of the study and fitted with physiological sensors. Participants were told
that their participation was requested in order to evaluate a financial website. Each key
segment of the financial institution (e.g., early retirees, midlife adults, youth, and
entrepreneurs) was assigned a set of tasks specific to their group. To control the task
type, each participant was assigned to a total of nine tasks completed frequently on the
website. The nine tasks were grouped evenly into three main categories representing
frequent actions taken by users: searching for specific information on the website, using
a tool to find answers, and find ways to contact the financial institution. This approach
minimizes the effect of the task type by having a varied number of different tasks.
Participants were asked to complete tasks for which an optimal navigation path was
first established by the authors vis-à-vis the smallest number of clicks necessary to
complete a task.

3.3 Measures

For the user test, data were collected using a variety of non-intrusive tools. Behavioral
data were captured from the recording of the screen interface allowing the user’s
actions to be monitored. A Tobii X-60 eye-tracker (Stockholm, Sweden) sampled at
60 Hz was used to capture participant eye movements and Tobii Studio was used to
record the experience. The screen recording along with the eye-tracking device allows
having the user’s perspective by identifying precisely where the participant was
looking at every second [64]. Moreover, pupil size measurement allowed for tracking
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each user’s cognitive load [65, 66]. Arousal was measured using electrodermal activity
(EDA) [46, 67, 68] with the AcqKnowledge software at MP150 sampled at 500 Hz
(BIOPAC, Goleta, USA). EDA represents an indication of the variation of physio-
logical arousal [69]. In fact, it measures the skin conductance, which measures current
flow between two points of skin contact after an electrical potential has been applied to
them [68]. Hence, it indicates cognitive and emotional stimulation throughout the
experience [70]. Furthermore, valence was measured using facial expressions [51, 71]
performed with the FaceReaderTM Software (Noldus, Wageningen, Netherlands).
Indeed, this tool is used to observe facial reaction and assess emotional valence with a
score ranging from -1 (most negative emotions) to +1 (most positive emotions) and a
temporal precision of 30 inferences per second [51, 71]. More specifically, the valence
score is calculated as the intensity of a happy score minus the intensity of the highest
negative responses [72]. Then, Observer XT and CubeHX [73, 74] were used to
synchronize all the signals between Acknowledge and FaceReader (Noldus,
Wageningen, Netherlands) as recommended by Léger et al. [44].

3.4 Preparation of Visualization Models

In order to triangulate collected data, webpages visited are first grouped and assembled
to construct each user’s journey consisting of its various navigation paths. Using the
eye-tracking device and Tobii Studio, these tools help contextualize the behavioral data
of users and group all the webpages used for a given task. This compilation leads to a
visual representation of all paths used by the sample for a given task. Moreover, using
the complete psychophysiological dataset generated by all users, an average of each
measure (i.e., arousal, valence, and cognitive load) was calculated for each webpage;
this generated an overview of the page-by-page evolution of the users’ cognitive and
emotional states. Moreover, the averages for each measure are grouped by webpage,
tasks and segments to get an overview of an average customer journey for a given
segment.

In order to facilitate the understanding of all collected data, the averages obtained
from both cognitive and emotional measures are translated into symbols and visual
codes according to pre-established thresholds. Arousal, emotional valence and cogni-
tive load are rescaled to (−1 to +1) and adjusted to the baseline. The baseline allows
distinguishing the user’s psychophysiological sensitivity since each participants’
emotional reaction to a stimulus does not have the same direction and intensity [34].
Hence, the baseline allows participants’ emotional responses to be standardized on the
same scale.

First, the user’s emotional responses are translated into four main categories of the
circumplex model: enthusiasm, frustration, serenity and tolerance [75]. Indeed, all
affective states are characterized by two fundamental neurophysiological constructs
which are valence and arousal [45]. Consequently, Russell (1989) proposed the Affect
Grid, which is a scale based on the circumplex model of affect in order to describe
emotions according to the crossing of the dimensions of valence on the horizontal axis
and arousal on the vertical axis (see Fig. 1). The center of the grid represents a neutral
valence and a medium level of arousal. For example, when the valence value is below
0, it refers to the lower part of the Affect Grid (i.e., tolerance and serenity). Moreover,
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when the arousal is below 0, it refers to the left side of the Affect Grid (i.e., frustration
and tolerance). Thus, when the arousal and emotional valence are below 0, the user
ends up in the quadrant of tolerance. With the Affect Grid, it is possible to analyze
whether the participant feels pleasant/unpleasant or active/inactive. Hence, the sym-
bolization of emotions on the visualization models respects the coding of the Affect
Grid. Therefore, each quadrant (i.e. frustration, enthusiasm, tolerance and serenity) is
represented by an icon of a facial expression. Hence, it is easy to visually recognize
what emotion is felt on average by users for each webpage.

Second, cognitive loads are categorized into three levels such as easy, moderate or
difficult and these levels are represented using a gear icon (e.g., one gear symbolizes a
relatively easy task whereas three gears represent a difficult task). Since the arousal
variable varies from −1 to 1, the difference is divided into three equal parts to dis-
tinguish the different levels of difficulty. Given that the arousal values are rescaled
between −1 and 1, a cognitive load value of less than zero (i.e., inferior to the baseline)
means that cognitive effort is low. Thus, cognitive loads were divided into three main
categories which are low cognitive load (< −0.3), moderate cognitive load (between
0.3 and −0.3) and high cognitive load (>0.3) (See Table 1).

The thresholds for cognitive loads and emotional responses are presented in the
table below (see Table 1). Such visual codes allow simplifying the visualization of the
page-by-page evolution of the user’s cognitive and emotional states.

Fig. 1. The Affect Grid
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Phase 2

3.5 Focus Group Procedure

Once all tasks were completed, two visualization models were created using psy-
chophysiological data with the objective of representing the overall experience of users.
These two models were then discussed in a focus group with UX experts. Experts are
impartial individuals selected on a voluntary basis, who understand usability and have
experiences in the analysis of the user journey. The focus group is a collective inter-
view where participants meet to discuss a defined topic [76]. Since our approach aims
at facilitating the UX expert’s analysis of the customer journey, the focus is on the
acceptance of this system by ensuring it meets UX experts’ needs. The type of focus
group selected is called “prioritizing functionalities”, as the main objective is to
identify the most attractive functionalities for UX experts in order to guide and opti-
mize the method design.

The focus group procedure lasted 90 min from the reception to the closing of the
interview. A total of six (6) UX experts participated. The number of participants in a
focus group is recommended to be between six and 10 individuals [77], as a smaller
number of participants promote interdependence among members [78]. First, partici-
pants were informed about the purpose of the focus group, the activities planned and
their roles as UX experts. Then, UX experts had to evaluate two visualization models
for which they were asked a series of questions. UX experts used the technique of
associating ideas to express what first comes to mind when looking as the visualization
model [77]. UX experts were then asked to state their analysis of the customer journey.
By stating their understanding, it would reveal whether the model represents an
appropriate and relevant analysis tool. Afterwards, UX experts were asked to elicit both
strengths and weaknesses for each visualization scheme in order to identify which
features to keep or remove. Lastly, following the evaluation of both visualization
models, UX experts were asked to define what an ideal visualization scheme should be
according to the two models shown previously. Once the focus group was finished, the
visualization model chosen by UX experts as the best option is modified according to
their recommendations and sent back to UX experts in order to obtain their final
impressions.

Table 1. Thresholds for Psychological Data.

Cognitive load Low cognitive
load

Medium cognitive load High cognitive
load

<−0.3 Between
−0.3 and 0.3

>0.3

Circumplex model of
affect

Frustration Enthusiasm Tolerance Serenity
EDA > 0
Valence < 0

EDA > 0
Valence > 0

EDA < 0
Valence < 0

EDA < 0
Valence > 0
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4 Method

4.1 Customer Journey Visualization

Two models were designed and discussed in this study. Each model is a distinctive
visual representation of a task using a variety of pre-established visual codes and
symbols. This study aims at comparing both models in order to define the optimal
approach to understand the concurrent user experience. Through the representation
process, there are seven key elements found in each model which support the repre-
sentation of customer journeys. These elements are presented in the table below and the
visual representation of some elements vary between both models (see Table 2).
Indeed, the representation of the optimal path, which refers to the optimal navigation
vis-à-vis the smallest number of clicks necessary to complete a task, is represented
differently between the two models. The optimal path layout varies across models. It is
not aligned or centered in the first model but is in the second model. Also, individual
customer journeys are displayed on the second model while the first model does not
distinguish between each customer journey.

The first visualization scheme is presented in Fig. 2. All pages are aligned in order
to provide a structured representation of the different pages used. The most problematic
pages can be identified with the indicators of emotional value and cognitive effort.
Indeed, these pages are shown in red and represent frustration (key located in top-left
box) and high cognitive effort (top-right box) respectively. Moreover, traffic and used
paths are indicated in blue to emphasize this information. In short, this model aims to
highlight travel and psychophysiological data.

Table 2. Elements found in each visualization model.

Model 1 (see Fig. 2) Model 2 (see Fig. 3)

Optimal path The desired path is colored to
highlight the path that users are
supposed to follow

The desired path is colored, aligned
and centered to highlight the path
that users are supposed to follow

Physiological
data

Physiological data are represented by icons and placed at the top of the
webpage

Action The place where the user clicked is highlighted with a dot
Traffic Traffic is highlighted and the size of the circle is proportional to the number

of users who have used this avenue
Success and
failures

The endpoints are illustrated with circles: green (if the user ends on the
desired page) or red (if the user does not end on the desired page)

Customer
journey

No distinction is made for
individual paths, only shows all
webpages visited

Colored pastilles help to distinguish
individual customer journeys
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Fig. 2. First Visualization Model. (Color figure online)
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The second visualization model is presented in Fig. 3. Unlike the first model, the
journeys are represented in the form of swim lanes, where psychophysiological data
(i.e., cognitive load, emotional valence, and arousal) are associated to each webpage
visited. The most problematic areas are identified using the same indicators of emo-
tional valence and cognitive effort. Indeed, the problematic areas are illustrated by the
red zones and represent frustration (left zone) and high cognitive effort (right zone). In
Fig. 3, several pages seem to be problematic regarding negative emotional valence.
However, no page seems to require high cognitive effort. Since the paths are linear, it is
possible to see where participants have deviated from the original goal and where
problems have emerged. For example, most users used the link at the bottom of the
homepage to go to the “Savings” page, deviating from the expected route.

Fig. 3. Second Visualization Model. (Color figure online)
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4.2 Results of the Focus Group

Regarding the first visualization model, the UX experts mentioned that the beginning of
the experiment is not clearly indicated and thus, the starting point is difficult to identify.
Moreover, the fact that the optimal path is not aligned and centered makes the reading
of the customer journey less intuitive. In general, UX experts find this model not
sufficiently refined and the understanding of the users’ experience is not obvious.
According to the participating UX experts, this model seems suitable for client
reporting through a matrix format. This first visualization model allows to identify
problematic areas on the interface.

Regarding the second visualization model, the UX experts mention that the model
allows for a better understanding of the sequence experienced by users. Indeed, as
mentioned previously, the first model does not distinguish between each journey. Thus,
UX experts are more likely to be interested in physiological data than in the context
surrounding the use of the webpage. In short, the second method allows us to have
more context around the physiological data in order to prioritize the source of inter-
vention on the interface to improve the overall experience. For example, the “log in”
page seems problematic according to the first model, because it indicates frustration.
However, looking through the second model, it is possible to see that this page has only
been viewed by one participant. Hence, this frustration can be caused by several factors
and the “log in” page may not be a priority when updating the website. Therefore, UX
experts suggest that model 2 represents a good tool to have a summary of the situation
and can also serve as a benchmark to measure progress through improvements made on
the website.

The results of the Focus Group suggest that the research proposition be accepted
since the experts mention that the visualization models facilitate the identification of
problematic areas on the interface. Indeed, by bringing together the cognitive and
emotional data of the users, it allows for an enriched customer journey and a more
complete understanding of the associated experience.

5 Method

Our results suggest, through an illustrative case, that the use of the proposed method
facilitates the identification of critical touch points to customer experience. This model
is useful in order to have an overview of the experience and different paths taken by
users. It allows one to see the problematic webpages when diagnosing the customer
journey. Following the focus group, the UX experts agreed that the second model is the
more appropriate tool for customer journey analysis. The visual representation has been
described as clear and simple to use. A UX expert mentioned that “the red color makes
it easier to read problematic pages and the optimal path is well highlighted without
cluttering up the parallel paths” (UX expert 5). Moreover, this model has been selected
because it has several strengths. First, this model is self-supporting, which means that it
presents a “simple and quick visualization, without the need for explanation” (UX
expert 3). Secondly, the information presented is clear, thanks to “a clear legend and
the use of icons and colors that are easy to understand” (UX expert 2). It is easy to
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identify successes and failures as well as areas of frustration or high cognitive load.
Finally, this model also allows to follow the customer journey of each user thanks to
the color tablets. It gives an overview of the experience while differentiating the various
paths. This model is also useful for understanding the main errors made during
experience sequence (i.e., to understand where participants deviated from the optimal
path). Simply put, the model allows to quickly identify where participants are getting
lost.

However, the model also has a limitation. Indeed, it is easy to analyze for a certain
number of participants. The visual representation represents the paths of 8 participants.
However, the larger the number of participants, the more complex the visual repre-
sentation becomes. The use of color tablets allows the distinction between participants,
but leads to limits in terms of sample size.

Our study contributes to the UX literature by presenting a comprehensive method
allowing for the visualization of a user’s emotions and behaviors during his/her nav-
igation on a website. Thus, this study adds to the literature which focuses on the
modelling of the consumer decision journey [12]. Additionally, it provides more pre-
cision into the analysis and the interpretation of results, aiding to reveal problematic
areas on the interface. This method serves as a complementary approach to other
methods available such as questionnaires and interviews that enable collection of self-
reported data and adding the convergence of these three perspectives (i.e., emotions,
cognition, and behaviors), which few methods allow for [61]. The relative simplicity of
this method, which enables the visual representation of the evolution of a user’s
cognitive and emotional states throughout their online journey and experience, should
be particularly useful to both UX researchers and practitioners. Modelling service
delivery from the customer’s perspective is an important topic for service providers
seeking to improve their services [23].

Our method allows contrasting several user journeys against the planned journey.
We contend that most customer journey maps can potentially be critically flawed. They
assume all customers of an organization experience the same organizational touch-
points and view these touchpoints as equally important [12]. In contrast, our method
provides an accurate report of several user journeys. The results also pose managerial
implications. First, this new method allows both practitioners and researchers to
identify psychophysiological pain points on a webpage easily and the visualization
helps to analyze and interpret results more efficiently [79]. Moreover, our method is
useful for comparing user experiences on various interfaces, which can be used to
compare the user experience of a specific task on competing interfaces.

Furthermore, some limitations need to be acknowledged. First, the method focuses
on one section of the website. Hence, the evaluation of the customer experience does
not reflect that of the entire website but depends on the selected task. Second, this
model is limited to a certain number of users. As there were only 8 individuals user
journey studied, this is not a large-scale study, mostly due to the high cost of obtaining
the data. As the number of users studied increases there will be different user journeys.
In this way, the visualization becomes more complex to analyze due to the large
amount of information. Thus, it would be interesting to study the possibility of creating
segments from user navigation when the sample size is too large to distinguish each
path using a colored pad.
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6 Conclusion

Our results show that the models proposed adequately identified and interpreted psy-
chophysiological data supporting an understanding of the user’s experience. By repre-
senting the various customer journeys through the webpages visited, it makes it possible
to have a real report of the experience lived by users. Using this new visualization
method generates a complete overview of users’ experience and produces key insights.
Indeed, it facilitates the understanding of the evolution of the experience since it shows
critical touch points of the interface where the user experienced a given cognitive and
emotional state. It also helps to identify the main differences between the planned cus-
tomer journey and the user’s decision-making. This method serves as a complementary
approach to other methods available such as questionnaires and interviews that enable
the collection of self-reported data and adds the convergence of these three perspectives
(i.e., emotions, cognition, and behaviors), which few methods allow for [61].
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Abstract. The intelligent electric bicycle, as a means of transportation, is
characterized by low pollution, low noise and energy saving. Hence, how to
actively research, develop and promote electric bicycle is an important topic.
Meanwhile, as consumer groups vary in psychology and behavior, they show
differences in functional preference of smart electric bicycle, how to understand
and identify the differences between designers and users in electric bicycle
preference, and then to reduce the uncertainties of electric bicycle manufacturers
on the market becomes an imperative topic which is of great significance. In
order to analyze the emotional preference differences between designers and
users in terms of electric bicycle in the qualitative and quantitative manner, this
study conducts the kansei evaluation of designers’ and users’ visual and emo-
tional feelings for electric bicycle products. The emotional preference model
adopts semantic differential to carry out quantitative analysis of surveyed
designers and users. In order to standardize the cognitive description related to
product shape style, the abstract psychological perception of cognitive subjects
for physical shape characteristics is extracted from customers’ natural language.
Then, the key emotional vocabulary can be extracted via factor analysis and
focus group. The experiment outcome contains 3 typical emotional words which
are combined with their antonyms to form 3 adjective clusters. The sample mean
statistics approach is employed to calculate the average value of subjects’ scores
for the cognitive adjectives regarding the sample style. To compare the differ-
ences between designers and customers in preference for electric bicycle
products, this study uses two statistical research methods, that is, T-test and the
correlation analysis. The experiment results could explain that users and
designers demonstrate obvious statistical differences in two kansei words.
Furthermore, as a result, the product design form for which the emotional image
of designers highly matches with users’ emotional image is concluded and
comes up with the product form that reflects strong correlation between users’
emotional demand and experts’ emotional cognition. Accordingly, a new and
effective theoretical framework is provided for the development of electric
bicycle products. This research results of this experiment could not only help
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designers understand customers’ views but also significantly increase the effi-
ciency of interaction and communication between designers and users, and then
to help with quick and accurate product orientation.

Keywords: Users’ emotional preference � User’s need � Semantic differential �
T-test � Production design

1 Introduction

As competitions in the automotive industry overheats, more attention has been paid not
only to the improvements of the mechanical performances and designs but to the
satisfaction of preferences and affective facets of customers [1]. Under the background
of dynamic customer demand (demand driven) and rapid technological progress
(supply driven), enterprises are urged to develop and launch various products in the
extremely crowded market [2], which makes the product market competitive envi-
ronment more intense and dynamic. Product development enterprises can effectively
use resources to develop a wide range of products to maintain their competitiveness [3].
Meanwhile, users are faced with a variety of product choices in consumer products and
they may become more concerned about their emotional needs than ever before, and
then to hope that the products can reflect their own personality, preferences, identity,
values and other factors, which makes the traditional product’s functional (technical)
characteristics may no longer meet user needs [4], so that the emotional characteristics
become more important to meet different customer needs [5]. In fact, the product form
is the material carrier of the product, which could convey the material and spiritual
functions of the product and it is an important medium for users and designers to
communicate. Thus, product form design activity starts from the expression of
designer’s intention and ends with the user’s feeling and understanding so that its core
lies in expression and communication. Furthermore, user demand information, designer
coding process and user decoding process could constitute product form design
intention. At present, most of the researches focus on the treatment and acquisition of
users’ emotional needs from the perspective of users’ needs. However, there are dif-
ferences in the emotional cognitive characteristics between users and designers. The
specific causes of cognitive differences can be summed up as: occupation, age, gender,
physiological characteristics, education, economic status, society culture and popular
factors. More significantly, the subjective and objective meaning of designers has been
built into product design, which is different from the meaning of products in the eyes of
users. Unfortunately, this contradiction will lead to the failure of product design. In
addition, general users may not appreciate the beauty of the product, so it is necessary
to study how the emotional conceptual model of designers and users can be related
according to the emotional characteristics of the production [6, 7]. Therefore, it is very
important to understand the affective experiences by both the designers and the cus-
tomers of production preference in the electric bicycle [8]. Accordingly, it is necessary
to pay attention to the cognitive differences between users and designers, and then
through to use the scientific emotional image mining tools, this kind of implicit
information can be externalized so as to complete the product development quickly and
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accurately. Therefore, this study explores the formation mechanism of user’s perceptual
image affected by product shape characteristics through natural language and factor
analysis, and then conducts the independent T-test analysis and correlation analysis of
statistical analysis to explore the different factors of designer and user emotional
awareness of product shape.

2 Literature Review

Some scholars have also verified the emotional different factors between experts and
customers’ preferences in their previous studies. These studies mainly involve the
following aspects: tacile comparisons of textile specials [9], wine aroma [10], pearl
quality [11], aesthetic features in works of art [12] and so on. At the same time, some
researches in many fields have carried out the emotional differences between experts
and customers’ preferences, especially in sensory and emotional evaluation, these
studies shows that the emotional perception and evaluation vocabulary in these fields
vary with the difference of professional level. For example, Bahn et al. [6] analyzed the
luxury elements in vehicle crash pad design, and studied the significant difference
between designers and customers in visual and tactile evaluation. Kanai et al. [13]
studied the basic factors of fabric aesthetics, different evaluation of the same material
by expert groups and untrained customers based on vision and touch, and the research
on senses other than vision or touch also shows interesting differences between experts
and novices. According to these research results, it can be inferred that experts and
customers have different methods and opinions about evaluating the modeling of E-
bike. Therefore, when to develop and design E-bike productions, it is very important to
understand the differences and take appropriate methods. However, there are still
limitations in the systematic research of preference priority and product design ele-
ments of E-bike products. In particular, few studies which probe into the differences
between designers and customers in emotional preference touch upon the development
of electric bicycle.

In order to systematically discuss the inner real emotional cognition of users and
designers, a Japanese scholar Nagamachi developed a new product technology of
Kansei Engineering for consumers, which is defined as a transformation technology
that transforms consumers’ feelings and imagination of products into design elements
[14]. Kansei Engineering is a user-oriented technology for new product research and
development. Kansei is a Japanese word that expresses users’ psychological feelings
and imagination for new products. Kansei Engineering technology can integrate cus-
tomers’ imagination and feelings for new products into the development of new
products. When Kansei engineering is used as a design method, we will pay attention
to people’s behavior of perceiving images or objects for productions, and then to study
the effect of their personal preferences or cultural favor factors based on their psy-
chological feelings. What’s more, KE can identify the emotional attributes of customers
and associate them with design elements [3]. The commonly used the semantic dif-
ference method (SD) [15] in Kansei Engineer can accurately obtain the user’s image
perception. In many previous literatures, it can be found that some scholars have widely
used SD method to quantify users’ emotional preferences and many sophisticated
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methods and models have been established based on the conventional SD method in
Kansei engineering. However, the user’s perception and preferences are complex and
changeable, which are difficult to grasp and extract. Hence, this is the key problem
faced by design researchers in the design and development work. To this end, some
scholars try to extract the kansei words from users’ natural language [16] in order to
standardize the cognitive description of product modeling style image, which has the
positive research value for accurately obtaining users’ emotional semantic space.
Therefore, the natural language plays an important role in our highly intelligent
thinking and reasoning activities. There have been many related researches in this field
[17]. Most of the researches in artificial intelligence including natural language pro-
cessing adopt a symbolic processing approach to treat knowledge [18], and some
scholars and experts used the natural language in the field of Kansei Engineering. For
example, Yao et al. [19] used natural language to extract the key semantic features of
coach styling in order to standardize the cognitive description of product modeling
style image, which made the extracted perceptual image semantic space vocabulary
more effective and reasonable. Therefore, in this study, we used natural language to
extract the user’s perceptual words about the semantics of E-bike products. However,
due to the semantic overlap of the extracted adjectives, their importance to the
description of E-bike modeling style is also different, and there is a certain correlation
relationship of these perceptual semantic spatial variables. The systematic discussion of
the whole vocabulary set will undoubtedly increase the calculation difficulty, which is
not conducive to the storage and reuse of knowledge. Therefore, it is necessary to
reduce the dimension of the description of modeling style through the cognitive test of
the image of E-bike style, which can use less comprehensive indicators to replace all
kinds of information existing in all variables. Through to utilize the factor analysis
method, the key semantic word are screened out, so as to extract the key semantic space
which could satisfy perceptual needs of users and experts. Then, we discussed the
different factors of emotional preference between designers and users based on the key
semantic space. Some scholars adopted factor analysis method to study human emo-
tional semantic space in perceptual design. Guo et al. [20] put forward two color gamut
contrast modes and used the method to generate three color scheme, and then designed
368 three color schemes of representative baby carriage, and combined with correlation
analysis and factor analysis to determine five sensory characteristics of color design.
Ding et al. [21] proposed a product color emotional design method that adapts to the
change of product shape features in research, and he used factor analysis and semantic
difference method to clarify the formation mechanism of user color image perception
space affected by product shape features, and then to build a product color image
evaluation model that adapts to the change of product shape features. Finally, a case
study of a thermos bottle designed for children is put forward in the study to prove this
method can effectively help designers in decision-making. Therefore, this study
explores the formation mechanism of user’s perceptual image affected by product
shape characteristics through natural language and factor analysis, and then to utilize
the independent T-test analysis to compare the scores of all samples from designers and
customers on the emotional image so as to determine the difference between users and
design’s emotional cognition. Then, we adopted the correlation analysis to select
Pearson’s correlation analysis and further compare the preferences between experts and
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users, and these products with strong correlation coefficient are selected so as to obtain
high-quality product sample form that can meet the preferences of users and designers.
Hence, this study provides an innovative solution for product innovation development
and improve consumer satisfaction.

3 Method

In this study, first of all, the semantic difference method and statistical method are used
to evaluate the emotional different factors between designers and users for productions
so as to explore the method to eliminate the cognitive and emotional difference between
users and designers. This method is applicable to the research of intelligent electric
bicycle shape, which is based on the fact that such products are interesting from the
perspective of semantics and aesthetics. There is almost no difference in material,
structure or even function between these products. Therefore, the shape design attribute
have a significant impact on human perception. The evaluation process consists of two
stages. First of all, the semantic cognitive space of users is extracted by natural lan-
guage and the semantic difference method experiment is used to further quantify
semantics. Then, we use factor analysis to reduce the dimension of perceptual words in
semantic space, and then the key words that can cover the whole semantic space for
further research are selected. Then, through T-test and correlation analysis, these dif-
ferences between users and designers on E-bike products are evaluated and analyzed,
and then to explore the product modeling design features that meet the needs of users
and designers.

3.1 Obtaining Kansei Vocabulary of Users and Designers

In recent years, with the development of economy, traditional manual work has been
unable to meet the needs due to the needs of industry and commerce. Therefore,
automatic machines are needed to replace manual work. The development of artificial
intelligence and machine learning has enabled computers to have the ability of inde-
pendent analysis and prediction. In language analysis process, based on statistical
analysis, language phenomena or statistical laws are extracted from words that can
represent the laws of natural language. This method focuses on the statistics of lan-
guage phenomena in corpus, which is actually used by people. The essence of this
method is to discuss the processing and application of machine to language based on
artificial intelligence and linguistics. In this study, through the use of natural language
science to extract the user’s psychological perception of the emotional image of the
electric bicycle, and selected the semantic words and combine the use of the semantic
words of the customer’s description of the product modeling style, and then to con-
struct the product modeling style description semantic lexicon, so that the semantic
words of the customer’s original modeling style description language are extracted,
which makes the semantic extraction more natural.
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3.2 User Semantic Evaluation Experiment

The semantic difference method (SD) [22] is an experimental method to study the
psychological image of the subject created by American psychologists. This method
could get people’s cognitive dimension of something by using scientific methods such
as experiment, statistics, calculation, etc., which make people’s abstract emotional
image datalized. The SD method is used to evaluate products, the representative pro-
duct are evaluated by survey participants according to each perceptual label. Firstly, an
evaluation form showing the product and all perceptual marks should be prepared for
all representative products. If there are n representative products need to be evaluated,
these different evaluation forms are required. This step uses 7-point scale, which uses a
unified bipolar system to evaluate antonym pairs of perceptual markers. In this system,
one extreme of scale represents a very strong sense (sensibility) corresponding to this
extreme image. Next, participants use forms to evaluate representative products. Then,
the evaluation results are collected and organized in the form of matrix so as to carry
out simple processing in the following steps, and then excavate the emotional image
cognition of designers and users respectively through the way of questionnaire. The
specific calculation formula of SD is as follow, where I represents the number of
representative samples, and J represents the number of target emotional image lexical
pairs, and Y represents the number of subjects.

�Aij ¼
XY
Y¼1

AY
ij=Y ð1Þ

3.3 Analyzing Kansei Semantic Words

Factor analysis method, which was originally developed by Spearman in 1904. The
factor analysis reduces a variable with mutual correlation to one of the latent factors.
The most important function of factor analysis is to simplify a small number of different
observation factors into a few mutually exclusive factors. In fact, these factors still have
a high ability to explain the original problems so as to reduce the complexity and
calculation difficulty in analyzing problems or evaluating schemes. Furthermore, we
hope to find out the potential factors that have influence from the observation factors,
and these factors could not be directly observed and measured, nor can we use
regression analysis to solve the problem at this time, so the factor analysis is adopted to
achieve this key purpose. Based on the fixed scale semantic difference method and the
main component analysis method of factor analysis, these common factors are
extracted. The principle is to select those whose eigenvalue is greater than 1, and then
further analyze the characteristics and meanings of each factors style surface, and then
to classify and name them so as to find out the key factors of users’ perceptual semantic
space of E-bike.
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3.4 The Statistical Analysis

The statistical analysis plays an important role in the system of Kansei Engineering. In
order to determine the perception and kansei difference between designers and cus-
tomers, the independent T-test analysis and correlation analysis were performed. For
independent T-test analysis, the cognitive scores from the designer and the user for
perceptual imagery for all samples were compared. For the correlation analysis, the
pearson’s correlation analysis was selected to analyze the product samples and screen
out the high quality products which can meet the user and designer perceptual needs or
market conditions. Therefore, such productions are high-quality products on the
market.

4 Case Study

4.1 Extracting Semantic Features of the Product

Firstly, we need to collect the popular E-bike products in the market to study the
attractive factors of the product. Through the online shopping platform, magazines and
related book channels, we search 58 products of the user’s favorite E-bike products as
test samples, and then process the samples as A4 size through the computer plane
processing software PS, and then to set the resolution to a unified format. At the
beginning of the experiment, a team composed of 36 experienced product designers
and users of e-bikes needs to participate in the research of attractive factors of the
products, including 18 males and 18 females. The age of the research population is
between 21–46 yrs old, and then the users can make a perceptual evaluation and
description of the product samples. At the same time, we use the natural language to
extract the perceptual semantic words of user and designers’ evaluation of products.
Finally, 60 kansei image words are obtained (Table 1).

Table 1. The preliminary kansei vocabulary of user evaluation

Modern Compact Thick Dynamic Detail
Simple Sport Perceptual Agile Light
Amooth Sunlight Lightweight Sturdy Tasteful
Rhythmic Beautiful Shapely High-grade Bulky
Convenient Flavorful Smooth Round Delicate
⋮ ⋮ ⋮ ⋮ ⋮

Mechanical Restrained Personality Stylish Cute
Affectionate Gentle Steady Innovation Warm
Contemporary Classic Young Abrupt Technological
Soft Fashionable Safe Beautiful Speed
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Then, through the focus group method, a total of 8 researchers were selected,
including 4 senior experts with more than 15 yrs of experience in the industrial design
and 4 students which major is industrial design. Finally, 15 classic image semantic
space of smart electric bicycles were selected (Table 2), and then to use adjective
antonyms to aggregate them with antonyms to form a pair adjectives. Thus, we
obtained 15 pairs of kansei image adjectives about smart electric bicycles.

4.2 Analyzing Kansei Words

If we investigate the cognition of users and experts on these 15 groups of adjectives,
the cognitive fatigue factors of experts and users will increase. Meanwhile, the 15
perceptual vocabulary will also partially overlap in word meanings, while modeling
styles of electric bicycle are described as a vector with 15 dimensions so as to increase
the difficulty of data calculation, and then it is also not conducive to obtaining valid
results. Therefore, it is necessary to conduct cognitive test experiments on the image
styles of electric bicycles and implement dimensionality reduction processing, in order
to dig out the key semantic adjectives which affect the cognitive description of image
styles of intelligent electric bicycles.

Then, samples was further filtered to 16 samples by the focus group method, and 68
students with a design background were selected. Based on 15 sentimental semantics
screened out, the 7-level Likert scale was used to perform adjective semantics scale
division. The experiment requires the subjects to score image scales for each sample,
the 0 means that the two semantic scales are equal, and the 3 is to the left, and then the
−3 is to the right. The reliability analysis of the experiment was performed to test the
effectiveness and stability of the experimental results. The Cronbach’s a coefficient
method is used in this article, which is the most commonly used method for the
psychological attitude test. Moreover, Cronbach’s a coefficient is defined as Formula
(2) [23].

a ¼ K
K � 1

1�
PK

i¼1 r
2
Yi

r2X

 !
ð2Þ

Where K is the number of items in a scale and r2X is the variance of the total score
of the observed questionnaire, and r2Yi is the variance of all respondents’ scores of the
observed item i. Cronbach’s a value is usually between 0 and 1.

Table 2. Screening out kansei vocabulary

Modern Elegant Dynamic Fashionable
Simple Avant-garde Technological Tasteful
Gorgeous Light Personality Convenient
Mellow Soft Delicate /
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In order to facilitate the import of the data into SPSS software, the 68 participants
who participated in the experiment used the sample mean statistic method to calculate
the mean value of the style image cognitive adjective score. Finally, the 16 � 15
matrix datas are obtained. Then, through KMO sampling suitability test and Barlett
spherical test to determine whether the kansei semantic meaning is suitable for factor
analysis. Then, the result of KMO is 0.665, and Barlett’s test value is 248.065, degrees
of freedom is 105, significance is 0.000. According to the research results, it can be
found that the value of KMO exceeded than 0.5, which represents a reasonable result.
The significance is 0.000 that it is less than 0.05, which indicates the significant
difference is existed (see Table 3). Therefore, this data can be further factor analyzed.

After verification, the common factors are extracted by the main component
analysis method in factor analysis. The principle is that when the eigenvalue is larger
than 1, and then three main factors are selected, and the maximum variance axis
method makes the representative meaning of each factor become more obvious and
easier to explain. Then, the maximum variance method in the main component analysis
method is used to rotate the factors directly to get the rotation component matrix (see
Table 4) and gravel fig (Fig. 1), and then to further analyze the characteristics and
meanings of various facets and classifies them.

In this study, three factors (Fig. 1) are extracted according to the extraction criterion
of initial feature value greater than 1, which can explain 83.828% of all factor variables.
Accordingly, these three factor features can better describe the modeling style features
of the experimental sample cases. Among them, the load of the first factor is between
0.905 and 0.671, and the explanatory variation is 33.055%. According to Table 4, it
can be found that the first factor is composed of six variable semantic words with high
degree of correlation: simple, light, convenient, exquisite, modern and soft semantics.
Therefore, it is named as delicate and simple perceptual semantics. The load of the
second factor is between 0.945 and 0.663, and the explanatory variation is 26.075%.
According to Table 4, it is found that the second factor is composed of four variables
with high correlation degree, elegant, mellow, tasteful and gorgeous. Therefore, it is
named gorgeous and tasteful perceptual image. The load of the third factor is between
0.645 and 0.939, and the explanatory variation is 24.699%. According to Table 4, it is
found that the third factor is composed of five variables with high degree of correlation:
fashion, avant-garde, personality, technological and dynamic. Therefore, it is named as
the perceptual image of technology and fashion.

Table 3. The KMO and Bartlett test

Adequacy Kaiser-Meyer-Olkin of sampling 0.665
Bartlett sphericity test Approximate chi-square 248.065

Degrees of freedom 105
Significance 0.000
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4.3 Comparison of Cognitive Preferences Between Designers and Users

Based on the above, while this study uses three factor dimensions to discuss the
perception differences between designers and users of product samples. Through to
utilize the delicate and simple, gorgeous and tasteful and technology and fashion three
kansei image factors to understand the characteristics of consumers and designers’
preferences for products. First of all, through SD semantic difference method, 48
designers and 48 users were investigated to quantify the kansei vocabulary of 16

Table 4. Component Matrix after Facet Load Scale Rotation

Kansei images Ingredients
Factor 1 Factor 2 Factor 3

Simple 0.905 0.246 0.076
Light 0.888 −0.103 0.305
Convenient 0.869 0.032 0.162
Exquisite 0.778 0.391 0.331
Modern 0.735 0.465 0.379
Soft 0.671 0.271 0.26
Elegant 0.16 0.945 0.026
Mellow −0.118 0.91 0.198
Tasteful 0.249 0.778 0.455
Gorgeous 0.313 0.663 −0.055
Fashion 0.37 0.594 0.645
Avant-garde 0.489 0.503 0.634
Personality 0.287 0.106 0.907
Technological 0.574 0.09 0.697
Dynamic 0.107 0.068 0.939
Explainable variance (%) 33.055 26.075 24.699
Cumulative explanatory variance (%) 33.055 59.13 83.828

Fig. 1. Factors gravel
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samples in these three semantic spaces words. For the two groups of participants in the
experiment, the method of sample mean statistics is used to calculate the results, and
further T-test is carried out to investigate whether there is significant difference in
statistics between designers and customers according to the average value of perceptual
image for each product. Accordingly, take the delicate and simple perceptual image as
an example, and then to conduct independent sample T-test, and the results are shown
in Table 5. According to Table 5, it can be seen that P = 0.312 > 0.05, so it is found
that 95% confidence level between designers and customers has no significant differ-
ence on the kansei image of delicate and simple, but in these two kansei images of
gorgeous and tasteful (P = 0.015) and technology and fashion (P = 0.021), it is found
that 95% confidence level between designers and customers is significantly different,
which the p value of both images is less than 0.05.

4.4 Designer and User Emotional Associate Analysis

In order to study the correlation factors between the emotional response of electric bike
products perceived by designers and customers, the correlation analysis was performed.
If the consumers’ feeling aroused by the design of E-bike products is consistent with
the emotional feeling of the designer promoting the products. Hence, the design pro-
gram has a high matching quality, which can effectively reduce the cognitive differ-
ences between designers and users. Firstly, the electric bicycle could be promoted by
the designers are classified by five design experts with more than 10 yrs of rich design
experience. According to their suggestions, all kinds of electric bicycle products are
classified into four categories, which could cover the most popular and typical electric
bicycle products in the current market (see Table 6).

Table 5. The independent sample T-test of delicate and simple

Kansei images F Significance Degrees of
freedom

Sig.
(Two tail)

95%
Confidence
interval
Lower
limit

Upper
limit

Delicate
and simple

Assumed equal
variance

0.105 .071 30 .312 −1.306 .431

Not assume
equal variance

28.977 .312 −1.307 .432

Table 6. Typical electric bicycle categories

Number of categories Category styler Description

1 C1 Sports electric bike
2 C2 Lightweight electric bicycle
3 C3 Folding electric bicycle
4 C4 Heavy-duty electric bicycle
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In view of four types of electric bicycle products, the SD method was used to
quantify the semantic preference of experts for four types of products based on two
perceptual image words of the gorgeous and tasteful and the technology and fashion,
and then to obtain the corresponding perceptual values. If the consumer feeling inspired
by a single electric bicycle design is consistent with that promoted by experts, this
design is considered to have high matching quality. Therefore, in order to quantify the
quality of emotional match level between designers and users, the correlation analysis
between the data of previous user surveys and the cognitive data of experts is carried
out. Then, the correlation between the user’s score and the expert’s score is calculated.
Thus, the Pearson’s correlation coefficient (Pearson’s r) is obtained, which represents
the correlation strength and the quality of emotional matching between the designer and
the user, as well as the quality of the affective matching. A positive correlation means
that the consumers’ feeling is consistent with that promoted by the design strategy,
whereas a negative correlation represents the opposite; a correlation approaching zero
is considered as irrelevant. The results are shown in Table 7.

According to Table 7, it shows the product design sample cases with strong cor-
relation between the consumer feelings aroused by the electric bicycle products and the
emotional cognition of the products promoted by the designers, so as to obtain the
market categories of the designer experts divided. In fact, in order to define the
threshold value of correlation coefficient, some experts have proposed that a correlation
greater than 0.8 is generally described as strong, whereas a correlation less than 0.5 is
generally described as weak [24]. Accordingly, we classify the design of each type of

Table 7. The correlation analysis result

Sample Product description High Related Category
C1 C2 C3 C4

1 0.5 −0.24 0.264 −0.756 C1

2 −0.945 0.999 0.897 0.786 C2

3 −0.982 0.996 0.825 0.866 C2

4 −0.655 0.419 −0.077 0.866 C4

5 −0.982 0.891 0.556 0.99 C4

6 −1 0.961 0.703 0.945 C2

7 −0.5 0.721 0.967 0.189 C3

8 −0.381 0.623 0.925 0.058 C3

9 −1 0.961 0.703 0.945 C2

10 0 −0.277 −0.711 0.327 C4

11 −0.756 0.908 0.997 0.5 C3

12 −0.5 0.24 −0.264 0.756 C4

13 −0.381 0.623 0.925 0.058 C3

14 −0.277 0.533 0.878 −0.052 C3

15 −0.866 0.971 0.965 0.655 C2

16 0.189 0.091 0.565 −0.5 C3
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electric bicycle product form: (1) The design with correlation analysis coefficient above
0.8 is high quality; (2) The design with correlation coefficient between 0.5 and 0.8 is
medium quality; (3) The design with correlation coefficient below 0.5 is low quality.
Finally, by comparing their shape design, the factors that affect the matching quality are
discussed. Table 8 and Table 9 respectively list the detailed electric bicycle informa-
tion of high matching and low matching perceptual cognition between users and
designers. Then, through the comparison and analysis of this production shape design,
and to discusses the characteristics of factors which could affect the matching quality.
Therefore, this study may help industrial designers and manufacturers reevaluate
product design to improve consumer satisfaction.

In the high matching design scheme shown in Table 8, the correlation analysis of
sample 2 shows that r = 0.999, so the highest evaluation is obtained. Then, the related
product is Jingdong and Xinri XC1. This electric bicycle is light and fast, and it has a
zigzag line, which makes the form have the modern feeling. In addition, through the
front round headlamp design, the car has a lively and dynamic kansei image feature.
Therefore, the overall model makes the consumer’s impression of the product con-
sistent with the target feeling promoted by the designers. Then, in order to study the
reason for the success of the product design, the morphology of the real product is
studied and discussed, and some obvious details are found, which may enhance the
consumers’ perception. For example, in terms of the front structure of the electric
bicycle, the Y-shaped structure is adopted to let the car convey the perceptual char-
acteristics of lightness and flexibility. At the same time, the appearance of XC1 product
is simple and may remove complex decoration, and then to return to the product itself,
which could make the whole XC1 more delicate. Therefore, the user image of this
product is highly related to the market demands of product designers, so as to make this
product become high-quality in the market.

According to Table 9, the first sample of electric bicycles is designed with a square
pedal, and the front structure is designed with a rectangular front panel so as to gives
the user a sense of calm and firm image. However, the designer’s design requirements
for this product are sports type, which obviously has no obvious correlation with the
original emotional intention of users. Thus, there is only 0.5 correlation coefficient. In

Table 8. The result of the strong correlation on design samples

Sample number 2 5 11
Pearson’s r 0.999 0.99 0.997
Category C2 C4 C3

Table 9. The result of the weak correlation on design samples

Sample number 1 10 16
Pearson’s r 0.5 0.327 0.565
Category C1 C4 C3
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addition, the 10th electric bicycle in samples conveys a full and powerful emotion
through its raised shape. Hence, there are some gaps between user kansei image and the
heavy perceptual image promoted by experts, and then the relevant coefficient is only
0.327, so it can only be used as the low-quality product design. The 16th electric
bicycle in the experimental samples conveys light image through the small body line
and mini wheel hub design, but the folding structure on the main parts is not obvious,
so the emotional image correlation with the folding type promoted by experts in the
market is not very strong, so it can only be used as the medium quality design.

5 Conclusion

This study uses electric bicycles as an application case to extract the perceptual image
factors of the product, and combines 60 perceptual image items to form 15 perceptual
image words, and further condenses the 15 product kansei images by factor analysis,
and then through the T-test of statistical methods to explore the emotional and cog-
nitive differences between designers and users based on the shape of electric bicycle
products. Furthermore, the high-quality product with high correlation through corre-
lation analysis is further analyzed. After determining the matching quality, the reasons
for these samples to obtain a high-quality perceptual match or a low-quality match were
explored, so that the styling design principles for electric bicycles were proposed.
Moreover, this research method can help product developers to more accurately explore
the different factors in kansei needs between designers and consumers, and then to help
industrial designers and manufacturing businesses re-evaluate their design work to
reduce the possibility of emotional dissonance.
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Abstract. KANSEI Engineering (KE) [1] was created at Hiroshima University
about 30 year ago and it is well known in the world at present as an ergonomic
customer-oriented product development technology. It is a method for trans-
lating sensations and impressions into product parameters. The objective of KE
is to study the relationship between product forms and KANSEI images.
However, the KE method is based on the analysis of human subjective factors,
customer’s psychological feelings and needs, which is transformed in product
design parameters. The customer’s psychological feelings and needs are usually
acquired by subjective tools. The questions which arises is if these subjective
tools reflect the real customer needs. Nowadays, some scholars have recently
started using biofeedback to evaluate the emotions of human interaction with
products. Some studies have shown that EEG and Infrared Thermography
measurements can help reduce subjective interpretation in data and improve user
perception in their interactions with products. This systematic literature review
aims to search the references on EEG, Infrared Thermography, Kansei Engi-
neering and emotion. It will serve as a support for further researches to check if
is possible to include biofeedback tools to contribute to subjective analyzes.

Keywords: Consumer product � Emotion � Kansei Engineer � EEG � Infrared
Thermography � Product design � Affective engineering � Emotional design

1 Introduction

Nowadays, emotion plays a fundamental role in consumer product design. Thus, design
process must include tools to evaluate emotions in interactions with objects in the
world. Normally, researchers usually measure human emotion by subjective evaluation
and objective usability evaluation, like questionnaires [2], Self-Assessment-Mannequin
(SAM) [3], Emotional Engagement Scale (EES) [4], Cognitive Engagement Scale
(CES) [5], System Usability Scale (SUS) [6], Lickert Scale [7], Kansei engineering and
other design method, like user observation [8], interview [9], focus groups [10], cul-
tural probes [11], etc. However, sometimes these kinds of method fails to reflect the
real emotions of the user and even cause erroneous interpretations. What the customer
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says is really what do they feel? So, it is necessary for researchers to do some more
studies on this field.

To be mentioned, some scholars have recently started using physiological parameter
evaluate the emotions of human interaction with products, such as: Oliveira et al. [12]
who evaluated the subjective emotion (valence, arousal and dominance) and heart rate
responses, when the participants interact with two immersive Virtual Reality (VR) en-
vironment; Trindade et al. [13] who used a face-reading tool to measure the emotional
participants reactions, when they play a digital game. They studied the sensitivity of the
tool to measure the emotional reactions at the different moments of the game, and the
relation with the emotion reactions and the usability problems of the game.

Some studies have shown that EEG, infrared thermography, eye tracking, the face
reading and some other technology measurements can help reduce statistical errors in
data and improve user perception in their interactions with products. Slobounov et al.
[14] used EEG to exams the effect of fully immersive 3Dstereoscopic presentations and
less immersive 2D VR environments on brain functions and behavioral outcomes. The
study shows that using EEG may be a promising approach for performance
enhancement and potential applications in clinical/rehabilitation settings; Guo et al.
[15] designed Thirty-two 3D prototypes of LED desk lamp to simulate an aesthetic
appreciation flow. The study aims to integrate eye-tracking metrics and EEG mea-
surements to distinguish and quantify the visual aesthetics of a product. The quan-
tification method can help designers measure the visual aesthetics of their products and
reduce errors in design; Soares et al. [16] use a subjective evaluation scale and the
infrared thermography to measure what the user felt when he was handling a product
control device; Barros et al. [7] conducted a usability evaluation of how users manually
handle PET bottles for soft drinks by using Lickert scale, eye tracking and EEG.

This paper introduces a systematic review on emotion including Kansei Engi-
neering and biofeedback, such as neuroergonomics and neurodesign tools
(Eletroencephalography-EEG and Infrared Thermography).

2 Method

2.1 Systematic Review and Data Mining

Nowadays, a large number of scientific literature and various research results have
emerged. The growth rate of journal literature and various monographs has far
exceeded the scope of people’s reading ability. In order to save reading time and obtain
the most relevant information it is possible to carry out a systematic review.

Systematic review can provide a lot of information and knowledge for a certain
field and specialty. Systematic review, as a relatively new comprehensive evaluation
method of literature, has been widely used in many disciplines, especially the medical
field in recent years.

Cook and Deborah (1997) [17] defined a systematic review as a secondary litera-
ture research method that aggregates information, critically evaluates the information,
and synthesizes the results of the initial research from multiple perspectives. They point
out three characteristics that an excellent systematic review should possess, namely:
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Precise, explicit definition and statement of the research question to be treated;
Reproducible search strategy (for this reason, the systematic review article should
include the database, terms, and restrictions on the initial study year, language, etc.),
emphasizing the repeatability of the research; use pre-set initial research inclusion and
exclusion criteria.

This data mining process uses a visual method to conduct systematic review based
on the concept of data mining [18], the data was subdivided into three main moments:
problem identification, preprocessing and transformation. In this context, explain the
Data Mining process by subdividing it into five steps (Fig. 1): (i) knowledge of the
domain; (ii) preprocessing; (iii) pattern extraction; (iv) post-processing; (v) use of
knowledge.

2.2 Research

(i) Knowledge of domain. The first step resulted from the choice of databases
according to their scope and availability description. And this review is based on
human emotions when users interact with products. Thus, the research was
applied to Web of science [19], Elsevier [20], ACM [21], SpringerLink [22] and
Scopus [23], as they are multidisciplinary in scope and encompass the major areas
of interest of the case study, especially Applied Social Sciences (where Design
fits) and Health (focus on human and biofeedback).

Fig. 1. Data mining process: definition of graphic signals based on the organization. Source:
Blum, A.; Merino, E.A.D; Merino, G.S.A.D.
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(ii) Preprocessing. Then, we proceeded to step preprocessing, when the period in
which the data were to be retrieved, the type of material to be searched, the target
areas of the research and the establishment of the descriptors were defined. As
data retrieval period, we searched the publications made from the year 2000.

As a type of material to be searched, the search for complete articles was deter-
mined within the major areas of interest: Applied Social Sciences, Health and the like-
these as main. Some bases, however, allowed to point out the areas of interest of the
research more specifically and, according to the indicated ranges and the relationship
with the intended focus, were selected as follows: Social Sciences, Social Technology
and Arts Humanities at Web of science; Full-Text collection of the ACM; Full-Text
collection of SpringerLink; Social Sciences & Humanities, Health Sciences and Life
Sciences at Scopus.

It is the processing that data receives in order to be used in later steps. And on this
step, the descriptors (keywords) was defined as Product design, EEG, Infrared Ther-
mography, Kansei Engineer and Emotion (Fig. 2).

Subsequently, they were organized, in a combined manner, in step (iii) pattern
extraction, when the Boolean operators “AND” were used. The terms, in English, were
combined to promote the collection of data that covered from macro to micro approach,
as the research interests.

(iii) Pattern extraction. The use of Boolean operators allowed an organized
approach in the following fields: (A) Use EEG and Infrared Thermography to
test product design; (B) Use EEG, Infrared Thermography and Kansei Engineer
method to test product design; (C) Use EEG, Infrared Thermography and Kansei

Fig. 2. Descriptors defined in step (ii) preprocessing. Source: the authors.
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Engineer method to measure user emotion by testing product design; (D) Use
Infrared Thermography and Kansei Engineer method to test product design;
(E) Use EEG to measure user emotion by testing product design; (F) EEG,
Infrared Thermography and Kansei Engineer methodology; (G) Use EEG,
Infrared Thermography and Kansei Engineer method to measure user emotion.

For better visualization to help the search process, these fields were organized using
symbols and colors that acted as a query scheme throughout the search. Figure 3 shows
the representation of fields A, B and C; D and E; F and G.

Fig. 3. Combination of descriptors in step (iii) pattern extraction. Source: the authors.
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Fields A through C brought together terms focused on “using EEG and Infrared
Thermography test product” and were structured as follows: A = [(product design)
AND (EEG) AND (Infrared Thermography)]; B = [(A) AND (Kansei Engineer)];
C = [(B) AND (emotion)]. Likewise, the fields D and E - which brought together terms
focusing on “using Infrared Thermography and Kansei engineer test product” - fol-
lowed the same logic: D = [(product design) AND (Infrared Thermography) AND
(Kansei Engineer)]; E = [(D) AND (emotion)];

Similar to the organizations in the previous fields, F to G have put together terms
that focus on “EEG, Infrared Thermography and Kansei Engineer”: F = [(EEG) AND
(Infrared Thermography) AND (Kansei Engineer)]; G = [(F) AND (emotion)].

The combination and division by fields allowed the extraction of patterns that
resulted in a quantitative survey of articles. Table 1 shows the results of the survey
conducted between January 10–15th, 2020. The highlighted numbers correspond to the
articles that were analyzed in more detail in the subsequent step.

(iv) Post-processing. Considering Data Mining by grouping, post-processing step
further analyzed the numerical results obtained. The results over one hundred
were again mined from title and keyword analysis.

As can be seen from Table 1, in the field A, there only one paper-Comparing
Thermographic, EEG, and Subjective Measures of Affective Experience During Sim-
ulated Product Interactions [24]-from Web of science related to the field A; Two
papers from Scopus, one is same as the one from Web of science, another is “Com-
parison of thermographic, EEG and subjective measures of affective experience of
designed stimuli [25]”.

Table 1. Table indicating the number of articles raised in the bases from the application of step
(iii) pattern extraction. Source: the authors.

 
Web of  
Science

Elsevier ACM SpringerLink SCOPUS

A 1 42 241 61 2

B 0 1 0 1 0

C 0 1 0 1 0

D 0 0 3 3 0

E 0 0 1 3 0

F 0 0 234 3 0

G 0 0 140 2 0
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The field B and C have same papers: (i) One is from the 23rd annual meeting of the
Japan neuroscience society and the 10th annual meeting of the Japanese neural network
society [26]. (ii) And one paper - Proposal for Indices to Assess Attractiveness on
Initial Use of Mobile Phones [27]-is form SpringerLink.

The field D and E have one same papers from ACM: It is “A system for embodied
social active listening to sound and music content [28].” from ACM; To be mentioned,
the field D has two more related papers from ACM than field E from ACM: (i) one is
“Kansei: a testbed for sensing at scale [29]”; (ii) another one is “Implementing an
autonomic architecture for fault-tolerance in a wireless sensor network testbed for at-
scale experimentation [30]”.

The field D and E have three same papers from SpringerLink: One is “Using Digital
Thermography to Analyse the Product User’s Affective Experience of a Product [31]”;
Another one is “Application of Digital Infrared Thermography for Emotional Evalu-
ation: A Study of the Gestural Interface Applied to 3D Modeling Software [16]”; And
one paper same as the one from (iii) of field B and C.

The field F has 234 papers from ACM and three from SpringerLink: (i) One related
paper is “Dynamic analysis of dorsal thermal images [32]”; (ii) And another one is
“Analysis of Product Use by Means of Eye Tracking and EEG: A Study of Neu-
roergonomics [7]”; (iii) The last one is same as the one from (iii) of field B and C.

The field G has 140 papers from ACM and two papers from SpringerLink: one is
same as the one from (ii) of field B and C; and another one is same as the one from
(ii) of field F.

Subsequently, the articles were appreciated through the abstract and framed in
“related topics”. Of these, those that dealt with subjects directly related to the research
theme were classified as “direct relation” (Table 2).

Table 2. Table indicating the number of articles on the subject of interest from the application
of step (iv) post processing. Source: the authors.

Post-processing of collected data 

 
Web of  
Science Elsevier ACM SpringerLink SCOPUS 

Total Total step 3 1 1 141 6 2 

New mining 1 0 34 5 1 

Related  
topics 1* 0 24 4 1* 30 

Direct  
relationship 1* 0 2 4 0 7 

Similarity of 
approach 0 0 0 0 0 0 

*papers obtained from more than one database 
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(v) Use of knowledge. As a result of the applied process, the papers listed under
“Related topics”, two were available on more than one basis. The “related topics”
totaled 30 papers. Of these, seven were directly related to the research theme, that
is, studies involving elements of product design, measure emotion by using
biofeedback or EEG or Infrared Thermography or Kansei engineer. They are:
Jenkins, Brown and Rutterford (2009) [24]; Lennart (2010) [33]; Jaichandar, Elara
and Edgar (2012) [34]; Yamagishi et al. (2011) [27].

3 Findings

This study have found 740 related papers from thousands of articles, and selected 151
related topic papers by title and keywords. Further read the content and output of these
151 papers, and finally select 30 papers related to “Using biofeedback (EEG And
Infrared Thermography) to evaluate emotion And user Perception acquired by Kansei
Engineering”.

From the data of Table 2, the number of papers related to the research topic is
relatively small (30 papers), which indicates that there are relatively few studies focus
on emotion recognition by using the biofeedback (EEG and Infrared Thermography)
and Kansei Engineer method. From the content of the papers, the majority of emotion
measurement is performed by using EEG or Infrared Thermography (16 papers. To be
mentioned there are only two related papers using EEG and Infrared Thermography
measure participants’ recognition or emotion. And seven papers mentioned other
biofeedback measure method. There are five papers that use the combination of
physiological data and subjective data measurement method; And any paper that uses
Kansei engineer method and physiological data measurement to study user emotions.

Seven Directly Related Papers

(i) “Comparing Thermographic, EEG, and Subjective Measures of Affective
Experience During Simulated Product Interactions”. In this paper, Jenkins,
Brown and Rutterford [24] using Affective Self Report (ASR), EEG and Infrared
Thermography measure cognitive work and affective state of Sixteen male
volunteers (mean age = 21.75 years)’ cognitive.

(ii) “Proposal for Indices to Assess Attractiveness on Initial Use of Mobile Phones”.
In this study, Yamagishi et al. [27] measured physiological indices of attrac-
tiveness during participants initial use of a mobile, including measurements of
the automatic nervous system, nasal skin temperature, pupil diameter, EEG,
blinking and electrocardiography. This study measured Nasal Skin Temperature
and Pupil Diameter of Eleven undergraduate and graduate participants (six men
and five women, mean age = 22.1 years, SD = 1.30); tested Ten undergraduate
and graduate participants (eight men and two women, mean age = 21.7 years,
SD = 0.67) participated in the EEG experiment; and Ten undergraduate and
graduate participants (10 men, mean age = 21.2 years, SD = 0.63) participated
in the experiment to measure blinks and ECG.
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(iii) “Using Digital Thermography to Analyse the Product User’s Affective Experi-
ence of a Product”. This study conducted a usability evaluation of users during
manual handling of soda PET packaging by comparing the user-reported
experience and the actual experience felt measured through usability analysis
techniques and thermography. Barros et al. [31] proved that thermography has
proven to be effective to measure users’ satisfaction (felt experience) in handling
consumer products. There are two field studies: Field Study I, 12 participants (8
female and 4 male) and Field Study II, 11 volunteers were selected (7 female and
4 male).

(iv) “Application of Digital Infrared Thermography for Emotional Evaluation: A
Study of the Gestural Interface”. In this paper, Soares, Vitorino and Marçal [16]
studied the application of infrared digital thermography as a tool to evaluate the
level of emotional stress during the use of a computer system. They using a
subjective evaluation scale and the infrared thermography to measure what the
user felt when he was handling a product control device. In the usability eval-
uation, a test was developed with a sequence of tasks performed by 12
volunteers.

(v) “Analysis of Product Use by Means of Eye Tracking and EEG: A Study of
Neuroergonomics”. Barros et al. [7] measured user satisfaction with soft drinks
PET packaging by using Lickert scale assess, eye tracking and EEG. This study
comprising 12 participants for the usability study who are from different age
groups and are higher education students.

(vi) “Wii remote vs. controller: electroencephalographic measurement of affective
gameplay interaction”. In this paper, Lennart [33] studied the influence of
interaction modes (Playstation 2 game controller vs. Wii remote and Nunchuk)
on subjective experience and brain activity measured with Electroencephalo-
graphic measures and survey measures-a game experience questionnaire (GEQ).
This study measured Thirty-six Swedish undergraduate university students and
employees participated in this experiment. Their age ranged between 18 and 41,
having an average (M) age of 24 (Standard Deviation [SD] = 4.9).

(vii) “Investigation of facial infrared thermography during interaction with thera-
peutic pet robot during cognitive training: a quantitative approach”. Jaichandar
et al. [34] using thermography validate the functional process involved in
temperature and correlation between cognitive task. The participants were
mainly students from the bioengineering option (Singapore Polytechnic), with a
total of 11 students of ages from 18 to 21 years old with an average of 19.6 years
old and a standard deviation of 1.2.

From the information above, we can see clearly that most of the experiments are
focus on electronic products: three different models of mobile phones, gesture com-
puter system, Wii mote, controller, and pet robots. The participants of the experiments
were all young people with average ages between 19.6 to 24.
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4 Conclusion

Purpose of this research is searching the related references on EEG, Infrared Ther-
mography, Kansei Engineering and emotion. To achieve this aim, this study selected
papers from five databases through a visual method to conduct systematic review based
on the concept of data mining. Searching for the combination of five keywords “pro-
duct design, EEG, Infrared Thermography, Kansei Engineer and emotion”.

Through the selection and reading of related topic papers, it is found that currently
there are some research papers on biofeedback measurement of user emotions; but
there are fewer articles combining physiological data measurement and psychological
data measurement methods; Moreover, there is no research use biofeedback and Kansei
engineer methods to study user emotions. This also reveals that this field is still in the
preliminary research stage and is worth further research and discussion in the future.

There are some limitation of this research, because the database is too large, so this
research set the following conditions: (i) The papers must be written in English; (ii) The
search resources are limited to the selected five databases; (iii) The papers must be
published from January 01, 2000 to January 15, 2020. It results the papers are relatively
limited. Follow-up work, in future research, it is necessary to expand more databases,
choose more language types, and extend the time. To ensure that the research is
comprehensive and accurate.

References

1. Schütte, S.T.W., Eklund, J., Axelsson, J.R.C., et al.: Concepts, methods and tools in Kansei
engineering. Theor. Issues Ergon. Sci. 5(3), 214–231 (2004)

2. Lietz, P.: Research into questionnaire design. Int. J. Market Res. 52(2), 249–272 (2010)
3. Bradley, M.M., Lang, P.J.: Measuring emotion: the self-assessment Manikin and the

semantic differential. J. Behav. Ther. Exp. Psychiatry 25(1), 49–59 (1994)
4. Karsaklian, E., Sorbello, C., Sorbello, A.: Mapping the pathway to emotional engagement a

methodology to create the emotional engagement model. J. Acad. Bus. Econ. 17, 47–56
(2017)

5. Greene, B.A.: Measuring cognitive engagement with self-report scales: reflections from over
20 years of research. Educ. Psychol. 50(1), 14–30 (2015)

6. Barros, R.Q., Santos, G., Ribeiro, C., Torres, R., Barros, M.Q., Soares, M.M.: A usability
study of a brain-computer interface apparatus: an ergonomic approach. In: Marcus, A. (ed.)
DUXU 2015. LNCS, vol. 9186, pp. 224–236. Springer, Cham (2015). https://doi.org/10.
1007/978-3-319-20886-2_22

7. Barros, R.Q., et al.: Analysis of product use by means of eye tracking and EEG: a study of
neuroergonomics. In: Marcus, A. (ed.) DUXU 2016. LNCS, vol. 9747, pp. 539–548.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-40355-7_51

8. Wimmer, K., Stiles, J.: The observational research handbook: understanding how consumers
live with your products. J. Advert. Res. 41(1), 91–93 (2001)

9. Creusen, M., Hultink, E.J., Eling, K.: Choice of consumer research methods in the front end
of new product development. Int. J. Market Res. 55(1), 81–104 (2013)

Systematic Review on Using Biofeedback 591

https://doi.org/10.1007/978-3-319-20886-2_22
https://doi.org/10.1007/978-3-319-20886-2_22
https://doi.org/10.1007/978-3-319-40355-7_51


10. Bruseberg, A., McDonagh-Philp, D.: Focus groups to support the industrial/product
designer: a review based on current literature and designers’ feedback. Appl. Ergon. 33(1),
27–38 (2002)

11. Gaver, W.W.: Cultural probes and the value of uncertainty. Interactions 11(5), 53–56 (2004)
12. Oliveira, T., Noriega, P., Rebelo, F., Heidrich, R.: Evaluation of the relationship between

virtual environments and emotions. In: Rebelo, F., Soares, M. (eds.) AHFE 2017. AISC, vol.
588, pp. 71–82. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-60582-1_8

13. Trindade, Y., Rebelo, F., Noriega, P.: Potentialities of a face reading tool to a digital game
evaluation and development: a preliminary study. In: Rebelo, F., Soares, M. (eds.) AHFE
2017. AISC, vol. 588, pp. 371–381. Springer, Cham (2018). https://doi.org/10.1007/978-3-
319-60582-1_37

14. Slobounov, S.M., Ray, W., Johnson, B., et al.: Modulation of cortical activity in 2D versus
3D virtual reality environments: an EEG study. Int. J. Psychophysiol. 95(3), 254–260 (2015)

15. Guo, F., et al.: Distinguishing and quantifying the visual aesthetics of a product: an
integrated approach of eye-tracking and EEG. Int. J. Ind. Ergon. 71, 47–56 (2019)

16. Soares, M.M., Vitorino, D.F., Marçal, M.A.: Application of digital infrared thermography
for emotional evaluation: a study of the gestural interface applied to 3D modeling software.
In: Rebelo, F., Soares, M.M. (eds.) AHFE 2018. AISC, vol. 777, pp. 201–212. Springer,
Cham (2019). https://doi.org/10.1007/978-3-319-94706-8_23

17. Cook, D.J.: Systematic reviewes: synthesis of best evidence for clinical decisions. Ann.
Intern. Med. 126(5), 376 (1997)

18. Blum, A., Merino, E.A.D., Merino, G.S.A.D.: Visual method for systematic review in design
based on concepts of Data Mining. Eugenio Andrés Díaz Merino DAPesquisa 11(16), 124–
139 (2016)

19. Web of Science (2020). www.isiknowledge.com. Accessed 16 Jan 2020
20. Elsevier (2020). https://www.sciencedirect.com. Accessed 16 Jan 2020
21. ACM (2020). https://dl.acm.org. Accessed 16 Jan 2020
22. LNCS (2020). http://www.springer.com/lncs. Accessed 16 Jan 2020
23. Scopus (2020). https://www.scopus.com. Accessed 16 Jan 2020
24. Jenkins, S., Brown, R., Rutterford, N.: Comparing thermographic, EEG, and subjective

measures of affective experience during simulated product interactions. Int. J. Des. 3(2), 53–
65 (2009)

25. Jenkins, S., Brown, R., Rutterford, N.: Comparison of thermographic, EEG and subjective
measures of affective experience of designed stimuli. In: Proceedings from the 6th
Conference on Design and Emotion (2008)

26. Abstract of the joint meetings of the 23rd annual meeting of the Japan neuroscience society
and the 10th annual meeting of the Japanese neural network society, 4–6 September 2000,
Yokohama, Japan. Plenary Lecture. Neurosci. Res. 38(Suppl. 1), pp. S1–S189 (2000)

27. Yamagishi, M., Jingu, H., Kasamatsu, K., Kiso, H., Fukuzumi, S.: Proposal for indices to
assess attractiveness on initial use of mobile phones. In: Marcus, A. (ed.) DUXU 2011.
LNCS, vol. 6769, pp. 696–705. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-
642-21675-6_79

28. Volpe, G., Camurri, A.: A system for embodied social active listening to sound and music
content. J. Comput. Cult. Heritage 4(1), 1–23 (2011)

29. Ertin, E., Arora, A., Ramnath, R., et al.: Kansei: a testbed for sensing at scale. In:
Proceedings of the 5th International Conference on Information Processing in Sensor
Networks (IPSN 2006), pp. 399–406. ACM, New York (2006)

592 J. Zeng et al.

https://doi.org/10.1007/978-3-319-60582-1_8
https://doi.org/10.1007/978-3-319-60582-1_37
https://doi.org/10.1007/978-3-319-60582-1_37
https://doi.org/10.1007/978-3-319-94706-8_23
http://www.isiknowledge.com
https://www.sciencedirect.com
https://dl.acm.org
http://www.springer.com/lncs
https://www.scopus.com
https://doi.org/10.1007/978-3-642-21675-6_79
https://doi.org/10.1007/978-3-642-21675-6_79


30. Sridharan, M., Bapat, S., Ramnath, R., et al.: Implementing an autonomic architecture for
fault-tolerance in a wireless sensor network testbed for at-scale experimentation. In:
Proceedings of the 2008 ACM Symposium on Applied Computing (SAC 2008), pp. 1670–
1676. ACM, New York (2008)

31. Barros, R.Q., Soares, M.M., Maçal, M.A., et al.: Using digital thermography to analyse the
product user’s affective experience of a product. In: Rebelo, F., Soares, M. (eds.) Advances
in Ergonomics in Design. Advances in Intelligent Systems and Computing, vol. 485, pp. 97–
107. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-41983-1_10

32. Nozawa, A., Takei, Y.: Dynamic analysis of dorsal thermal images. Artif. Life Rob. 16(2),
147–151 (2011)

33. Nacke, L.E.: Wiimote vs. controller: electroencephalographic measurement of affective
gameplay interaction. In: Proceedings of the International Academic Conference on the
Future of Game Design and Technology (Futureplay 2010), pp. 159–166. ACM, New York
(2010)

34. Jaichandar, K.S., Elara, M.R., García, E.A.M.: Investigation of facial infrared thermography
during interaction with therapeutic pet robot during cognitive training: a quantitative
approach. In: Proceedings of the 6th International Conference on Rehabilitation Engineering
& Assistive Technology (i-CREATe 2012), Article 28, pp. 1–4. Singapore Therapeutic,
Assistive & Rehabilitative Technologies (START) Centre, Midview City (2012)

Systematic Review on Using Biofeedback 593

https://doi.org/10.1007/978-3-319-41983-1_10


Author Index

Abe, Koya II-561
Abulfaraj, Anas I-3
Agner, Luiz II-3
Aguirre, Joel III-3
Ahmed, Salman I-21
Ali, Haneen III-203
All, Anissa II-158
An, Kai II-346
An, Ruiqian III-20
An, Wa I-311, II-666
Ancient, Claire II-391
Andreasen, Simon I-439
Arai, Takeshi I-278
Arenas, Juan Jesús III-608
Arndt, Hans-Knud I-97
Atasoy, Berke I-39
Auernhammer, Jan I-501
Avotiņa, Elizabete I-439
Ayanoglu, Hande III-329

Ba, Shengqi III-393
Barth, Fabrício II-40
Barzilai, Gabriele II-18
Belfort, Rui I-59
Benazar, Samira III-3
Bjørner, Thomas III-415
Bødker, Mads I-405
Borges, Tânia III-351
Bouvier, Frédérique I-549
Byler, Eric III-451

Cammin, Philip III-31
Campos, Fábio I-59
Candello, Heloisa II-40
Canedo, Edna Dias I-351
Carvalho, Eduardo II-40
Carvalho, Sérgio III-314
Castanho, Carla Denise II-586
Castilho, Vinicius I-324
Cavalcanti, Pedro I-209
Cavalcanti, Sergio I-209
Cetinkaya, Deniz I-339
Chai, Ming-hong I-71
Chang, Danni II-87

Chen, Ching-I I-83
Chen, Jiang II-666, II-694
Chen, Jue III-566
Chen, Shu-Yi II-517
Chen, Xi III-581
Chen, Xin III-380
Chen, Yuanyuan III-49
Cheng, Xiandong III-393, III-427
Chi, Ziyuan III-62
Choy, Chi-Hin II-313
Cirino, Carolina Boechat Alt Araujo III-405
Cole, Astin III-203
Conrad, Jan I-160
Conradie, Peter II-158
Correia, Walter I-324
Cotia, Ruy Alves Guimarães II-40
Coursaris, Constantinos I-549
Cross, Charlie I-339
Cueva, Rony I-253
Cui, Miao II-623, II-694

D’Ettole, Giulia III-415
da Costa Perez e Silva, Jeniffer III-405
Daduna, Joachim R. III-82
Dai, Linong III-581
de Barros Melo, Silvio I-324
De Götzen, Amalia III-415
De Marez, Lieven II-158
de Melo Souza, Lucas I-324
de Mendonça, Fábio Lúcio Lopes I-351
de Quincey, Ed III-294
de Souza, Júlia D. T. II-572
Demir, Yüksel II-409
Demirel, H. Onan I-21
Demolin, Bertrand I-549
Desouzart, Gustavo III-216
Di Fabio, Marie-Laure I-549
Diepold, Klaus I-501
Ding, Lin II-346
Ding, Xiong I-311
Dogan, Huseyin I-339
Dong, Xiaoli I-476
Dong, Xueyan I-147
dos Santos Pergentino, Ana Carolina I-351



Du, Junmin II-249
Duarte, Emília III-329
Duarte, Joana III-314
Dumlu, Burcu Nimet II-409
Dworak, Willyan II-426

e Silva, Tiago Barros Pontes II-586

Falconi, Fiorella III-100
Fan, Boyang I-130
Farkas, Pavel III-114
Feng, Shu-Hsuan II-313
Feng, Wei III-594
Feng, XiaoWei III-687
Fernandes, Ana Carolina Alves Ferreira

III-405
Ferraro, Venere II-542
Ferraz, Milena I-209
Ferreira, Juliana J. II-56
Feuersenger, Hannes I-97
Filgueiras, Ernesto II-426, II-496, II-506,

III-216, III-506
Filippi, Stefano III-229
Freitas Castilho, Paula III-314
Fujikawa, Kansei II-134

Gamboa, Yoluana III-608
Gao, Weiting II-439
Gao, Xian I-567
Garðarsson, Kristinn Bragi I-439
Gavalas, Damianos III-659
Ge, Liping I-370
Giesa, Anette Isabella II-640
Gladyshev, Vladislav II-74
Gordeeva, Anna II-117
Götz, Clarissa II-99
Grigolato, Luca III-229
Gu, Haoshu II-249
Gui, Zhixin II-241, II-376
Guiomar, Raquel III-314

Han, Ting I-130
Hao, Jie I-113
He, Hao III-393, III-427
He, Jingran I-130
He, Renke I-582
He, Yuxi II-241
Heilig, Leonard III-31
Heimann, Virginia I-209

Henrique Veneziano, Wilson III-552
Henriques, Diogo I-324
Hepworth, Katherine J. I-385
Hertzum, Morten I-188
Hong, Liu III-618
Hu, Huimin II-249
Huang, Jinge III-461
Huang, Shih-Miao II-257
Huang, Weilun III-242
Huang, Zhao II-270
Hulgaard, Lasse I-405
Hunter, Julian III-254

Iwasaki, Masashi I-278

Jackson, Phil II-175
Jeung, Jihong II-277
Ji, Yong Gu I-491
Jia, Jingpeng I-147
Jiang, Jiabei II-277
Jin, Chufan I-130
Jin, Linyi II-653
Jin, Yanjie I-199
Jin, Yuxuan I-567
Ju, Yunran III-242

Karousos, Nikos III-268
Katsanos, Christos III-268
Kawaguchi, Ikkaku III-370
Kawakami, Guto I-452
Kerpen, Daniel I-160
Kim, Gui Young I-491
Kim, Meen Jong I-491
Kızılkaya, Emre II-294
Komiak, Sherrie Y. X. III-162
Koutsabasis, Panayiotis III-659

Lahiri Chavan, Apala I-176
Lapa, Teresa III-314
Léger, Pierre-Majorique I-549
Lei, Xin I-71
Leifer, Larry III-451
Li, Binbin I-199
Li, WenJing III-438
Li, Xiangnuo III-427
Li, Ziyang III-427
Liang, Bin III-427, III-687
Liang, Mingjie III-633
Liang, Shuang III-189

596 Author Index



Liang, Yuelin III-647
Liao, Shih-Chieh II-313
Liapis, Alexandros III-268
Lima, Fernanda I-351
Lin, Fang II-241
Lin, Jingyu II-87
Lin, Yu-Tzu I-188
Liu, Chunrong III-461
Liu, Junfei II-376
Liu, Meihan III-278
Liu, Nan II-683
Liu, Shuang II-346
Liu, Wei I-199, II-222, II-716, III-451,

III-461
Liu, Yi I-311, II-666, II-694
Liu, Zhen I-294, I-476, II-452, III-62,

III-278, III-533
Lizé, Anne-Hélène II-117
Lu, Hui II-249
Lu, Siyao II-683
Luo, Xinghai III-633
Luo, Zhanyan II-335
Lyu, Yaru III-461
Lyu, Zhengfang I-199

Maguire, Martin II-470
Manzoor, Sabir III-162
Mariani, Ilaria II-482
Martens, Jean-Bernard I-39, I-224
Matz, Alexandra II-99
May, Andrew II-653
Mazáň, Daniel I-439
Medeiros, Leonardo I-209
Meira, Silvio I-209
Menezes, Paulo III-314
Meng, Chang II-376
Miao, Chongchong II-346
Millano Fernandes, Farley I-59, II-496
Mitchell, James III-294
Mitchell, Val II-653
Miyagawa, Taynah I-452
Moesgaard, Frederik I-405
Moldenhauer, Judith A. I-426
Monteiro, Filipe F. II-572
Monteiro, Mateus S. II-56
Moquillaza, Arturo III-3, III-100, III-130
Moutinho, Karina III-506
Murillo, Braulio I-240
Mustfa, Naveed III-294

Nascimento Medeiros, Daniel III-475
Necyk, Barbara II-3
Neves, André I-209
Ni, Liyang II-623
Niu, Xiaoyan III-493
Niu, Xueying III-647
Nogueira, Maria Rita III-314
Noriega, Paulo III-351
Nowacki, Caroline II-117

Ohashi, Takumi I-278
Ohta, Takashi II-134, III-175
Orphanoudakis, Theofanis III-268
Öztürk, Özgürol II-357

Pan, Chengxing I-113
Pan, Qiong I-294
Pan, Wenjie I-199
Pan, Zilin II-623
Panos, Gabby III-203
Pantin, Charles III-294
Park, Daehee II-146
Park, Heesung II-146
Patrão, Bruno III-314
Paz, Freddy I-240, I-253, III-100, III-608
Pelzl, Fabian I-501
Peng, Qiong I-224
Pereda, Kevin I-240
Pereira, Beatriz III-329
Persson, Mikkel Kappel I-439
Pezzuol Jacobi, Ricardo II-586
Pinto, Rômulo III-506
Pinto-Gouveia, José III-314
Prabhu, Girish I-176

Qian, Zhenyu Cheryl III-242
Qin, Chuan II-439
Qin, Du III-342
Qu, Yanrui II-683, II-716

Rafael, Sónia I-521
Ramos Fragelli, Ricardo III-552
Ramos, Sara III-351
Rampino, Lucia II-18
Raursø, Niels Erik I-439
Rebelo, Francisco III-351
Ren, Yan III-393
Renzi, Adriano II-3
Ribeiro, Flavio I-452

Author Index 597



Riechers, Kersten A. I-97
Rios, Larissa II-496
Rızvanoğlu, Kerem II-294, II-357
Rodrigues, Eulerson II-506
Roujing, Dai III-342
Roy, Tania III-254
Ruoyu, Tao II-335

Sa, Ning II-194
Sahua, Joe III-130
Saijo, Miki I-278
Salinas, Elizabeth I-253
Sarhani, Malek III-31
Sarmet, Mauricio Miranda II-586
Sato, Hisashi II-561
Savio, Gianpaolo III-229
Sénécal, Sylvain I-549
Serra, Hanna Policiano III-405
Shen, Linlang II-322
Shen, Yu-zu II-222
Shida, Kazumasa II-605
Shih, Pei-Ling II-517
Shim, Sang-Won I-532
Shizuki, Buntarou III-370
Silva, Pedro J. L. II-572
Sim, Jae Moon I-491
Smrčina, Michal III-142
Soares, Marcelo M. I-582, II-241, II-322,

II-335, II-376, II-439, III-189, III-342
Soga, Asako II-532
Sohn, Jung Joo III-242
Song, Jinyao II-241
Song, Scott II-146
Song, Wang III-618
Song, Zishan I-130
Soter, Clarissa I-209
Sotiropoulos, Dimitris III-268
Sran, Ashmean Kaur III-162
Stavrakis, Modestos III-659
Steele, Adam I-3
Stepanovic, Mila II-542
Su, Tao II-241
Su, Xinran II-322
Sun, Chih-Cheng II-313
Sun, Guoqiang II-346
Sun, Wei I-71
Suzuki, Kenta II-561
Suzuki, Takuzi II-532

Takahashi, Shin III-370
Tan, Hong Z. I-532
Tang, Hsien-Hui II-517
Tao, Yonglei I-268
Teeuw, Richard II-391
Teichrieb, Veronica II-572
Teixeira, João M. X. N. II-572
Tenorio Morales, Maria Consuelo III-518
Teraoka, Takehiro II-605
Tian, Yu III-533
Tiantian, Wan III-342
Tiradentes Souto, Virgínia III-475, III-552
Triantafyllou, Evangelia I-439
Trindade, Inês A. III-314
Tsujino, Yoshihiro III-518

Valente, João II-426
Van Hove, Stephanie II-158
Vanderlei Fernandes, Lucas II-586
Veilleux, Marianne I-549
Ventegodt, Alex I-439
Vilar, Elisângela III-351
von Atzingen Amaral, Henrique II-212
Vorakitphan, Voraphan III-175
Vosinakis, Spyros III-659
Voß, Stefan I-370, III-31

Wallach, Dieter I-160
Wang, Bin III-493
Wang, Chen III-566, III-676
Wang, Jing II-322
Wang, Li III-49
Wang, Limin III-427, III-438, III-618,

III-687
Wang, Nan I-199
Wang, Peng III-594
Wang, Ruiyun III-370
Wang, ShuHao III-687
Wang, Tao II-623, II-666
Wang, Tianxiong I-567
Wang, Xiaohan III-461
Wang, Xiaorui I-464
Wang, Yan I-476
Wang, Yifang II-452
Wang, Yiji II-683
Wang, Yun II-439
Washio, Takuya I-278

598 Author Index



Watanabe, Makiko I-278
Weng, Yingnan III-189
Winter, Marcus II-175
Wu, Qiong II-74
Wu, Xu II-346

Xenos, Michalis III-268
Xi, Tao III-20
Xia, Shuxin III-189
Xin, Xiangyang I-311
Xin, Xin II-683
Xinrui, Zhang III-342
Xiong, Wei I-294
Xue, Weifeng II-694

Yamamoto, Keiko III-518
Yang, Liu I-567
Yao, Tian I-294
Yasumoto, Masasuke II-605
Yin, Wenjing III-566
Yin, Wenjing III-676
Yu, DanDan III-438, III-687

Yuan, Xiaojun II-194
Yue, Wu III-380
Yüzüncüyıl, Kübra Sultan II-357

Zapata, Claudia III-100
Zarattini Chebabi, Raquel II-212
Zeng, Jiayu I-582, II-241
Zeng, Yiling II-335
Zhang, Enxin I-113
Zhang, FuMei III-438
Zhang, Ke I-476
Zhang, Renqian I-464
Zhang, Rui II-335
Zhang, Weiwei II-277
Zhang, Wenzhuo II-439
Zhang, YiNan III-438
Zhao, Xin I-199
Zheng, Meng-Cong I-83
Zhong, Keke II-376
Zhou, Ronggang I-464
Zhou, Ziren II-322
Zhu, Di II-716
Zhu, Dian I-130
Zhu, Yan-cong II-222, III-461

Author Index 599


	Foreword
	HCI International 2020 Thematic Areas and Affiliated Conferences
	Contents – Part I
	Contents – Part II
	Contents – Part III
	UX Design Methods, Tools and Guidelines
	Coherent Heuristic Evaluation (CoHE): Toward Increasing the Effectiveness of Heuristic Evaluation for Novice Evaluators
	Abstract
	1 Introduction
	2 Related Work
	3 Methodology
	4 Results
	4.1 Problems Evaluators Faced, How to Overcome Them and Suggestions to Improve HE
	4.2 Coherent Heuristic Evaluation (CoHE)

	5 Discussion
	6 Conclusion
	References

	House of Prototyping Guidelines: A Framework to Develop Theoretical Prototyping Strategies for Human-Centered Design
	1 Introduction
	2 Background
	2.1 Prototyping
	2.2 Prototyping Best Practices and Findings
	2.3 Prototyping and Digital Human Modeling

	3 Methodology
	4 House of Prototyping Guidelines (HOPG)
	5 Discussions
	6 Future Work
	References

	Applying Storycraft to Facilitate an Experience-Centric Conceptual Design Process
	Abstract
	1 Introduction
	2 Storyply
	2.1 Storyply Toolkit
	2.2 Storyply Method
	2.3 Storyply Workshop

	3 Designing and Evaluating Storyply
	3.1 Research Methodology and Procedure

	4 Reflections and Conclusions
	4.1 Informing Research Questions
	4.2 Informing Design Practices
	4.3 Conclusion

	References

	Scales for Knowledge Elicitation: An Experimental Comparison Study
	Abstract
	1 Introduction
	2 Theoretical Basis
	3 Methodology
	4 Experiments
	4.1 Experiment 1
	4.2 Experiment 2

	5 General Contributions
	6 Procedure Replication
	7 Related and Future Work
	References

	The Designer’s Creativity Demand&Influence Factor Model Based on Grounded Theory
	Abstract
	1 Introduction
	2 Model Construction Based on Grounded Theory
	2.1 Grounded Theory
	2.2 Collection of Original Data
	2.3 Construct Model Through Three-Level Coding

	3 Designer’s Creativity Demand&Influence Factor Model
	4 Conclusion
	References

	Online Interactive Chart Choosers for Novice Visual Designers: Assistance and Restriction
	Abstract
	1 Introduction
	2 Prior Work
	2.1 Selection of Chart Chooser
	2.2 Selection of Datasets

	3 Method
	3.1 Participants
	3.2 Task Procedure

	4 Results
	4.1 Chart Types and Data Relationship
	4.2 Preference for Six OICCs
	4.3 Usability Evaluation of Six OICCs

	5 Discussion
	6 Conclusion and Future Work
	References

	The Usability Testessen – An Innovative Framework for Usability Testing in Practice
	Abstract
	1 Introduction
	2 Usability in Practice
	3 Discount Usability Engineering
	4 The Concept of the Usability Testessens
	4.1 Preparation
	4.2 Execution - The Usability Testessen i.n.S.
	4.3 Feedback and Optimization

	5 Evaluation of the Usability Testessen Concept
	6 Conclusion, Limitations and Future Work
	References

	Rich Media 2.0: A Methodology to Enhance Media Information Construction for Creating a Better User Experience
	Abstract
	1 Introduction
	2 Purpose
	3 Rich Media 2.0
	4 Characteristics of Rich Media 2.0
	4.1 Fact
	4.2 Need
	4.3 Stakeholders
	4.4 Touchpoints
	4.5 Information on Demand
	4.6 Autocatalysis

	5 Constructing Rich Media 2.0
	5.1 Offline Interactive Facilities and Services
	5.2 Virtual Information Construction
	5.3 Digital Exhibition
	5.4 Three-Dimensional Urban Structure

	6 Testing Model
	7 Conclusion
	References

	User Experience: How to Drive Innovation on the Fuzzy Front End
	Abstract
	1 Introduction
	2 Study Review and Model Extension
	2.1 Review of the Important Development of Fuzzy Front-End
	2.2 Innovation in Fuzzy Front-End
	2.3 User Experience in Fuzzy Front-End
	2.4 Model Extension

	3 Research Process
	3.1 Research Stage
	3.2 Creative Stage
	3.3 Concept Stage

	4 Results
	4.1 Social Environment in the Subconscious
	4.2 Innovation and Users
	4.3 Innovation Brought by Users
	4.4 The Result of the Workshop

	5 Discussion and Future Work
	Acknowledgement
	References

	Research on User Experience Classification Based on Phenomenological Method
	Abstract
	1 Introduction
	2 Related Work
	2.1 Research Work by Marcos
	2.2 Research Work by Pieter
	2.3 Implications for Follow-up Research

	3 Research Design
	3.1 Research Object
	3.2 Research Process

	4 Results
	5 Discussion
	6 Conclusion
	Acknowledgments
	References

	A Product/Process Model Approach to Formalize Collaborative User Experience Design
	Abstract
	1 Introduction
	1.1 Problem Statement
	1.2 Scope of this Contribution

	2 CUXD Foundations – Users, Tasks, and Environments Revisited: Stakeholders’ Requirements, Design Thinking, and Agile Development
	3 CUXD Outline and Process Description
	3.1 CUXD Process Phase 1: “Understanding” the Issue, Context(s), and Assumptions
	3.2 CUXD Process Phase 2: “Exploration” of Possible Solutions
	3.3 CUXD Process Phase 3: “Realization” in a Lean Way
	3.4 CUXD Summary

	4 CUXD Formalization with CPM/PDD
	4.1 Foundations of CUXD Formalization: Design Theory and Methodology (DTM)
	4.2 Outline of CPM/PDD
	4.3 CUXD and CPM/PDD Synthesis

	5 Conclusion
	Acknowledgments
	References

	Should We Measure UX Differently?
	Abstract
	1 Introduction
	2 Measurement of Impact – How Does User Experience Measure Itself Today?
	2.1 Design Indices
	2.2 Design Awards

	3 Is There an Alternative Way to Evaluate UX Holistically?
	4 The Transformation in Measuring Human Development
	4.1 New Measures of Well Being
	4.2 Have New Indices Brought New Insights?

	5 An Alternative Approach to Measuring UX – A Holistic Design Index
	5.1 Design Led Empowerment Index

	6 Conclusion
	References

	How Do Designers Make User-Experience Design Decisions?
	Abstract
	1 Introduction
	2 Related Work
	3 Method
	4 Results
	4.1 RPD
	4.2 Information Seeking
	4.3 Mental Models

	5 Discussion
	6 Limitations
	7 Conclusion
	Acknowledgement
	References

	NeuroDesign: Making Decisions and Solving Problems Through Understanding of the Human Brain
	Abstract
	1 Introduction
	2 Significance of This Research
	3 Methodology
	4 Research Settings
	5 Possible Research Domains and Discussion
	5.1 Individual Design
	5.2 Collaborative Design

	6 Conclusion
	Acknowledgments
	References

	Strateegia.digital: A Platform that Assumes Design as a Strategic Tool
	Abstract
	1 Introduction
	2 Time to Transform
	2.1 From Analog to Digital
	2.2 Layers of Transformation
	2.3 Peripheral Opportunities
	2.4 Organic Innovation
	2.5 Evolutionary Adaptation
	2.6 Incremental and Iterative

	3 Design as a Strategic Approach
	3.1 Strateegia Toolbox
	3.2 Modular over Time
	3.3 Modular and Minimalist
	3.4 Modular in Practice
	3.5 Work Methods Toolbox
	3.6 Technology Systems Toolbox
	3.7 Business Models Toolbox
	3.8 Performance Indicators Toolbox
	3.9 Experimentation and Performance

	4 strateegia as an Online Plataform
	4.1 Contextualized Conversations
	4.2 Dialogic Interface
	4.3 Measurable Dialogues
	4.4 Proficiency Index in strateegia

	5 Conclusion
	References

	Why (not) Adopt Storytelling in Design?
	Abstract
	1 Introduction
	2 Related Work
	3 Methodology
	4 Results
	4.1 The Results of Study 1
	4.2 The Results of Study 2
	4.3 The Results of Study

	5 Discussion
	5.1 The Reasons that Students Don’t Adopt Storytelling
	5.2 A Proposition to Develop Tools that Support Pitching Design Concepts in the Form of Stories
	5.3 Limitation

	6 Conclusion
	Acknowledgements
	References

	Visually Impaired Accessibility Heuristics Proposal for e-Commerce Mobile Applications
	1 Introduction
	2 Background and Related Works
	2.1 Accessibility
	2.2 Web Content Accessibility Guidelines
	2.3 Vision Impairment
	2.4 Related Works

	3 Defining Visually Impaired Accessibility Heuristics for e-Commerce Mobile Applications
	4 Results
	5 Conclusions
	References

	A Systematic Review of User-Centered Design Techniques
	Abstract
	1 Introduction
	2 Background
	2.1 Usability
	2.2 User-Centered Design (UCD)
	2.3 Usability Evaluation Methods

	3 Conducting the Systematic Review
	3.1 Research Questions
	3.2 Source Selection
	3.3 Search String
	3.4 Inclusion and Exclusion Criteria
	3.5 Data Collection

	4 Report and Analysis of Results
	4.1 Techniques Used for the Redesign of Graphical User Interfaces of Software Products Following the User-Centered Design Framework
	4.2 Software Tools Used for the Redesign of Graphical User Interfaces of Software Products Following the User-Centered Design Framework
	4.3 Methods to Evaluate the Usability of Software Products Within the UCD Framework
	4.4 Reasons for Redesigning the Graphical User Interfaces of a Software Product Following the User-Centered Design Methodology

	5 Conclusions and Future Works
	Acknowledgement
	References

	A Reusable Approach to Software Support for Adaptive Navigation
	Abstract
	1 Introduction
	2 Related Work
	3 Design Issues on Adaptive Navigation
	4 Reusable Support for Software Development
	5 Our Approach
	5.1 Aspect-Oriented Instrumentation
	5.2 Model-Based Analysis

	6 Feasibility Evaluation
	7 Conclusion
	References

	How Effectively Do Experts Predict Elderly Target-Users of Assistive Devices? Importance of Expert Knowledge in Device Development
	Abstract
	1 Introduction
	2 Target User Identification Rules and Expert Knowledge
	2.1 Definition of Outcomes
	2.2 Definition of Identification Rules Based on Expert Knowledge
	2.3 Objective of This Study

	3 Case Study: User-Testing of a Four-Wheel Electrically Assisted Cycle for Frail Elderly People
	3.1 Methodology
	3.2 Data Collection
	3.3 Results of the Experiment

	4 Modeling the Identification Rules of the Experts (PTs)
	4.1 Modeling by Questionnaire Results
	4.2 Modeling by Users’ Reasons for Using and Continuing/Discontinuing to Use the Device
	4.3 Modeling by Underlying Rationale of Expert Predictions
	4.4 Validation of the Obtained Model

	5 Conclusions
	Ethics Permission
	References

	Usability Heuristic Evaluation for the Hearing Impaired Language Training Mobile App
	Abstract
	1 Introduction
	2 Methodology
	3 Defining Usability Heuristics for the Hearing Impaired Language Training Mobile App
	3.1 Exploratory Stage
	3.2 Experimental Stage
	3.3 Descriptive Stage
	3.4 Correlational Stage
	3.5 Selection Stage

	4 A Set of Usability Heuristics for the Hearing Impaired Language Training Mobile App
	5 Usability Heuristics for the Hearing Impaired Language Training Mobile App: Validation
	5.1 Validation Stage
	5.2 Refinement Stage

	6 Formal Specification of the Usability Heuristics for the Hearing Impaired Language Training Mobile App
	7 Conclusions and Future Works
	Acknowledgments
	References

	Interaction Design and Information Visualization
	Lifestyle as the Object of Design: Elements Exploration from Experience Perspective
	Abstract
	1 Lifestyle to Be the Object of Design
	2 The Research of Different Disciplines on Lifestyle
	3 Design Research on Lifestyle
	4 The Exploration of Elements of Lifestyle
	4.1 Research Perspective
	4.2 Research Analysis
	4.3 Four Elements of Lifestyle

	5 Conclusion
	Acknowledgements
	References

	Embodied Cognition and Tactile Interaction: A Review on How Multi-sensorimotor Experiences Assisted by 3D Printing Can Shape the General Perception of Daily Activities
	1 Introduction
	2 Cognition and 3D Printing
	2.1 Cognitive Workload Demands Using 2D and 3D Spatial Engineering Information Formats
	2.2 ``Like Popcorn'': Crossmodal Correspondences Between Scents, 3D Shapes and Emotions in Children
	2.3 Understanding Physical Activity Through 3D Printed Material Artifacts
	2.4 Roma: Interactive Fabrication with Augmented Reality and a Robotic 3D Printer

	3 Tactile Interaction
	3.1 Surface Roughness of 3D Printed Materials: Comparing Physical Measurements and Human Perception
	3.2 Museum Visitor Preference for the Physical Properties of 3D Printed Replicas
	3.3 The Development of 3D Food Printer for Printing Fibrous Meat Materials(Conference Paper)
	3.4 Towards User Empowerment in Product Design: A Mixed Reality Tool for Interactive Virtual Prototyping
	3.5 3D Printing and Immersive Visualization for Improved Perception of Ancient Artifacts
	3.6 Environment-Scale Fabrication: Replicating Outdoor Climbing Experiences

	4 Instruction and Learning
	4.1 3D Printing in Preschool Music Education: Opportunities and Challenges
	4.2 Three-Dimensional Physical Modeling: Applications and Experience at Mayo Clinic
	4.3 Exploring Material Representations of Physical Activity
	4.4 Brain 3M - A New Approach to Learning About Brain, Behavior, and Cognition

	5 Customization and Accessibility
	5.1 Braille3D: Using Haptic and Voice Feedback for Braille Recognition and 3D Printing for the Blind (Conference Paper)
	5.2 Reprise: A Design Tool for Specifying, Generating, and Customizing 3D Printable Adaptations on Everyday Objects
	5.3 User Experience Design Methodology for Optimizing Kids' Toy Customization Platform Architecture: A Case Study
	5.4 RetroFab: A Design Tool for Retrofitting Physical Interfaces Using Actuators, Sensors and 3D Printing
	5.5 Interactiles: 3D Printed Tactile Interfaces to Enhance Mobile Touchscreen Accessibility

	6 Conclusion
	References

	Transforming Diagrams' Semantics to Text for Visually Impaired
	1 Introduction
	2 Background Information
	3 System Analysis and Design
	3.1 Requirements
	3.2 Design

	4 Online System for Converting Diagrams into Text
	5 Discussion
	5.1 Evaluation
	5.2 Conclusion and Future Work

	References

	Usability Heuristics Evaluation in Search Engine
	1 Introduction
	2 Background
	2.1 Usability
	2.2 Interface Evaluation - Severity Ratings
	2.3 Measurement of System and Software Product Quality
	2.4 The System: TCU Official Documents Search Engine

	3 Study Settings
	3.1 Research Goal
	3.2 The Evaluation
	3.3 Research Questions

	4 Study Results
	4.1 RQ.1. Which are the Possible Usability Issues in a System Designed Using Design Thinking Principles and Developed in Agile Methodology?
	4.2 RQ.2. Which are the Severity of the Issues Found?
	4.3 RQ.3 Are the Issues Found Correctable?
	4.4 Discussion of Results of Heuristic Evaluation
	4.5 Threats to Validity

	5 Conclusion
	References

	Managing Information in the Case of Opinion Spamming
	1 Introduction
	2 Opinion Spamming Issues and Literature Review
	2.1 Survey Papers
	2.2 Meta-Level and the Value of Reviews
	2.3 Legal Issues
	2.4 Literature on Fake Review Groups

	3 Methods
	3.1 A Sketch of Available Methods
	3.2 Datasets

	4 Conclusions
	4.1 Lessons Learned and Food for Thought
	4.2 Future Research

	References

	Make Me Care: Ethical Visualization for Impact in the Sciences and Data Sciences
	Abstract
	1 Introduction
	2 Treachery in Visualizations and How to Transmute It
	2.1 Argumentation Through Form
	2.2 Argumentation Through Content
	2.3 Committing to Doing No Harm

	3 Ethical Visualization for Impact
	3.1 Discover the Data
	3.2 Scope the Impact
	3.3 Develop the Frame
	3.4 Prepare the Dataset
	3.5 Visualize the Frame
	3.6 Publish the Visualization

	4 Conclusion: Visualizations that Foster Compassion
	References

	Involving Users in Sound Design
	Abstract
	1 Introduction
	1.1 The Importance of Sound in Interface Design
	1.2 The Need for Developing Collaborative Sound Design Approaches
	1.3 Sound Design for Experiences
	1.4 How Sounds Affect Experiences
	1.5 Designing with Users
	1.6 Designing with Sound: Establishing a Mutual Language

	2 Method and Study Design
	2.1 Pilot Study in the Copenhagen Metro
	2.2 Soundwalks, Think-Aloud and Sound Sketching
	2.3 Data Analysis and Concept Development
	2.4 Sound and Video Prototyping

	3 Results and Observations
	3.1 Soundwalks and Think-Aloud
	3.2 Sound Sketching
	3.3 Sound Prototyping
	3.4 Video Prototyping
	3.5 Wizard of Oz Prototype
	3.6 Users as a Source of Creative Experimental Potential

	4 Discussion and Conclusion
	References

	Visualizing Information in Scientific Figures
	Abstract
	1 Introduction
	2 The Relationship of Form and Meaning
	3 Visual Variables
	4 Systems of Visual Organization
	5 Using Visual Variables and Systems of Visual Organization Together
	6 Conclusions
	References

	Intermodal Improvement: Nudging Users to Use Keyboard Shortcuts
	1 Introduction
	2 Background
	2.1 User Behavior
	2.2 Performance Within a UI
	2.3 Ambient Suggestion
	2.4 Nudging

	3 Methods
	3.1 Design Choices
	3.2 Evaluation

	4 Results
	5 Discussion
	6 Conclusion
	References

	Identifying Interaction Patterns for Face Recognition Interfaces Through Research, Prototyping and Testing
	Abstract
	1 Introduction
	2 Theoretical Framework
	2.1 Information Design
	2.2 Information Architecture

	3 Methodology
	3.1 Desk Research
	3.2 Ideation
	3.3 Prototyping
	3.4 User Testing

	4 Results
	4.1 Desk Research
	4.2 User Interface
	4.3 Interaction Patterns

	5 Conclusions
	Acknowledgements
	References

	The Impact of Expectation and Disconfirmation on User Experience and Behavior Intention
	Abstract
	1 Introduction
	2 Theories and Hypotheses Development
	2.1 Expectation-Confirmation Theory
	2.2 Prospect Theory

	3 Data Description
	4 Analyses and Results
	4.1 Impact of Expectation and Disconfirmation on UX Satisfaction
	4.2 Impact of Expectation and Disconfirmation on Behavior Intention

	5 Conclusions and Discussion
	Acknowledgment
	References

	Usability Oriented New Baren Product Design and Test Practice
	Abstract
	1 Introduction
	2 Baren Product Design Practice
	3 Usability Test of the New Design of Baren Product
	3.1 Comparative Test Analysis of Hand Joint Activity
	3.2 Right Arm Fatigue Test
	3.3 Subjective Comfort and Satisfaction of Users
	3.4 Subjective Psychological Preference of Users
	3.5 Assessment Revision and Outcome Transformation

	4 Conclusion
	Acknowledgements
	References

	Emotional Design
	How Motion Graphics Affect Emotional Quality: In the Context of an In-Vehicle Information System
	Abstract
	1 Introduction
	2 Literature Review
	2.1 Emotion Measurement
	2.2 Emotion in Motion

	3 Methodology
	3.1 Emotional Factors
	3.2 Motion Properties
	3.3 Prototype
	3.4 Procedure

	4 Result
	4.1 MANOVA Analysis
	4.2 Multiple Regression Analysis

	5 Conclusion
	References

	Designing a Multimodal Emotional Interface in the Context of Negotiation
	1 Introduction
	2 Related Work
	3 Schema and Prototype
	3.1 Schema for an Emotional Interface
	3.2 Designing a Prototype of an Emotional Interface

	4 Methods
	4.1 Procedure
	4.2 Measures

	5 Results
	5.1 Recognition of Emotions Displayed Through Avatar's Mimics
	5.2 User Experience and Trust Evaluation

	6 Discussion
	6.1 Limitations
	6.2 Future Work

	References

	Multimodality, Naturalness and Transparency in Affective Computing for HCI
	Abstract
	1 Introduction
	2 Multimodality in HCI
	2.1 Contribution of the Cognitive Sciences
	2.2 Potentialities and Constraints of Multimodal Interfaces
	2.3 Development Requirements, Limitations and Constraints

	3 Naturalness in Multimodal HCI
	4 Transparency of Interfaces
	5 Aspects for the Anthropomorphization of HCI
	6 Conclusion
	References

	palmScape: Calm and Pleasant Vibrotactile Signals
	Abstract
	1 Introduction
	2 Design Approach
	2.1 Design Principles
	2.2 Design Guidelines

	3 Custom-Designed Vibrotactile Signals
	4 Affective Rating Experiment
	4.1 Methods
	4.2 Procedures

	5 Results and Discussion
	6 Concluding Remarks
	Acknowledgements
	References

	Visualizing a User’s Cognitive and Emotional Journeys: A Fintech Case
	Abstract
	1 Introduction
	2 Literature Review
	2.1 The Customer Journey
	2.2 Measuring Emotional and Cognitive Responses

	3 Method
	3.1 Participants
	3.2 User Test Procedure
	3.3 Measures
	3.4 Preparation of Visualization Models
	3.5 Focus Group Procedure

	4 Method
	4.1 Customer Journey Visualization
	4.2 Results of the Focus Group

	5 Method
	6 Conclusion
	References

	A Comparative Research on Designer and Customer Emotional Preference Models of New Product Development
	Abstract
	1 Introduction
	2 Literature Review
	3 Method
	3.1 Obtaining Kansei Vocabulary of Users and Designers
	3.2 User Semantic Evaluation Experiment
	3.3 Analyzing Kansei Semantic Words
	3.4 The Statistical Analysis

	4 Case Study
	4.1 Extracting Semantic Features of the Product
	4.2 Analyzing Kansei Words
	4.3 Comparison of Cognitive Preferences Between Designers and Users
	4.4 Designer and User Emotional Associate Analysis

	5 Conclusion
	Acknowledgements
	References

	Systematic Review on Using Biofeedback (EEG and Infrared Thermography) to Evaluate Emotion and User Perception Acquired by Kansei Engineering
	Abstract
	1 Introduction
	2 Method
	2.1 Systematic Review and Data Mining
	2.2 Research

	3 Findings
	4 Conclusion
	References

	Author Index



