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Preface

The International Conference on Information Systems Development (ISD) is
an academic conference where researchers and practitioners share their knowledge
and expertise in the field of information systems (IS) development. As an affiliated
conference of the Association for Information Systems (AIS), the ISD conference
complements the international network of general IS conferences (ICIS, ECIS,
AMCIS, PACIS, HICSS). The ISD conference continues the tradition started with
the first Polish-Scandinavian Seminar on Current Trends in Information Systems
Development Methodologies, held in Gdansk, Poland, in 1988. This seminar has
evolved into the International Conference on Information Systems Development.

Throughout its history, the conference has focused on different aspects, ranging
from methodological, infrastructural, and educational challenges in the ISD field to
bridging the gaps between industry, academia, and society. Advancements in
information systems foster technological developments. The deployment of the
resulting technologies in all areas of society, including the public and private
sectors, the community, and people’s homes is greatly beneficial. ISD has always
promoted a close interaction between theory and practice that has set a
human-centered agenda focused on advancing the methods, tools, and management
of IS development.

This volume is a selection of papers from ISD2019, the 28th Information
Systems Development Conference hosted by the Higher Institute for Electronics
and Digital Training (ISEN Yncréa Méditerranée) and held in Toulon, France,
from August 28–30, 2019. All accepted papers have been published in the AIS
eLibrary, which is accessible at https://aisel.aisnet.org/isd2014/proceedings2019.
This volume contains extended versions of the best papers, as selected by the
ISD2019 Proceedings Editors.

The theme of the conference was Information Systems Beyond 2020. It focused
on the latest developments in ISD and particularly on emerging concepts, novel
approaches, and ideas that are likely to shape information systems research in the
2020s. The conference provided a forum for discussing research and developments
in this field.
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The ISD2019 conference attracted contributions in the general area of infor-
mation systems development, as well as in more specialized topics including
Society, Trust, and Ethics in ISD, New Media in ISD, ISD Methodologies, ISD
Education, and Managing ISD. ISD2019 focused on these and associated topics in
order to promote research into theoretical and methodological issues and ways in
which these advances enable better synergies between theory and practice.

We believe that the innovative papers assembled in these lecture notes will
inform the reader of important contributions in this regard.

Alena Siarheyeva
Chris Barry

Michael Lang
Henry Linger

Christoph Schneider
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Advancing Conceptual Modeling Education
Towards a Generalized Model Value Proposition

Ana-Maria Ghiran, Cristina-Claudia Osman, and Robert Andrei Buchmann(B)

Business Informatics Research Center, Babes,-Bolyai University, Cluj-Napoca, Romania
{anamaria.ghiran,cristina.osman,robert.buchmann}@econ.ubbcluj.ro

Abstract. This paper proposes a teaching method and artifact for Conceptual
Modeling education, motivated by a challenge in the authors’ university of bridg-
ing the gap between bachelor-level studies and research work on topics related to
Conceptual Modeling. At bachelor-level, Conceptual Modeling is subordinated
to Software Engineering or Business Process Management topics, making exten-
sive use of available standards for graphical documentation purposes. However, at
doctoral level and in project-based work, modeling methods must be scientifically
framed within wider-scoped paradigms – e.g. Knowledge Management, Enter-
prise Modeling – or tailored for domain-specific scenarios. The teaching artifact
presented in this paper is an example of an “agile modeling method” that can be
iteratively evolved together with students through a metamodeling approach in
support of a course flow that argues for a generalized model value proposition
and modeling languages acting as “schema” that can be tailored and migrated to
accommodate explicit requirements from any application domain.

Keywords: Agile Modeling Method Engineering ·Metamodeling · Teaching
Conceptual Modeling · Resource Description Framework

1 Introduction

This paper extends a proposal on improving Conceptual Modeling education presented
at ISD 2019 [1], by enriching the proposed teaching artifact with details regarding the
course flow that frames it, the rationale of its design decisions and further justification
on the choice of tooling and methodology.

Conceptual Modeling education can be tackled as a design problem to address com-
mon preconceptions identified in the students’ understanding, and possibly in the stance
of educators who strictly employ Conceptual Modeling for common use cases (e.g.
database design, business process modeling). The hereby advocated teaching approach
introduces Conceptual Modeling to students as a purposeful activity that has a value
proposition for a diversity of domains, among which databases design or control flow
modeling are only a selection of (popular) use cases. Others, such as service design [2],

A prior version of this paper has been published in the ISD2019 Proceedings (http://aisel.aisnet.
org/isd2014/proceedings2019).

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
A. Siarheyeva et al. (Eds.): ISD 2019, LNISO 39, pp. 1–18, 2020.
https://doi.org/10.1007/978-3-030-49644-9_1
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smart city simulations [3], value analysis [4] or even a knowledgemanagement approach
to something as trivial as cooking recipes [5] can equally benefit from this discipline,
as it provides means for capturing structured conceptualizations on a mitigation layer
between human-oriented knowledge representation and machine-readable knowledge
representation. When we add the ingredient of agile metamodeling, modeling languages
become schemata that enable domain-specific knowledge retrieval – something that can
be convincingly presented by analogy with how a database schema enables SQL queries
for data-driven system or decision.

In the authors’ university, the students graduating bachelor programs in Business
Information Systems or Computer Science come in contact with Conceptual Modeling
topics as chapters of courses on software engineering or business process management.
On the other hand, a wider and deeper understanding is required in research work – i.e.,
project-based industry collaborations, doctoral and postdoctoral studies, some master
dissertations (especially in industry collaborations where domain-specificity tends to be
a key requirement). In master or doctoral studies it is not sufficient to wear the hat of a
modeling tool “user” (who takes a modeling language for granted), but it is often neces-
sary to be capable of exercising abstraction abilities, of expanding standards, of hybridiz-
ing modeling dialects or developing model-based proof-of-concept experimentation and
evaluation.

This gap in perception is comparable to the one between “database users” (who oper-
ate on data records, while taking a database design for granted) and those able to migrate
or deploy their own database for evolving needs. While for database courses this gap is
easily bridged (even during the same semester), it is not the same for Conceptual Model-
ing which is dispersed in “aspects” of other disciplines. This turns Conceptual Modeling
education into a “design problem” (in the sense of Design Research) – a problem we
are investigating along the full engineering cycle, from contextual requirements to pro-
posed treatments. As a possible treatment to this problem, we hereby present a teaching
artifact that aims to stimulate students’ lateral thinking – the main learning objective is
to show that a modeling language is a knowledge schema to be tailored and migrated in
the same sense as a database schema, in order to ensure the semantic richness necessary
for some selected purpose (which may go well beyond graphical documentation, e.g.
interoperability with external systems). Software Engineering is thus repositioned as an
application domain that benefits from standards, best practices and consensus; but at the
same time, a more general notion of “model value” is introduced - one that transcends
application domains and follows learning design recommendations from the literature
[6].

The proposed teaching artifact is a “modeling method” (cf. the definition of [7]) that
showcases to students, through a minimalist approach: (i) a modeling method’s building
blocks, prototyped in the form of a domain-specific modeling tool; and (ii) a conceptu-
alization and implementation process based on the Agile ModelingMethod Engineering
framework [8] to enable the agile migration of a modeling prototype assuming evolv-
ing requirements. Therefore, the Design Research challenge for which this artifact was
developed is How can we teach Conceptual Modeling in a way that stimulates pro-
ductivity and creativity of students in research work, expanding their understanding of
modeling purpose and model value beyond traditional application areas and use cases?
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The short answer, for which the proposed artifact was developed, is by revealing the
“agile schema” function that a modeling language can fulfil and by demonstrating its
evolvability driven by requirements. The targeted success measure in our university’s
case was to enable master students to publish scientific contributions for the first time in
international venues on Conceptual Modeling topics, derived from their own disserta-
tions, thus easing their learning curve towards project-based work and potential doctoral
studies.

The remainder of the paper is organized as follows: Sect. 2 clarifies the working
terminology and provides justification for the choice of tools. Section 3 outlines the
requirements for the proposed teaching artifact and provides an overviewon the proposed
solution. Section 4 presents the teaching artifact and how it fits in the overall teaching
method and course flow. Section 5 discusses observed outcomes. Section 6 comments
on related works. The paper ends with conclusions.

2 Working Terminology and Justification

In this work’s interpretation, the term Conceptual Modeling refers to a “standalone
discipline that uses or creates conceptualizations for any domain” [9], resulting in dia-
grammatic abstractions relevant to that domain and driven by some requirements. The
longstanding conference series onConceptualModeling (ER), although often presenting
Software Engineering use cases, generally recognizes this wide scope - covering from
philosophical foundations [10] to expanding application areas, e.g. Enterprise Architec-
tureManagement [11]. However, in education (and educational research) this wide scope
is obscured; consequently, junior researchers face a steep learning curve when they sud-
denly discover that modeling is not limited to ancillary techniques they routinely employ
for documenting their work in other disciplines.

This paper is motivated by direct observation on the study programs where authors
are involved, which is backed by a recent literature survey [12] showing that, perhaps due
to how the ACM/AIS curriculum on Information Systems [13] is designed, the research
literature on ConceptualModeling education is dominated by Software Engineering sce-
narios – e.g. [14, 15], with a minority (quarter) of surveyed works pertaining to Business
ProcessManagement and only isolated works tackling other application areas (e.g. [16])
- although the diversity of available modeling languages is otherwise well represented
outside educational contexts (from work on extending standards like Archimate [4] to
domain-specific projects [17]). Some academic courses where Conceptual Modeling is
positioned as a standalone discipline can also be identified [18, 19] but these are tightly
coupled to Software Engineering contexts.

The engineering process for this artifact (and the associated tutorial flow) is a sim-
plification of a metamodeling approach called Agile Modeling Method Engineering
(AMME) [8], which employs notions of “model”, “instance” and “metamodel” similar
to theMeta-Object Facility [20] but is independent of theUML language family and aims
to support a full production line of modeling tools. Its formal foundation is the FDMM
formalism published in [21] aligned with the meta-metamodel of the ADOxx platform
[22] that assumes a graph-like underlying structure for any diagrammatic representation.
This is also the metamodeling platform employed to develop the artifact together with
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students, due to its (i) free availability, (ii) rapid prototyping features that help students
produce something usable before (or in parallel with) acquiring theoretical foundations
or programming experience, (iii) open access to a diversity of modeling tools that stu-
dents can dissect and repurpose, hosted within the Open Models Laboratory ecosystem
[23]. The design decisions to be presented in this paper aim for educational qualities,
a minimization of prerequisite skills and of domain expertise, therefore they should be
easy to translate to other preferred platforms, with only few limitations (e.g. built-in
model interoperability features are quite diverse among metamodeling platforms and
may require some implementation effort on the educator’s part).

3 Requirements for the Teaching Artifact

Several meta-requirements have been distilled as motivation for the proposed teaching
artifact. These are synthesized in Table 1 together with their rationale, paralleled by
suggestions on how they are addressed (Solution Approach).

Table 1. Requirements on the proposed teaching artifact and means of addressing them

Requirement Solution approach Rationale

A. To position Conceptual Modeling
as a Design Science approach

The notion of “modeling method” [7]
(including a modeling language) is
introduced as an artifact subjected to its
own engineering process driven by
“modeling requirements”
The engineering process produces
specific deliverables guided by
situational requirements and evaluation
criteria (derived from generic criteria
proposed in [24])

Students should gain the ability to
create and customize modeling
methods that are purposeful and
situational, and to productively
prototype them in the form of
modeling tools

B. To position Conceptual Modeling
within the Knowledge Management
paradigm

Considering the existing works on
revisiting Nonaka’s knowledge
conversion cycle [25] through the lens
of Conceptual Modeling (e.g., [26]),
modeling is presented as a means of
Knowledge Externalization. The
“knowledge representation” quality of
models is stressed by showcasing the
ability of applying semantic queries on
models, employing the Resource
Description Framework (RDF) [27] as a
model storage format

Students should gain the ability of
tailoring a modeling method for
Knowledge Externalization purposes,
to satisfy knowledge retrieval
requirements (semantic queries or
reasoning). A modeling language must
be understood as a knowledge schema
that can be migrated just like a
database schema (with models taking
on the role of “records”)

C. To emphasize domain-specificity as
a common situational requirement

Inspired by the existing tradition in
domain-specific language development
and domain engineering [17, 28], the
approach highlights means of
assimilating domain-specificity in
modeling languages, or to apply such
specificity to all building blocks of a
modeling method

Students should gain the ability of
extending standard modeling
languages or to create new ones, for
domain-specific purposes and having
in mind knowledge retrieval goals
(model queries and possible
interoperability with model-driven
systems)

(continued)
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Table 1. (continued)

Requirement Solution approach Rationale

D. To reveal the agility potential of
modeling methods.

The Agile Modeling Method
Engineering [8] methodology is
employed to evolve a modeling method
through two iterations driven by additive
requirements, with the help of fast
prototyping (metamodeling) platforms

Students should gain the ability to
evolve a modeling tool according to
changing requirements

Traditionally, there has been a significant gap between these requirements and the
dominant perception of students on diagrammatic Conceptual Modeling, as acquired
during bachelor studies. Most of our master students come from Business Informa-
tion Systems or Computer Science bachelor programs, with a minority (<10%) from
Business Administration programs. Their experience with modeling is dominated by
UML and ER diagrams (or BPMN, for a minority of Business Administration students)
– employed strictly as graphical documentation for bachelor theses (typically using
drawing tools with diagramming “templates”).

The value of models as purposeful knowledge representation is thus lost or diluted
by the common use case of graphical documentation. We aim to reinforce that value by
repositioning a modeling language as a knowledge schema that supports easily demon-
strable pragmatic goals – model queries, rule-based mechanisms or interoperability to
enable model-driven engineering. The graphical representation thus becomes only a
superficial layer for semantically rich knowledge structures. By raising the abstraction
level, modeling goals are attached to paradigms such as Design Science or Knowledge
Management, thus suggesting theoretical frames for students who want to further pursue
research on these topics.

In addition to the requirements summarized in Table 1, several pragmatic goals have
been distilled from feedback on earlier attempts to design our teaching artifact [5]:

• Minimalism: The development of the modeling method should be demonstrable in 2
meetings × 3 h each, plus an additional meeting for discussion (to map the hands-on
experience on theoretical background provided by parallel lectures, also suggesting
potential extensions for student homework). The modeling language should introduce
in its first iteration not more than 3 concepts (and necessary relations), thus reducing
the complexity to a “Helloworld” kind of demonstration – however one that touches all
building blocks of a modeling method and is still aligned with the meta-requirements
in Table 1;

• Intuitive constructivism:Hands-on experience of students should clash against their
dominant preconceptions in order to generate transformations across the educational
objectives specified byBloom’s framework [29] -Knowledge,Comprehension,Appli-
cation, Analysis, Synthesis, and Evaluation. Students with heterogeneous background
should be able to follow and replicate the demonstration;

• Domain-specificity (without domain expertise) should manifest in various aspects
of the modeling method, suggesting further means of expanding this specificity.
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However, specificity should be minimal to avoid prerequisite domain expertise and
distractions pertaining to domain understanding;

• Generalizability (only loose coupling to software engineering): The proposed artifact
should be detached from Software Engineering standards (UML, ER). At the same
time, it should be re-attachable to software engineering purposes through means that
illustrate the “models are knowledge” principle (i.e., model queries instead of the tight
coupling of code generation);

• Familiarity: Existing modeling experience should be leveraged through analogies
(with e.g. activity modeling), further suggesting how students could develop their
own customization of existing standards.

The teaching artifact introduced to satisfy these requirements is therefore a minimal-
istmodelingmethod – sufficiently rich to showcase the core principles ofAgileModeling
Method Engineering and, at the same time, open-ended for further extensions in student
homework. The building blocks of this artifact are shown in Fig. 1, each mapped to
their enabling technologies (free versions for educational purposes are available for all
of these):

Fig. 1. Building blocks and enablers of the proposed teaching artifact

1. ADOxx [22], a metamodeling platform for rapid prototyping of modeling tools
(including notation, syntactic rules, semantics or model-driven functionality);

2. ADOScript, the built-in scripting languageofADOxx for implementingmodel-based
functionality;

3. GraphDB [30], an RDF graph database server with ontological capabilities (to store
models as knowledge graphs and demonstrate model queries outside the modeling
environment);

4. ADOxx-to-RDF [31], a plug-in for converting diagrammatic models to machine-
readable RDF graphs, regardless of the modeling language used to create them; the
graphs are stored inGraphDB to exposemodel content to semantic queries (SPARQL
[32]) from arbitrary clients.
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4 Methodology and Artifact

4.1 Application Domain for the Teaching Artifact

The researchmethod underlying thiswork is subordinated to theDesign Science research
paradigm [33] – i.e., we designed an artifact (a “modeling method”) that is needed to
improve a problem context - to enable master students to think not only as users of
established modeling tools (taken for granted and bound to a modeling procedure), but
also as knowledge creators guided by specific requirements in a narrow application
domain where a modeling layer must be employed to bridge human understanding and
a technological execution environment. Thus the artifact is iteratively built to defuse
the discussed fallacies and to satisfy the requirements formulated in Sect. 3, enabling
new innovation competences in our Information Systems study programs, as well as
an open-ended understanding of the benefits of Conceptual Modeling as a knowledge
creation activity.

The application domain targeted by the teaching artifact is the Internet of Things,
for which Conceptual Modeling can be used not only for traditional goals (e.g., system
design), but also as a knowledge representation technique that is amenable for both anal-
ysis by humans and semantic processing bymachines. The proposedmodelingmethod is
introduced in relation to Knowledge Management requirements in a maintenance com-
pany. A knowledge base must accumulate diagnosing or repair procedures mapped on
maintained devices and their diagnosing sensors. A modeling tool is required to build
this knowledge base in diagrammatic form.

4.2 Teaching Method and Course Flow

The teaching method is based on live tutorial demonstration of small implementation
increments, mirrored by students. The progress has a “gradual revealing” nature, with
metamodeling theorization provided in parallel lectures, to reflect back on the hands-on
experience and by comparison with known modeling tools or languages. Each mod-
eling method building block is showcased by a minimal example enriched across two
iterations.

The tool development method employed for hands-on exercising is a simplification
of the Agile Modeling Method Engineering (AMME) methodology. This is an iterative
metamodeling approach where each iteration (i) starts with the definition of domain
knowledge and modeling requirements (which here take the form of diagram mock-ups
and the purpose of retrieving some information from models) and (ii) ends with the
deployment of a usable modeling tool. More details on the AMME phases are available
in [8], but for teaching purposes it is reduced here to its Design and Develop phases,
quickly leading to a usable result even in the absence of introductory metamodeling
theorization.

The two teaching iterations are exemplified in this paper, with the initial iteration
satisfying the constraint of “not more than 3 concepts” and the second one splitting
the modeling language into two types of models with machine-readable links, editable
attributes and interactive notation. A third iteration may be left for students’ homework,
allowing them further individual exploration. The theoretical exposition that parallels the
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hands-on experience follows a learningflowsuggested in Fig. 2,where the argumentation
cascades along the following steps:

Fig. 2. Conceptual learning flow and support examples for each step

1. Introduce popular Conceptual Modeling use cases. This acts as a reminder of
previous student experience from bachelor programs, where first contact with modeling
involves the use of one or more of ER, UML, BPMN for the purpose of graphically
documenting student projects;

2. Formulate a generalized “model value” proposition: first, by revealing (or remind-
ing) that the models at the previous step may also have other purposes than graphical
documentation - e.g. SQL code generation and BPMN process path simulation can be
quickly demonstrated with open educational tools like BEE-UP [34]; next, the semantic
coverage and domain-specificity ofmodeling languages is expanded towards other appli-
cation areas and other purposes – e.g. Archimate, Valuemodeling, Designer components
in Robotic Process Automation;

3. Link “model value” to Requirements/Purpose. This aims to make explicit the
niche class of “modeling method requirements” (for which recent research proposed
dedicated Requirements Engineering methods – see [35]). In the general sense, this
reveals the nature of modeling languages/tools as Design Science artifacts subjected to
requirements that trigger specific engineering cycles;

4. Make analogy between Data Queries and Model Queries to benefit from existing
student experience with relational databases. Use the simplest examples that support the
analogy – e.g. “select all tasks of a certain participant in a BPMNmodel”. Use a tool that
where model queries can be easily demonstrated directly in the modeling environment,
e.g. BEE-UP [34];

5. Introduce the “schema” function of a modeling language. Reveal that model
queries are enabled by a model schema (“metamodel”), similarly to how SQL queries
are enabled by a database schema (and that the model schema must be sufficiently rich
to satisfy the query). Provide examples of semantic insufficiency (e.g. how to retrieve
ingredients and quantities from a BPMN diagram repurposed as a cooking recipe) – this
will argue for the possibility of agile schema adaptation;

6. Introduce Metamodeling as a way of adapting the model schema to make it ade-
quate for certain model queries (themselves derived fromRequirements/Purpose). Show
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existing prototypes of open modeling tools and present Metamodeling platforms as
means for editing their “model schema” and for the rapid (re)prototyping of a modeling
tool according to the changed schema;

7. Introduce the underlying graph-like nature of diagrammatic models and the possi-
bility of enabling model queries outside a modeling environment. A handy example can
again benefit from BEE-UP, as it provides an option to export BPMN or UML models
to RDF graphs, making them available to semantic processing. This will also be shown
in the teaching artifact developed with students, thus establishing a bridge towards the
next course module (on semantic technology).

4.3 Initial Iteration of the Teaching Artifact

The teaching artifact is demonstrating starting with introducing the scenario (Sect. 4.1)
immediately followedby the initiationofAMME’sDesignphase by (i) sketching amock-
up of how diagrams should look in the language being developed and (ii) identifying
the distinct types for each element present in the mock-up diagram. The types (node
types and connector types) will form the metamodel, introduced here as the “language
vocabulary” or “knowledge schema”, thus simplifying the traditional notions of meta-
modeling established in the MOF specification [20] to one easily involved in the data-
models analogy.

Figure 3 shows such a mockup depicting a rudimentary process flow (simple
sequence of maintenance steps), where each step can be connected either to a sensor or
a device it acts upon; additionally, sensors should be attachable to devices.

The language vocabulary is introduced as the aggregate answer to four questions: (i)
what types of nodes are used in the mock-up? (ii) what types of connectors are used?
(iii) what types of nodes should be linked by each connector (i.e., the domain and range
of each relation)? (iv) how should the types be unified in order to have a single domain
and range for each relation? (i.e., a generalized RESOURCE concept is introduced, to
allow a maintenance step to act on both SENSORs and DEVICEs).

Non-specialized wording is employed (“types/concepts”, “connectors”, “generaliza-
tion”, “language vocabulary”) to support Business Administration students while at the
same time allowing those with computer science background the mapping to a more
technical dialect (“classes”, “inheritance”, “metamodel”).

Following this design, students are guided to stepwise implement it in the language
engineering component of ADOxx. Implementation phases are clearly distinguished by
the building block they address: (i) abstract syntax (the definition of types and their
syntactic constraints – i.e., domain, range, cardinality); (ii) notation (the custom graphic
symbols attached to each concept and connector); (iii) semantics (the meaning attached
to each symbol).

The importance of semantics is stressed as the core benefit ofConceptualModeling in
contrast to free sketching/drawing. Human interpretation and machine interpretation are
thus distinguished – the first relying on expressive labeling and visual cues; the second
requiring machine-readable (possibly domain-specific) annotation properties that will
be later exposed to model queries and model-driven systems. These properties must
conform a schema that can be tailored for each concept. In this case, to DEVICEs we
add a TYPE property (as a way of distinguishing meaning without having to add new
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Fig. 3. Diagram mockup and derived language vocabulary

graphical symbols to the language) and a DOCUMENTATION property (a hyperlink
to some device documentation available outside the modeling tool). Both labels and
annotations will later become the basis of running semantic queries against the RDF
graph structure that can be derived from models.

Figure 4 shows a model created with the initial modeling tool implementation. The
model is still limited in its capability of expressing information, relying on the labels
attached to the concepts and not so much on the graphical representation. It is also very
simplistic in terms of attributes that it exposes to model queries.

After the initial language implementation, the other two building blocks of a mod-
eling method are demonstrated: mechanisms and the modeling procedure. A minimal
demonstrative mechanism is scripted with the help of ADOxx’s internal scripting lan-
guage. The script shown in Listing 1 captures the event of drawing a connector instance
and writes in a log file information about the created connector (which objects have
been connected, in what model). It showcases the machine-readable nature of models
– through functions that retrieve the objects and types associated to a modeling event
(here, connector creation) while at the same time accessing the external file system to
produce some output based on model contents.

This is presented as a toy example of traditional model-driven approaches such
as code generation. It also introduces the third component of a modeling method, the
“modeling procedure” (i.e., the recommended steps for creatingmodels). If themodeling
procedure is simple enough to be formalized as a sequence of modeling actions, a
“reference sequence” can be compared with logged sequences with the help of similarity
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Fig. 4. Model created with the initial language iteration (left) and concept-level schema for
DEVICE annotations (right)

metrics – e.g., Levenshtein distance. Recent works concerned with the effectiveness of
teaching Conceptual Modeling show a growing interest in measuring modeling actions
as means of assessing learning outcomes [36] (an approach that we label as “modeling
procedure analysis”).

ON_EVENT “AfterCreateModelingConnector”{
CC “Modeling” GET_ACT_MODEL
CC “Core” GET_MODEL_INFO modelid:(modelid)
CC “Core” GET_CLASS_NAME classid:(classid)
CC “Core” GET_OBJ_NAME objid:(fromobjid)
SET sourcename:(objname)
CC “Core” GET_OBJ_NAME objid:(toobjid)
SET targetname:(objname)
CC “AdoScript” FWRITE file:”C:\\log\\log.txt” text:(“In model
“+modelname+” you created a connector of type “+classname+ “ from
object “+sourcename+” to object “+targetname+”\n”) append:yes}

Listing 1. ADOxx script for logging modeling actions

4.4 Advanced Iteration of the Teaching Artifact

Coming from initial modeling experiences in software engineering, students tend to
perceive modeling languages as invariants. However, agility principles may also be
adopted for modeling languages/methods - this is demonstrated in our teaching case
by evolving the “modeling requirements”, followed by a quick reprototyping of the
modeling tool. Examples of requirements driving the new iteration are the following:
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• The maintenance procedure should be more than a sequence of STEPs. DECISIONs
may also be necessary (which leads to the necessity of writing the progress condition
on arrows outgoing from a DECISION);

• To avoid “construct overload” (cf. [37]), the ACTS_ON relation must be special-
ized for sensors (READS_VALUE) anddevices (ACTS_ON_DEVICE), consequently
supporting model queries with this distinction;

• To avoid visual cluttering, the modeling language should be partitioned in two dis-
tinct types of models (the process and the resources); consequently, the ACTS_ON
connector is not only specialized, but also replaced with hyperlinks between models;

• To improve expressivity, domain-specificity should also be assimilated in notation (as
visual cues, plus the freedom to load preferred icons instead of the default symbols);

• To improve interoperability, domain-specificity should be assimilated in semantics as
well (sensors should have a live ADDRESS property that directly gives access to their
value stream).

Figure 5 shows diagrams created with the new iteration of the modeling tool and the
two model types that separate the process aspect from the resource aspect.

Fig. 5. Models created with the second language iteration

Modeling standards, since they establish consensus, provide a foundation for model
compilers and roundtrip engineering. Since in this casewe are advocating a non-standard,
unpredictable customization of a modeling language, the benefits of consensus do not
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apply. However, software artifacts can still benefit from the knowledge captured in
diagrammatic form by resorting to the Resource Description Framework.

For this purpose an ADOxx plug-in can convert any type of model (created with any
language/tool implemented on ADOxx) to RDF graphs according to certain transforma-
tion patterns available in the literature [38]. The derived graphs are hosted by a graph
database and some simplemodel query examples can be demonstratedwith students, sug-
gesting the possibility of building client applications that are “aware” of model contents
and their “knowledge schema”. This specific type of model-driven software engineering
method has been discussed in more detail in [39].

An example of a (SPARQL) query is provided here in Listing 2. It retrieves all the
devices inspected during a selected procedure and the components attached to them on
any decomposition level. At this point RDF and semantic queries are not necessarily
mastered by students - this is an introductory example for a subsequent Knowledge
Representation module that complements the Conceptual Modeling module by delving
into semantic technology and showing how their interplay establishes a bridge between
human-oriented (visual) knowledge and machine-readable knowledge graphs.

SELECT ?device ?component
WHERE {
GRAPH :MaintenanceProcedure
{?x :ActsOnDevice ?device.?device :describedIn ?model}
GRAPH ?model
{?component :BelongsTo+ ?device}
}

Listing 2. SPARQL queries on model contents enabled by the second iteration

5 Outcomes

Thehands-ondemonstration and exercise have proven successful in defusing the fallacies
detailed in Sect. 3 and in establishing a uniform baseline for students regardless of their
background. Success is mainly manifested in the sense that more sophisticated model-
driven thesis projects have been enabled, moving away from a “blueprint thinking”
towards lateral thinking, revealing a more general value and application possibilities
for Conceptual Modeling. Specifically, we can revisit the meta-requirements in Table 1
through the lens of Bloom’s taxonomy of educational objectives. Confining students to
the role of users (of a modeling language) locks them in limited comprehension, whereas
the proposed teaching artifact opens new layers of:

• comprehension (“I understand the role of knowledge schema that amodeling language
fulfils, regardless of the application domain”) – this level satisfies meta-requirement
B from Table 1;

• analysis (“I can distinguish the building blocks of a modeling method, I know which
is affected by an agile change request”) – this level satisfies meta-requirements A and
D;
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• synthesis (“I can synthesize a new method/tool based on my knowledge of those
building blocks”) – this level satisfies meta-requirements A and C;

• application (“I can implement a domain-specific modeling tool”) – this level satisfies
meta-requirements A and C;

• evaluation (“I can relate a modeling method to the requirements/purpose for which it
was built”) – this level satisfies meta-requirements A and D.

Regarding a quantified success of the approach, the proposal is part of a master
exam that reflects a normal distribution of grading and student interest, like any other
typical exam (about 25% of students propose new domains and bring novelty in their
exam projects; 45% do not bother to innovate but are capable of extending the developed
prototype; 30% show little interest or have difficulties passing the exam – this is however
not a discrepancy from other exams).

A more relevant outcome than the grading distribution is the fact that our master
students were for the first time able to publish scientific works on Conceptual Modeling
topics at prestigious international conferences: ENASE 2018 [39], ICEIS 2018 [40],
CAISE 2018 workshops [41], PoEM 2018 workshops [42], BIR 2019 [43]. Furthermore
the learning curve for junior researchers starting project work was shortened by an
estimated 2 months for those attending strictly this module or by 6 months for those
following the full program, which includes additional related topics: dissecting open
source implementations of knownmodeling languages (e.g., theBEE-UP tool supporting
UML, BPMN, ER, EPC and Petri Nets [34]); further reading on the benefits of domain-
specific or situational method engineering [28, 44]; exercises with graph databases and
semantic technology. The estimation is based on isolated cases as the module was only
recently launched and we do not have yet alumni data for a longitudinal survey – but
the measurable success that was targeted by this “education design problem” is that of
unprecedented scientific output on Conceptual Modeling topics from master students.

6 Related Works

Recent works show growing preoccupation with deploying teaching methodologies for
Conceptual Modeling. A recent panel discussion made the following position statement
referring to ConceptualModeling education [45]: “Supportive means such as text books,
case examples are hardly available. Inmany cases teachingmay boil down to an art being
passed on to students. […] (basic) courses are dominated by the coding exercise, i.e.,
students’ efforts in mastering simulation software, or, to a lesser degree, statistics associ-
ated with model elements or outputs. Hence little time is left for Conceptual Modeling.”
The work at hand tries to address this discontinuity which, in the authors’ experience
is often met between bachelor programs and more advanced studies or research project
work.

Works such as [36, 46] employ analysis of modeling action logs to assess different
dimensions of learning and educational objectives when teaching software engineering-
oriented Conceptual Modeling (e.g., UML). Another work that quantifies UML model
creation errors by novices is [3]. In [47] authors proposed a tool for monitoring the
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interactions and mistakes done during using an established modeling language. In com-
parison, our work focuses on empowering students to take control over their modeling
method and tool, while being aware of and guided by a purpose and related requirements.

This work was also inspired by previous publications detailing teaching experiences
that make use of similar resources (i.e., ADOxx): the modeling tool presented in [48] is
much more complex and does not target our specific learning objectives (e.g., iterative
minimalism and knowledge retrieval); the case of [14] is closer in scope to our work
– however it is subordinated to teaching Software Engineering (SQL generation from
Entity Relationship diagrams). A long-term teaching experience report oriented towards
system architect practitioners, rather than students, is presented in [15]. A generalized
framework for teaching Conceptual Modeling has recently been published in [49], using
a revised variant of Bloom’s taxonomy as a motivational starting point. Our future
work will provide further analysis of our proposed artifact through the analytical lens
established by that publication.

7 Conclusions

The paper introduced aminimalistmodelingmethod as a teaching artifact that can be cre-
ated together with students, with the help of open use educational resources. Its qualities
are minimalism, intuitive constructivism, open-endedness, domain-specificity, detach-
ment from standard practices (while still showing relevance for Software Engineering).
The methodological and technological enablers of the proposed artifact are the Agile
Modeling Method Engineering framework, the Resource Description Framework and
openly available tooling supporting these frameworks.

The framework proposed very recently by [49] will be employed in the next phase of
our work to dissect the hereby proposed teaching artifact in terms of the knowledge and
cognitive dimensions of the revised Bloom taxonomy. Future work will also be invested
in defining variations of this artifact for other domains and timeframes. Examples of can-
didate domains are Service Design (for marketing experts), Narrative Structure Analysis
(for communication theorists), Model-driven Robotics (for engineering schools).

We aim to further reshape this demonstration in order to fit the 2–3 h frame typically
allowed in conference tutorials, as well as to fit it in the curriculum of the Next Gener-
ation Enterprise Modeling summer school series [50] and later make it available as an
educational resource in the OMiLAB portal [23].
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Abstract. This paper examines the reading and navigation (browsing) behavior
and the user satisfaction when interacting with a traditional and digital news-
paper during an experiment. The qualitative, visual inspection of the interaction
behavior allowed to identify the reading and navigation patterns specific to the
reading media. The patterns were quantified as duration to assess the amount of
time dedicated for reading, in contrast to navigation. The results show that, in
the paper reading condition, the reading time was higher when compared to the
tablet condition. In contrast, the navigation time was generally higher in the tablet
than in the paper condition, with possible consequences on cognitive load. Users’
satisfaction with the traditional newspaper was higher than in the case of digital
reading. The findings are discussed considering the limited capacity of mediated
message processing model. Implications for designing digital reading interfaces
are formulated.

Keywords: Reading behavior · Newspaper reading · Digital reading · Cognitive
processing · Limited capacity model of mediated message processing · User
satisfaction

1 Introduction

The morning newspaper, a bundle of newsprint paper smelling of freshly printed ink,
has been an integral part of the morning routine of many since 17th century, becoming
an institution of its own right, with its established design, development, and content
providing traditions andways of reading. The term newspaper itself points to a collection
of news that has been printed on a paper. However, the emergence of digital online
newspapers on computers in 1980s and 1990s and on mobile devices in 2000s has
challenged this status quo. On the other hand, the printed newspaper is not disappearing
any time fast, since studies have shown that newspaper readers perceive print and digital
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newspapers as complementary to each other and are not ready to choose one over the
other [1, 2]. Nevertheless, the existing newspaper design traditions of printed newspapers
cannot be transferred as such into the digital newspapers read on mobile devices, which
creates a challenge to designers, developers, content providers, and readers of digital
newspapers.

Despite there exist numerous isolated studies comparing digital and traditional read-
ing, most of them focus on comparing performance such as reading speed (e.g., [3]),
as well as high-level information processing like recall, comprehension, and creativity
(e.g., [4]). The findings are often controversial showing contradictory findings [4–6],
while the topic lacks a systematic approach on causes or implications in relation to
human information processing. In contrast, most of the studies are limited to identifying
differences in effects rather than pointing out behavior that leads to those effects. As
such, there are still gaps in the research comparing printed and digital newspapers and
reading on paper and reading on a digital device in general, especially concerning the
fundamental reading behaviors and patterns such as user actions, as well as identifying
the implications in a systematic way.

In this paper, the differences between the two media, print paper and a tablet com-
puter, are examined with respect to the reader’s interaction behavior. Reading and nav-
igation (browsing) patterns during newspaper reading are derived and identified. The
research question guiding this study is: What differences are there between tablet and
paper media in terms of reading and navigation patterns? An experiment for studying
media experience was conducted in which the participants read the largest Finnish news-
paper in two conditions: the traditional paper version and digital tablet version1. Each
participant took part in the study individually and read/browsed the newspaper of the day
for 15 min in each condition. The data analyzed in this paper consists of video-recorded
user actions during the two reading sessions. Furthermore, self-reported user satisfaction
in terms of quality of interaction, usability, interestingness of contents, attention, emo-
tional responses, and overall media experience has been collected and analyzed. Based
on the collected data regarding the reading and navigation behavior, two findings are
observed: 1) effective reading time on tablet was lower than on paper; and 2) navigation
time and navigation-tasks diversity were higher on tablet than on paper.

These findings indicate that the two media inherently may facilitate two kinds of
reading behavior: traditional paper enables better sustained reading as compared to
digital reading; on the other hand, digital reading requires the user to allocate more
time and resources on navigation when compared to the traditional reading medium.
However, these implications should be explored in further research. As a step in this
direction, the paper examines the findings in light of the model of limited capacity of
mediated message processing (see Lang [7]) as an approach to frame the implications of
media-specific reading behaviors on the actual processing of information displayed on
digital media. In turn, this fact has implications and challenges on how to design mobile
reading interfaces that are optimal for the intended purpose.

1 The experiment was part of a large project ("Next Media") related to the development of the
Finnish media industry and media experience concepts. (see http://virtual.vtt.fi/virtual/nextme
dia/573139/en/read/page.html).

http://virtual.vtt.fi/virtual/nextmedia/573139/en/read/page.html
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The paper is structured as follows. Section 2 summarizes the existing research on
comparing digital and paper reading. Section 3 briefly describes the limited capacity
model of mediated message processing. Sections 4 and 5 describe the methods and the
results, respectively. The last sections discuss the results and their implications to design
and conclude the paper.

2 Related Work

Print paper and digital media have been empirically compared since the introduction
of personal computers in work and everyday tasks, namely since 1980s. Whereas in
early comparisons, the paper medium showed some sort of advantages over the screen,
nowadays, with the advances in technology and computer literacy, these differences blur
[3, 8–10]. However, one can still argue that each medium has its own strengths. The
strengths of the print paper are natural/quick navigation, flexibility of the spatial layout
(e.g., unfolding the papers), serial presentation and, not less important, the subjective
preference of the readers. The benefits of digital reading include the automatic search,
updating of content, hyper-linking, multimedia, accessibility, colors, and the fact that
people have become more computer literate [3, 11–13]. In addition, the size and weight
of computer tablets and the improvement in screen quality make reading from mobile
devices increasingly acceptable, especially in conditions where a paper version is not
convenient [1, 3]. In the following, two types of related work are summarized: 1) reading
behaviors from various perspectives especially oculomotor activity and reading styles,
and 2) cognitive processing implications of differences in reading media.

2.1 Reading Behaviors Associated with Digital and Paper Media

Liu [14] investigated the reading behavior in digital environment and examined the
evolution of reading behaviors. The findings showed that electronic reading involved
more browsing and scanning, keyword spotting, selective reading, and that people spent
less time in concentrated readingwhen compared to paper reading.Moreover, reading on
digital media came with a loss of reader attention. Liu pointed out that some differences
in reading behavior between paper and tabletmight be explained by the fact that the paper
medium is associated with thorough reading (of, for example, books), while electronic
reading is often “for fun” and, thus, more selective and less concentrated. Hillesund [15]
examined the way in which proficient readers handle print paper and digital texts and
explained the concepts of continuous and discontinuous reading, and the combination
of those two. Chen et al. [16] found that navigation patterns specific in digital and paper
reading do not affect reading comprehension; however, navigation style was the main
factor affecting the process of reading.

In a study on news reading on a screen versus paper, Holmqvist et al. [17] employed
eye-tracking and found that online news readers scanned more and read less than the
traditional newspaper readers. That is, readers of online newspapers spent more fixation
time on the link lists (scanning) than on the article areas (reading). On the other hand, a
more recent eye-tracking study [18] found no significant differences between reading on
the mobile devices and paper in terms of oculomotor behavior, though when comparing
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computer displays with tablets and other e-readers, the mean fixation duration was sig-
nificantly longer in reading on the computer screen. Another study [19], based on data
about reading patterns collected in 2013 from a readership study and automatic logs of
a Swedish newspaper, found that print readers and online readers differ in the articles
and pages they select for reading, but the amount of time spent on each article becomes
closer in the two reading conditions.

2.2 Cognitive and Emotional Implications of Digital and Paper Reading

Reading comprehension is extensively studied in comparisons of digital and paper read-
ing, and majority of the studies report better performance associated with paper medium
than with screen (see [4, 20]). However, some studies report equal performance on read-
ing comprehension [5, 6], which may also be due to the increasing familiarity with the
digital medium (see [16]). Among the research showing superior reading comprehen-
sion when using paper compared with a computer screen, [4] also showed that levels of
stress and tiredness were higher for the participants in the computer-screen condition.
The authors’ explanation emphasized the difference of text configuration in the two
media, which makes the acquisition of information to proceed slowly in the case of the
screen presentation compared with the paper. For the screen presentation, the authors
argue, that more cognitive resources are invested due to the deficiency of the information
presentation. In addition, in the case of reading from a screen, there is higher workload
due to both reading itself and operating the computer. Chen et al. [16] compared tablet,
computer, and paper reading and found that reading comprehension is also affected by
the familiarity with the medium, as people with a higher level of tablet familiarity had
better deep level comprehension than the ones with lower tablet familiarity.

Regarding emotions andmotivation, earlier and recent studies (e.g., [11, 21]) pointed
out that people prefer the print medium and feel more familiar with it. A national survey
on the newspaper reading trends in Finland [1] showed that media consumers are still
committed to printed newspapers and magazines and they want to read both electronic
and print media, rather than choosing one of them. Flavian and Gurrea [2] have studied
the motivations behind reading newspapers online vs. print and if the two media can be
seen as substitute products. They showed that both formats are considered as information
conduits and not as substitutive products. However, motivations that could be satisfied by
both media positively affect the level of perceived substitutability between the reading
media in contrast to the motivations driven by the differential attributes of each medium.

Noyes andGarland [12] pointed out that the physical nature of a computer screen also
evokes additional processing during task execution compared with a paper condition,
which in turn leads to greater perceived and actual workload. Moreover, the differences
in the way information is retrieved on screen and paper has been found to result in dif-
ferences in memory due to the nature of visual input [12]. D’Haenens and Heuvelman
[22], in an experiment on how readers consume and recall news presented in online and
paper versions of two Dutch newspapers, showed that the news consumption was not
influenced by the news format, but rather by the news category or reader’s characteris-
tics. However, no systematic differences were found to distinguish between the readers
of the print paper and digital formats. The only difference found was that the participants
reading printed newspapers recalled the news better. Mangen and Kuiken [23] studied
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narrative engagement when reading on booklet and tablet and found that level of expe-
rience with digital reading did not affect reading engagement. Tablet reading was found
generally generating lower engagement with the text and handling of the medium. On
the other hand, booklet readers reported better transportation and empathy than tablet
readers.

Hou et al. [24] compared recently paper and digital reading of a comic book and found
that reading comprehension, fatigue, and immersion were similar in the two conditions
if the digital reading was not disruptive. The methodology used in their study enabled
them to conclude that the reading outcome is not influenced by the materiality of the
presentation medium (e.g., screen vs. paper, or tactile dimensions of the medium), but
rather by the way the text is presented and facilitates the reader to construct cognitive
maps of the text structure. The cognitive map mechanism is also found useful to explain
why paper books are better for readers to form a coherent cognitive map of the text
than digital texts [25] which have consequences on increased reading outcomes and
performance [24].

Despite the many benefits of digital reading such as providing different levels of
navigation support for the manipulation of the digital text, and presenting capabilities for
analytic reading (e.g., annotation, highlighting, indexing),Brown [26] acknowledges that
the papermedium ismore suitable for sustained reading.However, Brown also posits that
the reading habits changewith the development and pervasiveness of reading technology,
and that reading is amultidimensional act that involves many strategies depending on the
goals of reading such as pleasure and enjoyment, information and learning. Moreover, it
is recognized that in paper reading, readers feel omnipotent, they dominate text, and they
have a feel of orientation given the physical and tactile properties of the medium [26].
This natural navigation is not encountered when using digital reading media and the
loss of context may hinder the motivation and attention. Thus, the navigation in digital
reading media is essential for creating a positive reading experience and Brown points
out that software development in this direction is a promising research area which has
also implications in creating new habits of reading.

3 Limited Capacity Model of Processing Information

The limited capacity model of information processing developed by Lang [7] is founded
on the assumption that the ability of people to process information is limited (see also [27,
28]). Accordingly, the cognitive resources (for attending the different stimuli from the
environment, encoding new information into the working memory, and/or performing
other cognitive processes) are limited and compete for different processing tasks [7].
The model is useful to explain and understand how mediated messages are processed
and has been applied in media and communication research, for example in the context
of television viewing [7] and communication (see e.g., [29]).

Themodel of limited capacity of information processing or limited capacity of medi-
atedmessage processing (LCMMPhenceforth) turns the focus frombehavior to informa-
tion processing (see [30]), following the paradigm shift in psychology started in the late
70’s (see [31]). Accordingly, media in the term “mediated messages” is conceptualized
as a complex set of stimuli characterized by multiple variables that are psychologically
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relevant and continuously change in time such as attention, encoding, storage, resource
allocation, effort, and elaboration [31]. The LCMMP model can thus provide a sound
theoretical basis to the information systems (IS) and human-computer interaction (HCI)
research to explain and understand implications of digital media design for reading on
both the design of better interfaces and optimal human information processing.Currently,
the model is not applied as such in IS and HCI communities.

According to the LCMMP, three elements are interacting in mediated message pro-
cessing: the viewer, the medium, and the message or information [32]. The viewer (user
in computer science) is the information processor; his/her ability to process information
is limited. The medium is seen as a set of structural features used to present audio or
visual information. Themessage is characterized by different attributes such as the topic,
genre, and information contained in a message. Media use (as well as computer use) can
be defined as the “allocation of a limited pool of processing resources to the cognitive
processes required for viewers to make sense of a message” [32]. Moreover, processing
a message “includes (but is not limited to) the parallel cognitive subprocesses (or tasks)
of encoding, storage, and retrieval” [32]. The subprocesses occur simultaneously while
the user attends different stimuli contained in the message as well as in the medium. The
user selects (on a conscious or sub-conscious basis) which information in the message
to encode and store, because it is not possible to encode and store all the information.
The selection is based on the amount of resources available for processing (encoding,
storing, and retrieving), and these resources in turn are affected by all elements involved:
the user, the message, and the medium. Thus, besides the user’s interest and familiarity,
and the message contents characteristics, the presentation medium itself plays a crucial
role in information processing.

The LCMMP facilitates the understanding of how users of digital reading interfaces
successfully attend the relevant information, encode it, store it, and comprehend it,
and enables the operationalization of the challenges faced by digital readers in terms
of cognitive processing. If too many resources are allocated for automatic processing
and/or for controlling/operating the interface, there can be left insufficient resources for
encoding, storing, and retrieving the relevant information,with negative consequences on
comprehension and other higher-level cognitive tasks. In addition, controlling/operating
the interface affects the perceived ease of use, tiredness, and stress experienced by
readers. Therefore, this model provides a theoretical basis to IS and HCI research for the
design of reading systems and interfaces that compensate the effort to manipulate the
interface and bound the unnecessary orienting responses that distract readers’ attention
from the relevant information presented on the digital medium.

4 Methods

A laboratory experiment was conducted during February–April 2012 with participants
individually reading a newspaper on a digital tablet and a traditional print paper. The
participants were recruited via email by sending invitation letters to student mailing lists.
The incentive to participate in the experiment was three movie tickets. The experiment
was conducted by employing the ethical principles stated in the Declaration of Helsinki
regarding human research subjects [33]; written consent was collected from all the
participants.
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4.1 Participants

All participants, but one, were students within the age range of 19–40 (Mage = 24, SD=
4.2). The sample size was 29, where 8 weremen and 21, women.Most of the participants
(96.6%) had reported no experience to little experience with a digital tablet or a similar
gadget; thus, this sample represents rather novice users of a tablet computer. Fourteen
participants (44.8%) were at the moment of the experiment subscribed to the newspaper.
Of all selected participants, 19 (65.5%) reported themselves as regular readers.

4.2 Study Design, Materials, Task, and Data Collection

The design of the experiment was within-subjects2. Each participant was exposed to
two conditions; reading the print version of the largest newspaper in Finland, Helsingin
Sanomat, and reading the digital version of the same newspaper. An iPad 2 tablet, which
supported a dedicated iPad application of the newspaper, was utilized as the digital
platform. The order of the conditions was counterbalanced. Each reading session lasted
15min. The participantswere free to select for reading in each condition the news articles
they wished. The contents of the articles were not controlled; instead a fresh issue of
the newspaper was provided for reading in the experiment day, resulting in 23 different
issues being used in the experiments (one or two experiments were carried out per day).

The arrangement was planned such that to provide a laboratory setting that resembles
natural reading in an everyday situation. For this reason, also the digital reading on the
tablet was set up by utilizing the online version of the newspaper, with all inherent
connection and live events that may occur when using an online system. Participants
were instructed to skip reading the ads and the weather. The reading behavior was
video recorded; for the tablet also screen capture was recorded. During the experiment,
self-reports using questionnaires were also gathered after each reading session.

4.3 Measures of User Satisfaction

In the Next Media project3, the multidisciplinary project team developed a comprehen-
sive model of media experience based on an extensive literature review [36]. Further-
more, the team developed a media experience scale for empirical data collection [37].
This scale was utilized in the experiment reported here to measure the media experience
in its various dimensions.

For this paper, relevant variables measuring the user satisfaction were selected from
the media experience scale [37]. The selection of these variables was done so that the
dimensions reflect the constructs of end-user computing satisfaction [38] and media
enjoyment [39]. Thus, the dimensions of user satisfaction included in this analysis

2 During the experiment psychophysiological data were also recorded, and, because individual
differences affect the psychophysiological values, it is recommended to use a within-subjects
study design (see [34]). The collection and analysis of psychophysiological data are reported in
[35].

3 As mentioned earlier, the experiment was part of a large project ("Next Media") related to the
development of the Finnish media industry and media experience concepts. (see http://virtual.
vtt.fi/virtual/nextmedia/573139/en/read/page.html).

http://virtual.vtt.fi/virtual/nextmedia/573139/en/read/page.html
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are: Interestingness,Attention,Hierarchy,Navigation,Usability, Interactivity, Emotional
responses, and Overall Media Experience. Examples of items for each of the constructs
are as follows. For complete description of the constructs please see [37]. Interestingness
had three items including “In the newspaper were interesting things.”. Attention had five
items, e.g., “The reading experience was compelling”. Hiererchy: “The contents of the
newspaper were well structured.”. Navigation: “Sometimes I had the feeling that I was
lost.” (Scores are reversed to be comparable). Usability: “It is easy to find in this publi-
cation what I am looking for.”. Interactivity: “The publication was easy to browse.”. A
single-item construct Overall Media Experience was also measured, using the statement
“The reading experience was overall good.” These items were rated on the 5-point scale:
Fully disagree – Fully agree. In addition, three items for measuring emotional responses
using the Self-Assessment Manikin scale (SAM) were utilized. These were rated using
the SAM standard 9-point pictorial scale (see [40]). Pleasantness: “As I read the news I
felt pleasant.”; Arousal: “As I read the news I felt aroused.”; and Dominance: “As I read
the news I felt in control of the situation”.

For analysis, both the scores of individual items and the aggregated indices at con-
struct level were utilized. For example, the analysis utilized aggregated indices for
Interestingness, Attention, Hierarchy, Navigation, Usability, and Interactivity.

4.4 Video Data Analysis

Video Coding and Coding Schemes. Visual inspection of the interaction behavior
with the two reading-media was conducted using Noldus Observer XT. Two coding
schemes of events and behaviors were produced in an iterative manner, one for each
reading condition. The coding schemes for the two media have also been matched so
that the findings could be compared across the media. The scrolling behavior in the digi-
tal reading condition has been coded so that to distinguish between scrolling that disrupts
reading and scrolling during which reading is possible. The reason was to obtain a mea-
sure of the time during which the subject actually reads the articles of the newspaper.
The final coding schemes are shown in Table 1.

Three types of behaviors were identified: 1) mutually exclusive events or states (at
a time, only one of them can occur); 2) mutually exclusive behavior with no match
with other media (e.g., events or states specific to one media); and 3) external behavior
(behavior that can occur simultaneously with mutually exclusive states or events). Con-
current behavior in Table 1 defines behavior occurring simultaneously with reading or
navigation and not affecting those in a disruptive way.

Coding Accuracy, Data Cleaning and Pre-processing. The coding was conducted as
accurately as possible by three research assistants in a cooperative manner, under close
supervision by the author. Most of the coding relied on visual inspection in Noldus
Observer XT, andwhenever needed frame-by-frame inspectionwas employed to achieve
the greatest accuracy. The timestamps in the logs were reported with millisecond accu-
racy. During the experiment, there have occurred a few Internet connection errors,
downloading errors, and unresponsiveness of the software. For two participants, these
errors caused a relatively large disruption time, and therefore data from 2 subjects were
discarded. Thus, 27 participants were retained for further analysis.
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Table 1. Coding schemes for paper and tablet reading

Paper reading Type Tablet reading Type 
Mutually exclusive behavior Mutually exclusive behavior 

Open newspaper Start event Open newspaper Start event 
Turn page Navigation Transition event Navigation 

tceleS event Navigation 
Front page Reading Front page view Reading 
Spread open Reading Article view Reading 

noitceS view Reading 
Disruptive distraction Disruption Disruptive distraction Disruption 
Mutually exclusive event with no match on tab-

let media 
Mutually exclusive event with no match on paper 

media 
Revisit spread Reading Menu view Navigation 

 Error Disruption 
 Advert Disruption 
 Comic view Reading 

External behavior External behavior 
Non-interruptive dis-
traction 

Concurrent behavior Non-interruptive dis-
traction 

Concurrent behavior 

Hand movement Concurrent behavior Holding tablet in 
hand(s) 

Concurrent behavior 

Small adjustment of 
the paper 

Concurrent behavior Additional content 
view 

Concurrent behavior  

 Picture view Concurrent behavior 
 Slow loading Disruption 
 No content Disruption 
 Point scroll Reading 
 State scroll Navigation 

The behavioral analysis and the coding scheme were used to quantify the reading
and navigation behaviors in terms of number of pages (spreads vs. views) visited, total
and average duration of visits per reading session, number of navigation events (page
turns vs. view and menu transitions and selections), and total and average duration of
navigation events.

4.5 Statistical Data Analysis

The data collected using the questionnaire as well as the numerical data obtained from
the video data analysis was explored using descriptive statistics and statistical tests. All
statistical analyses were carried out in SPSS [41]. To compare the traditional and digital
media in terms of reading and navigation durations and user satisfaction, the Wilcoxon
signed test was used. In addition, behavioral modeling employing linear mixed models
was utilized to account for the effect of session order and individual characteristics.

5 Results

5.1 Media Differences

In the tablet application of the newspaper, the articles were organized in sections named
similarly as in the traditional paper. However, each section was displayed on a separate
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page, and the articleswere displayed on the page byheadlines and a short excerpt from the
article. Different types of views (pages) where reading occurred have been distinguished
in tablet reading such as front-page view, section views (including comics), and article
views. These views accounted for the reading behavior in the tablet reading condition
(see Table 1). Other views in the tablet condition included menu, adverts, as well as
popups; these were not included as reading to ensure the match between the contents of
the two experimental reading conditions.

The reading patterns associated with the two media appeared to display several
differences. In a paper version of the newspaper, the subject had a lot of information
visible at once in one spread. Reading on paper was identified when participants were
viewing the front page, had a spread open, or revisited a spread (see Table 1). In contrast,
in the tablet version there is only a limited amount of text visible at any given time. Thus,
the digital version of the newspaper triggers several user actions for the navigation, not
only between sections and articles, but also for scrolling inside articles to advance text.
One clear difference between the two media was that the number and diversity of the
events and behaviors in tablet reading were larger than in the paper version (see Table 1).
Two types of strategies for advancing text were observed using scrolling: 1) to enable
reading at the same time (coded as point scroll), 2) fast scrolling to the extent that it is
not possible to read (state scroll). This kind of fast scrolling has been coded as disrupting
reading and the time allocated for this action was subtracted from reading time. Other
events that have been found to disrupt reading were social media popups for sharing
the article, popups regarding the wireless connection, notifications of updates for the
software. These events were excluded from both the reading time and the navigation
time.

To quantify the navigation, for the paper session, the main events considered were
the page turns, irrespective of direction or number of pages turned at once. In tablet
session, the interaction behaviors coded as navigation were the following: 1) transitions
between articles, between sections, and between articles and section views; 2) menu
views. Thus, the events defining the navigation behavior on the tablet newspaper com-
prise the transition events, select events, and menu views. The reason of including menu
views into navigation and not into reading was that, typically, the menu is a means of
selecting the desired options or contents; thus, it is typically employed when readers
wish to change the current view.

5.2 Within-Subject Reading Behavior

Overall, across the 27 participants, the time allocated for reading in the paper reading
condition was higher than in the tablet reading session. When comparing the reading
times in the two experimental conditions, overall, the time spent on reading on paper is
higher than the time spent on reading on tablet (Mpaper = 841.6; M tablet = 793.2), and
this difference is statistically significant according to the Wilcoxon signed rank test (Z
= −3.15; p = 0.02).

In the paper reading sessions, overall, the time spent on reading (namely, the time
spent on open spreads) was representing 93.5% of total session time and the average
variation was about 40 s (4.4%). The participants spending the least amount of time
having their spreads open for reading spent a fair amount of time turning pages, 196 s
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and 118 s, respectively, meaning that they have used about 20% and 13% of their reading
time, respectively, for browsing. On an average a subject spent 78.7 s (SD = 46.7 s) on
a spread, including the revisited spreads.

In the tablet reading sessions, on an average a subject read a fairly large amount of
time representing about 88.1% of all reading session with a variation among participants
representing 6.2% of total reading time.

To account for both the order of session and the reading medium, a linear mixed
methods analysis was employed. The duration of reading was significantly affected by
the reading medium (t = −2.67; p = 0.01; btablet = −49.8). Neither the order of the
session nor the interaction medium x session did affect the total duration. Thus, in the
paper reading session, participants generally spent a longer time on reading as compared
with the tablet reading session, regardless of the order of the sessions. When evaluating
the reading duration, the subject operationalized as the intercept in the regression line
was not found a contributing factor and thus was not introduced as random effect.

5.3 Within-Subject Navigation Behavior

Generally, across the 27 participants, the time spent for navigation was higher in the
tablet reading condition. In the paper reading sessions, across the sample, the average
number of page turns was 14.6 per session. The average duration of all page turns was
52.8 s per session, representing 5.9%of total session time. In the tablet reading sessions,
across the sample, the average number of navigation events was 44.0 per session. The
average duration of the navigation events was 59.0 s, accounting for 6.55% of the session
duration.

When comparing the duration of navigation events between the two media, the
difference was not found statistically significant according to Wilcoxon signed rank test
(Z = −1.55; p = 0.12). However, when examining the data more closely, there were
found a few outliers that had extreme durations for the navigation. Removing the outlier
with the highest number of page turns (i.e., 42) from the analysis provided evidence that
generally the duration of navigation time was higher in the tablet condition than in paper
reading condition (Z = −1.98; p = 0.048; N = 26).

To account for both the order of sessions and the reading medium, the linear
mixed methods analysis showed that the duration of navigation events was not affected
by the reading medium, but by the session order (N = 27, F(1,25) = 4.13; p = 0.05).
However, the estimate of the session order effect on navigation time was not found
statistically significant. When removing the two outliers with the highest duration of
page turns, the results showed that both the reading medium and the session order
affected significantly the navigation duration model, but only the reading medium had a
significant impact on the duration (i.e., reading on tablet was associated with an increase
of navigation time by 21.18 s; t = 2.13; p = 0.04; bsession=1 = 21.18). The interaction
effect between medium and order was not found significant either. However, in this case,
there were observed individual differences between participants, and thus the subject
operationalized as intercept in the regression line was introduced as random effect.
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5.4 User Satisfaction

The two reading conditions were compared in terms of self-reported user satisfaction
by employing the Wilcoxon signed test. Table 2 presents the statistically significant
differences across the 27 study participants. Generally, the participants reported better
experience with the traditional newspaper in terms of interactivity and usability. The
readers were more satisfied with the print version than with the digital version in terms
of ease of reading the news articles, ease of handling the newspaper, ease of browsing the
publication, and ease of jumping from one page to another page. Readers also generally
felt more aroused when reading the traditional newspaper (Mpaper = 5.15) than the
tablet application (M tablet = 4.63). And they reported the reading experience was more
compelling in the print version than in the digital version (Mpaper = 3.63;M tablet = 3.30).
However, these differences only approached the statistical significance (arousal: Z =−
1.80, p = 0.07; compelling reading experience: Z = −1.67, p = 0.095). One positive
aspect of the tablet (nearly statistically significant) was that the readers found the tablet
slightly better than the print when reporting of being less disturbed by the reflections or
shine of the publication (Mpaper = 4.26; M tablet = 4.78; Z = 1.90, p = 0.058).

Table 2. Statistically significant differences in terms of user satisfaction, N = 27

Variable Mpaper Mtablet

Wilcoxon signed 
test 

Z p 
Usability
U2:"The articles in the newspaper were easy to read." 
U3:"The newspaper was easy to handle while reading."

4.26 
3.89 

4.11 
3.07 

-2.000 
-2.418 

0.046 
0.016 

Interactivity
I1: "The publication was easy to browse." 
I4:"While I was reading Helsingin Sanomat, I could 
quickly jump from one page to another." 
Overall Interactivity (mean over I1-I7) 

4.00 
4.19 

3.86 

3.30 
3.00 

3.48 

-2.101 
-2.565 

-2.287 

0.036 
0.010 

0.022 

6 Discussion

This paper compared the reading and navigation behaviors when people interact with
two essentially different media: traditional paper and digital tablet. The analysis relied
on qualitative coding of the interactions of users with the digital and paper media while
reading a newspaper. The reading and navigation behavior were quantified in terms of
total and average duration of visits/views per reading session, and total and average
duration of navigation events. In addition, user satisfaction with the two media was
measured in terms of Interestingness, Hierarchy, Navigation, Usability, Interactivity,
Attention, Emotional responses, and Overall Media Experience.

6.1 Differences Between Reading Media

The findings showed that the two reading media are essentially different in the way
people navigate and select information. There is more information accessible at once in
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the paper reading; the tablet computer allows only a limited amount of information to be
displayed at once. Moreover, there are more user actions and navigation possibilities in
the tablet reading which require more cognitive resources to be allocated in the digital
reading situation for non-reading tasks compared to the traditional paper medium (see
also [4, 12]).Accordingly, the results indicate that the traditional papermedium facilitates
sustained reading; there is more time allocated for effective reading in paper reading
compared to the tablet reading. This confirms earlier results and assumptions that paper
is a more suitable medium for sustained reading [11, 17, 26].

The navigation time was also generally higher in the tablet reading condition than in
the paper reading. However, this result was not as robust as in the case of reading time;
both session order and some extreme user behavior affected the stability of this finding
across the sample. Thus, one limitation of the present study can be regarded as being the
relatively small sample size.

There have been found also differences in termsof user satisfaction.Generally, partic-
ipants preferred the usability and interactivity of the traditional newspaper. Participants
liked more the print newspaper than the tablet application in terms of ease of reading,
ease of browsing, ease of handling the newspaper, and ease of jumping from one page
to another. However, attributes such as Interestingness, Hierarchy and Navigation were
not generally perceived as being better represented in one medium than in the other.
Furthermore, readers found that the media experience was more compelling and that
they felt more aroused when reading the print newspaper compared to the digital news-
paper. On the other hand, people felt slightly more comfortable with the tablet because
its reflections and shine were less disturbing than when reading the spreadsheet. This
can be due to the fact that the print newspaper was in the spreadsheet format and it was
more difficult for readers to avoid the reflections of the artificial light in the extremities
of the paper. The tablet was smaller and easier for participants to find the reading angle
to avoid reflections. Although the experiment was carried out in a laboratory where the
lighting was controlled, the spreadsheet newspaper occupied a large portion on the desk
where the participants sit during the experiment. When the light was shining on the
distant portions of the paper, it could have hindered the reading and induced a greater
disturbance as compared to the tablet whose size fit better with the participants field of
vision.

6.2 Cognitive Implications

The findings related to reading behavior showed that the paper medium elicited longer
time spent on effective reading as compared to the tablet medium. In light of LCMMP
model [7], it means that the paper reading condition favors the allocation of cognitive
resources such as attention and memory (encoding, storing, retrieval) to processing
content including news messages as well as headlines, pictures, and so forth. In contrast,
the digital medium triggers a relatively smaller amount of resources to be allocated for
effective reading. The duration per spread visit in the paper reading is more than double
of the duration per view in the digital reading, telling that the attention of the reader is
allocated a lot more to non-contents information and interface design elements. Thus, an
increasing amount of resources is spent on the automatic or controlled processing of the
information present in the interface that may also disrupt the reading. The consequence
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is that of the pool of available resources more of them are allocated to non-reading
tasks in the digital reading when compared to traditional reading, with possible negative
implications on higher-level cognitive tasks such as making sense of the information,
comprehension, and recall. Furthermore, the necessary encoding, storing, and retrieval of
information relevant for controlling the interaction and navigation make the experience
of digital reading potentially more tiring and stressful especially for users who are not
familiar with a specific interface. This in turn may have negative consequences in the
ability to process further the news messages or to reflect and act upon the information.

These consequences are in line with the findings in earlier studies analyzing reading
on the two media that showed decreased comprehension and increased level of stress
and tiredness when reading from computer screen [4]. Wästlund et al. [4] argued that
more cognitive resources are invested during reading in screen due to a deficiency of the
information presentation and also due to a higher workload of reading itself and oper-
ating the computer. The navigation behavior observed in the two conditions supports
the above predictions. There were observed more navigation events in the tablet read-
ing, which according to the LCMMPmodel [7] would account for additional processing
resources that would negatively influence the attention to news content and their process-
ing. Moreover, the overall time spent on navigation and user actions to access content
was generally higher in the tablet reading, strengthening the prediction that relatively
more resources were employed for non-reading tasks in the digital reading.

6.3 Implications to Design

The analysis of the behavioral patterns and user satisfaction data showed that the paper
medium proves to still have an advantage over the digital reading because of the natural
navigation and focus on effective reading. This has implications on finding better solu-
tions for the design of digital interfaces for reading to be as natural for the reader as the
paper reading. Novel digital interfaces that are based on scrolling still lag behind paper
media in performance and feeling of naturalness; scrolling can become frustrating when
the pages are advancing too fast and there is no feeling of control over the content being
browsed (see also [26]). On the other hand, interfaces that require clicks and selections
require a lot of control from the user, who then allocates a lot of attentional resources on
manipulating the interface, which may have negative effects on processing the relevant
information.

Analyzing the effect that the order of the sessions has on reading and navigation
behavior showed that in the digital reading,when the newspaper content is not completely
new, there are a lot of scanning and browsing events. This means for designers that the
digital reading interface should be designed so that the content already seen is hidden
from the reader so that the access to interesting and novel information is facilitated.

Our findings showed that disruptions such as slow loading, fast scrolling, pop-ups
may occur in natural digital reading as opposed to traditional reading, and thus during
digital reading there are challenges for designers and developers to provide disruption-
free reading experiences to facilitate flow and to avoid fragmentation of reading. This
is especially relevant in light of the study by Hou et al. [24] which showed that paper
and digital reading are similar in terms of comprehension, fatigue, and immersion if the
digital reading is not disruptive. In addition, designers should explore different solutions
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to make the information presentation easily accessible through different mechanisms
that prove to be optimal to the intended purpose, for example to facilitate the creation
of coherent cognitive maps of the text (see [25]).

The findings showed significant differences in navigation time and more diverse
navigation strategies in the tablet reading, which diverge from the natural navigation
encountered when interacting with the paper medium. Thus, designers should explore
novel and innovative navigation paradigms for the digital reading as they are essential for
creating a positive reading experience.Brown [26] pointed out that software development
in this direction is a promising research area which has also implications in creating new
habits of reading.

6.4 Future Work

The present study showed also that individual differences play a role when comparing
navigation behavior, but not reading behavior. The effect of certain user profiles has
not been studied in detail here, however, there are studies that show that familiarity
with the medium [16] influences the performance of readers such as in comprehending
the text and that users’ characteristics are associated with different patterns of news
consumption [22]. Thus, additional research should also be conducted to study the effect
of individual characteristics on both reading and navigation behavior. In this study, the
random effect introduced in the linear mixed model analysis was found significant in
modelling the navigation time; the individual characteristics reflected by the variable
subject had a significant influence on the intercept in the regression lines, indicating that
an amount of variation in the navigation time was due to individual characteristics. In
addition, the analysis of the reading and navigation behavior based on partial correlation,
when the effect of session order was controlled for, showed patterns that may reflect
different styles of reading. As shown also in previous research, individual characteristics
do influence reading behavior and preferences (see e.g., [16, 21, 22]), and research is
needed in this area to profile the reading styles and readers typologies. In this respect,
with data from the same experiment, it has been shown that personality and approach
motivation dispositions affect the physiological responses to reading on different media
such as paper and tablet [35]. The present research could be extended by including
in the model of reading and navigation the individual characteristics such as type of
reading (systematic, focused), and preference of news categories (see [22]), as well as
personality and motivational disposition (see [35]). Moreover, new studies should be
conducted with different types of users with varying level of experience with a tablet
computer. At the time of the experiment, the tablet computer was a relatively novel
technology, the newspaper application was just launched, and the sample comprises
mainly novice users of tablet. Reading and navigation behavior may be different when
users are familiar with the device and/or newspaper application.

For future research, there is a need to study the way the navigation and interaction
events, states, and actions affect the overall reading experience and cognitive load by
utilizing the models of limited capacity of mediated message processing [7], as well as
viewer engagement (see [42, 43]). These give a basis for studying further the interac-
tion between user actions and behavior on the one hand, and cognitive and emotional
processing on the other hand.
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Moreover, size of the display could also be a variable to further explore. A larger
display will naturally require less navigation actions, as more information can be accom-
modated on a page. Additionally, having more space available, there are more possibil-
ities to enhance the information design and layout to respond more effectively to users’
needs. However, when the display size is small such as on a mobile phone or tablet, the
designers have fewer practical choices for presenting the information and designing the
information layout and user navigation controls. In these circumstances, the creativity
of the designer in conceiving effective and attractive information layouts is important.
To ensure the effectiveness of the layout and navigation from the user point of view,
the information and interaction design should take into account the implications of the
LCMMP model. Thus, to meaningfully address the effect of display size would reduce
to designing and evaluating alternative designs for small displays and comparing their
effectiveness with best practice designs for larger displays.

To summarize, for future studies it is important to examine the effectiveness of
innovative designs for small displays in terms of cognitive load and reading experience.
These effects should be studied in a diverse and large population in order to detect
any moderating effects of individual characteristics, such as gender, age, experience
with digital media, experience with newspaper reading, reading style, personality and
motivational disposition.

7 Conclusions

This paper shows that, compared to the digital medium, reading on paper elicits a longer
time spent on effective reading tasks. Moreover, navigation tasks are more frequent
and consume more time and implicitly cognitive resources in the digital reading. User
satisfaction with the traditional newspaper is generally higher in terms of usability and
interactivity. Ease of reading, ease of handling, ease of browsing, and ease of navigating
from page to page were generally higher when interacting with the traditional newspaper
compared to the digital newspaper. This paper contributes to the understanding of reading
and navigation behavior. By reflecting the results in the light of the limited capacity of
mediated message processing model, the paper draws attention to designers of reading
interfaces to take into account not only behavior, but also the internal processing of
information to ensure optimal user engagement and experience.
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Abstract. Girls’ disinterest in Information Technology (IT) careers is a persisting
problem.We wanted to examine girls’ perceptions of the IT field as well as factors
shaping their career choices, to find ways girls might see IT/Information Systems
careers as more interesting. For this purpose, we interviewed Finnish senior high
school students, as senior high school is the last opportunity to influence girls’
career choice in higher education. In addition, we asked senior high school IT
teachers about IT education and their perceptions of students’ relations to IT.
Using nexus analysis as a sensitizing device, we focused on various discourses
circulating around, different actors and their relations, as well as experience and
background related matters that affect girls’ career choice. Surprisingly gendered
understandings of the IT field and career choices were still prevalent among the
studied young people, and this supports educational and occupational segregation.

Keywords: IS education · IT use · IT education · Gender balance · Girls in tech ·
Gendering · Career choice · Segregation · Nexus analysis · Historical body ·
Interaction order · Teachers

1 Introduction

Due to fast-paced digitalization of our society, the Information Technology (IT) industry
is prospering. However, there is a desperate need of skilled workers [49]. One solution
has been to invite more women into the field [2, 33]. Herein lies an enduring challenge:
girls are not interested in the IT field [8, 11]. The IT field is very segregated: the number
of male specialists working in the field within the European Union has increased by
51.6% between 2008 and 2018, while the number of women has increased only by 5.1%
[21], and across OECD countries only 20% of new students in the IT field were women
in 2015 [48]. The gender divide is detrimental to the IT industry and the whole society
as it affects the quality and coverage of IT, and delimits the responsibility of shaping of
our digital lives mostly to one gender [64]. Thus, the topic should be of utmost interest
in the IT field, including Information Systems (IS), among other areas of expertise.
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Unfortunately, recent IS research shows that the problem persists in IS similarly to other
IT fields [49] despite the relative ‘softness’ of IS, compared to more technical IT fields
[34], and its association with business schools and business-oriented careers. A burning
question is: why girls do not see IT as their career choice?

The situation is surprising, considering that we are talking about a generation that has
had the internet, mobile technology, video games, and social media as an integral part of
their everyday life from early childhood (e.g. [50]). Then again, young people’s IT use
varies: some use IT widely with increasing competency while others’ use is narrower
[37]. A digital divide among young people today exists, i.e. polarization between those
who have the access and ability to develop their skills related to digital technology, and
those who do not [47]. Research has shown that there are various kinds of exclusions
in the young people’s engagement with digital technology [32]. While there must be
several reasons for this, we believe that education plays an important role. Based on our
research, we believe that not only education nor IT use, but even more importantly other
gendered phenomena explain the persistent lack of girls in IT education; cultural and
historical aspects seem to be shaping girls’ career choices as well. Even though gender
aspects have aroused interest in IS research throughout the years [19, 34, 49, 53, 60], IS
research has remained quite negligent of the young generations and their (IS) education
[39]. Digital natives have been acknowledged as a generation distinctly different from
the older ones [67] and calls for addressing the education of young people have recently
emerged [32, 39] but IS studies examining the (IS/IT) education of youth or specifically
young girls are lacking [64].

This study aims to understand girls’ perceptions and understanding of the IT field as
well as factors shaping them, to find ways to get more girls interested in IT/IS careers.
Theoretically, we approach the topic using nexus analysis [52] that offers a lens to study
complex topics in-depth and from multiple perspectives, including social, cultural, and
historical aspects [31], guiding researchers to study circulating discourses as well as
the backgrounds and experiences of those involved and their mutual relationships and
interactions as shaping the action [45]. In nexus analysis, social action is in focus –
in this study, it entails senior high school girls making sense of the IT field and their
career choice. As our research question we ask, how do senior high school girls perceive
IT and the IT field, and what seems to be shaping their career choices. We address
this question in the context of senior high school in Finland through an exploratory
questionnaire study with 142 senior high school students and complement that with six
in-depth interviewswith students and five interviewswith senior high school IT teachers.
We add the teachers’ perspective to this study as they have been seen as very significant
in shaping students’ career choices [1, 5, 71, 73].

2 Related Research

Conceptual and Theoretical Background. As a theoretical lens in this study, we use
‘nexus analysis’ [52], specifically its three intertwined concepts: discourses in place,
interaction order, and historical body [52]. Nexus analysis [52] is an ethnographically
oriented research framework that draws on cultural-historical activity theory [69], theory
on social interaction [24], practice theory [13], as well as the thinking of e.g. Nishida [46]
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and Bateson [7].Discourses in place tell us how participants position the topic as well as
themselves in social space [10], e.g., the girls speaking about IT field as male-dominated
and boring. Interaction order [25] guides us to examine the social arrangements between
people. In our data, for example, this shows as mothers being important role models for
girls. Historical body refers to life experiences of social actors. The concept comes
close to the concept of ‘habitus’ [13] but is more closely related to participants’ concrete
embodied actions [52]. In our data, historical body shows, e.g., different expectations
for girls’ and boys’ upbringing. The three concepts are used for examining the social
action in focus. Use of the concepts helps examine the phenomenon of lack of girls in
IT/IS. The concepts focus the analysis on interactions between individuals, always tied
to the socio-cultural context. In real life these concepts are always intertwined in social
action, but they can be used heuristically as analytical lenses to study the social action
in focus (see e.g. [45]).

Other central concepts in this study are gendering and segregation that are seen
influencing girls’ views of the IT field and their career choices. With segregation we
mean “the tendency for men and women to work in different occupations” [9]. This
segregation impairs the overall economic efficiency [43] and affects companies’ com-
petitiveness around the world [2]. With gendering, we refer to “integrating the gender
perspective in the understanding and construction of persons, phenomena, reflections,
things, relationships, sectors of action, societal subsystems and institutions” [63]. We
see occupational segregation and segregation emerging in higher education as problem-
atic and gendering heavily contributing to segregation and vice versa. Next, we review
existing IT literature addressing the topic. Nexus analytic lens guides us to focus on lit-
erature on girls’ career choice and factors shaping it: their IT knowledge, assumptions,
and experience (historical body) and other people’s influence (interaction order).

Students’ Career Choice. Women’s decision to enter IT education is influenced by
exposure at home, school, work, personal interest, salaries, andmale influence to explore
technology [53]. Values, perceived ability, and expectancies also explain why women do
not get into computing [72]. In higher education, there is a scientific-humanistic divide
(in curricula), but also a care-technical divide (in career applications), which are based
on stereotypes of gender differences. Culturally ubiquitous gender stereotypes provide
reasoning for gender inequality in society, where women are communal, and men are
agentic. Exposure to the stereotypes can lead to supporting the system and the gender
relations status. [35] There are cultural influences in attitudes about women’s roles as
mothers and the conflicts it creates in work life, but also the gendered cultural influences
e.g. about careers, opportunities, and aptitude [61]. Cultural divide is also visible in
how computing subjects are masculinized because of the technical orientation, whereas
medicine leads to care-oriented jobs. Not all humanistic fields are care-oriented and
not all scientific fields are technical, both divides influence career choice. [6] A newer
explanation for gender gaps in engineering, math, computer science, and physics is that
in post-industrial nations people choose occupations that they find highly interesting
and they would love to do [16], and women in these societal contexts (e.g. Finland,
Germany, and Hong Kong) tend to think computing subjects are boring [30]. With IS,
students do not think IT could fulfil work values such as social interaction, work-family
balance, and job security, and they think it is too technical [36]. Considering the impact
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of economics, a more even distribution of material and social resources enables women
and men to express gender specific preferences [22].

Perception of the IT Field. IT is often used interchangeably with terms such as ICT
(Information and Communication Technology), IS, and CS (Computer Science), and
there is confusion about IT occupations [4, 42]. Women are not often introduced to the
IT field before college, and unfamiliarity may explain the disinterest in enrolling to the
studies [38]. The IT field is diverse and offers various career paths but pre-college stu-
dents are not seeing them if their parents are not employed by the industry [27]. Within
IT, IS occupations can be seen as more feminine (more social) but the stereotypes and
educational prejudices affect the IS field as well [34]. A study with secondary school
students found that girls were less likely to know the difference between IT and IS and
were less confident than boys in using IT [42]. Students’ knowledge of IT careers is
based on what they hear in school, and it is important to determine whether the represen-
tation of the industry is suitable for both sexes [58]. Students may not choose IT because
of incorrect or vague perceptions of the field. Identifying and managing students’ per-
ceptions of IT careers at a young age could increase the number of women in the IT
workforce. [1, 15] If we look at cultures and history of technology, men have been inven-
tors and designers of technology, while women have been users and consumers. This
divide has established a gender division in expectations, experiences and education. [14]
Programming has been associated with mathematical problem solving and masculinity
[12]. The bias in our society is also visible in children’s toys and computer games [56].
Considering this past, girls today need to challenge stereotypes about traditional careers
for women and be one of the few girls in the class if they choose IT education [54].
Girls think the field is unwelcoming to women, based on what they see on television and
newspapers [11]. The IT stereotypes are that the field is male-oriented, socially isolated,
related to machines, and requires natural abilities [17], resulting in girls’ lack of interest
in the field [26].

IT Experiences. Gender differences show in motivations for choosing an IT major.
Men’s primary influence is interest in games, whereas women intend to use IT in other
fields. [15] Girls use computers at home less than boys do and they are not interested
in programming and games. Computer use in schools is similar for both genders. While
there are few gender differences in IT skills, there are differences in attitudes, interest,
and self-confidence in computer use. [68] Girls tend to be more anxious for having
less practice in computer related activities, and need more experiences, exposure, and
practice to develop confidence and computer self-efficacy [29]. When choosing a career
in IT, hands-on learning, exposure to IT, and an interest in IT careers are motivating
factors in enrolling into IT education [54]. Men tend to have better self-efficacy, more
passion for computing, and less positive attitudes towards women’s abilities in IT. [44]
Evenwith good access to IT, boys have reported higher self-efficacy in high level IT tasks
[59]. As experience and education are essential for occupational self-efficacy in IT [44],
increasing computer experiences could help women develop confidence in knowledge
and use of IT [29]. However, a recent study found that girls in some countries reported
significantly higher levels of IT self-efficacy and outperformed boys (e.g. Australia,
Chile, Czech Republic, Korea, Russia), indicating that traditional gender perceptions
are diminishing in some countries. [28].
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Gender in IT Education. IT education is not a compulsory subject in most curricula,
so encouraging girls to choose IT studies in high schools is important [18]. For example,
in the Finnish national high school curriculum, IT is not on the list of subjects, but
you can find it integrated into all other studies. There are no guidelines for teaching IT
– the teachers are free to offer any kind of courses. [74] Gender differences in course
taking behavior is a problem that seems to stem fromwomen’s experiences in classroom
environments, stereotypical images, and individual interactions that reduce their sense
of belonging [41]. Positive experiences and introduction to IT at home and in schools
can influence major selections [53]. Perceptions of meaningful and creative activities
can increase interest [8]. The choice to pursue a career in IT occurs before college, and
encouragement and exposure are significant factors for girls [70]. Exposing girls to IT at
an early age could counteract the cultural and societal influences that connect the idea of
success with IT to boys and men [53]. If interventions take place early on, in middle- or
high schools, they can tackle biases and inaccurate impressions before they affect major
choice [3, 72].

Teachers’ Influence. Career education and guidance in schools has been recognized as
a foundation for lifelong career development [71], and increasing teachers’ awareness
about IT careers can help inform and encourage students [1]. Other ways teachers can
influence students are through their teaching practices as well as the expectations they set
to students. Regarding teaching practices, experiencing learning activities as creative and
relevant are important for seeing value in learning IT skills. As to teachers’ expectations,
they can influence students’ beliefs about their abilities, more so for girls. [65] The role
of study counsellors and teachers can be of a conduit; they can reduce emphasis of
mathematical abilities in IT careers and inform students that a background in business
and social studies is also relevant in IT field [5]. Encouraging words and experience at
home and at school are likely to increase girls’ self-efficacy in male-dominated fields.
Parents and teachers can show it is not gender or social structures, but aspiration, effort,
and commitment that lead to success. [73].

Other People’s Influence. Peers, particularly boys, have an impact on girls’ self-
concept, self-efficacy, classroom experiences, and external goal orientation, shaping
gendered career choices [40]. At home, parental support is important [66]; fathers, male
peers, and male siblings have a significant influence in motivating women to take part
in tinkering activities [55]. In addition, role models are often mentioned as an important
influence in selecting a career in a particular field [2, 20, 23].

3 Research Setting and Methodology

The study was conducted as a first step of a project aiming at increasing the interest
of senior high school girls to study IT/IS. Despite women becoming more educated,
occupations have remained segregated by gender in Finland. The majority of workforce
in technical fields are men and the majority in social, care, and education fields are
women. [57] In the project, we offer female senior-high schoolers more information
and practical understanding of the IT/IS field and its work practices, hoping to raise
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their interest in the studies. Due to our background in IS, we naturally emphasize IS
aspects in the IT field, while other partners in the project place stronger emphasis e.g. on
programming. Currently, we are in the exploratory phase, trying to gain deeper under-
standing on the causes of segregation in the IT/IS field. The main data for this study
originates from questionnaires filled in by senior high-school students (78 girls, 60 boys,
4 other/undisclosed; ages 15/10 students, 16/69, 17/45, 18/14, i.e. born between 2000
and 2003), as pairs (altogether 71 answers; 35 girl/girl pairs, 26 boy/boy, 10 mixed) in
75-minute-long ‘IT info events’ at two different high schools in Finland in 2018. The
students could choose who they pair up with, and they were told we are interested in
their views of the IT field. The events were organized by the schools’ guidance coun-
sellors; some of them were compulsory to the students. The aim was to highlight the
diversity of the IT field in general and the ‘soft’ side in particular (i.e. the design, inno-
vation, business, organizational, management aspects). Students were first given basic
information about the current need for employees in the IT field. We then asked them
to answer a set of questions as pairs to orient them for further information: What are
their plans for studies after high school; How they perceive the IT field (the work, the
people, the companies); How to inspire high school students to enroll into IT studies;
How they perceive IT studies in higher education (why study/not study IT, what prereq-
uisites there are). Then we informed them about the broad spectrum of IT companies
(applications and devices) with local examples; career paths in IT field (IS specialist,
UI designer, SW business manager, SW engineer, project manager, game developer, test
engineer, etc.); salaries; and studies. Then we asked them, based on the information they
had received, what topics they would be interested in IT studies or work and did the
information influence their opinions about IT careers.

We complement this data with face-to-face interviews of 6 students in May 2018
(3 girls, 3 boys, 50 min on average), recruited in the IT info events. Interview topics
included study plans after high school, what or who influences their career choice,
parents’ occupations and how they affect the career choice, IT use experiences at home
and at school, and perceptions of studies and work in the IT field, and why we need
more women in IT. Particularly with girls, attention was paid to how they perceive IT
and what kind of experiences they have, and if they did not consider it as an option,
why was that. With boys, we were interested in their views on IT, what experiences they
have, and what they think are the reasons girls are not choosing IT careers.

To get complementary perspectives on the topic, we also conducted interviews with
5 high school IT teachers (ITTs). The interviewees were recruited through high school
principals. 2 female and 3 male ITTs agreed to participate in ~1 h long face-to-face
interviews, conducted in January and February 2018. The ITTs were asked about their
knowledge and experience in IT, their teaching and ideas for development, teachers’
role in influencing students’ career choice, what they think students think about IT as a
subject and a field, and why we should have more women in IT.

All interviews were audio recorded and transcribed. In the data analysis, the most
relevant parts of the questionnaire data and the transcribed interviewswere extracted into
a spreadsheet. First, the data collected from students was analyzed by the first author
who looked for how IT field was constituted in the interviews (discourses in place),
experiences and skills of the students and how those influence their views of the field
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and their career choice (historical body), and, who the students think influence their
views of the field and career choices, and how (interaction order), highlighting both
similarities and differences in the data. Then, the data collected from ITTs was analyzed
using the same approach as the student data, looking at the teachers’ perspective on the
nexus of practice (choosing IT in high schools). All authors discussed the findings and
interpretations together.

4 Empirical Insights

Table 1 summarizes our main findings from the survey data and interviews regarding
our nexus-analytic inquiry into high schoolers’ perceptions of IT field, their IT use
experiences and career plans as well as their insights to issues influencing their career
choices.

Table 1. A summary of students’ perceptions about their career choice and IT

Discourses Interaction order Historical body

Students’
perceptions of
the IT field

Programming,
male-dominated,
lonely, nerdy
boring, difficult,
on the computer,
current,
teamwork,
social, versatile,
requires
dedication

High school does not introduce students
to IT field. Media presents stereotypes of
IT jobs and people; genius nerds, glued
to their computers, working under
pressure. Girls know fewer IT people
than boys, neither know of any women

Students have
no idea what IT
workers do.
Little
knowledge
about IS/IT.
Students
surprised about
how versatile
IT field is

Students’ IT
use and
experiences

Boys more
interested in IT

IT use introduced through a male in the
family, mothers not in IT field. Students
need to find out about IT themselves.
Boys talk more about playing games

Schools
increasingly
digitalized.
Girls and boys
both play
games.
Students want
balance in IT
use. IT difficult
to use

What students
want

Everyone should
be able to choose
any profession -
gender should
not matter. Job
should be
interesting

Family influences what the students want
through expectations and leading by
example. Schools provide information
and career guidance

Girls want
social, creative,
humanistic,
care careers.
Girls not
interested in IT

(continued)
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Table 1. (continued)

Discourses Interaction order Historical body

What students
think
influence their
choices

Job security
important.
Salary should be
big enough to
live comfortably

Teachers’ comments and families’
upbringing practices seen as gendered.
Media targets boys. High schools present
traditional professions. Families’
gendered encouragement and
expectations. Friends not seen as
significant influences. Girls’ role models
from family, artists, social media stars,
boys’ role models people close to them

‘Old ways’
– society’s
gendered
expectations.
Gender divide
deep in society

Discourses Reveal Stereotypes and Lack of Knowledge About IT Work. Students
in the survey described their views of the IT field as sitting on the computer all day (39
pairs/includes 47 girls), programming (17/27) male-dominated (12/21), boring (11/15),
and nerdy (10/18): “Maybe that it’s quite boring…and you justwork on the computer, and
you’re alone.1,” (Girl1) Some girls said that IT jobs are unfamiliar to them: “Not really,
I just have the image that they fix phones and things, and it’s not really interesting.”
(Girl2) The boys’ answers were slightly less negative, and some described work in
IT field as contemporary, social, and versatile. Some mentioned it can be difficult or
complicated, and several used the words ‘nerdy’ and ‘engineers’: “It’s a stereotypical
nerd job.” (Boy1) Most of them knew that the employment prospects are good; salary
ideas varied from bad (5 pairs) to mediocre (20 pairs) and good (21 pairs); working hours
were thought to be 8–16 or flexible, with possibility for remote work. In the interviews,
few students knew differences between IS and IT, and if they did, the difference was
not clear: “They haven’t really been clarified for us, they’re talked about in the same
subject area.” (Girl1) In the surveys, many students thought they should be able to code
to apply to the IT field, and that it is too late to start in high school. Some associated
IT with mathematical skills and thought it is a requirement in the field: “Even if you’re
good at math, the reason you don’t go there is the image of IT jobs.” (Girl1) News and
media (TV shows and movies) were mentioned as sources for these images: “I think
IT has that reputation, especially from movies, that there are those super geniuses that
code a lot and it’s very difficult and there’s a lot of pressure.” (Girl3) The interviewees
knew IT leaders of big companies. Boys knew more people; the girls were not sure if
they knew anyone. None of the students could think of a woman from the IT field. On
the other hand, one girl noted that she “wouldn’t necessarily even realize that someone
is from the IT field.” (Girl1)

Historical Body and Interaction Order Shaping the Image of IT Field. IT use is a
part of the everyday life for high school students. Computer use at school is differentiated
from social media use: “Well, I’m very active in social media, the computer is only for
schoolwork… so Word, Excel. the basic things in high school. And then… Well, I don’t
really use the computer at home, e.g. coding I don’t understand.” (Girl3) During free

1 All quotes are from interviews.
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time, social media and games are in focus. In the interviews, two girls said they play a lot,
too; boys just talk about it more: “I play quite a lot of play station games (…) Boys talk
about gaming more, that they do it for many hours per day (…) but girls don’t do that.”
(Girl1) The high schoolers do not want to spend all day on the computer and that is one
reason for not pursuing an IT career. They do not seem to realize that in large number
of occupations working with computers is a requirement. The girls seemed to expect
that boys or men in the family introduce them to IT, e.g. gaming: “We have four girls
in the family so there is no boy to bring the gaming into the family.” (Girl3) “My dad
plays a lot, so thanks to my dad I’ve become enthusiastic about gaming.” (Girl2) One
girl mentioned her brother (Girl1), and one would watch her boyfriend play. The girls
told that boys have more leniency in gaming and spending time on the computer, which
gives them more experience: “In my family the expectation is that we do our homework
well, and they tell you to go outside if you spend more than an hour on the phone, and
boys can play for hours without interference. (…) they can become interested in coding
and make a career out of it.” (Girl3).

Regarding visibility of IT field during high school, the interviewees mentioned IT
courses introducing the software students need for coursework and exams. Otherwise,
their schedules were so full that there is no time for IT courses as there is nomatriculation
exam in IT: “I could have taken the course [on IT] but considering the matriculation
exams… fitting it in would be difficult.” (Girl1) The Finnish high school does not offer
many opportunities to gain experiences in IT. The students said they find information
about interesting fields or ask the guidance counsellors, so the interest in an IT career
needs to come from the students themselves. The IT courses that some schools offer are
mostly basic programming courses, some had media courses, but most had none. The
questionnaires showed that some students (4 pairs) were surprised that you do not need
to know programming when beginning IT studies in the university.

Interaction Order and Historical Body Shaping Career Choice. The interviewed
girls mentioned family, mothers, artists, and vloggers influencing their career choice.
The boys mentioned people close to them. The students did not think they have actual
role models: “I don’t really [have role models], I make my own decisions. But opinions
of other people and their stories of [different] fields influence my decision, of course.”
(Boy3) All of the students thought that the way they are raised has an influence on
their career choice; the girls mentioned their wish for parents’ approval as a motivating
factor: “Parents do influence a lot, like for me the medical school, that… you want
to please them.” (Girl1) The boys said that the parents mainly encourage them to do
what they want to do: “Family has an influence but not… directly. (…) They don’t have
any expectations, they say’do what you want’ so there’s no pressure.” (Boy1) One girl
said her mother is her role model: “My mum is in the humanities, so that could be,
actually the whole family is (…) so maybe that influences my choice. (…) Is it cliché
to say my mom is my role model?” (Girl3) In general, the girls felt that family has a
strong influence on their choices. None of the interviewed girls’ or boys’ mothers were
in IT field. None of the students said that friends influence their choice: “Friends just
encourage me to do what I really want to do.” (Girl1)When asked in the interviews what
else affects career choice many historical body related issues were brought up, such as
personal interests, values, past experiences, and employment prospects. Both girls and
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boys said that personal interests and values direct career choice: “I think personal values
are important in what kind of professions you are drawn to, like, if you like animals you
become a veterinarian.” (Girl1) I’ve always wanted a job where I can dress nicely.”
(Girl2) “Yes, values matter. I want to study physics because I want to help make cleaner
energy.” (Boy1) Salary was not seen as the most important aspect, but it would be nice
to have enough to enjoy life: “You do check how much the salaries are, it’s nice to have
good wages, but it’s not the most important criterion.” (Girl1) Employment was also
seen as important: “You need to feel confident that if I start studies on this field I will get
employed later.” (Girl2)

The interviewed students felt that ‘oldways’ and gendered expectations in our society
influence the gender imbalance in career choices. Many students brought up the male-
dominance in IT field: “I think both genders can manage in IT just as well, but it’s
male-dominated because of old ways.” (Girl3) When asked whether the students saw it
as an obstacle for choosing a field if they were in the minority, they would at first say no
but then added that it could lead to feelings of isolation: “Male-dominated environments
would be a negative aspect, because it’s different to exchange thoughts with women, I
don’t think I would feel like I belong.” (Girl1) “If the guys stick together and a woman
had an idea, the guys could just stick with their idea.” (Girl2) When asked why the IT
field is male-dominated, the students said it was because of ‘old ways’ and girls are just
not interested. One way to change the situation would be to introduce IT to girls earlier:
“Well like, you should catch the girls … at a younger age, similarly as boys are caught
then, or, boys find the gaming world by themselves, but girls do not know how to search
for it.” (Girl3) The students saw high school’s role as mostly neutral in their career
choice; however, in career counselling mostly traditional occupations are introduced,
and the IT field is given less attention. The students said that the interest needs to come
from themselves, while they can ask guidance counsellors for help and information. One
student mentioned that a teacher had been a positive influence, otherwise teachers were
seen as neutral: I think that (…) all occupations are presented openly so they don’t create
any prejudice.” (Girl1) When asked whether their teachers have gendered assumptions,
the students said, “sometimes someone can say ‘this field will probably interest boys
more than girls’” (Girl1), which the girls took to mean that it is not for them.

Teacher’s Perceptions of the IT Field. The teachers were aware of the gender imbal-
ance in IT, and all teachers thought women could provide different perspectives in
developing IT. Perceptions of gender differences showed in the discourses, related to
the ways of thinking and seeing the world: women were seen as better at seeing the
‘big picture,’ not just the technology. In addition, the teachers saw IT as gendered due
to the lack of women, the women’s roles in supporting tasks in the companies, and the
cultural stereotypes of who IT professionals are and what they do. Generally, the teach-
ers described IT work as diverse, with good employment prospects. They perceived IT
engineering studies to be more about hardware and IS about software and how to use it.

Table 2 summarizes ourmainfindings from the IT teacher interviews regarding teach-
ers’ perceptions of IT field, their IT experiences and their views on student’s relationship
to IT and the IT field.

Teachers Shaping Students’ Views in Senior High Schools. All interviewees iden-
tified stereotypical roles related to IT in their schools: the IT teachers tend to be men
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Table 2. A summary of IT teachers’ interviews

Discourses Interaction order Historical body

Teachers’ perceptions
of the IT field

Versatile, good
employment and
salary. Gendered.
Women can provide
different perspectives

Read news about IT
field, discuss with
friends employed in
IT to update
knowledge

Minor studies in IT,
few teachers have
work experience in IT
field

Teachers’ IT
experience

Technology is a tool
that enables new ways
of doing things.
Education is digitized,
learning to use new
tools takes time.
Students can be
resistant

IT teachers support
staff and students. IT
support person usually
male. Students may
need a lot of support

IT use expected in
national curriculum

Teachers’ views on
students and IT

Natural sciences are
popular and fill the
schedules. There is no
final exam in IT that
benefits applying to
universities, so IT is
not chosen

Students see teachers
take on gendered roles
with IT. Teachers can
influence with
example and
encouragement,
providing information
about work life in
different fields and
offering experiences

Students use IT for
social media and
entertainment. Most
lack basic computer
skills; few are very
proficient. IT an
‘extra’ subject in high
school, courses
offered but rarely
taken

whose role is to help other staff and students in technical matters in addition to teaching
the courses. A woman said, “although I am the most highly educated person in IT in this
building, I don’t do anything with IT.” (ITT4) A man reflected “the gendering is clearly
visible in our work community, as the teachers interested in the subject are mostly men.
Now we have a few women too.” (ITT2) This teacher saw gendering in taking on certain
roles “it’s not that they say, ‘come help me because I’m a woman,’ but the hidden mes-
sage is there if they take the role that they don’t need to know how to do things.” (ITT2)
In addition to providing an example, the teachers thought they can influence students
through encouragement and information, and that it is not too late in high school. One
of the teachers saw it as her duty to tell students about work life, while the other four
said they answer questions if students come to them.

The teachers said students find information about careers from teachers, guidance
counsellors, events, family, friends, and websites. When it comes to talking about work
life, a teacher said, “most teachers don’t have experience from different fields.” (ITT4)
We also asked what kind of discussions the teachers have with students, “if they ask
about jobs, what jobs are like and what they could be, then maybe I’ll answer myself. If
they ask about studying, I know some things about it but will quickly refer the student to
the study guidance counsellor” (ITT3) They said they can make suggestions; “You can
suggest like ‘have you thought about this?’, because they have quite a narrow view of
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careers.” (ITT3) The teachers saw the importance of IT skills in any profession but were
skeptical whether the students see the need. The teachers all had an interest in following
news about IT. All knew people working in the field, providing some insights into what
the work is like currently.

Teachers’ Historical Bodies Influencing in the Background. All the IT teachers we
interviewed had studied math in the university, with varying amount of studies in IT; one
had taken some courses, three had a minor in IS, and one had an engineering degree in
IT - and later studied math to become a teacher. The teachers had teaching experience
of 5/8/10/13/18 years in high schools, their courses including firstly math, physics, and
chemistry – and IT when possible. In addition, they may train the other teachers.

Teachers Views on Students’ Relationship to IT and the IT Field: The IT teachers
thought students’ IT skills vary; some may be quite proficient due to their interest, while
most students’ IT use is limited to mandatory schoolwork and entertainment – resulting
in lacking basic skills: “They don’t know how to use computers; they just know how to
snapchat.” (ITT4) The teachers in this study said most of their students are studying
advanced math and natural science, in which girls do well – deducing that it is not
math but technology that the girls are not into. As IT studies (e.g. programming) will be
included in earlier education, the teachers anticipate that future students will be more
skilled in IT. This would mean less time spent on basic computer skills, and the teachers
could do more ‘interesting’ things during the classes. Using computers is mandated in
Finnish high schools, and IT courses can be offered as free choice studies. The teachers
have the freedom to choose what they teach and how they teach these courses, but
they have little time to develop new methods or content. The available IT courses were
currently told to include using software systems and tools (e.g. Windows and Word),
but also programming and video and image editing. Few students are taking IT courses,
though, as the students focus on the subjects theywill takematriculation exams in (which
provide entry points to university studies). The teachers felt the students’ views of career
options are limited and the exams limit them further.

5 Concluding Discussion

This studywasmotivated by the current shortage of employees in the ITfield, particularly
by the lack of women. Even if one may argue the problem in IS is alleviated by the field
being the ‘soft’ side of IT, we argue the problem has not been alleviated enough. The
difference between IS and IT seems to be unknown to senior high schoolers making
their major and career choices – and the IS field still suffers from a lack of women [49].
Therefore, the gender aspect was brought up in this study and we asked as our research
question how do senior high school girls perceive IT and the IT field, and what seems
to be shaping their career choices. We examined these questions from the perspective
of senior high school students and IT teachers. This study contributes to IS research
on gender and IT by outlying novel, surprising findings involved with young people’s
career choices to study IT/IS. We contribute to IS education literature by identifying a
number of aspects to be considered when trying to encourage girls to study IT/IS.
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IT use and Experience Does Not Bring Increased Interest in IT Career for Girls.
Ourfindings reveal surprisingly stronggendering and segregation in the data,manifesting
in a variety of ways in high school students’ historical body. We wish to point out that
girls in our study saw IT and IT use as gender neutral but the field itself as masculine
and unattractive (see [6]). Nexus analysis guided us to study the historical bodies of
high schoolers. Even if the use of IT seems to be quite similar – and extensive – for
both genders, this did not lead to both boys and girls to consider IT field or IT career
the same way. Hence, even if this generation can be considered to represent true digital
natives [67], a very traditional and gendered understanding of IT field still prevails (cf.
[63]). Unfortunately, particularly girls seem to have a negative perception of IT careers:
IT careers are not interesting (see [30]) and they cannot fulfil girls’ work values (see
[36]) even though girls play video games, use social media, and IT is an everyday tool
for them. Hence, it seems that increased, if not extensive, historical body in IT use
does not lead to increased interest in IT careers. Our data also indicates that attaching
too much importance to IT use might even strengthen the negative perception of the
IT field, as girls do not want to ‘spend their time on the computer’. Perhaps this focus
on IT use overemphasizes IT and computers as complex and technical tools, instead of
viewing them asmultifaceted IS systems embedded in various social practices (e.g. work
and leisure) supporting diverse, sometimes even value-sensitive aims. Interestingly, ‘too
much IT use’ was not considered a problem in relation to doctors, lawyers, or business
professionals. Thus, perhaps this tool-orientation has eclipsed the various meanings and
purposes of IS enabled ecosystems and we should find new approaches to introduce
IT/IS field as a creative field of design and social problem-solving with the potential of
emerging new, yet meaningful social practices of everyday life. Instead of considering
IT (non)use and (in)experience as the only explanations for exclusion of girls in IT, we
should examine the role of IT in the entire educational journey from the viewpoint of
what kind of perceptions it imprints on students.Attaching toomuch importance to IT use
and experience will only limit the way we understand this gender-biased phenomenon
of exclusion of girls in IT.

Discourses in Place Stereotypical and Non-informative on IT Careers. In our data,
students in senior high school did not know IT professions nor were they introduced
to those well enough during their studies. They were surprised about the diversity in
the field. Perhaps this is also connected to the way IT is introduced in high schools,
at least in Finland. Use of IT is compulsory for all, making everyone relatively com-
petent users of IT. However, everyday use of IT does not mean that the students are
tech savvy – often their IT use is limited to entertainment (social media, games) and
schoolwork (Microsoft Office). This does not seem to increase confidence in IT skills.
More advanced courses in IT are optional and those do not tend to interest girls. Girls
assume programming skills are needed before entering higher education in IT, which
deters them from enrolling. This is not surprising as, after all, inclusion of programming
in school curricula is increasingly discussed and thus programming can be overempha-
sized in relation to IT field. Again, this behavior repeats and contributes to the prevailing
stereotypes. Therefore, it is important to break these stereotypes early on. Perhaps the
‘softness’ of IS field needs to be reconsidered as well. Rather than taking into focus how
‘soft’ or ‘technical’ the IT/IS fields are, we should highlight the demanding, socially
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challenging practice of the IT professionals when communicating and reconciling the
oftentimes conflicting demands of humans in various life situations (e.g. professionals
on various fields, children, or elderly).

Teachers Trying to Make a Difference. Teachers may have a minor or a major in an IT
subject but are usually firstly math teachers. IT courses may be offered but they only take
place if students are enrolling. The high school course topics are basic computer skills in
software use, programming, image and video editing. Teachers see the stereotypes and
think their students are affected by them and try to convey a more realistic view of the
field. Teachers think students’ skills are lacking as they use IT mainly for entertainment,
and they see this as a problem and that students need to learn computing no matter
what field they end up in. Interestingly, no gender was mentioned here (see [29]). In
addition, the teachers thought students have plenty of information about careers, but their
knowledge about actual work life is limited. The teachers see that the girls themselves
choose not to take IT courses, but also recognize the cultural and societal aspects that
guide that choice. Teachers sawgendering in personnelwho are interested in and teaching
IT. While earlier studies have suggested that we should reduce the emphasis of math
when speaking of IT [5], these IT and math teachers tend to try to motivate their students
by telling the students why the subject is important in any field. It seems like math
is not an obstacle based on what students and teachers said, it’s the image of the IT
field. Teachers think they can influence students through encouragement, example, and
inspiration, and that it is not too late in high school (in line with [73]), but they did not
mention the expectations they themselves set to their students (see [65]).

Gendered Interaction Orders Among Different Actors Shaping Girls’ Interest in IT
Careers: Expectations, Norms, Upbringing. Regarding interaction order, our data
shows that our society, teachers and parents among others, play a role in gendering and
segregation: they seem to have and advocate surprisingly gendered discourses, expec-
tations, norms, and upbringing practices. Even if the students explained that everyone
is expected to be able to select any career and pursue their interests freely, they also
expressed very traditional and gendered career choices, girls preferring social, caring,
and creative aspects, boys showing interest in technology (see [6, 16, 22, 29, 30, 44]).
The students revealed that different expectations are placed on boys and girls in families
and teachers may in subtle ways engage in gendering practices, hinting things that are
specifically of interest to boys or girls. Our findings also suggest that males seem to
introduce girls to IT (see [53, 55]). In schools, males seem to take responsibility of IT.
Perhaps all this reflects the decades old male-dominant culture of the IT field in gen-
eral (see [12, 54]). Since the entire IT field is known to be male-dominant, girls may
unconsciously feel they need males to mediate their interest and orientation into IT. The
girls also felt that the general discourses, media, and game advertisements are directed
towards boys, so not much has changed in over 25 years [56]. This study corroborates the
findings of existing research on the influence of society, family, and teachers on young
people’s career choices, including IT careers. It is surprising to find these to remain true,
as the world has drastically changed through digitalization.

Vicious Cycle of Gender Segregation Upholds Itself. Based on our findings, we
deduce that all the life experiences in relation to IT before choosing the major seem to
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play a significant role in this persistent exclusion of girls. Career choices seem to reflect
not only young people’s perceptions of the field but, perhaps even more importantly,
the perceptions of some influential others, thus repeating the same old gender-biased
views over generations: stereotypes, educational prejudices, assumptions about antiso-
cial professions, etc. Girls’ unfamiliarity of the IT field and career options makes room
for influential others to have their say and thus keep the ‘rat race’ ongoing. We are in
a vicious cycle with gender segregation in IT, particularly in the post-industrial nations
such as e.g. Finland [30], the context of our study, as segregation upholds itself. Girls
need role models, for example their own mothers, to consider IT field as a potential
career choice. However, mothers are mostly in social/care fields. Guidance counsellors
and teachers in Finnish high schools are also often women, and IT support persons typ-
ically men, and it seems that this repeats the gendered culture of women working in
‘soft’ professions and being less competent in IT. Encouragement and exposure [70] to
the field among high school girls falls short if the social environment within the school
context provides no role models. Due to lack of role models, girls do not choose the IT
field and thus new role models for the next generations will not appear. To break the
pattern, we need to make the women already in the field more visible [54]. Luckily, two
of the interviewed IT teachers in our study were women, providing some role model
for their own students. One problem is that girls think that being ‘the only girl’ would
be lonely and socially isolated [11, 17]; we also need to increase networking between
women in the field.

Exclusion and Educational Inequality. Our data indicates that girls voluntarily and
intentionally exclude themselves from IT field – it is their choice (see [31]).Wemust also
acknowledge that there are significant cultural, historical and social factors in the back-
ground, leading girls to choose this way. Nexus analysis indicates that current societal
discourses, interaction orders among significant others around us, and all our historical
bodies are always intermingled with our choices [52]. In research on gender and IT, ear-
lier the focus was on intentional exclusion, while more recently the focus has changed to
second generation gender bias, i.e. invisible barriers for women in IT that are based on
cultural beliefs and workplace structure [51]. The girls in this study were clearly aware
of the contemporary (negative) ways of talking about the IT field and professionals.
They recognized that they are being shaped and influenced by their parents and their
teachers. They seemed less aware of their life experiences and histories shaping their
choices. This should be made more visible for the girls, we think. Regarding inclusion
and exclusion, we recognize that IT is not a perfect major or career choice for everyone
and exclusion from this education may be intentional and desirable for some (cf. [31]).
However, exclusion of girls to such a large extent in the design of our digital futures is
alarming and we must act to change that.

Our Findings Offer Valuable Insights for IS Education. We need to act and combat
the digital divide to achieve equality in education. Based on the study, we identify the
following as critical issues: 1) We must enter the education of young generation early
on – well before senior high school as many critical choices have already been made
before that phase; 2) We must make the IT field and its versatility, particularly the IS
field, visible for young people; 3)Wemust make visible how society is still gendered and
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segregated – making this visible may encourage young people to question and alter the
traditional ways of doing and thinking; 4)Wemust identify positive role models for girls
in IT/IS: we need to consider what we already have and what could arouse girls’ interest
and admiration; 5)Wemust connect the field better with young people’s interests, values,
and desires – the IT/IS field is not in conflict with those, but the young generation does
not seem to see it. IS community needs to address this problem and, building on the
accumulated understanding of what keeps women away from the IS/IT field, show girls
the versatile career possibilities where it is possible to fulfil various kinds of dreams,
desires, and values (see [36]). We also need to remember that it is not only girls who are
needed in the IS/IT field and it is not only girls in the post-industrial society who want
to fulfil their dreams; we also need more boys to consider IS/IT as their career choice
due to the shortage of workforce in IS/IT field. High schools and universities could work
together to provide relevant and meaningful activities, with information about different
career paths in IT. Further considerations are needed on how IT is integrated in education
or what should be included in the IT courses. The current structure at least in Finnish
curriculum seems to exclude IT as an ‘extra subject’ that provides little in terms of
meaningful experiences.

Limitations and Future Work. This exploratory study is limited by the sample size.
Next, we will interview more girls to get a more thorough understanding of girls’ views
of the IT field and factors shaping their career choices. In addition, we plan to collect
and analyze data from women who have already entered the IT field. We will offer a
more nuanced picture of girls and women in relation to IT. This analysis concentrated
on summarizing the views of the informants, focusing on commonalities. Through this,
we managed to show the surprisingly strong gendering and segregation still ongoing in
our society. Then again, we strongly believe there are individual differences [62] among
girls, and that there are other dividing factors than gender. We will pay closer attention
to these aspects in our future analyses. In our project, we do not assume that girls are
only interested in the soft side of IT neither do we want to push girls that way; instead,
we want to give a versatile picture of the IT field to all senior high school students, boys
included. It is important to note that drawing conclusions to IT/IS field in general is not
possible based on our study; IT field covers such a variety. We can point out that at least
in Finland, senior high school students do not see any difference between IT and IS and
there is obviously a lot that could be done to help them in making well informed and
meaningful career choices.

To Conclude, This is Quite a Surprising and Sad Story on How Finnish Society is
Still Gendered and Segregated as Regards IT as a Career. From this nexus analytic
inquiry, we can see that surprisingly gendered understandings of the IT field and career
choices are still prevalent among the studied young people, and this supports educational
and occupational segregation. Exclusion ofwomen from IT education, be that intentional
or unintentional, conscious or unconscious, accomplished by the excluded themselves
or by others [31] indicates a potential for deep digital divide [47], especially from the
perspective of people’s abilities to make and shape digital technology, not only to use
it [31]. Our findings concern post-industrial nations where people choose occupations
that they find highly interesting and they would love to do [16], and in many studies it
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has been found that girls see IT as boring and unfulfilling for their work values [30, 36].
On the bright side, the teachers see they can make a difference in high schools.

Acknowledgements. Data collection for this paper has been funded by European Social Fund
within the LUNO project.
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Abstract. We have identified, mapped and discussed existing research on
Blockchain-based solutions for intellectual property (IP) protection, an investi-
gation that emerged from a case in antibody production for scientific and medical
applications. To that end, we have performed a systematic literature review and
created an instrument that classifies the contributions according to the materiality
of the object they protect (from immaterial to physical), the type of protection
(authorship notarization or prevention of illegal use) and the type of research
(conceptual or empirical). Our results can be used to understand which avenues
to pursue in the effort to create a new generation of more effective technology-
assisted IP protection systems, a priority for 152 signatory countries of the patent
cooperation treaty.
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1 Introduction

The global market for antibodies for research was valued at USD 2.52 billion in 2016
and it is anticipated to progress at a Compound Annual Growth Rate (CAGR) of 6.1%
over 2018–2025. Antibodies are high-value proteins produced in living cells and vastly
used for scientific research, medical diagnostics, and advanced therapies, namely as
biopharmaceutical drugs. They originate from two sources: native and in vitro. An ani-
mal, such as a rabbit, inoculated with a vaccine X will typically respond by producing
Anti-X antibodies. These can either be recovered from the blood of the animal (native
source, resulting in polyclonal antibodies (pAbs)) or they can be processedwith advanced
methodologies to collect the genetic (DNA) information that allows in vitro production
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(in vitro source, resulting in monoclonal antibodies (mAbs)). Biopharmaceutical and
pharmaceutical companies are heavily dependent on the use of both, pAbs and mAbs for
R&D on innovative treatments for cancer and other chronic diseases, which has dictated
a tremendous market traction. [37]. Monoclonal antibodies (mAbs) account for the lead-
ing share in this market. The in vitro molecular processing involved in their production
enables the identification of very precise and unique genetic recipes for antibodies with
specific capabilities (e.g. interacting with and killing a cancer cell). These recipes are
nothing more than instructions in the form of a DNA sequence (a string of letters, A,
T, G and C), that can be given to specialized living cells to produce the ultimate anti-
body molecule of interest. Importantly, this unique mAb recipe, becomes a high-value
intellectual asset that requires special protection, since it can be used for replication
and commercialization at an industrial scale. Patenting is a common route [11], but it
can be very complex and costly, especially considering that the requirements needed to
confer the patent may differ according to the countries in which it is applicable [22].
Additionally, patent enforcement often means expensive and long legal suits.

Thus, our research question is:
RQ: Are there Blockchain-based techniques suitable for the protection of immaterial

intellectual assets, such as antibody recipes?
To investigate this issue, we started with a systematic literature review (SLR), which

allows identifying, evaluating, and interpreting available research relevant to a topic
area or phenomenon of interest, such as the summary of evidence concerning a given
technology [9]. Our key concepts are (1) intellectual property (IP) and (2) Blockchain.

Intellectual property results from the work of the mind or intellect, which may be an
idea, an invention or a process [34]. Depending on the adopted form of legal protection,
the conferred rights will differ. Available forms are (1) patents, (2) trademarks, (3)
copyrights, and (4) trade secrets [18], briefly described below:

• The patent is an exclusive right granted to an invention (product or a process), which
prevents it from being commercially made, used, distributed, imported or sold without
authorization of the patent owner [35]. It has a duration of 20 years and it is territorial,
i.e., the rights are only applied in the country or region where the patent was granted,
in accordance with the laws of that territory [35].

• Trademarks are used to distinguish companies, products or services by means of
a word or symbol [18]. Legal owners can prevent its use by others within specific
commercial limits. The trademark rights are valid for 10 years but may be renewed
indefinitely [40] while the trademark is properly used and enforced [18]. It can be
applied at the country or region level, or at the international level, depending on the
type of registration [40].

• Copyright is an exclusive right assigned to the author or creator of a e.g. literary,
artistic, musical, software products [18]. For content to be copyrightable it needs to
(1) be permanently registered in some medium (e.g. paper, computer), (2) be original,
and (3) exhibit creativity [18]. Copyright offers financial protection, enabling authors
to license the use of their work for a fee, and also moral protection of non-economic
interests [32], such as attribution or reputation. It has a finite duration that depends on
the laws applied in the country/region of its use [18].
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• Trade secrets are, as the name implies, secrets (e.g. formulas) that afford commercial or
technical advantage [18] to a business because they are not known or easily discovered
by observation [39]. Content may or may not be patentable, but if it becomes public
the holder may lose all competitive advantage that the trade secret provides [18]. It
has no legal protection and lasts only until discovered [18].

Blockchain is a technology originally introduced in the context of Bitcoin, to avoid
the double spending of digital money, but whose underlying mechanisms have proven
interesting to multiple areas where trust is a key concern [38]. This stems from the fact
that transactions are recorded on a distributed, immutable, tamper-proof ledger, that is
inherently auditable. Additionally, Blockchains can store and enforce smart contracts
– pieces of code that are executed automatically once predetermined conditions are met
– further reducing uncertainty and promoting confidence among stakeholders [30]. In
the scope of our research we will focus on existing uses of Blockchain for the protection
of intellectual property.

The remainder of this paper is structured as follows. Next, we describe the method-
ology, detailing how we obtained the data, then we present its analysis. Section 4 draws
on the content of the identified papers to address the benefits, challenges, and practical
applications of Blockchain-based IP protection. Section 5 maps extant research using
a specially devised instrument that enables the discussion. The conclusions summarize
our work and point out limitations.

2 Methodology

Our systematic literature review follows the structure defined by Webster and Watson
[26]. Our goal is to identify and map relevant research about the use of Blockchain-
based IP Protection. We selected the databases Science Direct (SD) and EBSCO, due
to their wide coverage, complemented by AISEL for a focus on the Senior Scholars’
Basket of Journals [36]. The paper search was made on the first and second weeks of
November 2018. Originally, we chose the keywords “Blockchain” or “distributed ledger
technology” (DLT) combined with “intellectual property” which are directly derived
from the scope of our research. However, preliminary test searches in Google Scholar
suggested the additional inclusion of “copyright” and “digital rightsmanagement” for the
relevant hits they surfaced. The inclusion criteria were conference and journal papers,
in English, published since 2008, given the fact that this was the year of publication
of Nakamoto’s article on Bitcoin, considered the first successful implementation of
Blockchain technology [20]. Figure 1 illustrates the search process.

A full text search returned a total of 1518 hits (270 duplicates) on the selected set of
databases. To narrow down the results, a second round was conducted using the same
keyword combination, but constrained to title, keywords, and abstract. A total of 83
results were obtained at this stage. After eliminating six duplicates, our set was reduced
to 77 articles. The date range for this subset is from 2013 to 2018.To increase validity and
decrease biases, we used researcher triangulation [3, 7], in which two authors separately
analysed the abstract of the papers and classified their relevance as (Yes/No/Maybe).
We made final decisions on the “Maybes” in a discussion. As a result, 57 non-relevant
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Fig. 1. Systematic literature review approach

articles were discarded and 20 remained to be analysed in-depth, by reading the full
text, with the aim of extracting information about the use of Blockchain for intellectual
property protection.

3 Data Analysis

The papers selected for in-depth analysis have been classified in terms of year of publi-
cation, type of research (conceptual - C, empirical - E), object of protection (e.g. music,
images, software), and type of protection discussed (Authorship Notarization - AN, Use
Authorization - UA). Articles that evidence the use of Blockchain for the sole purpose
of authorship attribution are marked AN. If the level of protection effectively prevents
illegal use or dissemination of the object, then the articles are marked UA. For every
article, a brief description of the role of Blockchain was included. Table 1 presents the
classification of the 20 articles analysed in-depth.
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Table 1. Classification of the reviewed papers

ID Ref Blockchain use Type of
object

Type of
protection

Year Type of
research

1 [19] Registration of creative work, namely
orphan work. With storage,
dissemination, and transfer of
information about copyright objects and
their right holders

Creative
work

AN 2017 C

2 [1] Conception of a new ecosystem where it
is possible to identify the authors, track
protected content (stream), and assign a
fair remuneration to the artists. The
authors suggest that smart contracts
could allow music royalties to be
administered transparently and almost
instantaneously

Music UA + AN 2018 C

3 [2] Normative analysis of key Blockchain
technology concepts from the
perspective of copyright law. Analyzes
in detail the legal issues related to smart
contracts and private ordering, copyright
registrations, the legal regime of DRM,
and fair remuneration

Digital AN 2018 C

4 [4] Establish ownership of the copyright,
but it also helps to enforce rights (e.g.
artificial intelligence could track
unauthorized use on the internet, this
information would be passed on to
creators who could thus contact the
infringer directly)

Digital AN 2018 C

5 [5] Analysis of the impact of blockchain on
intellectual property law, namely in the
registration, management and
enforcement of IP rights. The authors
state that Blockchain will be able to help
to overcome the IP register in different
legislations and dealing with different
procedures

Generic AN 2018 C

6 [6] Analysis the possibilities of Blockchain
to serve as an institution of property, and
how Blockchain applications may or
may not replace some aspects of legal
norms and property rights

Digital AN 2017 C

(continued)
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Table 1. (continued)

ID Ref Blockchain use Type of
object

Type of
protection

Year Type of
research

7 [8] Analysis of impact in the music industry,
such as, benefits, automating payments
of royalties (combining streams with
smart contracts), transparency and data
protection and the existing, and
compliance with legislation

Music UA + AN 2017 C

8 [10] Conception of a decentralized
peer-to-peer software license validation
system using cryptocurrency Blockchain
technology. Licenses are validated with
a unique license key that cannot be
copied, reused, or regenerated. This key
links the user and the device to the
license

Software UA 2018 E

9 [12] Description of a Blockchain as a service
(BaaS) architecture for DRM business
models. Content is encrypted and stored
in a centralized database. The rights
confirmation and DRM assets
consumption are made with Blockchain.
Access to the data with tamper-resistant
copyrights protection, digital currency
for content consumption payment

Digital UA + AN 2018 E

10 [27] Description of a Blockchain-based
scheme for digital rights management,
with two isolated Blockchain
application interfaces, to store plain and
cipher summary information of original
and DRM-protected digital content

Digital UA + AN 2018 E

11 [15] Analysis the main transformations and
challenges that the record industry can
face with Blockchain technology.
Improve transparency, availability of
copyright data and facilitate the
near-instant micropayments for royalties

Music UA + AN 2018 C

12 [16] Conception of a smart contract for
MANAGING digital reuse rights of
research data, recording the information
of the author and the conditions
established for the reuse of the work

Research
data

AN 2018 E

(continued)



I Rest My Case! The Possibilities and Limitations 63

Table 1. (continued)

ID Ref Blockchain use Type of
object

Type of
protection

Year Type of
research

13 [17] Analysis the impact of Blockchain on
innovation in Scotland’s digital design
industries. Blockchain can support
creative endeavour by enabling more
autonomous and flexible IP management
systems

Digital AN 2017 C

14 [21] Focus on legal aspects related to
Blockchain under the copyright sphere.
The role of the Blockchain in the
distribution of copyrighted works in the
digital realm

Generic AN 2018 C

15 [23] Analysis the possibilities of use and the
importance of Blockchain and smart
contract for attorneys

Generic AN 2018 C

16 [24] Adequacy of traditional ideas about
property law in the context of digital
assets, namely the cryptocurrency
Bitcoin

Bitcoin AN 2017 C

17 [25] Possible use cases of IP management of
Blockchain technology. Blockchain can
create an immutable record of
authenticity, which may include
ownership, evidence, publication, and
first and genuine use

Generic AN 2018 C

18 [28] Examination of Blockchain technologies
in the “creation of proprietary digital art
markets in which uncommodifiable
digital artworks are financialized as
artificially scarce commodities”

Digital
art

AN 2018 C

19 [29] Outset of a Blockchain-based solution
for digital image rights management
scheme. With Internet misuse detection
based on watermark

Digital AN 2018 E

20 [31] Conception of a Blockchain-based
scheme for an image copyright registry.
A robust image feature vector is used to
identify duplicate image registrations on
the network where it is being used

Images AN 2018 E
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As shown in Fig. 2, the majority of papers (75%) were published in 2018 and the
remainder (25%) in 2017, thus reflecting that the interest in the use of Blockchain
technology for IP protection is recent and rising. Further, as seen in Fig. 3, 70% of the
articles were of conceptual nature and 30% of them empirical. Considering the type of
protection (Fig. 4), almost all papers addressed Authorship Notarization, in contrast to
30% of papers that indicated Use Authorization mechanisms. The analysis by type of
object, more specifically the representation in a materiality continuum, will be analyzed
in detail in the discussion.

75%

25%

2018

Fig. 2. Spread of papers selected by year

30%

70%

Empirical Conceptual

Fig. 3. Spread of papers selected by type of
analysis

Fig. 4. Spread of papers selected by type of protection

Based on the content of the papers, in the next section wewill outline the key benefits
and challenges of Blockchain-based in IP protection. We will also present the use cases
and examples found in the literature.

4 What the Literature Says

4.1 Blockchain for IP Protection

Several authors have verified the feasibility of using Blockchain for the registration of
intellectual property. The technology supports the technical, safety, and decentralization
requirements for registering copyrights [19]. It can help provide tamper-proof evidence
of ownership [19]. It also brings transparency and traceability over subsequent changes,
increasing the visibility and availability of that information as a “Trusted Timestamp-
ing” [21], so the products are capable of “telling their own story”, since their origin to
commercialization [25].
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Blockchain is evolving fast, but there are major challenges to address. For example,
the complexity of the technology and its promise of disruptive changes raises suspicions
and concerns [4]. Negative publicity associated with some use cases, like cryptocurren-
cies, also affects the rate of adoption of this technology [4]. The immutable nature of
the Blockchain is one of its strengths, but also raises questions, such as responsibility if
wrong data is registered [23].

Blockchain-based IP registers can replace existing IP databases [6, 19]. However,
it is necessary to establish criteria, perform technical tests, and keep the interests of
authors and users balanced [19]. The authors go further and claim that Blockchain may
be considered an institution of property, such as a legal institution, but it is too early to
predict whether it will replace legal norms and property rights [6]. The work of [4] also
identifies the advantages of using a Blockchain-based IP system, such as simplifying the
registration process, reducing associated fees, dispensing the need to register in different
jurisdictions, and self-managing of IP rights by the author, without the involvement of
third parties. In summary, the literature acknowledges advantages of Blockchain for IP
registration, but cautions that it is not yet proven that it will be sufficient for the effective
protection against illegal use of the object.

Regarding the use of Blockchain in the context of IP protection, the literature identi-
fies some concerns, such as, where the content will be stored: in the Blockchain proper
or “off-chain” [21]. In the latter case, some argue that using the Blockchain as a mere
time-stamping service for “off-chain” content cannot guarantee reliability [21]. It is
suggested that the use of Blockchain may disrupt the existing creative distribution net-
works, with [17] questioning how market will react to increased copyright control. In a
nutshell, literature points to some challenges inherent to the Blockchain technology, but
also raises important issues related to implementation and market acceptance.

4.2 Smart Contracts Role for IP Protection

More recently, smart contracts became a central feature of Blockchain technology [5].
These software-based contracts enforced by the Blockchain can include specific con-
ditions for sale or licensing [2, 4]. Moreover, they enable property rights to be verified
automatically [19]. Their main advantages are the possibility of control over the distri-
bution [21], exploration of copyright-protected content [2], rewarding of the authors [1,
2, 8, 21], and enabling of near-instant micropayments [15]. Smart contracts may also
allow substantially lower transaction fees [2, 15] for both, rights-owners and users [21],
without the need for intermediaries [1, 8, 15]. Nevertheless, complete disintermediation
is seen by some authors as somewhat challenging [15], not desirable, or even impossible
to occur in some fields [2]. It is argued that, in some cases, the intermediates may con-
tinue to be necessary [1], for example, to provide seed capital and help in negotiations.
Some suggest that their roles may change [15]. Generally, the authors of the analysed
papers highlight the advantages of using smart contracts, namely in the protection and
exploitation of copyright-protected content, however, there is no consensus of the role
to be played by intermediaries in the future, if any.
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4.3 Legal Support for Blockchain-Based IP Protection

Intellectual property law has emerged as a way to prevent unauthorized distribution of
creative expressions due to easymechanical, technological, and digital reproduction [28].
Some papers have researched the articulation of Blockchain with traditional copyright
law [19]. In Bodó and Quintais we can find a legal analysis of the assurances granted to
technological protection measures (TPM), rights Management Information (RMI), and
digital rights management (DRM) according to the international copyright law, and, in
certain aspects, according with the civil law tradition of authors rights (European Union)
and common law copyright (United States). It also identifies the copyright domains in
which the implementation of the Blockchain can be promising and challenging: smart
contracts and private ordering, copyright registries, the legal regime of DRM and fair
renumeration. Blockchain-based IP protection lacks legal support and some work needs
to be done in order to facilitate “user’s trust in Blockchain records and their good faith
usage of copyrighted works based on them need to be introduced (…) as well as the
status of Smart contracts and their legal consequences” [21]. It is necessary to clarify, in
legal terms, the roles of online intermediaries, and define the jurisdiction and the choice
of law that will involve the Blockchain since there is no centralized management and
it can be distributed across the world [23]. It is evident in some of the papers that we
analysed the concern with the impact that Blockchain will have on the current law and
with its ability to meet the necessary legal requirements.

4.4 Blockchain-Based Solutions for IP Protection

Most papers in our literature review briefly mention examples of Blockchain-based
systems or algorithms; however, only six provide an in-depth description of empirical
solutions. The full list of examples, mentioned in the 20 papers we analysed, is presented
in Table 2.

Half of the platforms in Table 2 are focused on the music industry. They enable
registration of authorship and the fair remuneration for the use of the content. Of all the
examples, only Ascribe is no longer available, and Blockai was rebranded as Binded.
Next, we present the only six Blockchain-based systems that are discussed in-depth in
the literature.

To prevent software piracy and preserve the rights of software vendors, Litchfield
and Herbert have developed a Blockchain application, called ReSOLV [10]. It is a peer-
to-peer software license validation (SLV) system that enables “software developers to
protect copyrightedworks” and prevents software interception and intrusion bymalware.
The operation is transparent to the user, with the license information being read from
the Blockchain when the software is run.

In [12, 13], and [29] we can find the description of the design and implementation of
a “Blockchain as infrastructure service for DRM business model”, called DRMChain.
This system stores the copyright information and enables the remuneration of authors
in digital currency. Users can access digital content (e.g. videos, images), and if they
do not have a license, they are redirected an acquisition and payment page. The latter
is made directly to the author [12]. The protected content is encrypted [13] and uses a
watermark mechanism for image data to avoid illegal use inside the blockchain [29].



I Rest My Case! The Possibilities and Limitations 67

Table 2. Examples of Blockchain-based IP Protection platforms mentioned in the papers

Platform Ref. Blockchain use Object URL

Ascribe [17, 19] Ascribe is no longer available. CoalaIp
(protocol for intellectual property
licensing) and BigChainDb (Blockchain
database) resulted from the experience
with this platform

Digital
art

https://www.
ascribe.io

Open music
initiative

[1] Open-source protocol for the uniform
identification of music right-holders and
creators

Music http://open-
music.org

Choon [5] Music streaming service and digital
payments ecosystem

Music https://cho
on.co

Blockai
(rebranded as
Binded)

[4, 19] Blockchain solution for copyright
registration and monitoring of images on
several sources

Images https://bin
ded.com

Ujo [5, 8, 15] Open platform built on Blockchain
technology, connecting music artists and
fans. Uses smart contracts for
agreements and payments

Music https://www.
ujomusic.
com

Mycelia [8, 17] Blockchain music platform that aims to
facilitate payments, collaborations, and
partnerships. Ecosystem of music
creators and any collaborators,
publishers and distributors that might be
entitled to a share of the value. It uses a
creative passport that stores profile
information, works, business partners,
and payment mechanisms

Music http://myceli
aformusic.org

Muse [8] Blockchain music platform with
payment management, such as royalties,
music sales, merchandise and concert
ticket sales. Registers copyright
information and licensing conditions
with smart contracts (configuration of
different fees for using a song)

Music http://www.
muse.mu/

SoundChain [8] A Blockchain Music Ecosystem with
streaming and automatic royalty
payment. Users can share a link for a
tune and receive a share of the royalty
payment if another user listens to it

Music https://soundc
hains.net

(continued)

https://www.ascribe.io
http://open-music.org
https://choon.co
https://binded.com
https://www.ujomusic.com
http://myceliaformusic.org
http://www.muse.mu/
https://soundchains.net


68 S. L. Barata et al.

Table 2. (continued)

Platform Ref. Blockchain use Object URL

Bittunes [8] A Blockchain Music Ecosystem based
on music streaming with automatic
royalty payment

Music http://www.
bittunes.com

Kodak one [17] Blockchain-based image rights
management platform with royalty
payments. The license is documented in
a smart contract with copyright terms and
conditions associated with each image

Images https://kod
akone.com

Screener
copy

[17] Blockchain-based forensic watermarking
platform. Hosting, uploading and secure
distribution of videos, with tracking of
copies

Videos https://www.
screenercopy.
com

Aventus [17] Blockchain-based event ticketing
protocol where creators can track
distribution and sales. Supports event
organizers and inventory holders. Can
track tickets as they travel through the
supply-chain

Tickets https://aventu
s.io

Monegraph [28] Blockchain platform to register, trade,
sell and buy creative work

Digital
art

https://mon
egraph.com

Publica [17] Blockchain end-to-end ecosystem for
publishing that allows the author to
obtain funds for the project and to
distribute eBooks to Publica e-reader
wallets. Automation of payments
between authors and supporters

Books https://pub
lica.com

Synereo [17] Blockchain-enabled solution for content
publishing and distribution, where the
creator is paid whenever his/her work
receives a “like” or “share”

Social
media

https://www.
synereo.com

Whenever new content is uploaded, it is checked whether it is a copy of existing work.
This paper fails to identify limitations and states that the system is “reliable, secure,
efficient and tamper-resistance digital content service and DRM practice”.

In [31], a Blockchain-based scheme for copyrightmanagement is described. A robust
image feature is used to prevent duplicate in the blockchain. However, there are no
mentions to mechanisms for remuneration based on usage.

Finally, Pãnescu and Manta used smart contracts to define the terms of reusing
research data. The main goal is to ensure that authors control their research data, who
accesses it (e.g. public or private) and under which terms. The end user of the research
data benefits from a proof of compliance to the original work, opening an opportunity

http://www.bittunes.com
https://kodakone.com
https://www.screenercopy.com
https://aventus.io
https://monegraph.com
https://publica.com
https://www.synereo.com
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to integrate the proposal with existing blockchain platforms. However, this blockchain-
based protection and tracing of research data also requires the participation of publishers
and data repositories. The latter need to allow smart contract execution and the publishers
need to confirm that the terms have been met before publication [16].

5 Discussion and Outlook

On the one hand, a vast majority of studies conclude that the use of Blockchain to register
IP rights has clear advantages and can replace existing IP databases [6, 19]. On the other
hand, “registering” is only part of the equation, and there are still crucial questions that
remain unanswered, namely: (1) if Blockchain is enough to ensure intellectual property
protection of digital objects, and (2)what could be the role of the Blockchain for different
forms of IP.

Considering the main forms of intellectual property protection that we discussed:
(1) patents, (2) trademarks, (3) copyrights, and (4) trade secrets [16], some research
gaps have been identified. Only four of the reviewed papers mention the application
of Blockchain to patents and trademarks. Furthermore, Ruzakova and Grin argue that
patent and trademark registration systems do not require the use of Blockchain, because
they are already managed at a governmental executive level [19]. Trade secrets are not
addressed in any of the papers. Thus, these areas of IP protection should be included in
future research agendas.

Most articles mention some application of Blockchain for registration and protection
of copyrights. Copyright has also attracted the interest of the European Parliament, where
a reform was approved in March 2019. After intense debate, the modernization of the
rules in current legislation must now be transposed to the internal codes of all EU
members within the next two years [33]. This is the moment to address the role of
emergent technologies in supporting the IP protection.

To make sense of the very different approaches to Blockchain-based IP protection
identified in the literature, we have created the instrument presented in Fig. 5. It maps
existing solutions and proposals according to three dimensions:

• The materiality of the object they protect, from purely immaterial (e.g. an antibody
recipe), to digital goods (e.g. music or software), to physical products;

• The type of protection they afford (e.g. if the Blockchain mechanisms are used to
“merely” prove authorship, or if they effectively prevent illegal use or dissemination
of the protected object);

• The type of research (e.g. conceptual, discussing possibilities, or empirical, discussing
implemented systems or prototypes).
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Fig. 5. Papers classified by type of object, type of protection, and type of research

The first evident observation from the use of our instrument, in Fig. 5, is that all
the identified literature focusses on the digital realm. No papers discuss the Blockchain-
based protection of completely immaterial forms of IP. Likewise, no papers discuss
the protection of IP embedded in physical products, at the other end of the continuum.
Uncovering the reasons for this bias would be a relevant topic of research. Also, specific
materialities may require or enable different mechanisms for protection.

A second observation is that the majority of papers focus on some form of authorship
notarization and not on mechanisms to effectively prevent illegal use or dissemination
of the protected object. Important as the former is, it suffers from many of the same
disadvantages of traditional formsof protection, such as patents, namely the need to resort
to justice to enforce the acquired rights – an inefficient, expensive, and time-consuming
endeavour, often not feasible for small and medium enterprises (SMEs).

A third observation is that the vast majority of papers are conceptual, with few
discussing actual implementations. This may be due to fact that we are still at the infancy
of Blockchain [14], but it also suggests that future research should strive to experiment
with the technology in real cases, using pilots and proofs-of-concept.

Finally, we will discuss the reviewed literature, mapped in Fig. 5, from the perspec-
tive of our research question. Apparently, no Blockchain-based solutions exist for the
effective protection of immaterial intellectual assets, of which antibody recipes (instruc-
tions, in the form of DNA sequences) are an example. Once known, these recipes can
be used by unauthorized parties to manufacture and sell those particular antibodies at
scale. Some proposed solutions can be adapted to provide “proof” of authorship of the
recipe, but (a) enforcement would still require resorting to courts, (b) the legal value of
such Blockchain-based registrations of authorship is still being debated, and (c) such
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an approach does not effectively impede offenders from illegally producing and selling
the antibody, as it is amply demonstrated by counterfeiters. Creating effective means for
Blockchain-based protection of immaterial objects is, thus, a promising line of research.

6 Conclusion

Departing from a need to protect intellectual property related to the production of anti-
bodies for research, medical diagnostics, and advanced therapies, we carried out a sys-
tematic literature review on Blockchain-based IP protection.We identified andmapped a
set of 20 relevant articles out of an initial 1518 hits that included duplicates and off-topic
instances. Selected papers were read in full and their contributions categorized using
a specially developed instrument. Several promising research avenues were proposed.
The analysis of specific mechanisms that could prevent the spread and illegal use of the
immaterial product complemented with Blockchain technology. And the identification
of the benefits/disadvantages of using Blockchain-based systems for each of the types of
IP protection identified, such as patents, trademarks, copyrights and trade secrets. Essen-
tially, we did not find in the extant literature a good answer to our research question,
namely, Blockchain-based techniques that are suitable for the protection of immaterial
intellectual assets, such as antibody recipes. This is particularly true if we aim at mech-
anisms that prevent unauthorized use. This opens several research possibilities to solve
the problem posed by our case company and many others with similar concerns. No
solution was identified that enabled the effective protection of an immaterial assets such
as an antibody production recipe, thus validating our main line of work.

As limitations of this research we can point out the relatively limited number of
databases that we searched for eligible studies, even if two of them, Science Direct
and EBSCO, are major aggregators. Further, in a dynamic area like Blockchain, grey
literature and market initiatives often contain recent advances not yet discussed in the
academic literature.
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Abstract. To provide a seamless customer experience across different channels,
researchers and practitioners have proposed the creation of an omnichannel retail-
ing environment by integrating online and offline retail channels. However, retail-
ers are struggling with the selection and implementation of suitable technologies
to add value through channel integration. Despite the strong practical need, this
issue has not been effectively addressed in the academic literature. This paper
introduces an omnichannel value chainmodel underpinned by Porter’s value chain
and presents ten channel integration activities for value creation by carrying out
a comprehensive synthesis of current research on omnichannel retailing. We also
identify the technology related challenges faced by retailers in the execution of
these channel integrating activities drawing upon a case studywith an Irish retailer.
Enabling digital technologies are then mapped to these activities that provide a
guideline for retailers to select appropriate technologies for the value creation
activities.

Keywords: Channel integration · Omnichannel retail · Digital technologies ·
Value chain · Technology mapping

1 Introduction

The retail sector is experiencing an influx of innovative methods and technologies to
enhance and reform the customer experience [58]. Along with this influx, there has been
a huge change in information technology (IT) provision, technology cost, and access to
technology. These changes are affecting the way value creation activities are performed
and the nature of the linkages among them. It is pushing the retail sector toward a new
digital path i.e. omnichannel retailing [51].Omnichannel retailing is the synergic offering
of all available channels and customer touchpoints to optimize customer experience and
performance across channels [51].

The most significant characteristic of omnichannel retailing is channel integration
[36]. Channel integration has been shown to have a positive effect on customer experi-
ence and acts as a competitive advantage for retailers [23] which leads to stronger sales
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growth [14], an increase in the “perceived quality of the channels” [35] and the reduction
of service inconsistencies [67]. Additionally, channel integration can achieve synergies
such as “improved customer trust, improved customer awareness, consumer risk reduc-
tion, and coverage of diverse shopping preferences” [24]. Furthermore, it allows retailers
to actively maintain customer contact and develop a proactive customer experience man-
agement strategy through increased customer insights [67]. Finally, the interconnection
of channels makes it harder for competitors to imitate the company. It could increase the
customer’s value proposition and thus reduces the competitive pressure [24]. Despite
all the above mentioned benefits of channel integration, retailers are still not developed
enough in terms of application and implementation of technology to achieve completely
integrated channels and create desired value [19, 45, 54].

Technology implementation for channel integration is a major undertaking because
of constantly evolving capabilities to drive the integration [67]. Retailers trying to adopt
these technologies for channel integration can easily get lost by the variety of technolo-
gies to choose from [65].Consequently, they often select technologieswithout examining
the potential contributions to their strategies [31]. Extant literature on channel integration
addressing the issues of technology implementation or technology capabilities in retail
has mainly focused on the use of some specific technologies such as RFID [2, 3], aug-
mented reality [25], beacons [50], mobile technologies [43, 62] etc. The literature which
studies multiple technologies has either focused on physical stores or online shops. For
example, [44] studies the intention of customers in using the fitting room and in-store
technologies in an omnichannel physical store. Similarly, [5] and [10] investigated the
use of in-store digital technologies, in order to enhance the customer experience in retail
stores. [43] identifies aspects of omnichannel retailing which mobile technologies can
affect while [3] and [2] studied the use of RFID as an enabler for channel integration.
But a clear and comprehensive picture of the digital technologies that may be adopted
to create value through different aspects of channel integration and their respective roles
has yet to be revealed [54]. In this paper, we will try to address this research gap by first
providing a framework of value creation activities in omnichannel and then mapping the
enabling digital technologies to these activities.

For omnichannel retailing to be effective and efficient, multiple channel integration
activities play a pivotal role [15]. Several technologies can enable the value creation
through these activities but the implementation of any technology must be guided by
business value creation [15]. We, therefore, identify activities in channel integration that
are necessary for value creation in omnichannel retailing underpinned by Porter’s value
chainmodel [52] and thenmap to these activities the digital technologies which facilitate
value creation by an extensive review of the literature and real world implementation
examples. Hence, this paper adds to the literature by presenting an omnichannel value
chain model and mapping of the enabling technologies to the identified value creation
activities.

The remainder of this paper is structured as follows. First, in section two, we intro-
duce the research methodology followed in the presented research. Afterward, in section
three, we present channel integration activities that create value for omnichannel retailers
and discuss the challenges in the execution of these activities. In section four, we describe
enabling technologies for channel integration and real world examples of services using
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these technologies. In section five, we discuss the contribution and managerial impli-
cations of this study. Finally, we conclude the paper by summarizing our study and
establishing scope for further research.

2 Research Methodology

For the mapping of digital technologies to value creation activities of channel inte-
gration, we followed a multi-phase research process. First, we conducted a literature
review to identify channel integration activities in omnichannel retailing. We followed
the approach for the literature review proposed by [64] and [13]. We defined the scope
and goal of the review in identifying the value adding activities for an integrated retail
system. We applied the search using keywords channel integration, omnichannel, tech-
nology and retail in three different databases for maximum coverage of omnichannel
retailing literature i.e. Scopus, Science Direct and Web of Science. We used differ-
ent combinations from the keywords to better understand the occurrence of the results
such as (“omnichannel” OR “omni-channel”) AND (“management” or “technology”),
(“channel integration” OR “integrated channels”) AND (“management” OR “technolo-
gy”) AND “retail”. This search resulted in total of 635 articles. Afterward, we excluded
duplicates, articles not published in English and published before 2012. We only con-
sidered literature after 2012 as the term ‘omnichannel’ was coined in literature in 2011
by [53] and most of the research related to channel integration for omnichannel retailing
has been published after that.

Subsequently, we examined the sum of identified articles to evaluate whether the
articles could contribute to this paper and excluded articles not topic-related, for exam-
ple, articles regarding foreignmarket channel integration.We also excluded articles from
unrelated disciplines to this research such as refrigeration science and technology, chem-
istry, applied mechanics, etc. After screening the remaining articles for the contribution
to the study, 29 articles were selected, which were then used for defining the channel
integration activities for value creation.

In the second phase, we conducted a case study to identify the challenges faced by
retailers who are transitioning from multichannel to omnichannel retail. In line with
the recommendations from Yin [68] for choosing the case according to pre-defined
sample criteria. The retailer was selected which met the criteria of currently transition-
ing from multichannel to omnichannel. The case retailer (called ‘CR’ thereafter) is an
Irish company with brick and mortars as their starting point around 50 years ago. They
launched their online channel in 2010. Physical stores are currently managed indepen-
dently from the webshop but the company is currently looking to integrate its channels
in order “to create a seamless customer experience”. We followed a multi-method data
gathering strategy for the case study combining interviews, observation and secondary
sources [68]. We conducted semi-structured and unstructured interviews with the Strat-
egy Director, E-Commerce Director, Marketing Manager, the Web Store Manager, the
Logistics Head, Head of Store Operations and the Store Manager. In total, 8 interviews
were carried out with all the CR employees. The topics addressed concerned the chal-
lenges in the implementation of the omnichannel strategy, from the point of view of each
interviewee’s position. All interviews lasted between 60 to 150 min. We transcribed the
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semi-structured interviews while the non-structured interviews were summarized. For
triangulation, we used secondary sources including financial reports, website and social
media pages of the retailer. In this data collection process, we followed the principles
suggested by [68] to guarantee the reliability and validity of the research. A thematic
analysis was conducted manually to map the challenges faced by CR for the value
creation activities identified in the first phase.

In the third phase, we identified the technologies which support the channel inte-
gration activities using literature and real world usage examples to explain their imple-
mentation. For the initial selection of enabling technologies for channel integration, a
literature review was conducted. The results of the search phrase (‘retail’ and ‘tech-
nology’) were analyzed to find retail technologies for channel integration activities.
The search resulted in 2280 articles. We performed text analysis on these articles using
NVivo to uncover potential enabling technologies for channel integration. Only those
technologies were selected which were mentioned at least five times in the identified
articles to support one or more channel integration activities. To improve the reliability
of our analysis, we also asked retail technology experts, who are currently working in
the implementation of different technology solutions in retail, to come up with a final
list of technologies to be analyzed. To complement our analyses, we also used examples
of the actual implementation of these technologies to better comprehend the roles of the
identified technologies [4]. We mapped the technologies to relevant channel integration
activities. The technology mapping has been based on [22]. We recognized the major
characteristics of the particular technologies and then identified characteristics enabling
the value creation activities identified in the first phase for channel integration.

3 Value Creation Through Channel Integration

Channel integration is the extent to which channels share common organizational activ-
ities as defined in Porter’s value chain [52], including marketing, sales, operations,
services, and logistics [69]. This leads to channel synergy, which necessitates the use
of channels in such a way that the effectiveness of each separate channel increases in
providing a seamless shopping experience for the customer. Channel synergy requires
organizations to communicate and leverage the brand consistently across all channels
[36]. Retailers have to facilitate a system where customers should be able to perceive
the company as one entity and be offered various channel options that are seamlessly
linked [51]. Based on the literature review, channel integration activities required for
transformation to fully integrated omnichannel retail are introduced in the following
sub-sections. These activities are presented in the omnichannel value chainmodel shown
in Fig. 1. Challenges faced by the retailer in the case study for exaction of the identified
activities are also described.
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Fig. 1. Omnichannel value chain model

3.1 Integrated Customer Service

Customer service integration refers to improving and enriching an interaction with a cus-
tomer by blending the interaction simultaneously with other channels [11, 28]. Around
85% of customers who are not able to accomplish what they need in one channel such
as a website will switch to other channels such as phone, mobile app, web chat, social
media or email [28]. In-store customer service associates can use devices such as tablets
and smartphones to provide enhanced customer service, for example by looking up
information through the system to assist the consumer, thus reinforcing brand values
and delivering a good shopping experience [11]. To provide in-store experience online,
retailers can offer services such as virtual fitting room based on virtual reality. Fits.me is
a virtual reality application used by several fashion brands (such as Hugo Boss, Twin-Set
and Thomas Pink) to provide online shoppers with service which is traditionally only
available in stores [41]. It offers a virtual fitting room for online shopping and suggests
the garment size that is the closest match to the shopper’s measurements, and enables the
user to ‘try on’ several sizes to identify the preferred size and fit [41]. Similarly, to provide
a digital experience in the physical store, services such as “on-screen customization” can
be used. For instance, digitally enhanced stores such as Nike Town provide screens to
customize one’s shoes [11]. Similarly, customer service can be improved in social media
channels by utilizing services associated to retailers’ website using applications such as
eBay ShopBot, which deals with consumer search enquiries on Facebook messenger
and a variation of the application is now available on the Google Home device.

CR is a customer-centric company. According to their Strategy Director, “Customers
are at the heart of what [CR] does. So themain thing and every decisionwemake is based

http://Fits.me
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off whether it’s going to add to customer experience and if the customer is going to come
back to us so growing our customer base and appreciating that and having an experiential
customer experience that they want to come back to is probably number one at the top of
things that we do.” Being successful with this approach in their physical stores, now CR
is finding it hard to exhibit similar levels of customer service in their online channels.
The company recognizes this as a big challenge and their Strategy Director noted “Our
customer-centricity doesn’t come across in our online sites. You will not get that whole
customer feel or that feel that the person is as invested in the customer as you will get if
you spoke to a customer in the store. It’s very different and hard to capture online.”

3.2 Integrated Customer Traceability

When moving from one channel to the other, integrated customer traceability gives
retailers the ability to maintain context and data continuity as the customer is moving
from one channel to another channel [9, 34]. Retailers can trace the customer journey
started online andfinishedwith an offline sale [9] usingmobile technologieswith services
such as Google’s offline sales conversion tool. Retailers can track the customer who
explores a product offline and then buys online [9] using Google URL Builder. Using
mobile ID tracking, retailers can use the consumers’ smartphone’s Wi-Fi to track their
journey in the store and can know the repeat visitor and analyze the departments and
parts of the store visited. Mobile Decision Support System can be used to check and
compare reviews posted by consumers themselves and to extract reputations of a product
from weblogs [21]. While retailers track customers across channels, they collect, store,
analyze and transfer a lot of personal data from customers. In doing so, they face the
challenge of protecting this data from breaches [46].

CR has started to put more emphasis on connecting the customer across different
channels but is struggling with technology implementation. The marketing manager
noted, “We are trying to do that [add shopping links to Instagram] but we’re hitting a lot
of hurdles.” Similarly connecting the physical store customer to online channel has been
a challenge especially with the implementation of GDPR. Web-store Manager explains
this issue saying “We have thousands of tourist [customers] in our different stores. So
we want to try and capture their information as best we can. With GDPR obviously, we
lost a big bit from our database.”

3.3 Integrated Order Fulfilment

Traceability and changeability of inventory, orders and delivery points during all stages
of order fulfillment across all channels is required for a fully integrated omnichannel
system [29, 55]. In an integrated environment, a retailer needs to be able to see inventory
across channels, that it knows where products are available and how fast it can get them
to customers. With integrated order fulfillment, customers should be able to reserve
products in the store using a mobile phone, web or social media (Reserve and Collect)
[29] and collect products bought usingmobile phone, web or social media in the physical
store (Click and Collect) [39]. Customer can use their devices to reorder a product like
Amazon Dash Button [29] and orders can be delivered to their place of choice in real-
time like a car trunk using services such as Amazon Key delivery. Similarly, customers’
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needs can be predicted to have most of their regular buy in the store ready to be ordered
online [59].

CR has invested in acquiring inventory systems to integrate their inventory across
all channels. Logistic managers noted that the inventory system is updated very quickly
across channels and said “…when it’s all working fine within 30 s to a minute your
[inventory system] should be updated. So, it is pretty much in real-time.” But they are
looking to improve further in this regard. Head of Store Operations addressing a good
practice she experienced at another store said, “I was in a store recently where I was
looking for an item and she [sales assistant] said, what are you looking for? And I said,
Oh, do you have that in whatever size and she said not in the store but before I knew it,
10 s later, my card was in the back of an IPad, it was delivered to my house the following
morning. That’s what I want.”

3.4 Integrated Transactions

Providing secure access to complete the transaction via all available channels constitutes
integrated transactions. Regardless of how, where and within which channel the trans-
action is made, the relevant data should be securely retrievable by other parties in the
integrated transaction system [55]. With integrated transactions, customers should be
able to purchase products directly from all available channels e.g. social media outlets
of the retailer and to purchase products directly from an advertisement on any channel
e.g. TV or news advertisement, digital signage, catalog. Customers should be able to
check out without going through a physical check out desk using other channels for
payment in store e.g. Amazon Go, Mobile and Tablet check out [29], thus adding value
to marketing activities of the retailer.

CR management has recognized that integrated transactions are an important part
of the transition to omnichannel retail. Head of Store Operations with regards to oppor-
tunities for integrated transactions noted “I want to have iPads that I can flip over and
people can pay. I want to be in a position where we don’t have to bring a customer to a
till all the time as well, as its too formal…I want to have something that I can use on the
shop floor that they can just put their card into and just get that sale.” Strategy Director
mentioned on the similar lines saying “we are looking at Amazon pay actually. So they
just come into Ireland recently, they want to pilot with us. So they would be someone
we’d be looking at because again, they have a lot to offer, I think in terms of the checkout
and how to improve us in that whole space. So I think that’s an opportunity.”

3.5 Integrated Product and Price Information

Integrated pricing and product information implies synchronization of the products’
description, stock status, prices, and makes changes in them (e.g. discounts, availability)
visible for consumers and other members of the omnichannel system instantly [55, 63].
This integration should also pick up on any mistake, mismatch, or absence of product
data anywhere in the omnichannel system, and initiate the necessary corrective actions
[55]. Shopify and Google’s direct integration makes it easy for shoppers to discover
products available in-storewithGoogle Smart Shopping campaigns. Another example of
an online-to-offline relationship is Sephora mobile application [48]. Digitally enhanced
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stores such as Nike Town are providing i-Kiosks to look up information digitally [11].
Retailers should alsoprovide informationbasedon customer social networks via different
digital channels [29].

CR has adopted generally an integrated pricing strategy for its online and offline
channels. As customers are now able to access online information easily when they are
in physical stores, the pricing and product information needs to be consistent. But CR
is struggling with providing additional information in stores such as videos which they
are providing to online customers. The words of Head of Store Operations in describing
this scenario were “so much technology goes into websites and what we do online and
all that I think we don’t have enough technology in the store to provide details around
products to our customers.” But on the other side, information about products is lacking
on the website as well. CR is now pushing towards more information and imagery on
their website. Strategy Director explained saying, “I’ll be pushing the buyers now to
adapt a lot more and since then, you need to come back from suppliers with content. You
need to come back with imagery and you need to come back with their story because if
you don’t come back with that, how can you sell that product online?”

3.6 Integrated Promotions

Promotiondatamust be shared and available across all channels and the product’s/brand’s
name and logo should be consistent across all channels, and the promotions should
use different channels at the same time [65]. During the pre-purchase stage, retailers
can use services such as digital signage showing videos, real-time pricing and product
information that can be integrated with social media feeds that display consumers’
reviews next to the merchandise to build the trust. Retailers can also use connected home
appliances to sense customer needs and send personalized need-based offers through
the mobile channel [29]. During the purchase stage of the consumer buying process,
retailers can use consumer-facing in-store technology to inspire and engage with the
consumer using different channels and offering personalized offers and promotions [35].
Burberry, M&S, Nike and Macy’s, for instance, have adopted interactive screens (e.g.
iPads, i-Kiosks, tablet computers) through which consumers get promotions during the
purchase stage. Besides, adaptive digital touchpoints enable new forms of promotions.
For example, by introducing firm-initiated mobile touchpoints, retailers can “provide
tailored, time-sensitive, and location-sensitive advertising and promotions in store” [21].

CR is working on integrating its promotion activities across different channels. They
are actively targeting the integration of their social media channels with their website.
Marketing Manager commenting on their priorities said “… and just integrating better
with our social media campaigns. I think there is a big disconnect there.”

3.7 Integrated Reverse Logistics

Integrated reverse logistics entails providing all channels for returns to customers and
return visibility in all channels as well [55]. Integrated reverse logistics links among
different stages of reverse logistics and different channels involved in it. So, information
around the return point(s), stock keeping point(s), and product(s) reverse flow should
be retrievable, traceable, and changeable using RFID like M&S [3]. Retailers can easily
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provide services such as Buy online return in Store using RFID tagged products [69].
Retailers can, therefore, offer customers the ability to buy in-store and return via other
channels such as using the website and get the return collected from their homes.

CR is providing the customers with the return to the store facility for products
bought online but customers cannot return online (via post) the products bought in
stores. Website Manager of CR said, “They [customers] can go into any of our stores
and returns an online order if they have the receipt.”

3.8 Integrated Analytics

Predicting customer needs and taking actions based on data available from all available
channels is integrated analytics [29]. With different types of data available from various
channels such as interaction data (POS, e-commerce), enterprise data (CRM and ERP)
and unstructured data (social media data) which can be fused on one platform to predict
customer intent and take informed actions [30]. At the same time, the route of each
customer and the time they spend in different channels deciding what to purchase can
be analyzed, similarly to the way it is analyzed by checking out the clicks on an e-
shop browser. If combined with data, extracted by the e-shop web analytics application
will allow the company to provide better and more accurate services and make product
proposals, which can lead to a more gratifying interaction and raise sales [12]. Swatch
and American Apparel have implemented successfully mobile tracking in their stores to
track and analyze customer journeys in the store [11].

Strategy Director at CR put special emphasis on integrated analytics and capturing
customer data in physical stores stating “capturing customer data [physical store cus-
tomer] is a big one. And segmenting is going to make us so that we understand whether
they’re going to go online or whether they have the appetite to do so.”

3.9 Integrated Data Security and Privacy

Omnichannel retailers should ensure that the privacy conditions are adhered to when
data is integrated from different channels. Consumers are concerned about how retailers
can track their location and collect data about them, and how it affects their privacy.
Retailers must be aware of privacy issues, seek to comply with the law first of all but
also ethically use tracking and inform consumers about the type of information collected
and its purpose. Appliances and sensors that upload a large quantity of personal data
to centralized databases controlled by smart device manufacturers or retailers may be
exposed to serious privacy problems [16]. Customers are becoming ever more concerned
about their data privacy and retailer ensuring data privacy adds to the customers’ per-
ceived value and creating trustful customer relationships [29]. Integrated data security
implies keeping customers’ data secure when moved from one channel to another. With
the implementation of digital devices to achieve integrated channel retailers are also
facing the issue of data security. Overall, this information/knowledge flow should be
protected by cybersecurity solutions to limit data theft and data misuse.

CR considers capturing the customer data as a vital step in the implementation of
omnichannel strategy but privacy and security concerns are not well addressed. For
example, talking about the implementation of a loyalty program, Strategy Director said
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“… and then absolutely the loyalty program again, I’ll mention that I think we need to
have a better connection to our customers physically like in terms of capturing their data
and targeting them better.”

3.10 Integrated Fraud Detection

Omnichannel retailing is more susceptible to frauds and needs an integrated fraud
detection solution to address this new dynamic. Detecting fraud when a transaction
involves more than one channel is integrated fraud detection. With digital and intercon-
nected devices for channel integration, cyber-attacks become likely as the mobile and
internet of things (IoT) devices have limited computing power to detect such attacks
[66].

CR is not considering an increased risk of fraud associated with omnichannel at the
time of the case study.

4 Enabling Technologies for Channel Integration in Retail

Multiple digital technologies are required to achieve total channel integration in retail
[47]. According to the value chain model by Porter [52], technology development is one
of the supporting activities for any organization. Also, staying current with technological
advances, and maintaining technical excellence are sources of value creation. Thus, it is
necessary to clearly identify the most relevant technologies and solutions to support the
retailers in the transition towards the total channel integration to become omnichannel
[4]. The role of digital technologies to facilitate channel integration activities identified in
Sect. 3 are explained in this section. In Table 1, these relevant technologies are described.
In Table 2, real-world implementation examples are presented.

AugmentedReality applications narrow the gap between online and offline shopping.
They provide a sense of embodiment that results from natural interactivity and simula-
tion of physical control over virtual offerings and sometimes exceeds what is possible
in physical environments [25]. It is being used by firms like IKEA [32] to provide better
product information (integrated product and price information). Mister Spex, is provid-
ing by using an AR virtual mirror an experience where customers can virtually try on
different glasses from their online assortment.Walgreens offers its customers “Aisle411”
application to receive digital way-finding support that helps them locate products in the
supermarket aisle (integrated customer service) [25].

Blockchain offers attractive security features for distributed data processing and
storage, especially when used with edge computing (Data Security and Data Privacy).
Such systems are being implemented and developed in other industries such as health
services. For example, using hierarchical identity-based cryptography for the handshake
scheme. This scheme named as a cross-domain handshake (CDHS) scheme can be used
to increase data securitywithin integrated channels (integrated data security and privacy).
Blockchain features can also be used for ensuring safe delivery to customers (integrated
order fulfillment).

AI tools like machine learning extract the knowledge that is actually important in an
omnichannel network. It helps the retailer to make sense of data by the transformation of
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Table 1. Description of enabling technologies for channel integration in retail

Enabling technologies Description

Augmented reality Augmented reality integrates computer-generated objects with the
real environment and allows real-time interactions [32]

Blockchain Blockchain technology consists of blocks that are linked through
cryptography [1]

Artificial Intelligence (AI) AI augments human intelligence and for the context of this study,
AI refers to machine learning, natural language processing, drones
and other AI based systems [20]

Cloud computing Cloud computing allows sharing of IT software and hardware
resources over the internet, so that information can be easily stored
and accessed remotely by diverse actors [4]

Internet of Things (IoT) IoT is a sophisticated network of objects and things connected to
the internet. The concept of IoT in retail consists of Radio
Frequency Identification (RFID), beacons, camera networks, and
other wireless sensor networks [6]

Mobile technologies Mobile technologies refer to a set of technologies related to
smartphones including mobile apps, scan and go, QR codes,
location-based apps, etc. [20]

Biometric technologies Biometric technologies are automated methods of verifying or
recognizing the identity of a person based on their physiological or
behavioral characters [61]

Edge computing Edge computing refers to the enabling technologies allowing
computation to be performed at the edge of the network, on
downstream data and upstream data [56]

raw data into information and then information to knowledge (integrated analytics) [4,
30]. AI-based fraud detection solutions like the ones proposed by [26] can be used for
detecting point of sales (POS) fraud when the system is integrated with other channels.
Delivery technology based on AI such as drones facilitates the fulfillment process (inte-
grated fulfillment). Facial recognition systems based on biometric technology are being
used for identity verification e.g. Alibaba “pay with a selfie” (integrated transactions)
[57]. However, the use of biometric technologies in retail is significantly affected by
regulations such as GDPR in EU [46]. Methods of using biometric technologies must
evolve for compliance to GDPR and sophisticated AI systems which can ensure the
anonymity of the personal data processed can be a possible solution.

Cloud computing is devoted to storing raw data in structured information. Such
information can be accessed by and exchanged between different channels, which may,
in turn, use the structured information as the input for data analytics (integrated analytics)
and customer assistant (integrated customer service) [4]. Cloud services also manage all
types of raw data, but with the aim of storing structured information that may be helpful
for logistics (integrated order fulfillment). Cloud computing based services can manage
a multidirectional flow of information that can be used to support multiple activities
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like integrated product and price information, integrated promotions. Edge computing
for IoT with blockchain can provide a transparent and secure alternative framework for
private data management in the digitally enabled physical stores (integrated data security
and privacy) [66].

IoTs play a vital role in multiple channel integration activities [15]. IoT solutions
can be employed by retailers to acquire several types of data (e.g. the location of a
component/product, customer data). Thereby, the data flow underlying IoTs combined
with machine learning (AI) becomes a powerful resource for retailers to use for cus-
tomer profiling (Integrated Analytics) and providing real-time recommendations (inte-
grated customer service) [6]. Business to ThingManagement based on IoTs can facilitate
direct interactions with smart things and thus need-based promotions to the customer
(integrated promotions). Edge computing is a viable way to take advantage of the explo-
sion of the Internet of Things (IoT) which has dramatically increased the data load on
networks. Integration of complex sensors, with the implementation of an efficient data
fusion strategy can be used for integrated analytics and integrated customer traceability
[37].

Beacon is an IoT based technology that allows retailers to send messages or noti-
fications to consumers in the beacon’s zone to promote specific products (integrated
promotions) or give recommendations (integrated customer service) [18, 35]. It is used
by retailers such as Macy’s, Zara and H&M for communications purposes with con-
sumers [18]. Google announced the Physical Web initiative utilizing Bluetooth beacons
as an IoT gateway and proximity-based servicewithout the need formobile apps. Beacon
gateway can be used for analyzing data from customer movements in-store (integrated
analytics). Data for tracing customers can be collected using software sensors (IoT) and
smartphones (Integrated Customer Traceability). RFID is being used to track products
in a store and during the delivery (integrated order fulfillment) as well from a distance by
using tinymicrochips hooked up tominiature antennas (integrated reverse logistics) [27].
Retailers can use RFID to locate store inventory, keep track of inventory and products
on the delivery route [11]. By using RFID retailers can provide customized marketing
programmes (Integrated promotions) for the customers at an individual level and hence
increases product and brand awareness (integrated product and price information) [40].

Mobile technology is one of the main enablers of omnichannel realization [7]. To
provide services such as zero check out vision systems can be combined with other
technologies and provide integrated customer service. The touchscreen functionality of
mobile devices can also be exploited for reducing the physical-digital divide between
the in-store and online fashion shopping experience. The QR code, a two-dimensional
matrix barcode, is a technology that is changing marketing in this decade. QR code can
be used to provide integrated promotions and integrated products and price information.
Using mobile ID tracking, retailers can use the consumers’ smartphone’s Wi-Fi to track
their journey in the store and can know the repeat visitor and analyze the departments
and parts of the store visited. Mobile Decision Support System can be used to check
and compare reviews posted by consumers themselves and to extract reputations of a
product fromweblogs [21]. Theymight either retrieve data by scanning product barcodes
or QR-codes with the mobile phone camera by using special m-shopping applications
[21]. H&M’s have introduced a scan function in the mobile app that consumers can use
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in-store to scan the barcode of products and check their availability in other sizes and
colors, as well as online promotions, personalized offers, and matching products.

Table 2. Overview of technologies and services for channel integration activities

Channel integration activity Enabling technology Examples of implementation

Integrated customer service Cloud computing, augmented
reality, mobile technology, AI

Clarke’s iPad feet
measurement [65], Digitally
Enhanced customer Assistant,
Mobile Shopping Assistant,
Walmart Product Finder, eBay
Shopbot

Integrated customer
traceability

Mobile technologies Tesco’s Virtual coupons [8],
Google Offline Attribution

Integrated order fulfilment IoT (RFID), AI Reserve and Pay [29], Click
and Collect [9, 39], Amazon
Dash Button [29], Amazon
Key Delivery, Amazon
Anticipatory Shipping

Integrated promotion Mobile technologies,
augmented reality, IoT
(Beacon)

Taggle, Viviono social
communication [25], Mobile
Mirror [65], Location based
recommendations

Integrated transactions Mobile technologies,
biometric technologies

Instagram Shopping [17],
Amazon Go [42], Uniqul
Payment, Alibaba ‘Pay with
Selfie’

Integrated product and price
information

Mobile technologies,
augmented reality

H&M Scan and Buy, Bauble
Bar Interactive Display, Loreal
Makeup Genius [49], Nike’s
product customization [25]

Integrated reverse logistics IoT (RFID) Buy Online Return in Store,
Return Collection from Home
[15]

Integrated analytics AI, IoT Video based emotion Analytics
[60]

Integrated data privacy and
security

Blockchain, edge computing Automated access control
manager [70]

Integrated fraud detection AI, biometric technologies POS Fraud Detection [26]
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5 Research and Managerial Implications

The findings from this research offer several insights for value creation through chan-
nel integration using digital technologies and add to information systems literature on
IT-enabled value creation [33]. The study investigates the extensive role of digital tech-
nologies in enabling value creation through channel integration in omnichannel retail
[47]. A firm’s value chain represents the linked activities that a firm executes to achieve
effectiveness and efficiency. Performing value chain activities in ways that would give a
firm the capability to outmatch rivals is a potential source of competitive advantage [52].
The value chain concept advocates that achieving competitive advantage begins with an
effort to develop deeper organizational expertise in performing certain competitively
critical value chain activities, deliberately attempting to harness those capabilities that
strengthen the firm’s strategy and competitiveness. This research tailors the value chain
model [52] for omnichannel retailing and demonstrates how retailers can add value
by utilizing appropriate technologies. Another important contribution of this study is
the comprehensive analysis of the challenges faced by a retailer in execution of these
activities.

Several interesting practical findings have also emerged from this study. First, IoTs,
mobile technologies and AI are required for most channel integration activities as shown
in Table 2 but other technologies such as blockchain and edge computing can play a
substantial role in creating value through channel integration. These are not required
for numerous activities like the former but are very critical for the particular activities
which they support. Edge computing is a viable way to take advantage of the explosion
of IoTs which has dramatically increased the data load on networks. The integration
of complex sensors, with the implementation of an efficient data fusion strategy, can
be used for several services which leads to better service, more sales, and lower costs
[35]. For example, [12] proposed an integrated analyzer for real time analytics for the
physical store and online store using mobile technologies, communication techniques
which are commonly used in e-commerce applications, thus supporting hybrid systems.
Thismethodoffersmuchbetter service to customers of traditional brick andmortar shops.
Another important finding from our study was that some services are being employed
in other domains using the identified technologies which can be easily replicated in the
retail sector but are not being implemented at the moment. For example, cross-domain
handshake scheme being used in the healthcare sector can be used for data security during
moving data from one channel to another. Similarly sophisticated machine learning is
being used in financial services for fraud detection which can be easily adopted in retail.
An ideal position for a retailer would be complete customer data integration (CDI) and
a single view of the customer across channels. In the context of omnichannel retailers,
facial recognition or other biometric technologies can be used as a unique identifier
to identify customers across different channels but there are regulatory and cultural
ramifications of using these technologieswhichmust be taken into account. For example,
biometric data can only be processed in EU if consent is given explicitly.

From a managerial perspective, our mapping framework can be used as a guideline
to focus on technologies identified for certain aspects of channel integration to take
advantage of the complementary role of all the channels. The retailers can identify the
most important value chain activity for their strategy and start with technology selection
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and implementation for that particular activity. For example, if CR wants to start with
integrated customer service, so by using our mapping guidelines they can zoom into
mobile technologies, augmented reality, AI and cloud computing and the already suc-
cessful implementation of these technologies by other retailers. Secondly, retailers need
to build the internal capacity and capabilities to exploit the full potential of the aforemen-
tioned technologies to fully utilize the benefits of integrated channels [29, 38]. Retailers
will only be able to implement most of the technologies (e.g. IoT, AI) if they have built
the required capabilities to utilize these technologies. Retail managers must develop a
systemic view of the use of digital technologies in order to better seize the current and
future opportunities offered by channel integration. Some retailers (e.g. Amazon, Macy,
H&M, Zara) are using identified technologies to support some of the identified channel
integration activities. Still, retailers are not taking full advantage of the benefits offered
by these technologies for channel integration. For example, beacons have been mainly
considered for fulfilling location-based customer experience and promotions but with
beacon gateway, there is an aspect of using beacon technology for integrated analytics.
Similarly, mobile technology is one of the main enablers of omnichannel realization [7]
and its different features such as the touchscreen functionality of mobile devices can be
exploited in various forms as means of reducing the physical-digital divide between the
in-store and online shopping experience [41].

6 Conclusion

This paper provides a comprehensive overview of the channel integration activities for an
effective and efficient omnichannel value chain and the mapping of digital technologies
to these activities. This study extends our knowledge on the omnichannel value chain and
the use of digital technologies in retail. Underpinned by Porter’s value chain model [52],
we presented twofold guidelines for transformation of the retailers frommultichannel to
omnichannel. First, we identified the activities required for effective channel integration
and the challenges faced in the execution of these activities. Secondly, we recognized
the technologies and digital solutions that act as enablers for value creation. We also
underlined examples of retail companies that have already attempted to integrate the
channels using the identified technologies. In particular, the proposed examples reveal
the important and complementary role those technologies play for channel integration.

Most of our attention has been devoted to the selection of technologies with the per-
spective of the current level of technologies. Future research could be done to analyze
developing trends of the enabling technologies using techniques such as patent analysis.
Relatedly, an assessment of the impact that the implementation of those technologies
may have had on firm financial and operational performance should be further examined.
There is also a need to test in detail specific solutions to further identify why compa-
nies are struggling with the implantation of the technology based solution for channel
integration. In the presented omnichannel value chain model, we describe only the role
of technologies as a support activity. Future research can elaborate on how firm struc-
ture, human resource management and procurement can support primary activities in
the omnichannel value chain.
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Abstract. Making efficient and effective decisions in the chaotic environment
of humanitarian relief distribution (HRD) is challenging. Decision-makers need
to concentrate on numerous decision factors categorized into decision objectives,
variables, and constraints. Recent HRD literature focuses on optimizing proce-
dures while neglecting the quantification of essential requirements (decision fac-
tors) for information systems to provide decision-making support. In this article,
we address this gap by accumulating affecting decision factors from both liter-
ature and practice. We investigated the practical implications of these factors in
HRD decision-making by measuring the preferences of a Delphi panel consisting
of 23 humanitarian experts. The results from our study emphasize the importance
of the decision factors in the proposed process model for HRD in a large-scale
sudden onset. Our work provides researchers not only with a comprehensive set
of practically feasible decision factors in HRD but also with an understanding of
their influences and correlations.

Keywords: Natural disasters · Decision support system · Decision factors ·
Relief distribution · Humanitarian logistics · Delphi technique · Expert
preferences

1 Introduction

Although saving lives is the main aim of humanitarian relief operations, it is impor-
tant to concentrate on minimizing social tension, which increases due to imbalance
(inefficiency) in relief distribution (RD). For example, if two distribution centers dis-
tribute different relief items, it may fuel tension among recipients depending on which
center serves them. Hence, responders need to prepare to standardize relief packages
by coordinating with other responding groups and communicate with the recipients to
disseminate an RD plan and during the duration of response operations. However, to
meet beneficiaries’ necessities, responders must know what the demanded items are,
and where and when they are needed. For rapid, effective, and efficient response, they
also require knowing the accessibility (to transport relief items), warehousing (to store
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them), and distributing arrangements (to reduce social tension) [1]. Moreover, for suc-
cessful relief operations, understanding and assessing the overall disaster situation (e.g.,
environment, vulnerabilities, coping mechanisms) is necessary. Thus, responders must
acquire geographical, topographical, and demographical knowledge before scheduling
RD operations [7].

Identifying such influential decision factors in emergency management – especially
in RD – is a complex task [47]. The humanitarian logistics (HumLog) literature proposes
plenty of mathematical models and objective functions development by focusing on
specific disasters as cases. Researchers utilized diverse variables and constraints in their
models and functions for achieving targeted objectives. These factors need to be properly
managed and utilized for rapid and effective decision making as they influence the
success of the operation [46]. Failure to understand their importance for the information
system will make the decision-making process more complex and time-consuming,
causing delayed and inadequate responses – or potentially an overall unsuccessful relief
operation [29].

By following the work of MacCarthy and Atthirawong [15], Okoli and
Pawlowski [26], and Richardson, de Leeuw and Dullaert [34], we rigorously and sys-
tematically reviewed and analyzed humanitarian literature to develop a summarized
list of decision factors for relief distribution. While sharing some common decision
factors (objectives, variables, constraints), the review denoted that five other problem
areas (DPA) influence RD decision making: facility location (FL), inventory manage-
ment (IM), relief supply chain (RSC), transportation (Transp), and scheduling (Sched).
For achieving better performance in the complex decision-making operation, decision-
makers (DM) in RD need to concentrate on shared decision factors as well and assist
DMs in other DPAs to achieve their objectives.

However, there has been no structured attempt in RD to identify comprehensive
factors and their correlations systematically as well as to prioritize them. This study
addresses this gap by empirically testing decision support requirements with the help of
theDelphi technique.AworldwideDelphi panelwas formedwith experts fromacademia,
governments, and national and international NGOs. Their evaluations facilitated con-
sensus and prioritization for each factor and assisted us in answering the following
research question: What decision factors do experts prefer for effective humanitarian
relief distribution decision-making?

To answer this research question, we need to identify experts’ preferences in the
literature- and field-based decision factors. This investigation will assist us in finding
the essential decision factors and understanding their correlationswhile decision-making
for relief distribution. The remainder of this article is organized as follows. We provide
the research background in Sect. 2. Section 3 describes our research design. Section 4
presents the results from the Delphi study, and Sect. 5 synthesizes and discusses the
findings.We subsequently notify the limitations to this research and suggest implications
for future research. Section 6 concludes the article.
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2 Research Background

To respond to disasters in a chaotic environment, practitioners conduct complex and
challenging tasks. While making decisions on RD, they face uncertainty when identify-
ing appropriate decision factors. Not much research concentrates on recognizing factors
that influence decision making in relief distribution. Peres et al. [27] classify operational
research (e.g., RD) in HumLog into three DPAs (FL, IM, and network flow and Sched)
without presenting influential decision factors. Gralla et al. [12] and Gutjahr and Nolz
[14] respectively categorized and refined humanitarian aid operations into efficiency
(refined into cost efficiency), effectiveness (refined into response time, travel distance,
coverage, reliability, and security), and equity criteria. This classification, categoriza-
tion, and refinement led towards identifying affecting decision factors and developing
a comprehensive set of them. Although Roy et al. [37] listed some factors by dividing
the RD process into four sub-processes (FL, IM, Transp, and RD decision), it was not
investigated in detail to guide researchers on selecting decision variables and constraints
for achieving targeted decision objectives. Safeer et al. [38] andÖzdamar and Ertem [47]
mapped constraints for specific objectives mainly for transportation and relief distribu-
tion but lacked a comprehensive set of decision factors, their priorities, and correlations.
We know no research investigating the influences of other DPAs on the decision factors
of RD.

However, to improve the disaster management process, adequate decision-making
is the key, where prioritized and correlated decision factors play vital roles [4, 22, 43].
According to Li et al. [22], influential factors and their relationships need to be accu-
mulated through proper investigation and experts’ judgment. Instead of studying the
entire system, current research mostly concentrates on optimizing certain procedures
that are extensively case-specific and are rarely used (or unusable) in other cases. To get
a holistic image, we accumulated the existing decision support models for humanitarian
operations that were implemented in practice in the contexts of sudden natural disasters,
thereby collecting practical decision factors. The decision factors accumulated from aca-
demic literature are evaluated and utilized in this article to develop a practice-oriented
RD process model (Table 1).

3 Research Methodology

3.1 Method Selection

Several techniques were advocated in the humanitarian literature for decision making in
different problem areas. We used the Delphi technique to evaluate these factors and to
identify new ones. It is suitable for this kind of exploratory research where researchers
need to communicate with distantly located practitioners and field experts for dealing
with complex and indispensable issues [24, 34]. Although the Delphi technique was
successfully utilized by MacCarthy and Atthirawong [15] for investigating and under-
standing decision factors, it was not widely exploited in humanitarian research. Cottam
et al. [8] used the Delphi technique to assess the potential benefit of outsourcing the
trucking activities for relief distribution in developing countries. Richardson et al. [34]
investigated affecting factors for global inventory prepositioning locations.
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Table 1. Literature-based decision factors for relief distribution decision-making

Categories Decision factors Literature

10 decision objectives maximize coverage (cov), maximize
transport quantity (tq), minimize travel
time (tt), minimize distribution time
(dt), minimize travel distance (td),
minimize total cost (tc), minimize
resource cost (rc), minimize penalty
cost (pc), minimize number of
distribution centers (ndc), minimize
practical length of emergency route
(pler)

[5, 6, 12, 23, 32, 33, 35, 42]

13 decision variables travel distance (td), inventory flow and
capacity (ifc), penalty cost (pc),
transport cost (trc), operational cost
(oc), set-up cost (stc), supply unit (su),
beneficiaries access cost (bac), transport
quantity (tq), demand time (det), travel
time (tt), distribution time (dt), resource
need (rn)

12 decision constraints storehouse capacity (shc), road capacity
(roc), inventory holding cost (ihc),
number of storehouses (nsh), budget
availability (ba), demand satisfaction
(ds), replenishment cost (repc), load
flow (lf), transport cost (trc), travel
distance (td), operational cost (oc),
resource availability (ra)

The Delphi technique provides an unbiased rating of the decision factors, which
further go through ranking and consensus phases for identifying the importance and
acceptance of each factor for effective decision-making in disaster-like uncertain sit-
uations [17]. Figure 1 illustrates the procedure for our Delphi study, including panel
formation and research design.

We invited 76 out of 96 identified experts to participate in the survey. The ques-
tionnaire for the first Delphi round was sent to them to confirm their participation. 38
experts replied positively, and 23 finally participated in the survey (i.e., formed the Del-
phi panel). 17 of the 23 participants completed and returned the questionnaire, the others
preferring audio-recorded interviews. We sent the questionnaire for the second round to
the 17 who answered the questionnaire experts, of whom 13 responded. The panelists
were anonymized according to the guidance of the Norwegian Center for Research Data
(www.nsd.no) and the participants themselves. Hence, while conceptualizing panelists’
thoughts inSect. 5,we refer to themwith their assignedparticipant identification numbers
(PID in the form of P#).

http://www.nsd.no
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Fig. 1. The process model utilized in this Delphi Study (inspired by [21, 25])

3.2 Delphi Panel Formation

Due to their recency and severity, we targeted the Indonesia earthquakes of 2018 and the
Nepal earthquake of 2015. While searching for involved experts having knowledge and
interest in RD processes, we established contact with active practitioners and with their
networks to gain updated knowledge on their usage of information systems (IS) for relief
distribution. Besides, we utilized our contacts and the snowballing technique to bring
more experts on-board. As a tentative list of potential participants was ready, we sent
a study plan including information on the aim of the Delphi and its rounds, the extent
and timing of the expected involvement, expected outcomes, and the potential social
benefit to the ones who replied affirmatively. Finally, 23 experts from around the world
participated in thisDelphi study. The participating experts are listed inTable 2, alongwith
their PID, medium of participation, affiliated organizations, countries, and contributed
disasters. With an adequate panel size, according to Grim andWright [13] and Okoli and
Pawlowski [26], we proceeded to the next step. The first-round survey questionnaire was
electronically distributed, along with a consent form and a non-disclosure agreement.

3.3 Research Design

Data Collection Method. Instead of starting the process with an open-ended question-
naire or brainstorming sessions, as in traditional Delphi, to identify decision factors in
RD [34], we approached participants with existing academic knowledge on such fac-
tors. These factors were accumulated, summarized, and clustered into three categories
(decision objective, variable, and constraints). We then added them to the questionnaire
for experts’ evaluation. The factors were explained in the questionnaire that facilitated
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Table 2. The Delphi panel
SL PI

D

M
PI Affiliated Organization(s) and Country Summary of contributed disasters

1 P2 Q World Food Program, Nepal Earthquake in Eastern Nepal 1988, Haiti 2010, Gorkha 2015 and several other disasters

2 P3 Q Nepali Army Crisis Management Centre Earthquake in Gorkha 2015 and several other disasters

3 P6 Q Papua University, Indonesia Disaster Risk Reduction in West Papua and several other disasters

4 P8 Q Universitas Pembangunan Nasional Veteran 
Yogyakarta, Indonesia.

Merapi and Kelud volcanic disasters

5 P12 Q Yayasan Dompet Dhuafa Republika, Indonesia Earthquake in Lombok 2018, Central Sulawesi 2018 and several other disasters

6 P19 Q World Food Program, Thailand Earthquake in Haiti 2010, Indonesia 2018 and several other disasters

7 P20 Q AHA Centre, Indonesia Earthquake and Tsunami in Central Sulawesi 2018

8 P22 Q AHA Centre, Indonesia Indian Ocean Tsunami (2005 – 2008), Earthquake in Padang 2009, Central Sulawesi 2018

9 P24 I' Kathmando Living Labs, Nepal Earthquake in Gorkha 2015

10 P25 Q NetHope & ICE-SA, Iceland
Earthquake in South Iceland earthquakes 2000 & 2008, Sulawesi 2018 and several other 
disasters

11 P26 Q Small Wars Journal  Earthquake in Northridge 1992 and several other disasters

12 P39 Q NetHope, Havard Humanitarian Initiative Center for 
Humanitarian Data, Northwestern University, USA

Earthquake in Haiti and Nepal and several other disasters

13 P40 I' WeRobotics, Switzerland Nearly every major humanitarian emergency for the past 15 years

14 P41 Q Standby Task Force, USA Earthquake in Nepal and several other disasters

15 P42 I'
TU Delft, Tilburg University, and consultant for 
some NGOs and Civil Protection organizations, The 
Netherlands

Earthquake in Haiti 2010, Philippines 2013, Nepal 2015, Indonesia 2018 and several other 
disasters

16 P44 Q UNOCHA, UN Human Rights, UNDAC Sudan 2004, Niger 2005, Lebanon 2006, Typhoon Haiyan 2013

17 P52 Q Perkumpulan Lingkar, Indonesia Earthquake in Jogja 2006

18 P57 I' National disaster mitigation agency (BNPB) & 
Mohammodia disaster management, Indonesia

Earthquake in Jogja 2006, Selat Sunda, Sulawesi and Lombok 2018

19 P58 Q World Food Program, Nepal August 2017 Floods

20 P63 I'' Federal University of Rio de Janeiro, Brazil Several humanitarian field works 

21 P68 Q Caritas Germany, Indonesia Earthquake, Tsunami and Flash Flood

22 P69 Q WALHI Yogyakarta, National WALHI, Sulteng 
Bergerak, Selat Sunda Bergerak, SHEEP Indonesia

Earthquake in Yogyakarta 2006, Selat Sunda, Sulawesi and Lombok 2018 and several other 
disasters

23 P71 I' World Food Program, Indonesia Earthquake in Selat Sunda, Sulawesi and Lombok earthquake 2018 and several other disasters

Acronyms: PID-anonymized participant ID, MPI-medium of provided informantion, Q-questionnaire, I'-guided interview, I''-open-ended interview

respondents to rate each decision factor on a six-point Likert Scale (inspired by [40]).
Respondents were also given space to express their understanding of each of the fac-
tors and propose new factors from the practical field. However, if a participant found
it complicated to answer the questionnaire, they had the opportunity to express their
opinion through interview sessions (physical or online). As a result, we gained qualita-
tive insights for the entire RD process (inspired by [44]). Additionally, to understand the
depth of influences, participants were requested tomark the relationship of each decision
factor of RD to the other five problem areas (FL, IM, RSC, Transp, and Sched). Thus,
we incorporated relevant and in-depth information for the research quest (inspired by
[18]).

Consensus and Stability. To decide on achieving consensus, we adopted the Average
Point of Majority Opinions (APMO) technique by Kapoor [20]. A decision factor would
be considered as achieving consensus if its agreement or disagreement is above the cut-
off rate of APMO. Instead of considering consensus achievement as a tool to decide
on further Delphi rounds, we verified how a certain percentage of votes fall within a
prescribed range, i.e., how the experts react to different decision factors. We identified
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no clear instruction on deciding on the number of Delphi rounds for studies. Hence,
by following Dajani and Sincoff [9] and Strasser [41], we calculated the coefficient
of variance (CV) to decide Delphi rounds and check their consistencies. Finally, we
utilize SPSS software to calculated Kendall’s concordance coefficient (W ) to measure
the degree of agreement among panel members (W = 0means perfect disagreement and
W = 1 means perfect agreement). W = 0.7 is considered as an indication to achieve a
higher level of general agreement in Delphi studies [39]. We demonstrate consensus and
stability in Sect. 4 and discuss them in Sect. 5.

Delphi Rounds. After finalizing the list of experts, we started round-1 by commencing
the Delphi process by sending the questionnaire to each panel member in December
2018. Although an online survey is a typical mode for the Delphi technique [34, 40],
emailing the questionnaire – e-Delphi – is also practical [2, 3, 25]. In addition to survey
questions, the questionnaire captured the professional background for each respondent.
We collected responses until February 2019. Data accumulated from the first round
of the Delphi survey were extracted for descriptive analysis for finding frequencies and
percentages.We utilizedMSExcel and IBMSPSS to find correlations among factors and
different statistics, such as the mean rank and Kendall’s W. Furthermore, we utilized
APMO to determine whether each factor achieved consensus. In round-2, the result
generated from the collective feedback in the first Delphi round was shared with all
the panel members in March 2019. We redesigned the questionnaire to inform about
the average rating, percentage of agreement and disagreement, overall ranking, and
achieving consensus for each decision factor. The respondents were provided with their
previous rating for each of the decision factors and allowed to update it (inspired by
[36]). The newly identified practical decision factors from round-1 were added to the
questionnaire to be evaluated.

4 Results

4.1 Descriptive Information on the Participants

Most panel members have extensive working experience, some of whom worked for
more than 25 years in this sector. They participated or are participating in the response
operations for large-scale natural and human-made disasters worldwide, for example,
the South Iceland earthquakes 2000 and 2008, the Haiti earthquake 2010, the Gorkha
(Nepal) earthquake 2015, the Indonesia earthquake 2018, different devastating hurri-
canes and floods, the 2014–2016 Ebola outbreak in West Africa, and the Syria crisis.
Their heterogeneous experiences on responding to various crises and disasters assist us
in evaluating the influential decision factors.

4.2 Measurement of Stability and Stopping Criterion

To achieve stability and to stop further rounding, English and Kernan [11] quantified
0 < CV ≤ 0.5. In the first Delphi round, we had four factors in three decision-making
categories (one in decision objectives and constraints, and two in decision variables) that
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were in the border or out of the suggested range of achieving general agreement (CV
≥ 0.5). Besides, Kendall’sW value for each category was very low (for objectivesW =
0.181, for variablesW = 0.133, and for constraintsW = 0.26). Therefore, we conducted
the second round, where the four decision factors achieved a good degree of consensus
withCV ≤ 0.39. Then, wemeasured the CV difference and defined the stopping rule as a
CV difference of≤ 0.3 (inspired by [41]). However, there were significant improvements
(although still not high) in the degree of agreement in all categories in the second Delphi
round (for objectives W = 0.194, for variables W = 0.213, and for constraints W =
0.470). Finally, receiving an absolute CV difference of ≤0.26 for each factor in every
decision-making category and improved value for Kendall’sW constituted stability, we
decided to terminate conducting any additional Delphi round (inspired by [9, 10]).

4.3 Results of the Delphi Rounds

Literature-Based Decision Factors. Table 3 demonstrates the combined statistical
results for two Delphi rounds. It illustrates the consensus and ranking for each deci-
sion factor incorporated into three categories for relief distribution (decision objectives,
variables, and constraints).We easily compare the responses in both rounds and visualize
the changes made by the respondents in the second round. For convincingly presenting
the result, we clustered decision factors up to the third level of importance: achieving
an average rating (AR) of ≥5.00 was considered as highly important decision-making
factor and placed in cluster-1, whereas factors satisfying 5.00 > AR ≥ 4.00 were con-
sidered in cluster-2 as mediocre and the rest with AR < 4.00 were in cluster-3 as least
affecting factors.

Decision Objective. In Delphi round-1, 76.8% of the experts rated all listed decision
objectives as important topics in the relief distribution decision-making, whereas 19.6%
found them unimportant, and 3.6% abstained from commenting. Among those decision
objectives, travel time minimization and coverage maximization were placed in cluster-
1 as the most important objectives that responders try to achieve without considering
minimizing different costs (total, resource, penalty) and the number of distribution cen-
ters, hence placed in cluster-3. The mediocre category (cluster-2) encompassed factors
that were mostly related to transportation and distribution. The result suggested trans-
porting a maximum quantity of relief items by choosing a practically short emergency
route that would minimize travel distance and distribution time. In Delphi round-2,
78.5% of experts voted as important properties of decision making, and 21.5% voted
not to consider. However, a significant change was observed in this round, where cover-
age maximization was downgraded, and all the topics from cluster-3 were upgraded to
cluster-2. The only topic remained in cluster-3 was resource cost minimization.

Inspecting the consensus, we can identify that transport quantity from cluster-2 and
all the topics in cluster-3 did not receive general agreement from the participants in
the first Delphi round. However, they continued not to receive consensus in the second
Delphi round as well, but for the topic of transport quantity. Its AR was upgraded to
4.8 and secured its consensus with 92.3% vote in round-2. Except for the down-graded
topic of travel distance, all topics in cluster-1 and -2 gained their votes to be importantly
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Table 3. Combined statistical results for Delphi rounds 1 and 2 (inspired by [8, 41])

# % # % # % # % # %

Decision Objectives

1 cov 0 0 3 13.6 19 86.4 22 Y 111 5.05 1.1 6.7 3 0.22 2 15.4 11 84.6 13 Y 62 4.8 1.1 5.73 5 0.23 -0.01

2 tq 1 5 4 18.2 17 77.3 21 N 92 4.18 1.6 5.36 5 0.39 1 7.69 12 92.3 13 Y 62 4.8 1 5.96 4 0.21 0.176

3 tt 0 0 1 4.55 21 95.5 22 Y 112 5.09 0.9 6.89 1 0.18 1 7.69 12 92.3 13 Y 66 5.1 1 6.88 2 0.19 -0.01

4 dt 1 5 3 13.6 18 81.8 21 Y 109 4.95 1.6 6.89 2 0.31 2 15.4 11 84.6 13 Y 66 5.1 1.2 7.12 1 0.23 0.08

5 td 0 0 6 27.3 16 72.7 22 N 90 4.09 1.3 4.68 7 0.31 5 38.5 8 61.5 13 N 52 4 1.5 4.19 9 0.37 -0.06

6 tc 1 5 8 36.4 13 59.1 21 N 83 3.77 2 4.86 6 0.54 5 38.5 8 61.5 13 N 53 4.1 1.6 4.85 7 0.39 0.142

7 rc 0 0 8 36.4 14 63.6 22 N 85 3.86 1.4 4.52 8 0.36 4 30.8 9 69.2 13 N 51 3.9 0.8 3.88 # 0.19 0.166

8 pc 2 9 4 18.2 16 72.7 20 N 83 3.77 1.6 4.18 10 0.42 3 23.1 10 76.9 13 N 58 4.5 1.1 5.15 6 0.24 0.189

9 ndc 2 9 5 22.7 15 68.2 20 N 83 3.77 1.7 4.34 9 0.44 3 23.1 10 76.9 13 N 56 4.3 1 4.73 8 0.24 0.201

10 pler 1 5 1 4.55 20 90.9 21 Y 105 4.77 1.4 6.57 4 0.29 2 15.4 11 84.6 13 Y 62 4.8 1.2 6.5 3 0.24 0.044

8 4 43 19.6 169 76.8 28 21.5 102 78.5

0 169 212 80 0 102 130 78.5
Decision Variables

1 td 0 0 7 31.8 15 68.2 22 N 93 4.23 1.4 6.59 10 0.33 3 23.1 10 76.9 13 N 59 4.5 1.3 7.12 7 0.29 0.033

2 ifc 0 0 4 18.2 18 81.8 22 Y 98 4.45 1.1 6.86 7 0.24 2 15.4 11 84.6 13 Y 62 4.8 0.9 6.96 8 0.19 0.043

3 pc 2 9 7 31.8 13 59.1 20 N 78 3.55 1.8 5.09 13 0.51 5 38.5 8 61.5 13 N 50 3.8 1.2 4.38 # 0.32 0.19

4 trc 1 5 10 45.5 11 50 21 N 77 3.5 1.9 5.32 12 0.54 7 53.8 6 46.2 13 N 50 3.8 1.6 4.73 # 0.41 0.133

5 oc 0 0 8 36.4 14 63.6 22 N 86 3.91 1.5 5.68 9 0.38 4 30.8 9 69.2 13 N 53 4.1 1.2 4.96 # 0.29 0.087

6 stc 1 5 5 22.7 16 72.7 21 N 86 3.91 1.7 5.93 11 0.43 3 23.1 10 76.9 13 N 55 4.2 1 5.58 # 0.24 0.192

7 su 1 5 4 18.2 17 77.3 21 Y 94 4.27 1.4 6.75 8 0.32 0 0 13 100 13 Y 63 4.8 0.7 7.92 5 0.14 0.174

8 bac 1 5 5 22.7 16 72.7 21 N 94 4.27 1.6 6.91 6 0.38 2 15.4 11 84.6 13 Y 60 4.6 1.1 6.96 9 0.24 0.141

9 tq 0 0 2 9.09 20 90.9 22 Y 104 4.73 0.9 7.86 5 0.19 0 0 13 100 13 Y 66 5.1 0.6 8.69 2 0.13 0.061

10 det 1 5 4 18.2 17 77.3 21 Y 103 4.68 1.6 8.43 3 0.35 2 15.4 11 84.6 13 Y 64 4.9 1.3 8.58 3 0.27 0.083

11 tt 1 5 2 9.09 19 86.4 21 Y 106 4.82 1.4 8.43 2 0.29 2 15.4 11 84.6 13 Y 64 4.9 1 8.31 4 0.21 0.08

12 dt 2 9 1 4.55 19 86.4 20 Y 104 4.73 1.8 8.27 4 0.37 1 7.69 12 92.3 13 Y 63 4.8 0.9 7.81 6 0.19 0.185

13 rn 1 5 2 9.09 19 86.4 21 Y 111 5.05 1.5 8.86 1 0.3 1 7.69 12 92.3 13 Y 67 5.2 1 9 1 0.19 0.111

11 4 61 21.3 214 74.8 32 18.9 137 81.1

10 203 275 77 7 131 169 81.7
Decision Constraints

1 shc 1 5 4 18.2 17 77.3 21 Y 102 4.64 1.8 7.91 2 0.39 1 7.69 12 92.3 13 Y 66 5.1 1 8.12 5 0.19 0.198

2 roc 0 0 4 18.2 18 81.8 22 Y 103 4.68 1.2 7.7 4 0.25 3 23.1 10 76.9 13 N 62 4.8 1.2 7.23 7 0.24 0.006

3 ihc 1 5 10 45.5 11 50 21 N 78 3.55 1.5 4.43 11 0.42 6 46.2 7 53.8 13 N 49 3.8 1.1 3.81 # 0.29 0.134

4 nsh 1 5 6 27.3 15 68.2 21 N 86 3.91 1.7 5.41 10 0.43 2 15.4 11 84.6 13 Y 55 4.2 0.9 5.04 # 0.22 0.213

5 ba 2 9 1 4.55 19 86.4 20 Y 99 4.5 1.9 7.52 6 0.42 0 0 13 100 13 Y 67 5.2 0.8 8.62 1 0.16 0.26

6 ds 2 9 1 4.55 19 86.4 20 Y 105 4.77 1.8 7.86 3 0.38 0 0 13 100 13 Y 65 5 0.9 8.19 4 0.18 0.194

7 repc 1 5 12 54.5 9 40.9 21 N 68 3.09 1.4 3.18 12 0.47 8 61.5 5 38.5 13 N 42 3.2 0.9 1.96 # 0.29 0.18

8 lf 1 5 3 13.6 18 81.8 21 Y 102 4.64 1.6 7.16 7 0.36 2 15.4 11 84.6 13 Y 64 4.9 1.3 7.54 6 0.26 0.101

9 trc 0 0 7 31.8 15 68.2 22 N 87 3.95 1.6 5.55 8 0.42 3 23.1 10 76.9 13 N 56 4.3 1.3 5.58 8 0.29 0.126

10 td 1 5 2 9.09 19 86.4 21 Y 102 4.64 1.4 7.59 5 0.29 1 7.69 12 92.3 13 Y 66 5.1 0.9 8.38 3 0.17 0.124

11 oc 1 5 8 36.4 13 59.1 21 N 84 3.82 1.7 5.41 9 0.44 5 38.5 8 61.5 13 N 54 4.2 1.1 5.08 9 0.28 0.165

12 ra 1 5 3 13.6 18 81.8 21 Y 106 4.82 1.6 8.27 1 0.33 2 15.4 11 84.6 13 Y 67 5.2 1.1 8.46 2 0.21 0.123
12 5 61 23.1 191 72.3 33 21.2 123 78.8

12 171 252 73 8 118 156 80.8

Acronyms: UAC: Unable to Comment; TO: Total Opinion; TP: Total Point; MP: Mean Point; SD: Standard Deviation; MR: Mean Rank; FR: Final Rank;                          
CV: Coefficient of Variance; A.Total: Answering Total; C.Total: Consensus Total; **Please consult Table 1 for acronyms    
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considered in the relief distribution decision-making process. Finally, the voting for total
cost was unstable (as CV > 0.5) in round-1 and achieved its stability in round-2.

Decision Variables. To find important decision-making variables in round-1, 74.8% of
panel members positively rated the factors in this category, whereas 21.3% finds them
unimportant, and 3.9% did not vote. In round-2, 81.1% voted to list them as important
decision factors. However, by analyzing the voting result, we identified that resource
need was placed in cluster-1 in both rounds, whereas the transporting quantity of relief
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items accompanied it in round-2. All costing-related topics (penalty, transportation,
operational, and set-up) secured their places in cluster-3 in round-1, except beneficiaries’
access cost. It was listed in cluster-2 along with travel distance, inventory flow and
capacity, supply unit, transportation quantity, and demand, travel, and distribution time.
There was no such significant change in round-2. Operational and set-up cost upgraded
to cluster-2, and as already mentioned, transportation quantity joined resource need
in cluster-1. Although travel distance was a mediocre affecting decision factor, it did
not achieve general agreement along with all factors from cluster-3 in the first round.
However, all the non-consensus factors in the first round remained unchanged in the
second round, except beneficiaries’ access cost. It secured its consensuswith 84.6%of the
general agreement in the final round. Lastly, the rating for penalty cost and transportation
cost were unstable (as CV > 0.5) in round-1 that became stable in round-2.

Decision Constraints. The decision factors in this category already achieved stability as
CV < 0.5 for each of them in Delphi round-1, and this stability became higher in round-
2 as CV ≤ 0.29. However, the analysis found no highly important decision factor for
cluster-1 in the first round. Seven out of 12 decision-making constraints were considered
as mediocre and placed in cluster-2, while the remaining ones were encompassed in
cluster-3. The factors constituted this category gained their maximum percentage of
general agreement in round-1, which remained the same in round-2 as road capacity,
and the number of storehouses switched their places in achieving consensus. However,
five decision constraints (storehouse capacity, budget availability, demand satisfaction,
travel distance, and resource availability) from cluster-2 gained higher importance in
the second round and moved to cluster-1, which was the maximum content of this
cluster. 72.3% of the panel members agreed to consider the listed factors as important
decision-making constraints in round-1, whereas 23.1% were not convinced, and 4.6%
were unable to comment. In round-2, 78.8% voted for enlisting these factors as decision-
making constraints in the intended decision support system (DSS), whereas 21.2% voted
not to.

Field-Based Decision Factors. While evaluating the decision factors in round-1, the
panelists were requested to recommend essential factors missing so far. Out of 23 pan-
elists, 13 contributed to suggesting additional decision factors based on their experiences.
After analyzing and refining, three new decision objectives were identified, whereas 13
new decision variables and ten new decision constraints were enlisted for further evalu-
ation in round-2. The panel members were requested to follow similar evaluating proce-
dures as that of in the first round. This evaluation procedure facilitated panel members
with a chance to know and verify the new decision factors proposed by other members.
Table 4 demonstrates the newly recommended decision factors, along with the results
from the analysis that is subsequently discussed.

After analysis, we identified that two decision objectives, six decision variables, and
three decision constraints achieved consensus with over 90% vote and hence, prioritized
into the list though their mean rank is lower (please consult Table 4 for detail). Although
other decision factors did not achieve consensus, their importance in the decision-making
process was significant as they scored over 76% vote. For example, what would be the
reason for tending to reduce central control on the financial flow and other decisions?
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Table 4. Field-based decision factors for relief distribution decision-making

# % # % 

1 Central influence on financial flow and other decision  (minimize) 3 23.08 10 76.92 13 N 52 4 1.08 1.31 3
2 Proper Operational Mgt model by maximizing social capital 0 0 13 100 13 Y 66 5.08 0.86 2.15 2
3 Proper response plan for minimizing social tension 0 0 13 100 13 Y 72 5.54 0.78 2.54 1

Consnesus calculation 0 36 39 92.31

1 Assessing local sources of supplies 0 0 13 100 13 Y 68 5.23 0.73 8.35 3
2 Relief package standerdization (heavy, lightweight, etc.) 3 23.08 10 76.92 13 N 57 4.38 1.19 5.54 12
3 Duration of response operation 2 15.38 11 84.62 13 N 58 4.46 1.33 6.27 9

4
Understanding and assessing the disaster situation                                                            
(environment, vulnerabilities, and coping mechanisms)

1 7.692 12 92.31 13 Y 67 5.15 1.21 8.77 2

5
Need assessment for current and future operations (victims’ locations, items’ and victims’ 
categorization, prioritization, and quantity, difficulties to make the materials available to them)

1 7.692 12 92.31 13 Y 69 5.31 1.44 9.46 1

6
Synchronization of need and operation: think of the responding capacity (from warehouse to the 
field) before deployment

2 15.38 11 84.62 13 N 60 4.62 1.12 6.81 7

7 Knowledge acquisition on previous incidents and analysis 2 15.38 11 84.62 13 N 59 4.54 1.2 5.62 11
8 Digital communicating devices 3 23.08 10 76.92 13 N 59 4.54 1.27 6.42 8
9 Traffic control plan at distribution points 3 23.08 10 76.92 13 N 61 4.69 1.25 7.42 5

10 Social capital (support from local leaders, experts or community) 2 15.38 11 84.62 13 N 56 4.31 1.6 5.38 13
11 Targeted community’s cultural knowledge or understanding 1 7.692 12 92.31 13 Y 66 5.08 1.19 8.23 4
12 Relief distribution plan sharing with the beneficiaries 1 7.692 12 92.31 13 Y 59 4.54 1.13 5.69 10

13
Knowledge on neighboring regions; geographical, topography and demography knowledge 
about the targeted point of distribution

1 7.692 12 92.31 13 Y 63 4.85 0.9 7.04 6

Consnesus calculation 0 147 169 86.98

1 Characteristics of disasters 2 15.38 11 84.62 13 N 57 4.38 1.26 5.12 7
2 Characteristics of affected areas 2 15.38 11 84.62 13 N 62 4.77 1.42 6.15 3
3 Access to the point of distribution 1 7.692 12 92.31 13 Y 64 4.92 1.12 6.69 2
4 Civil-military relationship 2 15.38 11 84.62 13 N 60 4.62 1.04 5.23 6
5 In-country political situations 1 7.692 12 92.31 13 Y 62 4.77 1.17 5.5 5
6 Safety and security to respondents, relief supply chain, and beneficiaries 1 7.692 12 92.31 13 Y 66 5.08 1.19 7.27 1
7 Social and communication infrastructure 2 15.38 11 84.62 13 N 54 4.15 0.99 3.73 10
8 Geographical and environmental (weather) conditions of the disaster area 2 15.38 11 84.62 13 N 60 4.62 1.39 5.12 8
9 Coordinating with other relief distributing groups (big/small) 3 23.08 10 76.92 13 N 58 4.46 1.45 4.58 9

10 Trained, committed and technology supported volunteers/supporting staffs 2 15.38 11 84.62 13 N 61 4.69 0.95 5.62 4
Consnesus calculation 0 112 130 86.15
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Constraints

Again, from the general observation, it can be understood that most of the panelists
suggested having decision-making flexibility in the field, but we do yet not know the
actual reasoning. If the rating for this attribute is analyzed, it seems that participantswere,
somehow, confused to claim that flexibility because 8 out of 10 agreeing participants
rated 4 out of 6, whereas 2 out of 3 disagreeing participants rated 3 and in the Likert
scale of 6, rating of 3 and 4 are normally meant as confusing. Thus, further study is
essential. Additionally, based on experts’ ranking, these new decision attributes were
finally ranked by using the mean rank calculated by SPSS software. Furthermore, the
degree of agreement among panel members (Kendall’s W) was also measured. The
Kendall’s W for new decision objectives was measured as 0.644; 0.7 is considered
as a higher level of general agreement. Hence, it was decided to conclude the Delphi
survey though Kendall’s W for the other two categories were not that high – for decision
variables W = 0.184 and for decision constraints W = 0.166.

Final Ranking. Over 76% of the panelists in round-1, voted to include all the literature-
based decision factors in the relief distribution decision-making; over 81% voted this
way in round-2. The field-based decision factors received an overall vote of over 77%
to accept them in the decision-making process. Thus, the importance of these compre-
hensive decision factors in the envisioned DSS for relief distribution was accomplished.
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Therefore, combinedly the number of enlisted decision factors became large: 13 deci-
sion objectives, 26 decision variables, and 22 decision constraints. This bigger list of
decision factors is impractical to suggest to the decision-makers and will be challenging
to manage in the crucial responding time. Hence, a comprehensive and prioritized list
of decision factors is needed.

We further analyzed the consensus regarding highly ranked decision factors in both
lists. To be enlisted as highly influential decision-making attributes, literature-based
decision factors must accomplish over 80% vote in both Delphi rounds, whereas deci-
sion factors from the practice must ensure over 90% vote in round-2. We, thus, iden-
tified and enlisted six decision objectives, eight decision objectives, and eight decision
constraints as the most influential decision factors for humanitarian relief distribution.
Table 5 presents a comprehensive list of top-ranked decision factors, along with the vote
percentage. To present them conveniently, we placed the field-based decision factors just
after that of the scientific literature.

Table 5. The most effective decision factors for relief distribution decision-making

Decision Factors Vote (%) Sources

O
bj

ec
tiv

es

1. Travel time (minimize) 93

Scientific literature
2. Emergency route length (minimize) 85
3. Coverage (maximize) 83
4. Distribution time (minimize) 81
5. Social tension (minimize) 100

Expert preferences
6. Social capital (maximize) 100

V
ar

ia
bl

es

1. Transportation quantity 95

Scientific literature
2. Resource need 88*
3. Distribution time 88
4. Travel time 83
5. Inventory flow and capacity 81
6. Assessing the situation and local markets 96

Expert preferences
7. Knowledge in neighboring regions and 
culture of the targeted community 

92

8. Relief distribution planning and sharing 92

C
on

st
ra

in
ts

1. Budget availability 93*

Scientific literature
2. Demand satisfaction 93
3. Travel distance 88
4. Resource availability 81*
5. Load flow 81
6. Safety and security 92

Experts prefer-
ences

7. Access to the point of distribution 92
8. In-country political situations 92

*also recommended by the experts
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5 Synthesis and Discussion

In this section, we synthesize our findings from the Delphi process and discuss them
category-wise. Afterward, by exploiting the result, we draw a correlational matrix
and propose a relief distribution process model. Finally, we conclude this section by
discussing the challenges and portraying our future research directions.

Firstly, distributing a maximum of relief items within a short period is the main
objective of the humanitarian operations undertaken in response to disasters [5]. For
successful humanitarian operations, DMs always try a fast response and to meet as many
demands as possible [16]. In doing so, the operation must be forecasted with adequate
data for need assessment. P12 exemplified the context of the IndonesianEarthquake 2018
to point out that the process should prioritize acquiring and assessing demand data before
focusing on serving maximum needs. According to the participant, this is sometimes
absent in the process operated in the field. To speed up the process, P44 andP52 suggested
focusing on fulfilling the basic needs with quality relief items instead of quantity of relief
demand. P24 came with a unique idea of publicly forecasting the need information to
serve maximum demand by incorporating the concept of social capital. After sudden-
onset, initial responses come from the people inhabiting in neighboring communities
when organizational support is still unavailable (P41, P42, P57). So, if they can be
forecasted with frequently updated need information, more demands can be served to
save more lives. By monitoring communal services, national or international responders
can avoid allocating funds for relief items that may stay unused or become surpluses
(P24, P25). This will provide flexibility to responders for meeting important demands
that are still missing. However, P40 recommended to “…prioritize remote regions for
relief operations as small and mediocre organizations keep those regions out of their
distribution plans to minimize expenditure” though operational cost and social tension
may increase. According to P20 and P71, the success of any relief operation largely
depends on the instructions from the sourcing organizations (e.g., hosting government,
United Nations) and their mission objectives and capacity.

Speed is one of the critical success factors of relief distribution [29].When a respond-
ing team is planning to serve maximum demands, it needs to find its way(s) for faster
mobilization of maximum relief items (transport quantity) to the affected population
[16]. According to P26, minimizing travel time would ensure timely relief distribution
(distribution time minimization) by increasing the potential number of trips of ship-
ments. Although it is important to shorten travel time, the access constraints need to be
considered during emergencies (P58). For example, extreme weather conditions made
the relief operation challenging in the East part of Indonesia, where P12 participated.
Hence, P24 suggested placing demand notation into amap so that central DMs can select
the shortest practical length of the emergency route(s) (hence, shorter travel distance)
and calculate minimum travel time to the demand points from the nearest distribution
center(s). However, participants identified that minimizing travel time is more impor-
tant than coverage maximization. Thus, the later factor was re-evaluated in round-2 and
listed cluster-2. It would make the entire operation unsuccessful if maximum coverage
is planned without minimizing travel time. Hence, P41 remarked, “…do well in one
area rather than poorly in all areas”. Furthermore, the cost-related factors are theoret-
ically important (P58), but practically “…saving lives and providing basic needs and
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medical treatment are of paramount importance as compared to the cost involved” (P3).
However, although some participants were in favor of having reasonable (or more) dis-
tribution centers for serving affected people, others were not concentrating on this issue
as this topic is directed to the central logistics hub.

Secondly, for achieving the objectives of humanitarian assistance and successfully
distributing relief items, DMs are required to control some variables [37]. Among the
13 listed decision variables, panel members considered, in the first place, balancing
resource need and relief transportation quantity to meet demands at the targeted point
of distribution (POD). In doing so, multiple panel members suggested to categorize
and prioritize peoples’ needs before dispatching relief vehicles, whereas P24 and P40
emphasized to share the distribution plan beforehand to gain beneficiaries’ satisfaction.
For example, the relief packages can be standardized by categorizing the recipients by
age, gender, location, households, family member, etc. and if they are informed earlier
about the package (food/non-food, heavy/lightweight), they can ensure their arrange-
ments (beneficiaries’ access cost) to receive relief package(s) and return home safely.
This will ensure the reduction of social tension, which is one of the most critical and
complex issues to tackle in the disaster-arisen chaotic field (P40). Furthermore, to face
such challenges, it is also necessary to maintain reduced travel and distribution time that
can be done by establishing supply unit(s) with sufficient storing capacities in shorter
travel distance, accelerating inventory flow for shortening demand meeting time.

However, none of the cost related issues (penalty, transport, operational, and set-up
cost) gained ultimate consensus and hence, rank low. According to the participants,
achieving cost-benefit may be important in business logistics, not in HumLog. P3
expressed that “…importance should be given to the mechanism to transport the relief
materials as quickly as possible and not the cost involved”. Nonetheless, P40 criticized
the hidden cost-benefit issue in humanitarian operations that restrict NGOs to support
remote communities. The participant suggested prioritizing those communities while
planning for deployment as they are not covered in most of the cases, and if necessary,
this can be negotiated with the donors for supporting responding operations in better
ways.

Thirdly, to operate an effective and efficient relief distribution, DMs need to sat-
isfy limiting constraints that are not directly controlled by them. For example, budget
and resource availability, travel distance, and storehouse capacity gained maximum
attention. Humanitarian operations largely depend on donors [19], and humanitarian
organizations have no line of credit (P40). Although it is expected to have an adequate
budget to support the entire relief distribution mechanism (P3), it is always difficult to
convince donors to increase the budget, even if it is needed to cover more survivors in
remote areas (P19, P41). Additionally, if the required items (resources) are unavailable
in the hosting area (e.g., local market), the logistical costs become higher and affect the
entire operation (P24). On the other hand, the number of storehouses and their capacities
are centrally controlled and always face space unavailability to the upcoming shipments
waiting in the port to be unloaded (P57, P58). Although P71 was mentioning to arrange
mobile storages, it would, however, increase operational cost and relief distribution time.
Furthermore, unavailable access points would delay the distribution process by limiting
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road capacity or traveling longer distances (P40, P44). This results in an irregular load
flow; inventory holding cost and replenishment cost would increase significantly.

Moreover, geographical location, security, political instability, and weather of the
hosting area(s) always bring uncontrollable situations to the operations. Besides, having
support from the hosting government and the military, responding teams must be careful
while tackling such situations. P19 and P41 suggested to incorporate local informants
for continuous situational updates on further sections of a distributing network, and
local transport provides as they know the local road-links. Hence, P24 was envisioning
a technological system where local communities can post information on certain issues
that are further refined by system analysts and graphically presented into a distribution
network map. This would help DMs to find alternatives.

Fourthly, after getting a clear understanding of decision factors and their influences
on the relief distribution process, it is important to know how each factor in decision
objectives is correlated with that of in decision variables and constraints. Table 6 illus-
trates the positive and negative correlations. For positive correlation, we considered a
correlation coefficient of ≥0.3; for negative correlation, we notated all of them although
some values were insignificant. By doing so, we warn DMs, in case they intend to con-
sider these factors for the process. The presented correlationmatrix guides DMs to select
appropriate variables and constraints for achieving certain objectives. By consulting the
correlational values in the matrix, DMs can rapidly decide on the factors that are nec-
essary for supporting decision-making and can thus produce decision alternatives for
efficient and effective relief distribution.

Although most of the cost related topics did not achieve consensus and were ranked
low, some of them show high correlational significance. For example, the operational
cost has the highest impact when practitioners intend to transport maximum relief items
to different PODs. It scored highest in both decision variables (0.78) and decision con-
straints (0.6) categories. This justifies that DMs working in the down-stream of the
humanitarian supply chain are not fully independent while budgeting operational costs.
They are controlled (to some extent) by donors and central authorities of respective orga-
nizations. They may face similar situations when deciding on transport costs and travel
distance. However, DMs must be cautious while deciding on variables and constraints
because some factors have high positive impacts to achieve certain objectives, whereas
the same factor(s) affect other objectives to be accomplished. For example, operational
cost and supply unit has a great influence on transportingmaximum relief items, whereas
they impact negatively on covering maximum demands. Hence, DMs should evaluate
the applicability and impacts of those factors in their targeted context(s).

Fifthly, according to [26] and [45], instead of studying separately, all DPAs should
be dealt with jointly and concurrently for effective disaster response. Therefore, by uti-
lizing findings from this Delphi study and personal experiences, we have proposed an
RD process model in Fig. 2. The model encompasses two distinct portions: informa-
tion flow (denoted in solid arrows) and material flow (denoted in dotted arrows). To
demonstrate processes more clearly, we assumed each DPA as an individual operational
entity. The process starts by receiving (continuous) need information from the field that
DMs analyze in the distribution centers. The assessed demand information is publicly
forecasted immediately for informing neighboring communities to meet initial demand
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Table 6. Correlational matrix of decision factors

Positive Correlation ≥ 0.3 Negative Corr. Positive Correlation ≥ 0.3 Negative Corr.

1 1 Distribution time 
(minimize) Y

es rn(0.48), td(0.34), dt(0.29) pc(0.15), trc(0.01)
ds(0.66), repc(0.53), trc(0.46), 
shc(0.4), ba(0.35), ihc(0.32), 
lf(0.29) 

2 2 Travel time 
(minimize) Y

es ifc(0.45), td(0.4), tq(0.38), 
tt(0.38), rn(0.37)

lf(0.5), ra(0.4), trc(0.38), rc(0.3), 
td(0.3)

3 3
Practical length of 
emergency route 
(minimize)

Y
es oc(0.43), tq(0.34), rn(0.3) pc(0.13), bac(0.013)

trc(0.5), rc(0.4), shc(0.37), 
repc(0.35), lf(0.32), ihc(0.32), 
oc(0.31)

4 4 Transport quantity 
(maximize) Y

es

oc(0.78), trc(0.57), ifc(0.45), 
stc(0.44), dt(0.34), su(0.32), 
tq(0.3)

det(0.2), rn(0.1), 
td(0.04), bac(0.002)

oc(0.6), shc(0.57), nsh(0.53), 
ba(0.53), rc(0.49), trc(0.45), 
lf(0.38), repc(0.34)

ds(0.12)

5 5 Coverage (maximize) Y
es det(0.51), tt(0.47), rn(0.4), 

bac(0.31) oc(0.06), su(0.01) td(0.59), ra(0.47) ba(0.18), shc(0.06), 
repc(0.03) 

6 6 Penalty cost 
(minimize) N

o

su(0.67), pc(0.58), tq(0.56), 
ifc(0.54), stc(0.49), oc(0.43), 
td(0.37), bac(0.32)

rn(0.09)
nsh(0.75), shc(0.62), ba(0.61), 
ihc(0.61), trc(0.52), rc(0.52), 
oc(0.41) 

ds(0.04)

7 7 Total cost (minimize) N
o oc(0.71), trc(0.4), stc(0.4) det(0.28), tt(0.23), 

rn(0.2), td(0.03) 
trc(0.71), shc(0.6), nsh(0.4), 
ba(0.55), repc(0.58) td(0.05), ds(0.002)

8 8
Number of 
distribution centers 
(DC) (minimize)

N
o

tq(0.58), det(0.55), su(0.52), 
tt(0.45), rn(0.4), pc (0.35), 
oc(0.34), dt(0.34), bac(0.32), 
ifc(0.33)

td(0.74), oc(0.58), ra(0.47), 
nsh(0.47), trc(0.47), ds(0.46), 
rc(0.43), shc(0.42), ihc(0.3)

9 9 Travel distance 
(minimize) N

o pc(0.36), oc(0.36), trc(0.3) rn(0.03) ihc(0.5), trc(0.48), repc(0.36), 
lf(0.31)

10 10 Resource cost 
(minimize) N

o

trc(0.68), oc(0.67), su(0.6), 
stc(0.6), tq(0.4), td(0.4), pc(0.38), 
ifc(0.37) 

det(0.23), rn(0.2)
nsh(0.71), oc (0.62), rc(0.62), 
trc(0.58), ba(0.58), shc(0.55), 
ihc(0.4), lf(0.35), repc(0.3)

ds(0.2)

11 1 Response plan 
(maximize) Y

es

v1(0.5), v2(0.57), v3(0.47), 
v4(0.79), v5(0.81), v6(0.55), 
v7(0.56), v8(0.44), v9(0.53), 
v10(0.46), v11(0.77), v12(0.59), 
v13(0.73)

c1(0.71), c2(0.8), c3(0.73), 
c4(0.79), c5(0.7), c6(0.78), 
c7(0.75), c8(0.75), c9(0.58), 
c10(0.47)

12 2
Operational 
management 
(maximize)

Y
es

v1(0.77), v2(0.46), v4(0.7), 
v5(0.59), v7(0.6), v8(0.34), 
v9(0.33), v11(0.65), v12(0.47), 
v13(0.66)

c1(0.35), c2(0.63), c3(0.53), 
c4(0.59), c5(0.6), c6(0.48), 
c7(0.48), c8(0.65), c9(0.44), 
c10(0.44)

13 3 Central influence 
(minimize) N

o v2(0.45), v7(0.45), v11(0.33), 
v12(0.69)

v3(0.12), v9(0.19), 
v10(0.15)

c2(0.33), c5(0.4), c7(0.31), c8(0.5), 
c9(0.11) c4(0.22), c10(0.08)

*Please consult Table 1 & 2 for identifying specific decision variables and constrains  
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and to maximize coverage. The information on social capital is continuously assem-
bled while preparing the responses by exploiting the decision factors evaluated in this
research. By understanding the achieving objectives, DMs concentrate on utilizing nec-
essary variables and constraints along with contextual ones. They consult and negotiate
with other DPAs (if related) and plan for deployment.

RSC receives initial demand notes and establishes communication with the logistics
hub or local market for procuring necessary items. Parallelly, RSC communicates with
IM for updates of FL status and Sched for scheduling items to be transported and vehicles
to be utilized. Then, Sched contacts with Transp and IM for finalizing the shipment(s) to
be stored in FL or sent to the distribution centers (DC). As soon as deploying arrange-
ment(s) is finalized, DC shares the distribution plan with the PODs. After dispatching
relief items either directly from the procurement or the selected FLs, DC monitors the
entire shipment(s) and continually communicates with responsible ones for updating the
safety and security of the selected distribution network. Along with official informants,
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Fig. 2. The proposed relief distribution process model (inspired by [4, 28, 37])

DC may increase public involvement for a faster update on distribution networks (i.e.,
blocked road, collapsed bridge), political instability in the network, safety, and security.

While considering limitations, our study faced the typical weaknesses summarized
by Hsu and Sanford [18]: low response rates and high time consumption. Our study also
faced the challenge of participation discontinuing in future rounds despite participants
being motivated by providing information about the survey topic, method, rounds, out-
comes, and the overall research theme. Since we exploited emails to communicate with
geographically dispersed experts, it was difficult to reach them as we got no indicate
whetherwewere using the right addresses until participants replied. The conducted inter-
viewswere informative, but it was laborious for us to convert them to a questionnaire-like
format.

After tackling all these difficulties, these summarized findings allow us to identify
paths for future research. Decision factors learned fromourwork can be translated as sys-
tem requirements for developing future IS artifacts (e.g., DSS), where the prioritization
by the experts can form the basis of a typical Must-Should-Could assessment. The step
following this article will be a design-oriented pragmatic approach that will effectively
support rapid decisionmaking for efficient relief distribution in large-scale disasters [30].
Our research will focus on proposing an operational ecosystem for RD by examining the
influences that it receives from other problem areas introduced in Sect. 1. This opera-
tional ecosystem could feedback DSS to produce effective and efficient decision-making
support.



110 M. T. Rahman and T. A. Majchrzak

6 Conclusion

Relief distribution is the core task of the humanitarian logistics operations. It depends
on qualified decision-making in facility location, inventory management, relief supply
chain, transportation, and scheduling. Except for a few of them, decision factors in
relief distribution are shared by different problem areas. Thus, decision-makers need to
know the decision objectives and how and to what extent decision variables and con-
straints influence them. In this article, we generated and evaluated two generalized sets
of decision factors. The first one encompasses decision factors that researchers exploited
in their objective functions and models to solve case-specific or scenario-specific relief
distribution problems, whereas the latter one incorporates expert-recommended decision
factors from the field. To provide decision-makers with manageable and comprehensive
advice, we proposed a shortened and prioritized list based on expert ranking. However,
for receiving the operational benefit, we still suggest decision-makers to keep track-
ing all the enlisted decision factors instead of searching the top-ranked ones only. As
humanitarian operations are highly contextual and decision-makers face severe uncer-
tainty in information gathering, processing, and implementation [31], we expect that the
enlisted decision factors will support them to visualize and understand the changes and
quickly identify relevant ones necessary for fast humanitarian relief distribution. We
also proposed a correlational matrix to assist decision-makers with an understanding
of the influential relationship between decision factors, so that they can select essential
decision factors based on their respective contexts.

The findings in this research have various implications. Empirically evaluating the
decision factors has extended the current body of knowledge on the RD process in large-
scale sudden onsets. Based on our findings, we have contributed to theHumLog literature
by extending the existing models to accelerate decision-making in disaster-like deeply
uncertain events, where information is infrequent and incomplete. Our research findings,
along with the proposed process model, will support field-based decision making in the
down-stream of the humanitarian relief supply chain, as well as in the center. Moreover,
it serves as an input to information system development to support decision-making.
Additional research is needed to refine the findings and extend the process model to
prototype and develop a decision support system to assist decision-makers with decision
alternatives for actual implementation.

Acknowledgement. The authors acknowledge the cooperation and valuable assistance received
from Eli Hustad, Dag Håkon Olsen, and Rania El-Gazzar on the Delphi process. At the same
time, the authors are grateful to all panel members, who provided insightful information, and
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Abstract. The General Data Protection Regulation (GDPR) was conceived to
remove the obstacles to the free movement of personal data while ensuring the
protection of natural persons with regard to the processing of such data. The Smart
Grid has similar features as any privacy-critical system but, in comparison to the
engineering of other architectures, has the peculiarity of being the source of energy
consumption data. Electricity consumption constitutes an indirect means to infer
personal information. This work looks at the Smart Grid from the perspective
of the GDPR, which is especially relevant now given the current growth and
diversification of the Smart Grid ecosystem. We provide a review of existing
works highlighting the importance of energy consumption as valuable personal
data as well as an analysis of the established Smart Grid Architecture Model and
its main challenges from a legal viewpoint, in particular the challenge of sharing
data with third parties.

Keywords: Smart Grid · Privacy · Data protection · Personal data · GDPR

1 Introduction

The General Data Protection Regulation (GDPR) came into force on the 25th of May
2018. The GDPR ensures the protection of natural persons with regard to the processing
of their personal data and guarantees the free movement of such data provided that the
appropriate safeguards are applied. The GDPR finds its legal basis in Article 16 of the
Treaty on the Functioning of the European Union (TFEU), which reads as follows: “Ev-
eryone has the right to the protection of personal data concerning them”. The definition
of personal data has always been an issue of controversy and includes factors related

A prior version of this paper has been published in the ISD2019 Proceedings (http://aisel.aisnet.
org/isd2014/proceedings2019).

© The Author(s) 2020
A. Siarheyeva et al. (Eds.): ISD 2019, LNISO 39, pp. 113–130, 2020.
https://doi.org/10.1007/978-3-030-49644-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49644-9_7&domain=pdf
http://aisel.aisnet.org/isd2014/proceedings2019
https://doi.org/10.1007/978-3-030-49644-9_7


114 J. Martinez et al.

to the “physical, physiological, genetic, mental, economic, cultural or social identity of
natural persons” (Art. 4(1) of the GDPR).

In the present paper, we focus on the Smart Grid, an ecosystem of hardware- and
software-intensive systems with a large diversity of stakeholders. The Smart Grid is a
world-wide solution towards a more reliable, efficient and sustainable electrical grid
[12]. Electricity distributors and suppliers are experiencing profound changes in their
business where manually reading or reconfiguring electricity meters is no longer valid.
SmartMeters automatically register and transmit the data through the Power LineCarrier
(PLC) or wireless connections to data concentrators and central systems using Meter
DataManagement (MDM) Systems. Also, several services can be remotely applied such
as changing the pricing policy or activating or deactivating the electrical service.

All the stakeholders in the value chain can benefit from the Smart Grid: End users
are empowered through near real-time information (24 h per day, 7 days a week) that
they can use to adjust their consumption or to identify a more appropriate pricing policy.
Suppliers can perform profiling and provide innovative and personalized pricing policies
that can be beneficial to avoid consumption peaks or waste of energy [47]. Distributors
have an effective tool to better monitor and manage their networks. In addition, smart
metering promises to enable “prosumers” (both producers and consumers of energy)
to be more easily rewarded for their contribution. The market around the Smart Grid
includes big companies but also SMEs acting as distributors or suppliers as well as a
dynamic ecosystem of third-parties providing value-added services.

Data processed in a Smart Meter includes more than one thousand parameters and
metrics such as the quality of the signal, but the main one is the electricity consumption
which is transmitted at very small intervals of time. That was not the case before the
establishment of the Smart Grid, where the electricity consumption was measured with
low frequency (e.g., on a monthly basis). The privacy-related issues mainly arise now
when instantaneous data can be taken. Energy consumption can be used for guessing
the data subject habits, creating a personal behaviour profile, deducing personal and
socioeconomic information, listing the existing electrical equipment and monitoring
their usage, or guessing the presence, absence or current activity of the residents [5,
45]. Therefore, energy consumption measurements can be considered personal data in
the meaning of Art. 4 (1) of the GDPR with great potential to be processed, solely
or in combination with other data, for “professional or commercial activities” (Recital
(18) of the GDPR). Actually, the EU Electricity Directive (amended in 2019) explicitly
mention the requirement that smart meters must comply with the EU’s data protection
rules [12], and the Supreme Court of an EU state member (Spain) recognized electricity
consumption data as personal data [6]. Exploiting behavioral data through the SmartGrid
can be motivated mainly by financial or political reasons [30] and a list and categories
of privacy harms is available [23].

Other personal data such as the address, contact details, bank accounts etc. can be
found in the Smart Grid context. However, these data mainly appear in administrative
or organizational processes such as the billing process of distributors, suppliers and
third parties. These cases fall in the general category of privacy issues for information
technology services. The aspect that makes the Smart Grid special regarding privacy
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concerns is the energy consumption, the possibility to associate it with a data subject,
and the consequences of disclosing these personal data or its usage without explicit
consent.

The methodology of this work consisted on several iterations to create and refine the
content with Smart Grid and GDPR experts (both researchers and practitioners) from the
European PDP4E project consortium (Methods and tools for GDPR compliance through
Privacy and Data Protection Engineering) [38], the Digital Lab, the Digital Energy, and
the Digital Trust Technologies area at Tecnalia, as well as legal experts from the KU
Leuven Centre for IT & IP Law, along with a literature review using the snowballing
approach [46].

This paper is structured as follows: Sect. 2 presents background information. Then,
Sect. 3 provides our analysis of the Smart Grid ArchitectureModel regarding the GDPR.
Section 4 elaborates on the legal and technical challenges. Finally, Sect. 5 concludes this
work and outlines future research objectives.

2 Background on the Smart Grid

In this section, we provide background information on electricity consumption data
(Sect. 2.1), widely accepted conceptual frameworks (Sect. 2.2), and the normative spaces
governing the Smart Grid context (Sect. 2.3).

Fig. 1. Illustration of a time series of electricity consumption (Source: [16])

2.1 Electricity Consumption Data

Electricity consumption is usually represented as a time series where time is presented in
the horizontal axis and the energy consumption (in watts) is presented in the vertical axis.
The shape of the time series will be then defined based on the appliances used or not used
in the daily lives of residents. Several techniques for time series analysis can be performed
such as time series classification or forecasting [29]. For more examples on time series
analyses, a taxonomy of Smart Meter data analytics is available [45]. Figure 1 is an
illustrative example of a time series from the Google Power Meter project (discontinued
in 2011) [16]which, once integratedwith SmartMeters andwith the appropriate consent,
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allowed users to record and visualise their own electricity consumption. We can observe
how load signatures (e.g., consumption pattern of the dryer, fridge etc.) can be identified.

The simultaneous use of several appliances can make it difficult to automatically
analyse time series (e.g., accumulative effect of energy consumption). However, this
effect can be minimized if the load signatures were isolated at some point in time or
through approximation techniques. A review by Wang et al. [45] of Smart Meter Data
Analytics presents different applications of this data, and ten open data sets of Smart
Meter data.

2.2 The Smart Grid Architecture Model

The Smart Grid Architecture Model (SGAM) [4] is a reference framework widely
adopted by the Smart Grid community. Figure 2 is the representation of the SGAM
that helps to position Smart Grid actors and use cases in a three-dimensional space of:

Fig. 2. Smart grid architecture model (Source: [4])

• Domains (Generation, Transmission, Distribution, Distributed Electrical Resources
(DER) and Customer Premises),

• Zones (Process, Field, Station, Operation, Enterprise and Market), and
• Interoperability layers (Component, Communication, Information, Function and
Business).
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As mentioned in Sect. 1, Smart Meters have drastically changed the electric power
industry, notably the SGAM Information and Communication layers have now much
more importance compared to the era when the meters were not highly and continuously
connected. Compared to the other layers, these two layers are not yet completely mature,
so crosscutting concerns such as security have inevitably gained relevance.

2.3 Normative Spaces

The International Electrotechnical Commission created and maintains a standards map
[22] using the SGAM as the reference conceptual framework. It currently contains infor-
mation about 512 standards categorized in 16 component-related clusters. In addition,
for each component, several use cases and examples are included. The standards map
identifies 4 crosscutting functions: Telecommunication, Security, Electromagnetic Com-
patibility (EMC), and Power Quality. Another crosscutting aspect related to security is
privacy which is the focus of this work.

The European Smart Grids Task Force Expert Group for Standards and Interoper-
ability produced an interim report on My Energy Data [15], where Energy Data services
were identified as subject to the GDPR. They also analysed the diversity of Smart Grid
setups in different countries with respect to privacy. Our aim is to provide a general view
without a special focus on country specificity. The Smart Grid Task Force also provides
guidance for conducting Privacy Impact Assessment (PIA) and prepared Data Protec-
tion Impact Assessment Templates for Smart Grid and Smart Metering systems [14].
Regarding standards, a survey identified ten standards related to privacy in the Smart
Grid [28]. The two of high relevance are NISTIR 7628 [36, 37], and NIST SP 800-
53 [34]. NISTIR 7628 is also mentioned as the reference for security requirements for
device access control and message protection in the Task Force of Privacy and Security
approach at the Smart Meters Co-ordination Group.

3 Natural Persons Identifiers and Energy Consumption Through
the SGAM Layers

This section presents an analysis of how the identifier of the data subject and its energy
consumption is used through the technical infrastructure and stakeholders of the Smart
Grid.

3.1 Component and Communication Layers

Figure 3 illustrates the Component and Communication layers of the SGAM. The Smart
Meter device (bottom right) usually transfers data through the Power Line Carrier (PLC)
to a Distribution Data Collector (DDC). PLC is used in some countries such as France,
Spain or Italy. Others like UK or USA use wireless communications or DDCs. These
DDC concentrators installed in the secondary substations, usually one per neighbour-
hood, are the intermediary points in the transmission to the distributor Head End System
(HES) for around three hundred smart meters.
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Fig. 3. Component and communication layers of the smart grid architecture

PLC does not perform well in data transmission for long distances, thus, in case of
remote locations, more expensive solutions should be put in place such as Point-to-Point
(P2P) protocols to send the data directly to the HES without the need of DDCs. To
communicate with the HES, the DDC might use PLC, General Packet Radio Service
(GPRS), other radio protocols, Digital Subscriber Lines (xDSL) or Fiber Optics. The
HES communicates with the Distribution Management System (DMS) to receive the
aggregated reports. Approximately, a DMS exists at national scale for each distributor.
Then, already in the Enterprise SGAM zone, the DMS communicates with the Customer
Relationship Management (CRM) system. The CRM system is responsible to manage
and analyze the interactions with customers. The CRM communicates with the Meter
DataManagementSystem (MDMS)of the electric distributor. ThisMDMSis responsible
to store, manage, and analyse the vast amount of data generated in the Smart Grid. For
more details we refer to a survey on Advanced Metering infrastructures [33]. A huge
variety of other systems, that do not belong to the traditional distributor and supplier
actors of the SGAM, appear as third parties completing the ecosystem. The MDMS can
communicate with these third parties to enable or complement third-party services.

Regarding the communication, the data is encrypted (e.g., AES 128 [32]) and Smart
Meter devices that transmit unencrypted data are being replaced. Privacy-preserving data
aggregation schemes are also being investigated to prevent the inference of electricity
consumption information of specific customers when the data is aggregated [21]. The
arrows in Fig. 3 are bidirectional because central systems can remotely monitor and
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operate in the SmartMeter through these protocols (e.g., to respond to customer requests
in real-time, to change date/hour, to modify the tariff or power demand threshold). In
Fig. 3, close to the Smart Meter device, the auxiliary equipment is another possible
component which might directly communicate with the MDMS or with third parties.
For instance, in the UK, the communication from the Smart Meter auxiliary equipment
with the supplier is direct through radio, replacing the need of DDCs, HES etc. Also,
electricity users can decide and consent to add auxiliary equipment to enable third-party
services. This way, third parties can obtain the data without the electric distributor.

3.2 Information Layer

Figure 4 illustrates the SGAM Information layer. The Smart Meter contains the cus-
tomer’s supply identifier. Several identifiers can be used to link a data subject with its
electrical consumption, the Smart Meter serial number (unique identifier assigned to the
individual piece of hardware), MAC address (Media Access Control address, a unique
identifier used as a network address for the data link layer), and the CUPs (Universal
Supply Point Code) which is a unique identifier for each home or business electricity
supply point which does not change in case of selecting a different supplier or energy
consumption tariff.

Fig. 4. Information layer of the smart grid architecture focused on the supply identifier and the
energy consumption

From the Field SGAMzonewhere the SmartMeter is located, the informationmoves
to the Station and Operation zones where the identifiers and energy consumption data is
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aggregated with those of other users. Then, at the Enterprise zone, as part of the billing
process, both the distributor and the supplier have the customers’ physical address, the
energy consumption metrics, and the smart meter identifier. Distributors and suppliers
process personal data and they might transmit this information to third parties. As we
can observe, the information transverses several SGAM zones, complicating the data
lineage (term used to designate the management and traceability of the data life-cycle).
Figure 4 shows a coarse granularity of the information flow. The presented steps could be
largely expanded using more detailed Data Flow Diagrams (DFD) with privacy-related
information (e.g., [7]) on specific organizational and technological settings. However,
the presented information is sufficient for the understanding of the challenges.

3.3 Function and Business Layers

Figure 5 illustrates the Function and Business layers, showing only an excerpt of all the
possible functions. The data processing by the distributor or the supplier is a function
related to business purposes or to improve the quality of service. The customer examining
his or her consumption is also an example of function from the Customer Premises
domain. Then, the data processing by third parties is a generic function referring to
the diversity of current and future functions that will be available using Smart Grid
information beyond distributors and suppliers.

Fig. 5. Functional and business layers of the smart grid architecture showing an excerpt of the
possible functions and the GDPR as business normative space

A Spanish study on the access to the electric power consumption of Smart Meters
and its access and usage by third parties [40], lists more than forty companies offering
services from power consumption data. Some of them use the Smart Meter from the
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distributor/supplier, while others offer submetering, which means the use of their own
auxiliary equipment as mentioned in Sect. 3.1.

Other third parties can be related to the Internet of Things (IoT) [1]. The IoTparadigm
extends physical devices and traditional real-life objects with Internet connectivity, sen-
sors to get information about their context, and with the capacity to communicate and
interact with other devices and objects to provide services. These dynamic IoT networks
and the use of power consumption data are intended to unleash the promises of the Smart
House [12] or the Smart City [48]. IoT also complicates the data lineage and the use
of privacy technologies, given the heterogeneity, potential mobility, and usually limited
resources of IoT devices and objects [1].

Aswe have explained in Sect. 2.3, several normative spaces are placed in the different
SGAMdomains and zones [22] and privacy is a prevalent topic among them. The SGAM
business layer also includes normative spaces [4], so we included the GDPR as a legal
act impacting all zones and domains, except the electricity generation and transmission
domains, as they are unrelated to individuals. Other privacy-related normative spaces
[28] will be similarly positioned.

4 Challenges

We classified GDPR related Smart Grid challenges based on different the concepts stem-
ming from the GDPR chapters. These concepts are summarized in Table 1. Section 4.1
refers to the principles relating to processing of personal data, Sect. 4.2 elaborates on
the rights of the data subject and finally, Sect. 4.3 presents the challenges linked with the
obligations of controllers and processors. The controller is the GDPR entity determining
the purposes for which and the means by which personal data is processed.

Table 1. Categories of challenges based on GDPR concepts

GDPR concept

Principles relating to the processing of personal data Section 4.1

- Lawfulness, fairness and transparency

- Data minimisation and purpose limitation

- Special categories of data

Rights of the data subject Section 4.2

- Right to information about processing operations

- Right to access by the data subject and right to erasure

- Right to data portability

- The right not to be subject to a decision based solely on automated processing

Obligations of controllers and processors Section 4.3

- Data protection by design and by default and the security of processing

- Data breach management
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4.1 Principles Relating to the Processing of Personal Data

Lawfulness, Fairness and Transparency The GDPR requires controllers to process
personal data in a lawful manner. It entails the need for an appropriate legal basis.
Art. 6 of the GDPR provides an exhaustive list of criteria for fulfilling the conditions of
lawfulness. In the Smart Grid scenario two potential legal grounds for the data processing
stand out as the most relevant ones: consent and contract. The performance of a contract
could, for instance, be relied upon for processing electricity consumption data for billing
purposes, whereas the consent might be required for conducting marketing campaigns.
In all those cases the data should be collected and processed for a specific purpose and,
prior to the processing, the controller should opt for the most suitable lawful ground.
If there are any additional purposes of processing, a controller should obtain a separate
specific and informed consent from a data subject for each of them, where the processing
is consent based.

Smart Meter users can currently subscribe by giving their consent to be monitored
to receive marketing offers from suppliers or be informed about the pricing policy.
Even though the transmission of the personal data to third parties can contribute to the
provision of extended services or tomore targetedmarketing offers, the data subject shall
be informed of all the recipients of his or her personal data and, where required, explicitly
give their consent. Such consent can be considered freely given only if it can be as easily
withdrawn as it was granted. While the Smart Grid was conceived as a new field for
the launch of innovative value-added services and improvement of the sustainability of
our environment, the management of the consent and handling of its withdrawal, where
data is transmitted across the SGAM actors and to third parties, might encounter certain
technical difficulties.

Data Minimisation and Purpose Limitation
Since data minimisation and purpose limitation constitute the core GDPR principles,
the personal data provided should be limited to what is strictly necessary in relation
to the purposes for which they are processed, for instance for the performance of the
contract, and for the supply and billing purposes. Thus, the controller must guarantee
that third-party processors have the minimal amount of data to perform their intended
processing. In contrast to other scenarios where this usually consists in not transmitting
some columns from a database, the data minimisation of the energy consumption is
different and requires manipulating the time series in different ways. A usual technique
is to modify the resolution of the data. For example, the data with a time interval of
seconds might not be needed and may be limited to each hour or be collected for the
whole day or week. Some works suggest that a half-an-hour frequency is sufficiently
reliable for most purposes and hides the operation states of most of the appliances [17].
However, in 2012, the European Commission recommended keeping a frequency under
15 min to “allow the information to be used to achieve energy savings” [12]. Several
works explore the trade-offs between privacy and the operational needs of Smart Grid
data mainly by investigating different data resolution schemes and load shaping [2, 8,
26, 42, 43], but this research field is still considered to have many open challenges. In
fact, the Smart Grid data minimisation is a well-studied case study for the more general
problem of time series compression [9].
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Data minimisation could be also performed in early phases (e.g., in the Smart Meter)
considering the needs of processing in thewhole chain forwhich the data subject gave his
or her consent. Failing to guarantee data minimisation can expose the controllers to fines
as it is non-compliant with the GDPR. In addition, it could have the consequence that
users start adopting techniques to preserve their privacy. Known techniques are charging
and discharging batteries [41] or the use of load shaping with storage and distributed
renewable energy sources [26].

Special Categories of Data
While weather conditions stay a typical influential factor in predicting energy consump-
tion, data fusion can contribute to more effective Smart Grid data analysis. For example,
personal energy consumption prediction and forecasting can be enhanced if other data
sources are combined with energy consumption histograms. The cumulative analysis
of other data sources, containing various information about a data subject (location,
age, gender, socio-economic parameters like the income level, employment status, edu-
cational level, whether they are property owners, the number and type of appliances)
can help to establish a correlation between electricity consumption and personal habits.
On the basis of precise energy consumption details some further assumptions can be
made with regard to more sensitive aspects of personal life, such as religious beliefs
and practices [12]. According to Art. 9 of the GDPR, the processing of personal data
revealing racial or ethnic origin, political opinions, religious or philosophical beliefs etc.
is prohibited (with specific exceptions). Whereas the intense analysis of multiple data
sources can improve the quality of energy services, it is crucial to strike the right bal-
ance between legitimate interests of controllers and the fundamental right to protection
of personal data. Several studies are trying to identify which are the relevant variables
that are worthy to use for the different analyses [19, 25, 31]. While some of these data
sources might be discarded, others might be highly valuable for providing better or new
services.

As mentioned before, energy consumption is a relevant information to satisfy the
promises of the IoT. This way, the devices can decide when to charge, operate, or shut
down, to be more cost and energy efficient. The automatic and unsupervised use of this
data by the inter-connected devices can be problematic. The SmartMeter can be an inter-
connected actor providing energy consumption measurements as well as other data such
as the current pricing policy to other actors. Though coordination mechanisms between
machines can be established, devicesmight disclose data or transfer data without consent
(e.g., to the manufacturers). IoT manufacturers are very diverse and it is not possible to
control which devices will be part of this configurable or self-configurable network at
the design stage. Still they might need to transfer data between them (e.g., to accomplish
their mission or to provide better and more efficient services), with the consequence
of complicating the consent management for the data subjects each time a new device
is added. The interconnected devices should be able to negotiate, preferably without
human intervention, to make these networks efficient and self-managed. In addition,
while the Smart Meter might be related to the controller for the energy consumption and
the energy pricing policies, other IoT devices might be related to the controllers of other
type of personal data, which will need to be aggregated to provide new or enhanced
services.
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4.2 Rights of the Data Subject

Right to Information About Processing Operations
The right to information about processing operations is crucial for the exercise of all other
data subject’s rights. If customers of the Smart Grid are not informed about processing
operations over their data at the time of its collection, they will never be aware of the
use of their personal data. The lack of information will prevent them from eventually
taking further decisions and actions (e.g., ask for its erasure). The GDPR stipulates that
the controller shall take all the appropriate measures to inform the data subject about
processing related to his or her personal data. This information shall include all the
contact information about the controller, the purposes of processing operations, their
legal basis and also recipients of this personal data, if any. The data subject shall be
also informed if there are any intentions to transfer personal data to third parties. This
information shall be provided free of charge and without undue delay. Since not all
SGAM actors are known in advance, especially because of the dynamic ecosystem of
third parties, it might be difficult to manage the information obligation under the GDPR.

Right to Access by the Data Subject and Right to Erasure
Upon a data subject’s request, it is technically challenging to guarantee the access to
(Art. 15 of the GDPR) and removal (Art. 17) of the energy consumption information
from all the Smart Grid actors. As in many other scenarios, the processing chain is
complex and coordinating the processing actors and validating a complete access or
removal might require complex operations. While there is a legal permission to keep
consumption data for the billing purposes, there might be difficulties with managing
and separating different data sets. Therefore, the removal will have to take into account
when, how and which data should be removed from each processing party. In the context
of third parties related to the IoT, there might be connectivity issues that disconnect the
controller from a device for long periods of time, making difficult the actual and timely
access and removal of the personal data.

Right to Data Portability
Art. 20 of the GDPR provides for the right to data portability. When a data subject
wants to change his or her electricity provider, the data portability must allow personal
data to be transferred directly to a new company in a practical and simple way for
the end user. This might include the historic of energy consumption. Also, prior to
the selection of a new company as a supplier (initiated by the user), the new potential
supplier might require to perform an analysis of the personal data to identify the best
personalised offer. There is a risk that companies may try to hide the access to personal
data from competitors. To overcome this issue, a typification of consumption profiles
(e.g., standardizing a predefined list of profiles) would contribute to data portability and
provide certain degree of data minimisation.

The Right Not to be Subject to a Decision Based Solely on Automated Processing
As set out in Art. 22(1) of the GDPR, the data subject shall have the right not to be subject
to a decision based solely on automated processing, including profiling, which produces
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legal effects concerning him or her. The wording of this provision is not straightforward
and may be subject to divergent interpretations, for instance, with regard to its scope
of application. The application of this provision to the Smart Grid scenario requires a
detailed analysis of all the uses of personal data for profiling considerations. Moreover,
there is a need to check whether a data subject might be legally affected by any decisions
taken without human intervention and based solely on automated processing.

Profiling is probably the most direct use of the personal data regarding energy data
consumption, and highly-personalized marketing is one of its most obvious commercial
uses. One of the main objectives of customized advertisement is to create personal
profiles and cluster the profiles tomaximize the profitability of commercial actions.Apart
from that, profiling and monitoring could leave the door open to other kind of uses such
as deriving sensitive personal data or targeted monitoring. All these examples interfere
with the right to privacy and the right to self-determination. In the Smart Grid scenario
profiling can meet the requirement of lawfulness if it is necessary for the performance
of a contract between the data subject and an electricity provider, or if it is based on the
data subject’s explicit consent as provided in Art. 22(2) of the GDPR.

Manufacturers are interested in knowing how people use their appliances. Each
appliance has an electricity load signature which can be used to differentiate its shape
from other appliances. For example, in Fig. 1 we observed a peak corresponding to a
dryer, and smaller and periodic peaks corresponding to a fridge. If the appliance can be
configured by the user or if the circumstances change, this signature can be modified to
some extent. Thus, it is possible not only to know the existing appliances, but also how
the residents use them. Newborough and Augood [35] illustrated this fact by showing
the difference in the load signatures of the same washing machine using a 40 °C cycle
and a 85 °C cycle.

This practice of using energy consumption and appliance load signatures for nonin-
trusive load monitoring (NILM), or nonintrusive appliance load monitoring (NIALM)
was already identified as problematic regarding privacy when the technologies enabling
it started to appear [20].As another example of howpersonal preferences can be obtained,
automatic analysis of time series was used by Greveler et al. [18] to show how the infor-
mation about which TV channel is being watched can be disclosed through Smart Meter
power usage profiles. Given the brightness of the TV screen, a consumption prediction
model can be defined and used for each channel and compared with the actual con-
sumption. This research concluded that a sample taken each 0.5 s during five minutes is
in many cases sufficient to identify the viewed content. Thus, the interests of a person
can be inferred through the viewed contents and used for professional or commercial
purposes.

4.3 Obligations of Controllers and Processors

Data Protection by Design and by Default and Security of Processing
According toArt. 24 and 32 of theGDPR, the controller and processor should implement
all the necessary technical and organisational measures in order to ensure the protection
of personal data and appropriate level of security. Moreover, in its Art. 25, the GDPR
emphasises the principle of data protection by design and transforms it in a cornerstone
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obligation of the software development process. However, it is difficult to translate the
legal rules into effective technical safeguards. Despite of this, the security of energy
networks is closely intertwined with risks to the fundamental rights to data protection
and privacy. Principles for privacy by design in the Smart Grid context, and aspects that
Smart Grid technologies should consider regarding privacy, has been a subject of study
[3]. The Smart Meters constitute a part of a massive “attack surface” and are exposed
to security failures [12]. The TACIT project [44] studied the different cyber-attacks that
can take place in a Smart Grid scenario. As electricity supply impacts other critical
infrastructures, the cybersecurity threat to the energy sector has an effect on the whole
society. Addressing data protection considerations from the design of the meters, and
from all the SGAM levels, can contribute to a stronger cybersecurity.

Cyber-attacks have caused important problems for the energy sector, and the Euro-
pean Union has tried to address the issue with the Network and Information Security
(NIS) Directive [13] that increases the harmonization of national laws of Member states.
However, since the directive requires the transposition into national laws, some discrep-
ancies across the EU might still remain. While the directive also applies to the energy
sector and contains in its annex a list of energy sector organisations that could be consid-
ered as operators of essential services, it does not specify the appropriate measures and
risk mitigation strategies that should be taken in order to reinforce security. According
to Art. 4(1) of the NIS Directive, a risk is “any reasonably identifiable circumstance
or event having a potential adverse effect on the security of network and information
systems”. Therefore, energy providers should implement a threat and risk management
system, establish an effective incident response network, improve resilience to cyber-
attacks and ensure technical and human intervention in order to address such issues
[10]. Moreover, the European Commission has provided the Smart Grid industry with
recommendations on how to perform such data protection impact assessments [14].

Convergent security analysis (physical and digital) is needed to guarantee the security
of processing of personal data as referred to in Art. 32 of the GDPR. NIST [36] refers
to it as combined cyber-physical attacks, and they can affect also privacy concerns.
Smart Meters are usually located in a shared place for several apartments. As examples
of security threats on a Smart Grid scenario, we can mention physically accessing the
Smart Meter, watching the visible display with the counter, observing the residence or
identifying the names in the post boxes. These are actions that can reveal the mapping
between energy consumption and the associated person. Less populated areas present
more technical problems regarding these threats. Smart Meters do not need visible dis-
plays, but they are equipped with them. They usually include a LED which blinks more
when the power consumption is higher. This could be used, not only to guess the power
consumption, but also to associate a Smart Meter with a person if we can link the phys-
ical observation of the residence with the visible displays or the blinking of the LED
for singling out an apartment. While this kind of activity seems to be more related to
sophisticated preparation of criminal activities, their usage for professional or commer-
cial purposes might not be discarded. Also, the operators from the distributor or the
supplier have access to various personal information, so privacy adherence by operating
personnel must be guaranteed.
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Even if the Smart Meters themselves are fully compliant with the law, their connec-
tion to other devices makes them more vulnerable. Vulnerability is exacerbated by the
low security standards implemented on some IoT devices [1], so manufacturers should
provide for stronger safeguards from the design stage. Recall that controllers are obliged
to choosemanufacturers that provide for privacy-friendly solutions. Personal data within
IoT devices can be available to persons that are not authorized for it, and without the
consent of the data subject. Also, Cyber-Physical Systems (CPS) [39] are highly present
in the Smart Grid, and it is considered that security and privacy are hindering the devel-
opment of CPS in the Smart Grid context since user actions can be monitored or devised
from the data that CPS manage [24].

Data Breach Management
Cybersecurity risks include data breaches that can happen in any information system
dealing with personal data. However, there is a special aspect regarding the Smart Grid,
which is related to the fact that data subject privacy might have less priority than energy
availability. Provided that suchmeasures are proportionate and transparent, public safety
will often overrule protection of personal data. For example, Denial-of-Service (DoS)
attacks (e.g., sending large amounts of data so that the device is overloaded and it is
incapable of answering legitimate requests) have more priority than Man in the mid-
dle/Sniffing and intrusion to the servers [44]. DoS has higher priority because the avail-
ability of electricity is safety-critical. Safety-critical systems are those whose failure
can cause injury or death to people or harm to the environment in which they operate
[27]. In other scenarios such as a non-critical web page providing some services, a data
breach can be stopped by shutting down the service until the security patch is in place.
In the Smart Grid, shutting down the availability of electricity can have uncontrolled or
catastrophic consequences (e.g., hospitals or other critical infrastructures connected to
the Smart Grid might be affected).

The trade-offs betweendisclosing personal data or cutting off the electricity should be
investigated with appropriate risk assessments (e.g., the Data Protection Impact Assess-
ment mentioned in the GDPR). In a hypothetical case of a data breach, a higher pri-
ority may be given to the availability of the service. Microgrid operations or islanding
(autonomously providing power to a location without being connected to the main elec-
trical grid) is being investigated to mitigate cyber-attacks and cascading effects [3, 11,
36]. Additionally, operators are asked to report incidents that affect the security, integrity
and confidentiality of the service, if such incidents have a significant disruptive effect
on the provision of an essential service. Regarding personal data disclosure, the impact
on data subjects will need to be assessed, and data subjects or authorities will need to
be informed depending on the risk assessment and the severity of the risk.

5 Conclusions

We analysed the General Data Protection Regulation (GDPR) compliance challenges of
the Smart Grid and presented a characterization of the Smart Grid Model Architecture
layers with respect to the GDPR. We also categorized and described Smart Grid chal-
lenges with respect to GDPR concepts and principles. The GDPR is not only limited to
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distributors’ and suppliers’ operations, but also covers the growing and diverse ecosys-
tem of third parties providing extra services. The challenges include the large amounts
of information that can be obtained from the Smart Meter via personalized profiles, the
assurance and minimization of the data flows as well as the consent management before
transmitting personal data to third parties. In the Smart Grid, profiling represents sub-
stantial risks to the right to data protection since one can single out what the person is
doing every hour of the day. This is an important interference to the right to data protec-
tion, the right to privacy and the right to self-determination. As future plans, Smart Grid
challenges will be addressed at technical level, by providing tools and methods that can
help in GDPR compliance.
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Abstract. The authors do a comprehensive comparison of the Swedish Informa-
tion Systems undergraduate programs in order to on the one hand get a better
understanding of how the Swedish curriculum compares to the Australian and US
counter parts and on the other hand also get an understanding of where the IS field
has changed over time. This change is debated to get a clearer view ofwhat courses
should be core in a post 2020 curriculum. The study points to some significant
overlaps where Foundations of Information Systems, Data and Information Man-
agement, and Systems Analysis and Design are important for both Swedish, Aus-
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focus in the different countries’ curricula,where theSwedish programshave a clear
focus towards enterprise architecture and application development in comparison
to both the Australian and US counterparts.
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1 Introduction

Information Systems (IS) and the use of IS could be argued to be one of the most
important, if not the most important, emblematic and ubiquitous technologies in our
modern society. This implies that teaching and understanding of how IS interacts with
business and society as a whole should be of central importance to all governments.
Even though academic programs catering to IS knowledge started to appear in the late
1960’s, the major professional body, i.e. the Association of Information Systems (AIS),
was not established until the mid 1990’s1.

This indicates that the field is still young and one representation of this can be seen
in the fact that we find academic programs centred around IS in many different faculties
as well as different departments within the faculties. IS permeates everything in our
everyday life, and the way we interact with different systems and technology increases

A prior version of this paper has been published in the ISD2019 Proceedings (http://aisel.aisnet.
org/isd2014/proceedings2019).
1 https://history.aisnet.org/images/Docs/Association_for_Information_Systems.pdf.
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every day and, in that capacity, it should be apparent that an up to date and functioning
IS curriculum is of vital importance. The latest guideline for IS curriculum [21] is now
10 years old and it is uncertain if it still represents the sought after curriculum for
universities around the world. A few studies have been done in order to verify to what
degree academic programs adhere to the IS 2010 guidelines, most notably [14] did a
comprehensive study on the Australian undergraduate Information System curricula as
a comparative study towards other studies done in a similar fashion. This study was
envisioned to be a comparative study of [14] set in a Swedish context.

2 IS Curricula

Over the decades it has been argued that Information Systems is not a mature field and
that it even exhibits some uncertainty about its own identity e.g. [17]. The IS field in
itself is built on rapidly changing technologies, which would inherently suggest that the
field as such must change with the evolving technologies. [20, p. 731] argues that: “the
professional context in which our graduates do their work has changed considerably
over the past decade, and this change should be reflected in the curriculum.”

One strong factor behind this article and the mayor revision of the IS curricula that
became IS2010 was a rapid decline in the study of IS as a field among student. In
hindsight it could be argued that some of this decline could be attributed to the dot
come bubble bursting, but this does not take away from the fact that the IS curriculum
needs constant change due to the very nature of the subject being studied. This has led
us to present times where we find criticism against the lack of programming in the IS
2010 Curriculum Guidelines, e.g. [1, 2, 15]. Even a program specifically designed after
the IS2010 Curriculum Guidelines [4] still put quite an emphasis on programming and
program design.

Furthermore, there has also been discussion on the flattened curriculum structure
e.g. [13] who argue that students who work from IS 2002 will have a greater depth of
knowledge in specific areas compared to students who have gone through a program
which models its curriculum after IS 2010. One change from the IS 2002 curriculum
compared to the IS 2010 curriculum is the inclusion of Enterprise Architecture (EA) as
a core module. EA is often considered to be one of the better ways to understand how
information systems align with business needs [16].

Even though we have these discussions, or criticisms, it is interesting to note that,
during his 2016 study of the IS curricula in US AACSB-accredited colleges, Yang by
using his current as well as 2012 work on IS curricula, concludes that IS has become
a mature discipline from the perspective of academic institutions [22]. Could it be that
IS as a field needs to always have an ongoing discussion, but that we now have reached
some form of maturity so this doesn’t imply that we are in a crisis, or that we don’t have
an identity but rather that it is inherent in the subject matter that we need to constantly
reinvent ourselves and the field in which we are working?
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3 Method

The term Information Systems (IS) is typically translated into the terms “systemveten-
skap” or “informatik” in Swedish. In order to find the undergraduate IS education pro-
grams given in Sweden, we therefore searched the web using search strings for “sys-
temvetenskap&program” and “informatik&program.” This search gave us a first list of
potential undergraduate IS programs. Sincewe knowmost of the other universities and IS
education programs in Sweden, we first checked the generated list to see that it contained
these. We then checked the intake statistics for undergraduate education programs2 for
the fall of 2018 published on the web by the Swedish Council for Higher Education to
further confirm the list of institutions and programs. Through this method we found 19
programs that are either explicitly called an IS program (including Swedish derivatives
of the IS term) or, by checking the curricula with expected learning outcomes, program
layout and structure, etc. we deemed to be IS programs.

The kinds of program we were interested in are three years long education programs
comprising 180 HEC (Higher Education Credits) according to the Bologna accord for
higher education in Europe. We excluded programs that were designed as 90 HEC IS
and 90 HEC of non-IS content and learning, since we do not consider such programs
to be pure IS programs (the Y shape of programs in the study by [14]) in a Swedish
context. An example of such a program could be 90 HEC IS and 90 HEC BA forming
an IT-BA program. Other types of program that were not considered in this study, are
programs that instead of a BA focus have a more technical and computer science kind
of focus, which we also deemed to be outside of the scope of this study.

Each curriculum was downloaded and stored locally. Following that every syllabus
for the courses offered in the programs according to the curricula were downloaded
and stored locally. The curricula, syllabi, the programs, and course websites were then
checked for consistency.

In order to hold the data collected for the study, we built a relational database in
MySql Server 8.0 to persist the data in a structured model that made it possible to do
different kinds of queries and analysis. This database was loaded with the facts about
the institutions (university, faculty, and department), programs, courses, and modules
found in the downloaded documents. We again ran checks against the websites and
education portals of the institutions giving the IS education programs to confirm that the
curricula matched the information published on the web. When it differed, we chose the
information published online as this would more likely be up to date.

We retrieved the fourteen IS 2010 modules (courses) from [21, p. 35] and entered
them into the database. Seven of the modules are considered as core and have assigned
codes (IS2010.1 to IS2010.7)3 while the remaining seven are example elective modules
and thus lack codes. To uniquely identify all the modules, they were stored with a
numerical identification index of 1 to 14.

2 https://www.uhr.se/studier-och-antagning/Antagningsstatistik/soka-antagningsstatistik/.
3 We discovered that [1] are inconsistent and that IS2010.4 is IS Project Management on page 35
but is IT Infrastructure on page 45. In our study, we have used the labels from page 35.

https://www.uhr.se/studier-och-antagning/Antagningsstatistik/soka-antagningsstatistik/
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3.1 Coding and Analysis

The typical size in HEC of a course in a Swedish IS education program is 7.5, meaning
five full-time study weeks. However, some programs have courses that are more than 7.5
HECs and thusmay comprise distinct modules with name and amount of HECs specified
in the syllabi. In such a case, it was treated as an identifiable module and entered into the
database. If there were distinctively identifiable course exams clearly indicating course
modules, they were also treated as identifiable modules and entered into the database.

The courses investigated are worth between 1 HEC and 30 HECs, where 30 HEC is
equivalent to a full semester of full-time studies. 257 (73.8%) of the courses are worth
7.5 HECs, 63 (18.1%) are worth 15.0 HECs, 18 (5.2%) are worth 30.0 HECs, 5 (1.4%)
are worth 6.0 HECs, 3 (0.9%) are worth between 1.0 and 4.0 HECs, and 2 (0.6%) are
worth between 12.0 and 14.0 HECs.

A further analysis of bigger courses (>7.5HECs) thatwere not designedwith distinct
modules (55 courses) revealed that 30 were degree project courses, placement courses
(real-world projects), project work courses, and research methodology courses, without
rationales for separate modules. This leaves 25 courses that could have associations with
more than one IS 2010 module. A review of these courses’ syllabi resulted in 11 courses
(3.2% of all the courses) that in e.g. the expected learning outcomes clearly showed
that they involved more than one IS 2010 module, for instance IS Project Management,
Systems Analysis and Design, and Application Development. If it was possible to infer
identifiable modules through e.g. name of exams and if it was possible to infer or guess
the size of these inHECwedivided the course into distinctmodules.Otherwise,we coded
the course as one IS 2010 module based on the main topics and learning outcomes of
the course.

In the database, courses without modules were treated as modules in themselves.
Courses that had some form of modules were assigned modules identified by the course
code plus an index (course code plus “-n”, e.g. TIG015-1) andwere associatedwith these
modules in the database. In total, this procedure resulted in 348 distinct courses and 392
distinctmodules. Hence, we inferred 44modules from the syllabi. Each suchmodulewas
then analysed by scrutinizing the module name, expected learning outcomes, content,
etc. This was compared with the IS 2010 modules from [21] and the modules were either
coded with 1 to 14, or, if we did not see a distinct match, with ‘null’. The results of the
coding were stored in the database.

In order to improve the validity of the analysis the comparison between the identified
modules in our data and the IS 2010 modules was first done by the first author of the
paper. This list was then checked by the second author and the differences in coding was
discussed to form a joint opinion and one code. This procedure resulted in 287 modules
associated with IS 2010 modules (coded 1 to 14) and 105 modules not associated with
IS 2010 modules (coded ‘null’).

4 Findings

In Sweden, there are 36 government funded higher education institutions. Through the
procedure described above we concluded that 17 of these offer 19 undergraduate IS
programs that had an intake during 2018. In the text, tables, and figures we use the



Swedish Undergraduate Information Systems Curricula 135

ISO3366-1 alpha-2 two-letter country codes for Sweden (SE), Australia (AU), USA
(US), and UK (GB).

4.1 Program Placement in Academic Division

Different to the discussion in [14], the type of academic division where the Swedish
programs are placed is less straight forward. In [14] two types of divisions account
for 28 out of 32 programs, namely Science, Engineering & Technology (SET) and
Business divisions. The typical organization of higher education in Swedish universities
and university colleges is Institution -> Faculty ->Department. There are also Business
Schools that are faculties (Lund University) or departments (Örebro University). The
Department ofComputer andSystemsSciences (DSV) of StockholmUniversity is part of
the Faculty of Social Sciences. At theUniversity of Gothenburg, the department, Applied
Information Technology, involved in the education program is part of the IT Faculty,
which also has the department of Computer Science and Information Technology. Most
of the 19 programs involve more than one faculty and at most three faculties.

Table 1. The main type of division of program placement

Main academic division type Count

Social Science 3

Social Science and Technology 6

Technology 4

Business 4

17

A further analysis revealed that the academic divisions where the majority of the
courses of the programs were given were distributed as in Table 1. Historically, business
administration has been part of Social Science divisions and hence it is fair to say that
the IS undergraduate education programs in this study largely reside under the Social
Science umbrella of subjects and divisions. Under this umbrella, four departments could
be classified as Business.

4.2 Subject Areas Compared to the IS 2010 Curriculum Guidelines

In Table 2 the IS 2010 CurriculumGuidelines modules that we determined to be covered
by the education programs are listed and the coverage calculated in percent. We added
a column showing the matching figures from Table 1 in [14] rounded to one decimal.

As can be seen, two IS 2010 modules are covered by all the investigated programs
(Foundations of Information Systems and Application Development) while five of the
IS 2010 core modules are covered by at least close to 60% of the programs in Sweden
(SE). In the Australian study (AU) by [14] four core IS 2010 modules are covered by at
least close to 70% of the programs. In Table 1 in [14] only IS 2010 modules covered by
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Table 2. IS 2010 modules required in Swedish (SE) and Australian (AU) undergraduate IS
programs (modules with assigned IS 2010 codes are core modules)

IS 2010 code IS 2010 subject category SE % (n = 19) AU % (n = 33) [14]

IS2010.1 Foundations of Information
Systems

100.0% 75.7%

Application Development 100.0% 18.2%

IS2010.2 Data and Information Management 94.7% 94.0%

IS2010.6 Systems Analysis and Design 89.5% 97.0%

Introduction to Human-Computer
Interaction

78.9% 27.3%

IS2010.4 IS Project Management 68.4% 69.7%

IS2010.3 Enterprise Architecture 57.9% n.a.

Enterprise Systems 47.4% 18.2%

Business Process Management 42.1% 21.2%

IS2010.7 IS Strategy, Management and
Acquisition

31.6% 30.3%

IT Security and Risk Management 31.6% 15.2%

IS2010.5 IT Infrastructure 26.3% 45.5%

IS Innovation and New
Technologies

15.8% n.a.

IT Audit and Controls 0,0% n.a.

at least five programs are listed, which might explain the “n.a.” that we needed to insert
in the AU column in Table 2.

There are both similarities and differences between the Swedish and Australian
figures that might reflect different traditions and foci. As can be seen in Table 3, four
core IS 2010 modules differ less than 10% between Sweden and Australia and thus
seem to form a set of common core subjects between these countries’ undergraduate IS
education programs.

Table 3. Similarities between SE and AU programs with reference to IS 2010 modules

IS 2010 code IS 2010 subject category SE % (n = 19) AU % (n = 33) [14]

IS2010.2 Data and Information Management 94.7% 94.0%

IS2010.6 Systems Analysis and Design 89.5% 97.0%

IS2010.4 IS Project Management 68.4% 69.7%

IS2010.7 IS Strategy, Management and
Acquisition

31.6% 30.3%
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The differences are shown in Table 4, where eight subject categories differ more than
10% (including the “n.a.” values). Substantial differences are evident in the Application
Development subject category, where 100% of the Swedish programs cover this subject
while only 18.2% of the programs in the Australian study do that.

However, in Table 1 in [14] there is a non-IS 2010 subject category called Funda-
mentals of Programming that 78.8% of the programs in the Australian study covers.
This subject could be subsumed under the IS 2010 Application Development module.
If we then compare to Table 2 we still find a relatively big difference of more than 20%.
Hence, one clear difference between Sweden and Australia concerning undergraduate IS
education programs is that programming fundamentals is a required subject in Sweden
but not in Australia.

Table 4. Major differences between SE and AU program with reference to IS 2010 modules

IS 2010 code IS 2010 subject category SE % (n = 19) AU % (n = 33) [14]

IS2010.1 Foundations of Information
Systems

100.0% 75.7%

Application Development 100.0% 18.2%

Introduction to Human-Computer
Interaction

78.9% 27.3%

IS2010.3 Enterprise Architecture 57.9% n.a.

Enterprise Systems 47.4% 18.2%

Business Process Management 42.1% 21.2%

IT Security and Risk Management 31.6% 15.2%

IS Innovation and New
Technologies

15.8% n.a.

Other important differences relate to Enterprise Architecture, Enterprise Systems,
Business ProcessManagement, and IT Infrastructure. The three former subjects are quite
important in the Swedish programs since at least 40% cover them and especially Enter-
prise Architecture, which is close to 60%. This might have to do with coding, since the
ACM/AIS IS 2010 Curriculum Guidelines [21] is a bit imprecise (necessarily so) and
also more technical aspects of architecture could be coded as Enterprise Architecture,
for instance a more technical level of Information Architecture or Software Oriented
Architecture (SOA) with implementations using e.g. Web Services. Enterprise Archi-
tecture however did notmake it to Table 1 in [14] and according to the authors, Enterprise
Architecture was a distinct unit in only two Australian programs.

Finally, andwhat surprised us, was the low coverage of IT Infrastructure and ITAudit
and Controls in Sweden with only 26.3% and 0% respectively of the programs devoting
space to these subjects. Very few modules in the 19 programs concern themselves with
computer and systems architecture. Rather, the fact that just over a fourth had this subject
in the program has to do with the communication network part of IT Infrastructure. The
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IS 2010 subject category of IT Audit and Controls is totally absent in the Swedish 19
programs and also did not make it to Table 1 in [14].

4.3 A Comparison Between Swedish, Australian, US, and GB Studies

In Table 5 this study, the Australian study [Table 1 in ref. 14] and the two US studies [22,
p. 262] (US1), [Table 1 in ref. 9] (US3) referenced in [14] and a third US study [Table 5
in ref. 3] (US2) are compared. The rows with medium blue background (darker grey in
black and white) represent less than 20% difference (e.g., 80% differs 20% from 100%)
between the Swedish values and the average. Rows marked with a light red background
(lighter grey in black andwhite) represents bigger than 20% difference between Swedish
values and the average.

Based on the table, it is evident that three core IS 2010modules (IS2010.2, IS2010.6,
and IS2010.1) are very important to all the studied programs and are common to IS under-
graduate programs in Sweden, Australia and USA. We also see quite similar values for
IS2010.7 (except for US3). Big differences exist for IS2010.5, which is quite important
in the three US studies, medium important in the Australian study, and less important in
the Swedish study. Another big difference is IS2010.4, which is quite important in both
the Swedish and Australian studies, but less so in the three US studies. The Introduction
to Human-Computer Interaction IS 2010 subject category seems to be very important in
Sweden with 78.9% of the studied programs covering this kind of module compared to
27.3% in the Australian study [14] and 0.0% in the US1 study [22]. Also, for IS2010.3,
there is a big difference between Sweden and the other countries. At the same time is it
evident in Table 5 that IS undergraduate programs in Sweden and Australia have more
in common than they have with IS undergraduate programs in USA.

The study by [14] also references a similar UK study [17]. The major difference in
the UK study is that they use the IS 2002 Model Curriculum and Guidelines [7] and the
QAA SBSC for classification of modules and not the IS 2010 Curriculum Guidelines
[21]. Hence, it is not possible to add that study to Table 5. However, the authors of the
UK study [17, p. 402] conclude that “Traditional IS subjects such as systems analysis, IS
theory, IS practice, programming, databases and project management were confirmed as
the most popular across the 228 IS courses identified.” It therefore feels safe to conclude
that the UK study in [11] corresponds well with the SE findings in Table 5.

Table 5. Comparison of IS 2010 module coverage between SE, AU and three US studies (US2
and US3 did not provide any figures for non-core IS 2010 modules).

IS 2010
code

Subject category SE % (n =
19)

AU % (n
= 33)

US1 % (n =
234)

US2 % (n =
127)

US3 % (n =
394)

Avg.

IS2010.2 Data and Information
Management

94.7% 94.0% 94.0% 97.0% 87.3% 93,4%

IS2010.6 Systems Analysis and Design 89.5% 97.0% 90.0% 84.0% 79.7% 88,0%

(continued)
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Table 5. (continued)

IS 2010
code

Subject category SE % (n =
19)

AU % (n
= 33)

US1 % (n =
234)

US2 % (n =
127)

US3 % (n =
394)

Avg.

IS2010.1 Foundations of Information
Systems

100.0% 75.7% 84.0% 87.0% 62.7% 81,9%

Application Development 100.0% 18.2% 84.0% n.a. n.a. 67,4%

IS2010.5 IT Infrastructure 26.3% 45.5% 68.0% 70.0% 66.2% 55,2%

IS2010.4 IS Project Management 68.4% 69.7% 28.0% 38.0% 32.2% 47,3%

Introduction to
Human-Computer Interaction

78.9% 27.3% 0.0% n.a. n.a. 35,4%

IS2010.7 IS Strategy, Management and
Acquisition

31.6% 30.3% 30.0% 29.0% 15.5% 27,3%

Enterprise Systems 47.4% 18.2% 9.0% n.a. n.a. 24,9%

Business Process
Management

42.1% 21.2% 6.0% n.a. n.a. 23,1%

IS2010.3 Enterprise Architecture 57.9% n.a. 3.0% 17.0% 13.5% 22,9%

IT Security and Risk
Management

31.6% 15.2% 9.0% n.a. n.a. 18,6%

IS Innovation and New
Technologies

15.8% n.a. 5.0% n.a. n.a. 10,4%

IT Audit and Controls 0.0% n.a. 0.0% n.a. n.a. 0,0%

4.4 Programs Placement in Academic Division and IS 2010 Module Coverage

According to [14] the placement of the programwithin a SET (Science, Engineering and
Technology) or a Business academic division had an impact on the size of the IS core
in their study. The SET-based programs had on average 12.3 core IS units per program
while Business-based programs on average had nine core IS units per program. The
differences between SET-based and Business-based programs were, according to the
authors, not so marked for the non-core IS units.

One program in our study covers all IS 2010 coremodules and is placed in a Technol-
ogy academic division. Two programs cover six IS 2010 core modules with one program
residing in a Social Science and Technology division and the other in a Business divi-
sion. At the other end of this scale we find four Social Science and Technology placed
programs and two Technology placed programs covering four IS 2010 core modules and
two Business placed programs covering three IS 2010 core modules.

The coverage of the non-core IS 2010 modules show a similar non-systematic distri-
bution. Four programs cover five non-core IS 2010 modules. Three of these are Business
type and one is Social Science and Technology type. At the other end of this scale are
a Business placed program covering three non-core IS 2010 modules, two Technology
and one Social Science placed programs covering two non-core IS 2010 modules, and
two Social Science and Technology placed programs covering one non-core IS 2010
module. When it comes to all IS 2010 modules we also see no real differences as shown
in Table 6.
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Table 6. Program placement according to academic division type

IS 2010 modules Academic division types

5 Social Science and Technology

6 Technology and Business

7 Social Science and Technology

8 Social Science and Technology

9 Technology

10 Social Science, Business, and Technology

4.5 Swedish IS Modules Compared to IS 2010 Modules

Leaving the comparison between Sweden, Australia and US programs to concentrate on
the details of the Swedish programs investigated in this study, we see in Table 7 a clear
relation to Table 2. In our analysis, the number of modules in the programs that we coded
as associated with IS 2010 modules is consistent with the IS 2010 modules coverage by
the programs. Two IS 2010 Subject Categories count for close to a fourth of the modules
in our study, showing that these two represent real core modules and subjects in the
studied programs. In Table 2 these two subject categories are also associated with all the
19 programs.

Table 7. IS 2010 module coverage in Swedish undergraduate IS programs (Core modules are
assigned with IS 2010 codes)

IS 2010 code IS 2010 subject category Count %

IS2010.1 Foundations of Information Systems 66 23,0%

Application Development 65 22,6%

IS2010.6 Systems Analysis and Design 33 11,5%

Introduction to Human-Computer Interaction 23 8,0%

IS2010.2 Data and Information Management 21 7,3%

IS2010.4 IS Project Management 19 6,6%

IS2010.3 Enterprise Architecture 17 5,9%

Enterprise Systems 10 3,5%

IS2010.5 IT Infrastructure 8 2,8%

IS2010.7 IS Strategy, Management and Acquisition 8 2,8%

Business Process Management 7 2,4%

IT Security and Risk Management 6 2,1%

IS Innovation and New Technologies 4 1,4%

287 100,0%
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In Fig. 1 the coverage of IS 2010 core and non-coremodules in the Swedish programs
is shown.Minimum three andmaximum seven IS 2010 core modules are associated with
theprograms,with an averageof 4.7. For the IS2010non-coremodules the corresponding
figures are between one and five with an average of 3.2.

Fig. 1. IS 2010 module coverage by Swedish IS undergraduate education programs

There are a number of modules in the studied programs that we could not match with
any IS 2010 module. The inferred subject categories of these are shown in Table 8.

Compulsory for undergraduate education programs in Sweden is they must include
a degree project and in the case of three years long programs (180 HEC) for a general
degree (not vocational programs like nursing programs) this means a bachelor’s thesis.
Since the IS programs in this study have their traditional base in Social Science and
are of a general degree type, the degree project is a bachelor’s thesis. Even though the
tradition stem from Social Science is the degree normally a BSc. All the programs in
this study have a thesis module and therefore several programs have distinct modules
for research methods.

Table 8 shows the subject categories for themodules thatwedidnot associatewith any
IS 2010modules. As evident, researchmethods and degree project (BSc thesis) are in the
top three non-IS 2010 module list together with modules in the Business Administration
(BA) subject category. Under this subject category, we find typical BA modules of
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Table 8. Subject categories for modules not associated with any IS 2010 modules in Swedish
undergraduate IS programs

Subject category Count Percent

Business Administration 25 6.4%

Research Methods 21 5.4%

Degree Project/Bachelor’s thesisa 20 5.1%

Placement/Real-world project 8 2.0%

Computer Science 7 1.8%

Mathematics 6 1.5%

Geographical Information Systems 4 1.0%

IT Service Management 2 0.5%

IT Law 2 0.5%

Cognitive Science 1 0.3%

Neuroscience 1 0.3%

Semiotics 1 0.3%

Language 1 0.3%

Learning Portfolio 1 0.3%

100 25.51%
aWe did not find any syllabus for the bachelor’s thesis
course at Stockholm University

accounting, marketing, organization and leadership, management accounting, etc. Seven
programs offer the students a possibility placement or real-world projects. The subject
category of Computer Science has modules of logics and data structures and algorithms.
TheMathematics subject category comprises statistics, logics and discrete mathematics.

5 Conclusions

This study has mainly compared IS undergraduate programs in Sweden with a similar
study done in Australia [14]. When analyzed through the lens of IS 2010 Curriculum
Guidelines [21] we find that four core IS 2010 subject categories differ less than ten per-
centages in coverage between Swedish and Australian IS undergraduate programs: Data
and Information Management, Systems Analysis and Design, IS Project Management,
and IS Strategy, Management and Acquisition. Four IS 2010 core and non-core subject
categories coverage that show big differences between Sweden (from relatively high to
high coverage) and Australia (relatively low coverage) are: Foundations of Information
Systems, Application Development, Introduction to Human-Computer Interaction, and
Enterprise Architecture. The strong importance of academic division type and placement
of the programs found in the Australian study is not found in this study. There seems to
be no systematic variation in IS 2010 module coverage attributed to academic division
type program placement in this study.
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We also compared to three US studies of IS 2010 Curriculum Guidelines module
coverage and found that Foundations of Information Systems, Data and Information
Management, and Systems Analysis and Design are important for both Swedish, Aus-
tralian, and US undergraduate IS programs. A big difference between on the one hand
Sweden and Australia and on the other hand USA are IT Infrastructure which has more
than 65% coverage in the US, circa 45% coverage in Australia, and just circa 26% cov-
erage in Sweden. Another big difference is IS Project Management, which has close to
70% coverage in both Sweden and Australia, but under 40% in the US studies. There-
fore, there seems to be a common core in Swedish, Australian, and US undergraduate IS
programs. However, there are also important differences in e.g. the high importance of
IT Infrastructure and low importance of IS Project Management in the US programs. In
this respect, Swedish and Australian IS undergraduate programs have more in common
than what they have with similar programs in USA.

We see that Application Development (including programming fundamentals) is still
very important in all the Swedish programs, reflecting the discussions in [1, 2, 15] about
the omission of this from the core of IS 2010 Curriculum Guidelines modules. One of
the differences between the IS 2002 Model Curriculum [5] and the IS 2010 Curriculum
Guidelines [21] is the inclusion of Enterprise Architecture as core and the problems
of this as discussed in e.g. [16]. The Swedish programs have, totally different to the
programs in the referenced Australian and US studies, implemented this change to a
high degree with close to 60% coverage in programs and counting for close to 6% of
all modules in the programs. This is not as much as e.g. Foundations of Information
Systems, but far more than the closest coverage value of 17% in one of the US studies.

It is interesting to note that [19] has, at least partially, incorporated a few of the
subjects we could not associate with any IS 2010 modules as discussed under Sect. 4.5.
Noteworthy are Ethics and Sustainability, which are both core parts of the researchmeth-
ods module as well as the actual Bachelor thesis. Furthermore, Strategy and Governance
could fall under IT Law. In [18] Topi discusses how the modern curricula is shaped by
competencies, as also described in [19], where the knowledge, skills and human char-
acteristics become important guideposts. This is something that we would refer to as
falling under learning portfolio, cognitive science as well as real world projects.

In the IS 2010 Curriculum Guidelines a core module is Enterprise Architecture,
which Table 5 shows to be more important in Sweden than in both Australia and US.
Interestingly, in the MSIS 2016 global competency model for graduate degree programs
in information systems [19], Enterprise Architecture (EA) is an important competence
area in IS with a minimum expected competence level of at least novice. Hence, EA
seems to be quite important to the curriculum and competency models authors in IS for
both undergraduate and graduate level, as well as to Swedish undergraduate curriculum
designers.

We have not studied graduate IS programs in Sweden and have no information about
the presence of EA in those programs. The undergraduate programs in Sweden are
targeted on a Swedish context and are normally taught in Swedish. The development of
what was to become IS in Sweden was early on focused on application of computing
in business, processes and workflows, historically marked by the difference between
Börje Langefors’s datalogical and infological interests in 1966 [10], his idea of using
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computer systems to steer and control companies [11], and the development of higher
education in the area [12]. We would say that in Sweden the kinds of issues that EA
addresses were already from the beginning important. EA therefore, despite its machine-
like engineering view on organizations evident in e.g. the Zachman EA framework [e.g.
6, 23] as opposed to themore prevalent systems and socio-technical Swedish view rooted
in the Scandinavian School [e.g. 5, 8], fits well in our tradition.

As a final reflection upon the value of IS 2010 and similar guidelines, we find they
have a value in construing and aligning IS as a concept and education in various parts of
the world while still giving headroom for national and/or historical differences. Without
them, the field would probably be much more diverse and conceptually confusing, mak-
ing it hard to compare education and curriculum designs, not least the important learning
outcomes. Therefore, our view is that the work is important and needs to reflect changes
in IS: Increased digitization, world shaping Digital Transformation and Automation
with AI and Decisioning, IoT and Data Analytics, Social Media, etc. As we probably all
experience, the pace is ever faster and there is hardly any part or aspect of society that
is not affected and now also cognitive tasks in workflows are automated. Hence, IS has
become one of the most powerful concepts for change and education in this area is thus
central, making modernization of guidelines such as IS 2010 highly important.

6 Future Work

Looking to the findings in this study it would be interesting to extend the study to
other European countries to see if European undergraduate IS programs are similar to
each other and how they compare to Australian and US counterparts. Is there e.g. a
European and/or Nordic IS “style”? Furthering this question would be to try to both
understand why the Swedish IS curriculum has been designed to overlap IS 2010 to a
greater extent than other countries. On the other end of this spectrum is how the students
have perceived the education as well as curriculum, i.e. did the curriculum offered play
into their choice of university? Furthering the question around how students have chosen
their educational track would be to try to understand if the offered curriculum helps to fill
job “voids”. This could be done by comparing curriculum designs in Sweden with IS/IT
job listings. We have a database that has been collecting such job postings published by
The Swedish Public Employment Service between April 2018 and November 2019 and,
at the time of writing this paper, is holding 45 000 postings. Analyzing that would give
us an employer perspective that could be compared to the collected undergraduate IS
curricula. Furthermore, potential employers could be e.g. interviewed to see the relation
between job postings, interview data, and curriculum data.

In conclusion, on one hand this comparative study gave us new insights into our
own IS curriculum in comparison to curricula at other Swedish as well as international
institutions. On the other hand, we also identified a gap in our understanding of why
students choose specific educational institutions as well as a gap in our understanding
in and around how the IS curriculum in general measures up to the market needs. Fair to
say, these two questions were not part of the original research question, but rather grew
as new questions based on the current findings.
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Abstract. This chapter demonstrates a temporal analysis inMassiveOpenOnline
Courses (MOOCs), towards identifying at-risk students through analyzing their
demographical changes. At-risk students are those who tend to drop out from
the MOOCs. Previous studies have shown that how students interact in MOOCs
could be used to identify at-risk students. Some studies considered student diver-
sity by looking into subgroup behavior. However, most of them lack consideration
of students’ demographical changes. Towards bridging the gap, this study clus-
ters students based on both their interaction with the MOOCs (activity logs) and
their characteristics and explores their demographical changes along the MOOCs
progress. The result shows students’ demographical characteristics (membership
of subgroups) changed significantly in the first half of the course and stabilized in
the second half. Our findings provide insight into how students may be engaged
in MOOCs and suggest the improvement of identifying at-risk students based on
the temporal data.

Keywords: MOOCs · Clustering · Behavior patterns · Temporal analysis ·
Unsupervised machine learning · Learning analytics · Demographical
characteristics

1 Introduction

Massive Open Online Courses (MOOCs) are a unique form of educational information
systems offering free access to the intellectual holding of universities [35]. It has been
spreading in both domestic and international education sectors. Many world-class uni-
versities have joined in the MOOC movement. A number of MOOC platforms have
been launched across the globe in many subjects [21]. Despite the potential and hype

A prior version of this paper has been published in the ISD2019 Proceedings (http://aisel.aisnet.
org/isd2014/proceedings2019).

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
A. Siarheyeva et al. (Eds.): ISD 2019, LNISO 39, pp. 146–163, 2020.
https://doi.org/10.1007/978-3-030-49644-9_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49644-9_9&domain=pdf
http://aisel.aisnet.org/isd2014/proceedings2019
https://doi.org/10.1007/978-3-030-49644-9_9


Temporal Analysis in Massive Open Online Courses 147

associated with MOOCs, the persistence or completion rates overall are astonishingly
low. Some studies reported that the completion rate could reach as low as 5% [34].
This challenge has catalyzed considerable studies on identifying dropout possibilities
of MOOC students [1, 17, 27, 45], as well as how to increase persistence or completion
[16, 36, 44]. The ultimate goal of this research is thus to identify the at-risk students
as early as possible; such that early interventions can be injected to prevent them from
dropping off from the MOOCs.

In comparison to traditional educational methods, MOOCs allow for prediction of
whether a student may dropout off from a course using their prior voluntary actions
logged in the database – so called “educational big data”, since the dataset is normally
diverse, complex and of a massive scale. Most existing studies of predicting or iden-
tifying at-risk students in MOOCs (those students who are likely to drop out from a
MOOC) heavily rely on the “average/overall” analyses, lacking adequate examination
of the potential differences amongst subgroups of students. This approach may pro-
duce result with potential pitfalls [5, 8, 18]. Thus, our study, presented in this chapter,
aims at addressing this concern by exploring the diversity of students and their behav-
ioral changes (the percentage of students falling into each subgroup and the subgroup
transitional patterns) along the MOOCs progress.

In this study, we combine the previous study on identifying student subgroups, using
both students’ interaction data (behavioral) with the MOOCs and their characteristics
(demographical) to allow for a more accurate clustering [11, 23, 38]. This chapter
presents the student subgroups clustered from two MOOCs delivered on the Future-
Learn1 MOOC platform and visualizes demographical pattern changes of these sub-
groups along the courses progressed to help unmask these changes at different stages of
the course. In particular, this study aims to answer the following three research questions:

RQ1. How can we subgroup students in MOOCs?
RQ2. How can demographical characteristics of each subgroup change by weeks?
RQ3. Are there transitional patterns amongst subgroups, on a weekly time scale?

2 Related Work

2.1 Learning Analytics

Learning Analytics (LA) is a rapidly expanding area, especially with the advent of
“big data” era, more widely used data-driven analytics techniques, and new extensive
educational media and platforms. It is defined as the measurement, collection, analysis
and reporting of data about learners and their contexts, for purposes of understanding
and optimizing learning and the environments in which it occurs [46]. Using LA, many
studies were conducted with the aim of understanding and predicting student behavior
in educational information systems.

For example, [42] used machine learning and statistical modelling techniques to
explore students’ engagement in MOOCs. [33] investigated students’ demographical

1 https://www.futurelearn.com.

https://www.futurelearn.com
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information in MOOCs, intended behavior and course interactions, to investigate vari-
ables indictive of MOOC completion. [41] examined how student demographic indica-
tors might correlated to their activities in MOOCs. [12] used dimension reduction and
clustering techniques with affinity propagation to identify clusters and determine stu-
dents’ profiles based on their help-seeking behavior. [9] explored the effects of common
MOOC discussion forum activities on peer learning and learner performance. [38] iden-
tified three influential parameters to cluster students into subgroups and profiled them by
comparing various behavioral and demographical patterns, in order to investigate their
engagement in MOOCs.

Most of these studies grouped or clustered learners into subgroups and compared
behavioral patterns amongst subgroups allowing for a deeper understanding of how
MOOC learners engage and perform. In the currently study presented in this chapter,
we also used the learning analytics approach, leveraging various techniques including
unsupervised machine learning and statistical modeling.

2.2 Subgroup Clustering in MOOCs

Someprevious studies attempted to cluster students basedon their interactionwith lecture
videos and assignments using a variety of methods and approaches, including bottom-
up approaches to identify potential subgroups [29, 31, 38] and top-down approaches to
partition students into pre-defined groups [1, 32].

For example, [24] demonstrated a clustering technique based on a derivative single
variable for engagement, where they labelled all the students either as “on track” (took
the assessment on time), “behind” (turned in the assessment late), “auditing” (didn’t do
the assessment but engaged in watching videos), or “out” (didn’t participate in the course
at all). [19] extracted four types of engagement trajectories, including 1) “Completing”
– the students who completed the majority of the assessments; 2) “Auditing” – the
students who did assessment infrequently if at all and engaged instead of watching
video lectures; 3) “Disengage” – the students who did assessment at the beginning of the
course but then had a marked decrease in engagement; and 4) “Sampling” – the students
who watched the lecture video(s) for only one or two assessment periods. While, in
their research, the authors used the k-means clustering algorithm to categorical data, to
a certain extent, since they simply assigned a numerical value to each of the labels (“on
tack”=3, “behind”=2, “auditing”=1, “out”=0).However, converting categorical data
into numeric values does not necessarily produce meaningful results in the case where
categorical domains are not ordered [20]. Therefore, these approaches have potential
problems with converting participation labels, although they still can provide a viable
way to cluster students based on the log data from the MOOCs platforms. In our study,
to mitigate this issue, we used the one-hot encoding [6] to convert categorical data, thus
reducing the impact of the categorical data.

Other studies were focused on different approaches to identifying subgroups, but
most of them did not consider behavioral changes over time from the clustering [18, 22,
26, 28]. It is important to explore behavior patterns of subgroups of the students on a
specific time scale, since the characteristics of each subgroup, and the proportion of its
total interaction, vary along a MOOC progresses. This can also help the platform adjust
the content of the course, according to the progress of the course.
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In our current study, we apply a bottom-up cluster approach using the k-means++
cluster algorithmwith students’ log data to identify distinct subgroups as well as observe
their characteristics changes on aweekly time frame, thus offering a dynamic perspective
for students’ subgroups.

2.3 Learning Persistence in MOOCs

Considering the problem of the low completion rates in MOOCs, learning persistence
was selected as a critical MOOC outcome, which can provide valuable insights into the
interactions between the course design and students factors [13, 14, 19]. Several studies
have demonstrated possible ways of using learning analytics on interaction and assess-
ment to meaningfully classify student types or subgroups and visually represent patterns
of student engagement in different phases of a MOOC. For example, Coffrin et al. [11]
divided weekly participation into three mutually exclusive student subgroups: Auditors
– those who watched videos in a particular week instead of participating assessments;
Active learners – those who participated in an assessment in a week; and Qualified learn-
ers – those who watched a video or participated in an assessment. The study investigated
students’ temporal engagement along course progressed. It also showed a way of com-
bining the State-Transition diagramwith an analysis of student subgroups to illustrate the
students’ temporal engagement in courses. Their result indicated that different courses
might show similar patterns, although they were different in terms of the curriculum and
assessment design.

Similar studies have attempted to compute a description for individual students in
terms of how they engaged in each assessment period of a course and then applied
clustering techniques to find subgroups in these engagement descriptions [15, 18, 24].
While these studies have successfully concluded the proportion of students in different
subgroups byweek, they did not attempt to analyze the individual subgroup changes on a
specific time scale. Student behavior may change along aMOOC progresses, where they
may have been labelled into one subgroup and transit to another in subsequent weeks.
It is meaningful to evaluate the transitional pattern for each subgroup on a certain time
scale. Therefore, in this study, we measured the proportion of students falling into each
subgroup and concluded the transitional pattern for each subgroup on a weekly time
frame.

3 Method

3.1 MOOCs and Dataset

The two MOOCs under study included “Leadership for Healthcare Improvement and
Innovation” and “Supply Chains in Practice: How Things Get to you”, delivered on
FutureLearn, a MOOC platform that is freely available for everyone. Each MOOC was
structured in weekly learning units. A weekly learning unit was composed of a few
learning blocks, each of which consisted of a number of steps. Steps were the basic
learning items,which contained lecture streams that the students needed to access, during
the learning process. BothMOOCs were synchronous – having an official starting week,
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considered as Week 1 in this study, with a duration of six weeks, and an ending week,
i.e. Week 6.

Both MOOCs attracted thousands of students. However, only around 7% of them
finally completed the courses, reflecting one the of the biggest challenges in MOOC
platforms – the low retention/completion rate [10]. According their completion, we
categorized the students as the following:

• Registered students – have enrolled in the course
• Participated students – have attended at least one steps
• Completed students – have completed the courses by the end of Week 6
• Purchased students – have bought the certificate of the course.

Table 1 shows the statistics for these two courses.

Table 1. Course design and participants.

Course “Leadership for healthcare
improvement and innovation”

“Supply chain in practice: How
things get to you”

Duration of the course 6 weeks 6 weeks

Total steps 73 109

Registered students 4,046 5,808

Participated students 2,397 2,924

Completed students 377 318

Purchased students 149 69

The dataset used in this study was from those two MOOCs and included:

• Step record – which student at what time visited which step; when they marked a step
as complete.

• Comment record – which student at what time left what comment on which step; how
many “likes” a comment received.

• Student record – students’ demographical information such as gender, age group,
country, highest educational level, employment status, as shown in Table 2.

Students’ demographical informationwas collected using a pre-course survey asking
optional questions about their gender, age group, country, and so on, as shown in Table 2,
the column on the left. Only 9.5% of the students (506 out of 5,321) answered all the
survey questions. As using incomplete student record would affect the result of the
analysis, in this study we only used the records of students who answered all the survey
questions.
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Table 2. Demographic information in student record.

Variable Description

User ID The unique identifier for a student

Gender The gender of the student

Age group The age group where the student belongs to

Country The country where the student belongs to

Highest educational level Student’s highest education level

Employment status Students’ employment status

Employment area Students’ employment area

3.2 Subgroup Clustering

In previous studies, watching lecture videos and submitting assignments were used for
clustering students [18, 22]. Considering the conversational framework of FutureLearn
and the course design, two interactive indicators were generated from the step record
and the comment record:

• Steps visited – the proportional of all the steps available visited by a given student in
a given week.

• Comments submitted – the number of comments submitted by a given student in a
given week) and the gender (of a given student).

Other studies, e.g. [2, 38], used demographical indicators such as gender and age to
predict student engagement; [37, 40] focused on the use of learning platform’s features
in order to analyze learning behavior patterns. Different from these previous studies, in
this study, we selected both students’ demographical data and their interaction (activity
logs) data for the clustering process. We excluded the highly correlated variables with
the numbers of steps visited or comments submitted, leaving gender as an extra variable
for the clustering process.

The clustering process was based on the k-means++ algorithm [4], which could
reduce the influence of randomly assigned initial centroids in the k-means algorithm [30].
Similar to previous studies, e.g. [42], we used the “Elbowmethod” to select the reference
k value for the k-means++ algorithm [25]. We used a number of k values around the
reference k to cluster subgroups of the students, and then we conducted Kruskal-Wallis
H tests and Mann-Whitney U tests to examine whether the k value could differentiate
subgroups on every clustering variable. Moreover, different from most existing studies,
which used cumulative data from the entire course to cluster subgroups of the students,
in this study, we used cumulative data from each week for the subgroups clustering.
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3.3 Transitional Pattern for Subgroups

We clustered students into subgroups based on their temporary behavioral data (how
they interact with the MOOCs including how they visited steps and submitted com-
ments, from one week to another). We used State-Transition diagrams to visualize the
weekly transitional patterns amongst the subgroups, where the dropped-out students
were marked into a different subgroup. Similar to the subgroup clustering, two indi-
cators were generated: 1) the number of steps a student visited, and 2) the number of
comments a student submitted, as defined in Sect. 3.2. From the State-Transition dia-
gram, we analyzed the proportion for students falling into each of the subgroups by week
and generalized the transitional pattern for different subgroups each week.

4 Result

4.1 Subgroup Clustering

In this study, we selected the percentage (instead of the raw number) of the steps visited,
and the number of comments submitted, by the students, as prime cluster variables,
with additional demographical variables selected from the student record. From the
correlation analysis, we excluded highly correlated variables. More specifically, we used
theη(eta) statistics tomeasure the degree of association between categorical and numeric
variables – the independent variable Y, i.e. Steps and Comments, and the dependent
variable X, i.e. Gender, Country, Age range, Educational level, Employment area and
Employment status, as Table 2 shows.

For the association between the categorical variables, we used the Chi-square test
with the significant level = 0.05. The result suggested a strong association between the
variables of Gender and Employment area (χ2(23) = 39.9, p < 0.05). Therefore, only
one of these two variables might be selected as a clustering variable. Considering the
fact that the MOOCs analyzed in this study were specialized in certain subjects thus
maybe resulting in special employment distribution, the gender variable was selected
for a general conclusion. Therefore, our absolute selection of variables included:

• Steps – the percentage of steps visited by a student.
• Comments – the number of comments submitted by a student.
• Gender – the gender of a student.

Although the FutureLearn MOOC platform provides multiple gender options in the
pre-course survey, we only considered two options – female and male, as the other
options were very underrepresented. Therefore, we considered the gender variable as a
dummy variable and we used 0 to represent the option of female and 1 to represent the
option of male.

Using the “elbow method”, Mann-Whitney U tests and the K-means++ clustering
algorithm, we successfully clustered those 506 students into three distinct subgroups
based on the cumulative data.More specifically, we used the “elbowmethod” to estimate
the optimal k value for the k-means++ algorithm processed in this study – the result can
be seen below in Fig. 1.
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Fig. 1. Cost function J for the dataset

The “elbow method” believes that one should choose a number of clusters so that
adding another cluster does not offer much better modelling of the data. As shown in
Fig. 1, the result of cost function J experienced the most significant decrease in k = 4
(where the “elbow” appears). Therefore, the k = 4 was chosen as a reference k value
candidate in the subsequent analysis. Based on this reference k value, we used several
k values, ranging from 2 to 5, in order to cluster student into subgroups. In this case,
the Mann-Whitney U test with significant level = 0.05 was chosen to validate whether
there was a significant difference among these subgroups of the students, and the results
suggested that neither k = 4 nor k = 5 could differentiate subgroups. Therefore, we
chose k = 3 in this study and the cluster results can be seen below in Table 3 below.

Table 3. Subgroup cluster centroids.

Steps Comments Gender N

Cluster 1 – Samplers .926 7.16 .360 113

Cluster 2 – Viewers .107 .91 .353 369

Cluster 3 – All-rounders .990 67.54 .550 24

Based on the previous work [3], where the authors labelled students into three sub-
groups, based on lecture video watching and assignment submission: Viewer (primary
watching lecture videos, handing in few if any assignments), Solvers (primary handing
in assignments, viewing few if any lecture videos) and All-rounders (balancing between
watching lecture videos and handing in assignments). On the basis of this work, we
further clustered students by their positivity. In this study, we did not choose assignment
submission as one of the clustering variables, but we chose the number of comments
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submitted, to replace assignment submission, as in the previous work. We labelled all
those 506 students into the following subgroups:

• Viewers (Cluster 1; 22.33% of the total population): overall, they visited a very high
percentage (92.6%) of the steps but submitted very few comments (Mean = 7.16).

• Samplers (Cluster 2; 72.92% of the whole population): they made up the largest
student subgroup, but they were also the least engaged students – they visited only
10.7% of the steps and on average they left only 0.91 comments.

• All-rounders (Cluster 3; 4.74% of the total population). They made up the smallest
student subgroup, yet they were the most engaged students – they visited 99.0% of
the steps and on average they left 67.54 comments.

From this subgrouping method and its result, we can see that the least engaged
students occupied the largest percentage of the total population. This is consistent with
many previous studies, e.g., [7, 43], and has been one of the biggest challenged in the
field of MOOCs.

4.2 Weekly Changes of Cluster Centroid

In order to explore the temporal changes of subgroup memberships, we further divided
the students into two categories based on the number of steps they have visited and the
number of comments they have submitted. The students who had partially participated
(i.e. they have submitted at least one comment or visited at least one step) the courses
in a given week were selected and clustered into 3 subgroups, based on the k-means++
algorithm. Steps, comments and gender were selected as the input variables for the
clustering process. As shown in Table 4, the cluster centroids stabilized at a certain level
across weeks, which suggests that the same subgroup had a similar behavior pattern at
different stages of the MOOCs.

4.3 Weekly Changes of Subgroup

To investigate how the subgroups changed along the MOOCs, the percentage of the
students labelled in each subgroup per week were also retrieved from the dataset. From
Fig. 2 and Table 5 we can see that the first half of the MOOC and the second half of the
MOOC had very different demographical characteristics, where the percentage of the
students in each subgroup changed significantly in the first half of the courses (between
Week 1 and Week 3). More specifically, the percentage of Samplers decreased from
50.4% to 17%, which may be caused by a large number of dropout students in the first
two weeks. The proportion of Viewers increased significantly from 42.8% in Week 1 to
68.8% inWeek 3 and kept stable at a certain level in the rest of the weeks. The proportion
of All-rounders kept at a relatively stable level, i.e. around 10.0%, which suggests that
these students were relatively stable, even in the beginning weeks when many students
dropped out, and that this type of students had more chance to complete the MOOCs.

Here, we use the State-Transition Diagram to present in detail how the students
shifted between subgroups, i.e. the changes of the students’ memberships of the sub-
groups. We assumed possible student subgroups, i.e. Sampler, Viewer, All-rounder and
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Table 4. Centroids for weekly subgroups.

Steps Comments Gender

Viewer Week 1 0.964 1.300 0.544

Week 2 0.979 0.934 0.610

Week 3 0.988 0.792 0.625

Week 4 0.936 0.624 0.624

Week 5 0.986 0.784 0.589

Week 6 0.971 1.490 0.640

Sampler Week 1 0.214 0.300 0.428

Week 2 0.229 0.195 0.507

Week 3 0.207 0.000 0.467

Week 4 0.206 0.035 0.517

Week 5 0.259 0.105 0.526

Week 6 0.180 0.133 0.467

All-rounder Week 1 0.986 11.886 0.571

Week 2 0.998 12.138 0.483

Week 3 0.990 10.880 0.560

Week 4 1.000 10.583 0.625

Week 5 0.998 12.320 0.640

Week 6 0.952 14.875 0.687

Drop-out, as four possible states each week, and the transitions from one subgroup
to another was indicated by the arcs between two states. Figure 3 provides a legend to
understand the State-TransitionDiagram used in the analysis. The legend shows two sub-
groups, A and B; the arcs between circles represent the students transited their subgroup
from A to B in a subsequent week. In order to better visualize the number of students in
each subgroup in each transition, the circle areas and arc’s weight are linearly related to
the number of students in the subgroups and the transitions respectively.

Figure 4 demonstrates the demographical changes for the Sampler subgroup – a very
large proportion of the Samplers dropped out from the courses in the following weeks,
while only a small percentage of them maintained their behavior or transited to become
Viewers. This means that, the Samplers are definitely the “at-risk” students, who need
immediate interventions to prevent them from drooping out from the MOOCs. Apart
from the first week, no student had transited from the Sampler subgroup to the All-
rounder subgroup (the most active and engaged group) in the following weeks, which
suggests that, without any intervention, it is very unlikely for a highly inactive student
to become highly active in a short period. Therefore, it is crucial that, early intervention
is injected, once a student is detected or identified as being inactive or less engaged.
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Fig. 2. The percentage of students each subgroup across weeks

Table 5. The number of students each subgroup across weeks.

Sampler Viewer All-rounder

Week 1 252 214 34

Week 2 76 136 30

Week 3 30 121 25

Week 4 30 108 24

Week 5 19 101 25

Week 6 14 99 16

Students transit from one subgroup (on the left) 
to another (on the right)

Weight of arc represents the number of transitions

Area of circle represents the number of students labelled in 
h

Fig. 3. State-transition diagram legend
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Fig. 4. Samplers’ demographical changes across weeks

For example, a reminder email could be sent to them, emphasizing the importance of
keeping up with the MOOC.

Figure 5 focuses on the demographical changes for the Viewer subgroup, which
also indicates that each subgroup had a similar behavioral pattern transition each week.
However, different from the Sampler subgroup, most students belong to the Viewer
subgroupmaintained their behavior patterns in the followingweekwith only a very small
percentage of them dropped out from the courses or transited to another subgroups. As it
was unlikely that these students would drop out from the MOOCs, they were not clearly
not as “at-risk” as those Sampler students. Nevertheless, according to the definition of
Viewer (as per Sect. 4.2), although these students were focused on accessing learning
materials, they did not tend to interact with peers. Previous studies, e.g. [39], have
demonstrated that social interactions might be very helpful for the students to have
better learning result in MOOCs. Therefore, some mild interventions, such as an email
promoting participation in the discussion forum, may be very useful to be provided with.

Similarly, Fig. 6 shows thatwhileAll-rounders represented the smallest proportion of
the students, theywere themost stable subgroup – therewas no significant demographical
fluctuation event in the first half of the MOOCs, where the number of Samplers and the
number of Viewers decreased from 250 to 30 and from 215 to 120, respectively. Students
belong to this subgroup are clearly the least “at-risk” students. This means that it may be
not necessary to provide them with any interventions; and on the contrary, unnecessary
interventions may cause these students being interrupted thus becoming less active or
engaged. In another word, when providing interventions, it is crucial to have a clear
target group of students, as well as to avoid interrupt the students who do not need any
intervention.
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Fig. 6. All-rounders’ demographical changes across weeks

5 Discussions

This chapter demonstrates a temporal analysis in Massive Open Online Courses
(MOOCs), towards identifying at-risk students through analyzing their demographical
changes. At-risk students are those who tend to drop out from the MOOCs. In this study,
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we have examined how students’ memberships of subgroups changed on a weekly time
scale. Different from previous studies that used behavioral data to pre-define or cluster
student subgroups, our study used both interaction log data and students’ characteristics
(gender, in particular).

In particular, to answer the first research question, RQ1, we clustered students into
three distinct subgroups using the K-means++ algorithm and the “elbow method”, as
well as the Mann-Whitney test. Three subgroups, including Sampler, Viewer and All-
rounder, were generalized. We have analyzed the differences amongst these subgroups
and measured the proportion of students in different subgroups by week. To answer the
second research question, RQ2, we examined the demographical changes for students
labelled in each subgroup where we found that using similar cluster approaches on
weekly accumulated data could generate similar subgroups as the overall clustering
result. Most of the subgroup’s centroid remained stable within a certain range except
All-rounders with the number of comments continuously rising in the second half of the
course. To answer the third research question, RQ3, we visualized the demographical
changes of subgroups across weeks. Our result suggests that the first half of the course,
i.e. Week 1 to Week 3, and the second half of the course, i.e. Week 4 to Week 6, had
different demographical characteristic. The demographics of these subgroups changed
significantly from the first half of the former and maintained a certain degree of stability
in the second half. More specifically, our study suggests that the less active subgroups
took up most of the participants in the early courses, and as the course progressed,
the proportion of those subgroups continued shrinking to around 10% (see Fig. 2). This
result is opposite to those from previous studies which assume proportion of participants
falling into each category keep stable to some extent along courses progress.

For the transition of each subgroup, our result demonstrates that each of them had
similar transitional pattern along theMOOCs progressed –most of the Samplers dropped
out in the subsequent week with only a small percentage of them kept Sampler’s behav-
ior unchanged or transited into the Viewer subgroup. A large proportion of the Viewers
maintained the same behavior pattern to a subsequent week, and a relatively small per-
centage of these students transited to the Sampler or All-rounder subgroups, or simply
dropped out. The All-rounder was the most stable subgroup – the demographical char-
acteristics stabled from the beginning to the end of the MOOCs, i.e. from Week 1 to
Week 6. Interestingly, the result in Sect. 4.3 suggests that it was almost impossible for
the students to switch from being highly inactive (Sampler, as in this study) to being
highly active (All-rounder, as in this study) in a short period of time, and vice-versa.
Therefore, once being detected or identified as inactive, these students should be strongly
intervened, and as early as possible, in order to prevent them from dropping out from
the MOOC; whereas for the active students, strong intervention may be not necessary,
but mild interventions may be still useful to keep them active, as discussed in Sect. 4.3.

6 Conclusions

To conclude, in this study we have analyzed students’ data from two MOOCs offered
by the FutureLearn platform. The result suggests that the first half and second half of
bothMOOCs had different demographical characteristics and each student subgroup had
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their unique behavior and transitional pattern along the MOOCs progressed. Given the
fact that MOOC students have various study behavior, with a very different interaction
patterns with the course materials and their peers, when designing MOOCs, there is a
strong need for providing personalized support to students that can be labelled into dif-
ferent subgroup at different stages of the MOOC. This means that the MOOC platforms
should personalize theway their users learn, such as adapting learning paths and support-
ing adaptive intervention for different subgroups of students. Moreover, the subgroups
identified in this study and the weekly demographical changes of those clusters may
help inform a range of strategies for the intervention and improvement of MOOCs and
MOOC platforms. For example, providing more previews of learning materials allows
Sampler students to make a more informed decision about whether to participate in the
first place. Offering more reminders for students who labelled as Sampler on unfinished
steps and reduce the incentives for their comment submissions.

This study contributes to the understanding of subgroup clustering and demograph-
ical changes in MOOCs. Empirical evidence from this study supports that students’
characteristics can also be used as clustering variables/indicators, and the proportion
of different subgroups in the total number of students each week may vary along the
MOOCs progress. These results highlight the importance of examining subgroup to
improve the effectiveness of the identification of at-risk students.

In future studies, the same research approach could be applied into MOOCs with
more general content where there are more attributes with less association with stu-
dents’ interaction data (the number of steps that a student visited and the number of
comments that a student submitted, as in current study). In this study, the course “Lead-
ership for healthcare improvement and innovation” does not contain any assignment,
hence the assessment factor was not considered in subgroup clustering. In a future
study, the assignment submission and grade could also be considered as clustering
variables/indicators.

In terms of limitations, first, the dataset available was limited – after removing
students with incomplete information, only 506 students’ data was retained, and those
students might share different characteristics with eliminated students. Second, the filed
involved in the MOOCs used in this study were highly targeted. Third, the MOOCs that
we were focused on were unique in duration and structure in which students needed
to access both a large number of steps and tools supporting reflection, comment and
response. Therefore, the conclusion drawn from the analysis of the dataset may be not
universally applicable to a MOOC in the other fields.
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26. Kovanović, V., et al.: Profiling MOOC course returners: how does student behavior change
between two course enrollments? In: Proceedings of the Third (2016) ACM Conference on
Learning @ Scale - L@S 2016, Edinburgh, Scotland, UK, pp. 269–272. ACM Press (2016).
https://doi.org/10.1145/2876034.2893431

27. Li, B., et al.: What makes MOOC users persist in completing MOOCs? a perspective from
network externalities and human factors. Comput. Hum. Behav. 85, 385–395 (2018). https://
doi.org/10.1016/j.chb.2018.04.028

28. Li, Q., Baker, R.: The different relationships between engagement and outcomes across par-
ticipant subgroups in massive open online courses. Comput. Educ. 127, 41–65 (2018). https://
doi.org/10.1016/j.compedu.2018.08.005

29. Liao, J., et al.: Course drop-out prediction on MOOC platform via clustering and tensor
completion. Tinshhua Sci. Technol. 24(4), 412–422 (2019). https://doi.org/10.26599/TST.
2018.9010110

30. Likas, A., et al.: The global k-means clustering algorithm. Pattern Recogn. 36(2), 451–461
(2003). https://doi.org/10.1016/S0031-3203(02)00060-2

31. Maldonado-Mahauad, J., et al.: Predicting learners’ success in a self-paced MOOC through
sequence patterns of self-regulated learning. In: Pammer-Schindler, V., et al. (eds.) Life-
long Technology-Enhanced Learning, pp. 355–369. Springer International Publishing, Cham
(2018). https://doi.org/10.1007/978-3-319-98572-5_27

32. Peng, X., Xu, Q.: Investigating learners’ behaviors and discourse content in MOOC course
reviews.Comput. Educ. 143, 103673 (2020). https://doi.org/10.1016/j.compedu.2019.103673

33. Pursel, B.K., et al.: Understanding MOOC students: motivations and behaviours indicative
of MOOC completion: MOOC student motivations and behaviors. J. Comput. Assist. Learn.
32(3), 202–217 (2016). https://doi.org/10.1111/jcal.12131

34. Reich, J., Ruipérez-Valiente, J.A.: The MOOC pivot. Science 363(6423), 130–131 (2019).
https://doi.org/10.1126/science.aav7958

35. Rieber, L.P.: Participation patterns in a massive open online course (MOOC) about statistics:
MOOC participation. Br. J. Educ. Technol. 48(6), 1295–1304 (2017). https://doi.org/10.1111/
bjet.12504

36. Salmon, G., et al.: Designing massive open online courses to take account of participant
motivations and expectations: designing MOOCs. Br. J. Educ. Technol. 48(6), 1284–1294
(2017). https://doi.org/10.1111/bjet.12497

https://doi.org/10.1023/A:1009769707641
https://doi.org/10.1016/j.compedu.2018.02.013
https://doi.org/10.1007/s12528-016-9126-9
http://arxiv.org/abs/1606.02911
https://doi.org/10.1007/978-3-319-17727-4_3-1
https://doi.org/10.1145/2876034.2893431
https://doi.org/10.1016/j.chb.2018.04.028
https://doi.org/10.1016/j.compedu.2018.08.005
https://doi.org/10.26599/TST.2018.9010110
https://doi.org/10.1016/S0031-3203(02)00060-2
https://doi.org/10.1007/978-3-319-98572-5_27
https://doi.org/10.1016/j.compedu.2019.103673
https://doi.org/10.1111/jcal.12131
https://doi.org/10.1126/science.aav7958
https://doi.org/10.1111/bjet.12504
https://doi.org/10.1111/bjet.12497


Temporal Analysis in Massive Open Online Courses 163

37. Sanz-Martínez, L., et al.: Creating collaborative groups in a MOOC: a homogeneous engage-
ment grouping approach. Behav. Inform. Technol. 38(11), 1107–1121 (2019). https://doi.org/
10.1080/0144929X.2019.1571109

38. Shi, L., et al.: Revealing the hidden patterns: a comparative study on profiling subpopula-
tions of MOOC Students. In: The 28th International Conference on Information Systems
Development (ISD2019), Toulon, France. Association for Information Systems (2019)

39. Shi, L., et al.: Social engagement versus learning engagement - an exploratory study of
FutureLearn Learners. In: Presented at the 14th IEEE International Conference on Intelligent
Systems and Knowledge Engineering (ISKE 2019), Dalian, China November (2019)

40. Shi, L., et al.: Towards understanding learning behavior patterns in social adaptive personal-
ized e-learning systems. In: The 19thAmericas Conference on Information Systems, Chicago,
Illinois, USA, pp. 1–10 Association for Information Systems (2013)

41. Shi, L., Cristea, A.I.: Demographic indicators influencing learning activities in MOOCs:
learning analytics of FutureLearn courses. In: Presented at the 27th International Conference
on Information Systems Development (ISD2018), Lund, Sweden, 22 August 2018

42. Shi, L., Cristea, A.I.: In-depth exploration of engagement patterns in MOOCs. In: Hacid,
H., et al. (eds.) Web Information Systems Engineering – WISE 2018, pp. 395–409. Springer
International Publishing, Cham (2018). https://doi.org/10.1007/978-3-030-02925-8_28

43. Sunar, A.S., et al.: How learners’ interactions sustain engagement: a MOOC case study. IEEE
Trans. Learning Technol. 10(4), 475–487 (2017). https://doi.org/10.1109/TLT.2016.2633268

44. Tsai, Y., et al.: The effects of metacognition on online learning interest and continuance to
learn with MOOCs. Comput. Educ. 121, 18–29 (2018). https://doi.org/10.1016/j.compedu.
2018.02.011

45. Xing, W., Du, D.: Dropout prediction in MOOCs: using deep learning for personalized inter-
vention. J. Educ. Comput. Res. 57(3), 547–570 (2019). https://doi.org/10.1177/073563311
8757015

46. 1st International Conference on Learning Analytics and Knowledge 2011|Connecting the
Technical, Pedagogical, and Social Dimensions of Learning Analytics. https://tekri.athaba
scau.ca/analytics/. Accessed 01 Mar 2020

https://doi.org/10.1080/0144929X.2019.1571109
https://doi.org/10.1007/978-3-030-02925-8_28
https://doi.org/10.1109/TLT.2016.2633268
https://doi.org/10.1016/j.compedu.2018.02.011
https://doi.org/10.1177/0735633118757015
https://tekri.athabascau.ca/analytics/


The Quest for Usable Usability Heuristics
for Game Developers

Sami Mylly(B), Mikko Rajanen, and Netta Iivari

University of Oulu, Oulu, Finland
noxious_productions@hotmail.com,

{mikko.rajanen,netta.iivari}@oulu.fi

Abstract. Human Computer Interaction (HCI) research has provided many pro-
cesses andmethods for ensuring good usability during software development. The
importance of usability in games has been acknowledged. However, there is a lack
of research examining usability activities during actual game development and the
suitability of different usabilitymethods for different phases of gamedevelopment.
Game development industry, although growing fast and already including certain
large and successful companies, consists of a huge number of small-to-medium-
sized enterprises and start-ups. For these companies, practical, developer-oriented
tools for ensuring game usability are needed, as these companies do not have
resources for hiring usability specialists for taking care of usability. This paper
reviews the concept of game usability and existing research on usability methods
for game development. In addition, the paper proposes a set of usable usability
heuristics as a practical, developer-oriented tool to be used during the game devel-
opment process as well as reports on a small-scale survey study on game usability,
heuristic evaluation and usability of usability heuristics in game development.

Keywords: Games · Usability · Heuristic evaluation · Game development ·
Game design

1 Introduction

Computer and video games have extensively entered our everyday life. Game devel-
opment industry is growing rapidly and has become very competitive. During the last
twenty years games and their development have changed a lot in scope and in require-
ments [5]. Game development ranges from an enthusiastic individual creating a simple
game as a spare time hobby to large software projects costing hundreds of millions and
having hundreds of personnel. The estimated global sales of the game industry has sur-
passed 100 billion US dollars [49]. Game industry has also grown rapidly. For example,
in Finland there were 150 game companies in 2012, 40% of those started within the last
two years [25], which has grown to 250 active studios in 2016 [26]. Digital distribution
and mobile games have made entering the field a lot easier. New funding possibilities
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such as crowdsourcing through Kickstarter (www.kickstarter.com) or Indiegogo (www.
indiegogo.com) havemade it evenmore flexible for nearly anyone to start a game project.
Game jams also grow larger each year; Global Game Jam (www.globalgamejam.org)
for example has grown from 53 sites, 23 countries, 1650 participants and 370 games
in 2009 to 804 sites, 108 countries, 42800 participants and 8606 games in 2018 [20].
It is estimated that one out of five games that reach the marketplace make profit [30].
Therefore, this one profitable game should pay for the development of the other four
games.

This paper examines usability in the context of games andgamedevelopment.Usabil-
ity has become an important competitive edge in software markets long ago [21, 35, 62].
Users and user organizations benefit frombetter usability through higher user satisfaction
and productivitywhen themost frequent tasks take less time and usersmake fewer errors.
The development company, then again, benefits from better usability through reduction
in time and resources needed for development due to reduced need for changes in late
phases. Furthermore, the development company can use improved usability as a com-
petitive edge and potentially increase sales. Better usability can also reduce the number
of contacts made to customer support and reduce support costs [4, 14, 35, 44]. As can
be seen, there are numerous motivations to invest in usability, even if it is also acknowl-
edged that in the context of game development, these motivations may not all be relevant
anymore.

Games are under research activity in Human Computer Interaction (HCI) research,
among other disciplines. HCI has addressed games and their development in many
respects. One research stream has particularly concentrated on usability in games, con-
cerning either the relationship between usability and games or the process of ensuring
usability of games. Usability intuitively is not the most relevant characteristic of good
games, but it has still been argued as a relevant aspect, although in need of slight redefini-
tion, as traditional usability concepts such as efficiencymay not be particularly important
in games [13, 58]. In game play and game development, motivations for investing in
usability have still been found (e.g. [56, 58, 59]).

HCI research has already provided plenty of processes and methods for ensuring
good usability during software development. Although game development shares many
features with software development in general, there are also many specific features in
games that pose differing requirements for the development. Especially this study is
interested in initially supporting the integration of usability into game development, i.e.
there is an assumption that usability has not been institutionalized [65] in game develop-
ment but instead measures are needed for initially experimenting with usability methods
in practice. In game development industry with small start-ups, it is assumed that sim-
ple, cheap and fast to use methods are particularly welcomed. In such a context, there
may not be resources for hiring usability specialists to take care of usability, but instead
developers may have to take care of it among other duties. In such a situation, developers
need to be supported in initiating usability work and the methods recommended for them
need to be usable for them. There already is HCI research on educating and supporting
developers in taking responsibility of usability during development [17, 23, 28, 66, 71].
Although developers’ effort is not seen as replacing the need of professional usability
specialists, it is still considered as a valuable contribution towards increased usability.

http://www.kickstarter.com
http://www.indiegogo.com
http://www.globalgamejam.org
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Along these lines, in this paper the particular interest will be in supporting game devel-
opers to initiate usability work in game development with the support of usable usability
methods.

Hence, this paper explores the relationship between usability and games and iden-
tifies ways for initially introducing usability activities into game development without
professional usability specialists. In such a situation, it is recommended to begin with
usability evaluations, which can act as a wake-up call [65] and which, overall, are widely
used, successful and efficient usability methods [28, 69]. Of usability evaluation meth-
ods, usability inspectionmethods, such as heuristic evaluation, are less resource intensive
and expensive to adopt; hence, they can be relatively easily and quickly adopted in devel-
opment [28, 38, 50], which is very valuable in game development industry with small
start-ups. Additional value of heuristics is that they can also easily be used as guidelines
or rules of thumb for design and development. Like Hodent [27] says: “… the earlier
UX issues are identified, the less it costs to fix them.” To introduce usability into game
development, some usability methods have already been introduced, including usability
inspection methods [13, 19, 34, 52, 55, 64]. There, however, is a research gap relating
to the appropriateness of the developed usability methods in game development, partic-
ularly relating to suitability of the methods for game developer use. Some recent studies
have alarmingly indicated that heuristic evaluation is not a common usability evaluation
method in the game development industry [61] and that game developers rather develop
their own usability heuristic lists for each of their games than use existing lists, which
they consider too difficult to use [60]. Hence, there is a need to better understand devel-
oper experience in game usability – HCI and games related research should examine
how usable the existing usability methods are for the game developer as well as develop
more usable methods. This paper contributes by taking initial steps along this path.

This paper is structured as follows. The next section presents relatedHCI literature on
usability and its development. The third section discusses game development describing
the core concepts, processes and methods. The fourth section reviews research specifi-
cally on games and usability. The fifth section presents the research method utilized in
this study as well as proposes a set of usable usability heuristics for games, organized
through the analytical lenses of game development process phases. The sixth section
describes a small-scale survey study conducted on game usability, heuristic evaluation
and usability of usability heuristics in game development. The final section summarizes
the results of the paper, discusses their implications for theory and practice, presents the
limitations of the research and identifies paths for future research.

2 Defining and Designing Usability

Usability is a central concept in the field of HCI. The most common definitions are
certain ISO standard definitions as well as Nielsen’s definition. Usability is identified
as one of the main software product and system quality attributes in the international
standard ISO 9126. It refers to the capability of the product to be understood, learned,
and used by users, as well as to appeal to users when used under specified conditions
[32]. Standard ISO 9241-11 provides another common definition for usability: “The
extent to which a product can be used by specified users to achieve specified goals with
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effectiveness, efficiency and satisfaction in a specified context of use” [33]. Nielsen,
furthermore, defines usability to consist of learnability, efficiency, memorability, errors
and satisfaction – the system should be easy to learn to use, the use should be efficient,
it should be easy to remember how to use the system, users should not make errors or
they should easily recover from them, and the system use should be satisfactory [50].

Usability can be designed and improved through different kinds of usability engi-
neering (UE) and user-centered design (UCD) methods (see e.g. [11, 42, 43, 50, 63]).
For example, usability engineering (e.g. [42, 43, 50], scenario-based design (e.g., [63])
and goal-based interaction design (e.g. [11]) have been developed for ensuring usability
(and sometimes also usefulness) of the system under development. These methods all
contain general phases first relating to understanding users, their needs and tasks and the
context of use, to redesigning users’ tasks, to creating various kinds of design solutions
and to evaluating the design solutions in an iterative manner.

Thus, evaluation of design solutions is an essential step in UE and UCD. It should be
carried out at all stages in the system life cycle. Evaluations should be started as early as
possible to iteratively improve the design and to generate new ideas. Early evaluations
enable fast and cheap improvement of the design. Later, evaluations should be carried
out to validate that the requirements have been met and to identify requirements for
the next version. Usability evaluation can be either empirical, meaning that actual or
representative users take part in the evaluations, or they can be inspections that do not
involve users, but usability specialists carry out the evaluations relying on some sorts
of guidelines, heuristics or standards [33, 38, 50]. Empirical usability testing is the
most widely used, the most successful, and the most efficient method for improving
usability, while also usability inspection methods are widely utilized [28, 65]. Usability
inspections are less resource intensive than empirical usability testing; consequently, they
can be more easily and quickly adopted in development [28, 38, 50], also by developers
[28, 38].

The most common usability inspection method is heuristic evaluation, in which
evaluators check whether the system conforms to the given usability heuristics. It is
relatively easy to learn to use as well as a quick and cost-beneficial method [38, 50].
Heuristic evaluation is usually performed by a small group of usability specialists by
comparing the system against a certain set of good usability principles or rules of thumb
called heuristics. Heuristic evaluation involves usability specialists first individually
going through the user interface several times, inspecting the general flow and then
more specific elements, comparing those with the heuristics. Afterwards, they combine
their findings and estimate the severity of the problems.Heuristic evaluation results in the
list of usability problems that are connectedwith the usability principles that they violate.
Also fixes to the usability problems should be identified [50]. One of themost recognized
and used set of heuristics is the ten heuristics by Nielsen [50], though more precise
heuristics have been tailored to serve different areas (e.g. user experience heuristics) and
products (e.g. mobile device [29], web development [37] and game usability heuristics
[36, 52, 56]).
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3 Defining and Designing Games

Games are natural to humans, driven by our desire to play andmade possible by our abil-
ity to pretend [1]. Game is “a type of play activity, conducted in the context of a pretended
reality, in which the participant(s) try to achieve at least one arbitrary, nontrivial goal by
acting in accordance with rules” [1] or “an interactive structure of endogenous meaning
that requires players to struggle toward a goal” [10]. Video games are an art form that
combines traditional artistic endeavors such as the visual arts, storytelling and music,
with more modern technical and engineering achievements [54]. Games is an interac-
tive, goal-oriented and rule-based activity, where players can interfere and interact with
each other [12]. Game must have the following characteristics: light-hearted character,
circumscribed in time and place, outcome is unforeseeable, non-productiveness, rule-
based and awareness of a different reality [7]. Game has three features: 1) Players who
are willing to participate in the game (e.g. for enjoyment, diversion or amusement); 2)
Rules which define the limits of the game, and; 3) Goals which give arise to conflicts
and rivalry among the players [67, 68]. We see game as a voluntary interactive activity
for diversion or amusement, with rules, goals and opposition. Rules limit the ways of
interaction, goals resolve the winner and opposition either tries to reach the goals first
or to prevent the other(s) from reaching them.

Game development process is not that much different from a conventional software
development process. There are several process models on how to develop games. The
game development process, however, can be divided into three main stages that are
pre-production, production and post-production [71] Testing phase can be seen as an
independent phase of development that is conducted at the same timewith the production
phase [8]. Moreover, concept development phase can be seen as another independent
stage of the game development process [2, 64]. Therefore, the basic game development
process can be divided into following phases (derived from [3, 51]):

Concept: During concept development the main idea of the game is decided and
described so clearly that anyone can understand instantly what the game is about [2].
This phase involves high-level design and documentation. Concept development is done
after the definition of the initial concept as an iterative cycle consisting of design, devel-
opment and testing [40]. During this phase, the design team is still small, and errors are
easy to fix.

Pre-production: This is possibly the most important phase, during which every aspect
of the game is researched, designed, documented and possibly even developed. Pre-
production phase is critical to defining what the game is, how long it will take to make
it, how many people are needed and how much it will cost to make it [8].

Prototype: The goal is to create a prototype that shows the basic ideas behind the
game and what separates it from other similar games. The prototype can be lo-tech,
such as a paper or a miniature version, or a more advanced digital demonstration. The
built prototype can be used to test the non-functional requirements of the game that are
otherwise difficult to evaluate, such as gameplay. This practice can also be referred to
as rapid iterative prototyping [2]. The pre-production stage finishes when the developer
has provided a “proof of concept” in the form of a prototype [2].
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Production: During the actual production of the formerly designed elements, some
changes may occur, but those should be kept minimal. This phase is when the most
action happens, most people work at the same time and most time is consumed. The
production phase can be divided into three release sub-phases: Alpha, Beta and Gold
releases [70].

Alpha: The alpha phase has been defined as the point in the production where in the
release the game is mostly playable from start to finish [2] and where a particular build
of the game is the first playable version [70]. This is where the full arch of the game is
playable, even though there may be bugs or the audio-visual elements are not finished.
There is a draft version of the manual and every feature is implemented. At this point,
no new features are designed or created. Outside help can be introduced to playtest. In
the alpha phase of production, the testing efforts focus on reviewing the features of the
game separately and only small testing team is required [2].

Beta: When the alpha version of the game has been finalized, the focus of the devel-
opment shifts from development to finishing the game. In this phase, the goal is to have
the game stabilized and remove most of the errors and problems [2]. Therefore, instead
of testing the story arch, features and mechanics, beta-tests are all about finding and
fixing bugs and fine-tuning the performance on targeted platform(s) and hardware. As
the production is nearing its end, the full testing team is brought in [8]. During this
phase, everything in the game is finalized or very close to final. Some argue that beta
release is the ending point for the production phase, but others consider the production
phase to end when the final version – often called gold phase or release phase – has been
delivered.

Gold: Gold or release phase can be seen as the climax of the process where the game
is ready and waiting to be delivered for the distributors. Development and coding may
have stopped for a while, but work has not. There are still distribution channels to
work with (playable demos to deliver, trailers to publish etc.) and setting up the support
environments.

Post-release: This phase involves patching the bugs and issues that were not found or
fixed before the initial release, sorting the public relations and caressing the community,
without forgetting the upgrades, additional contents and special holiday hats. These
concluding actions may be considered as of only cursory interest or they may not be
done at all as the development team moves on to the next project [8].

These phases are not strict but can and will overlap and some activities such as
quality assurance run through the process. Moreover, among authors there are divergent
understandings of the phases involved. For example, some authors [2, 70] do notmention
the post-release phase or its activities in their game development process descriptions at
all and some [3] include more phases than those selected here.

4 Usability and Games

Game User Research has been around for a few years now. Usability and/or playability
in games as well as techniques such as game analytics have gained a lot of attention
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recently [13, 15, 16, 48]. Increasing number of players and the variety of players have
pushed the developers from developing for themselves to developing for everyone. The
average Joe or Jane wants to be able to play the game right after installation and wants
to be adequately good from the start, without reading any manuals. Thus, usability
may provide a competitive edge [31] also in game development e.g. through increased
willingness of players to buy a game that has good usability [57, 58]. Usability may
contribute to higher user satisfaction and productivity, even though in a slightly different
meaning compared to applications supporting work tasks, as game playing is voluntary
[63]. Game usability and the quality of the user interface are still very important for
players [64]. As more and more game development companies compete for the attention
of players, it can be argued that in game development good usability is becoming less
an advantage and more a necessity. It is easy for players to change to different game if
they are not satisfied with the usability of a game, and trial versions, professional game
reviews and online gamer communities ensure that a game with bad usability gets a bad
reputation fast [46, 58].

What is usability in games then?Well, pretty much the same as in any other software,
with some differences [34]. Games are not intended to be productive, - yes, there are
some productive games too – but games are primarily supposed to entertain [1]. Usability
in games, therefore, addresses issues that hamper users’ ability to get entertainment and
fun out of the game, areas such as controls, heads-up display and menu structures. There
are various good examples and unfortunately quite a few examples of things done wrong
(the original Final Fantasy XIV and Fable 3 user interfaces and menu systems, to name
two, are some of the most criticized single aspects in a game ever, addressed for example
by Morton [46]). With the current reformation of games to a wider audience, usability
plays even a stronger role, as the variety of players’ gaming skills increases, the games
have to adjust to this with tutorials and simplicity (in how you learn to play the game,
not in the game). Playability is an extension of usability in games [48]. It adds layers
specific to games on top of usability - immersion, character development and how well
the game in general comes together for example, whereas playability is a lot more than
these [64].

To introduce usability activities into game development, some methods have already
been proposed [13, 18, 36, 45, 52, 55, 64]. Fernandez and colleagues [19], Mylly [47]
and Sánchez and colleagues [64], among others, have discussed the introduction of
usability or playability factors to game development and shown the need for playability
elements during development. There are different approaches to bringing usability or
playability into development, from player-centered design models such as in Charles
and colleagues [9] to heuristic evaluation such as in Desurwire and Wiberg [13]. One of
the simplest ways to enhance usability is to introduce heuristics that can be used by every
team member, without the need of usability professionals [28, 38, 50, 66]: they provide
a cheap and flexible tool for finding issues early and to better understand usability and/or
playability [53] that can be used by novice evaluators with good results [22]. Usability
heuristics for gameswere first introduced byMalone [39] in 1980. After quite a few years
they have become current again. Today, various sets of heuristics have been introduced to
address game usability. Researchers such as Federoff [18], Pinelle and colleagues [56],
Brown [6], and Desurvire and Wiberg [13] have produced their own sets and some sets
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have also been revised later. These sets tend to have dozens of heuristics that very easily
appear as confusing and difficult to apply for a game developer who is not experienced
in usability. Therefore, the problem with the existing models is that they are targeted at
usability researchers and professionals rather than for people without former studies in
usability. For these non-usability experts, the heuristics are hard to understand and use.

So far, most of the research has been on establishing a base for the research itself,
but the time for putting all this to use in practice has clearly came. Brown [6] has taken
a more simplified, usability-oriented approach to develop his set of heuristics but we
feel that to actually increase usability as well as to help game developers, the heuristics
need to support all; design, development and usability; hence too simple a solution does
not do it either. The closest approach to ours is that of Desurvire and Wiberg [13], i.e.
their PLAY -method, yet the heuristics proposed in this method are again more suitable
for usability-oriented people, not for a developer uneducated in usability. In Sect. 5,
we will propose some examples of usability heuristics that are devised to suit the game
developer, in a manner usable to them, divided into different game development phases.

5 Proposal for Usable Usability Heuristics for Game Developers

The research process of this paper utilizes both conceptual-analytical and constructive
research approaches [41]. The literature review relies on the former, while this research
also includes development of developer-oriented game heuristics to be used as a practical
tool in game development, which relies on the latter, i.e. design science research (DSR).
DSR aims to develop new or improved ways to achieve human goals [24, 41] and
it consists of two basic activities: building and evaluating. Building is a process for
constructing an artefact for a specified purpose, and evaluating is a process of determining
how well the constructed artefact performs in that specified purpose [41].

This paper has the goal of building a set of usability heuristics to fit into the game
development context and process, especially for developer use. March and Smith [41]
differentiate two cases concerning whether the construct already exists in some form or
whether the construct has not existed before in any shape or form. In case the construct
is totally new, the contribution of the research comes from the novelty of the artefact and
the persuasiveness of the claims that it is effective [41]. In case the construct has already
existed in some form – as it is the case in this paper, where both heuristic evaluation
and game development process exist in their own separate forms – the contribution of
the research lies in the construct being, in some sense, better than the old one [41]. This
paper contributes by fitting the heuristic evaluation to the phases of game development
process and context to suit the developer use.

The following section introduce examples of heuristics that could be introduced
and used by everyone involved in game development as guidelines, not just as tools
for inspection. The heuristics are kept simple for the best efficiency and divided by the
development phase to better integrate them into the game development process. They are
based on game usability studies (such as [13, 56, 69]) as well as on game development
literature (such as [1, 51, 54, 57]) and on real-life game development experiences in
multiple projects and discussions with developers of varying roles and backgrounds.
The example heuristics are simple and elemental ones: they were chosen due to their
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general nature (suitable for most games) and as they are easily explainable to everyone,
without extensive knowledge in either usability or game development. The proposed
usability heuristics were kept simple for the best efficiency while covering the critical
areas of game usability in each of the game development phases. Relating to each phase,
the selected heuristics try to convey aspects important for ensuring usability of the games
as well as aspects particular to the development of games, not software in general.

5.1 Concept

The Game Has (Several) Clear and Visible Goals. Players play for a reason, and they
must know what they can do and have to do to win the game: e.g. the players explore
the game world to find the evil zombie king that they must kill to save the world. Both
long- and short-term goals should be visible, long term goals before reaching them and
short-term goals straight from their introduction.

The Player Has a Clear Role that She Can Absorb. The player needs to know who
she is and how she is ranked in the game context so that she can get a better understanding
of the overlying situation and her place in the game world. Without having a clear role,
the player can remain disconnected from the game and not feel engaged to it.

The Game Has a Clear Audience. Because people are different, not everyone will
enjoy the game. One needs to have a clear idea about the audience so that one knows who
to develop for. “Everyone” can be an audience, but that does not help the development
team, or the actual audience it will have. Designers should know their future players,
in order to design and test the concept ideas with appropriate users and to develop the
game for them.

5.2 Pre-production

The Game is Consistent Thoroughly. For the game to be believable, the elements in
the game need to be consistent. Jumbo-jets in Stone Age are hardly believable but using
a pterodactyl as an airplane could work.

Effects and Actions of Artificial Intelligence (AI) are Fair, Visible and Consistent.
The AI should not have unfair advantages against the player (i.e. gain resources twice
as fast as the player), unless the player chooses so. The actions of the AI should be as
visible to the player as her own actions (i.e. troops moving or constructions building).
Creating artificial difficulty to the game by “cheating AI” risks alienating the players.

Every Platform is Thought of Independently. Platforms are different, sometimes a
lot different (mobile phone vs. personal computer for example) in many ways - from
hardware to controllers etc. - therefore the game must be adjusted accordingly to all
platforms it is developed for. New technologies and the adaptation levels of these tech-
nologies offer possibilities to create something on the side of the real game on other
devices (like commanders in Battlefield 3). For example, the original version of Final
Fantasy XIV had the PC user interface designed to follow the same conventions and
limitations as the forthcoming PS3 version, resulting poor usability on PC, which in turn
resulted the original PC version failing in the market.
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Controls Can Be Customized and are Designed for Each Platform Separately.
Players are different: for example, some are right-handed, some left-handed and some
may have only one hand or other limitations. The player should be able to adjust the
controls so that she can play the game at best possible way. Different platforms have
different controllers and some platforms have a multitude of controller options, which
should all be designed for independently (within reason). Some platforms and genres
have de-facto standards for controls (e.g. WASD), and the designers should follow these
when possible for default controls, while giving the players possibility to customize the
controls to their liking.

TheGame is Paced toOfferChallenge andRest. Players are human, the vast majority
of humans cannot undergo constant pressure for too long and too long easy periods can
get boring. Keep the player engaged in the game by keeping the tension close but allow
her to stop to think and breathe every now and then.

5.3 Prototype

The Hook Should Be Obvious. The prototype needs to prove that the game is worth
making, selling and most importantly playing. Do not just reinvent the wheel, improve
it. Provide the hook of the game in the prototype.

The Theme and Genre are Obvious. The prototype shows what the game is about and
in what setting, the level of reality (arcade versus simulator) and the main genre (sports,
action, role play etc.). The players set their expectations and use mental models based
on their existing experience on themes and genres. If the theme or genre is not obvious,
players do not know how to approach the game and may be off put from the start.

The Rules and Opposition are Obvious. The rules define how the game is played and
opposition is the challenger for the player. These can be demonstrated at general level at
this point. The rules and opposition should be clear, fair, and give the player possibility
to learn, develop and progress.

The Over-Arching Goal is Obvious. The Player is aware of what the final goal of the
game is, even if not yet able to complete that goal.

5.4 Production

The Player Should Be Able Leave or Quit the Game at Any Point. Players have real
lives, therefore they should be able to leave (pause) or quit (save) the game at any point
without losing too much of their progress. This may not be applicable in competitive
multiplayer games, but a quit or pause should be included in every single player game
at least and should be taken into account through whole production phase. The player
should not have to abandon a lot of progress in the game because of a sudden real-life
need.
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Produce for the Player. Adjusting to tight schedules often may lead to cutting corners
and reducing features, which is understandable, but these cuts should not affect the
general game play. Through whole production phase, leave “cool to have” features out if
that means you can perfect the necessary features, save time on places that are optional
to finish the mandatory and often visited places.

5.5 Alpha

The Player Knows What to Do and How to Do It. The game clearly shows what the
player needs to do - a first goal - and the means to do it, so that the player can start
playing meaningfully right from the beginning. The original version of Final Fantasy
XIV gained notoriety amongst players for leaving them wander in the game world not
knowing what to do, how to do it and why to do it.

The Player Does not Repeatedly Make the Same Mistakes. Repetition can frustrate
the player easily and repeated mistakes frustrate even faster. Alpha is the first phase
where you can really spot these design flaws through player testing, as the developers
play tests are biased (developers know how it should be done).

Basic Controls are Easy to Learn, But Expendable for More Experienced Players.
The player learns the basic controls fast and can play the game right from the beginning.
Advanced players may require more advanced controls to achieve things faster or with
fewer actions (e.g. quick keys for production or building).

Menus are Simple, Self-explained and Intuitive. Menus are part of the game and the
overall experience too. The menus should be designed and structured to support the
game play. Disguising different options as part of an image for example might seem like
a good idea, but if it makes it slower or harder for the player to start the game, it does
not support the game play and can potentially drive players away from the game.

5.6 Beta

The Game Provides Accurate, Timely and Adequate Feedback. Players need to
know and realize they are progressing towards the goal(s) of the game. Giving them
feedback of their progress will encourage them to continue playing (progressive feed-
back) and feedback about their current situation and future will make it a lot clearer
how to proceed onward (informative feedback). Most of the core should at this point
work like intended, but it is not too late to increase the amount of information the player
receives.

The Challenges are Worth Completing and Give a Positive Feeling. The challenges
can be very hard, but if the players are given a feeling of success, they will carry on
trying. Having sub-goals in a longer challenge (pacing) to provide constant stream of
minor successes can help in reducing player stress. The reward(s) for completing a
challenge should be on par with the challenge level, greater challenges should provide
greater rewards.
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User Interface Has Enough Information But Does not Interfere with Game Play.
Different games have different requirements for the user interface. Health indicators,
ammunition information, mini-maps, compasses, skill bars and every other thing there
may be are supposed to support the player and the game play, not to obstruct her view
or ability to play.

Similar Forms Should Have Similar Actions. A sign for example should always be a
sign, not sometimes a mere sign and sometimes a button as well to avoid confusion and
frustration. Less learning is more playing.

The Game and the Different Elements in the Game are Balanced. In the beta phase
of the production it is time to make sure that the different elements in the game are
balanced so that the players’ skills and abilities define the game outcome, more than
(bad) early game decisions or imbalanced mechanics.

5.7 Gold

The Game is Ready to Play Out of the Box. The player does not need to install
any updates or patches prior to game play. Notify the player that there are updates
available, but do not force her to install unless the updates are critical for the game (i.e.
online competitive game, where everyone needs to have the same version). The player
experience suffers considerably, if the player starts the new gamewith high expectations,
only to have to wait for a massive update package to be downloaded and installed.

There is an Adequate Manual Shipped with the Game. The manual included in the
release (preferably in physical form, electronic manuals are hardly ever even opened)
has enough information so that the player can quickly look up basic instructions and
well-known issues. The player should not have to search for websites, discussion forums
or community sites for information.

All Required Third-Party Software is Included in the Release. If the game requires
any third-party software (DirectX, PunkBuster etc.), they are all included in the release
to make it as easy as possible for the player to start the game. It may be plausible to add
links or web-installers for the requirements these days, as internet is widely available
and software updates common.

The Community Building is Supported in Several Ways. Playing games is a social
activity and a flourishing community is an important part of a successful game expe-
rience. Building and caring the community properly also creates ground for your next
release or other games, as word spreads quickly.

5.8 Post-release

There is an Up-to-Date FAQ About Known Issues and Their (Possible) Fixes. The
players can find information for problem situations in one, centralized place, so that they
can overcome and/or fix issues as easy as possible.
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There is a Change Log Available for Every Update and Patch. Provide information
about changes to game mechanics and content etc. so that the players can adjust their
game play accordingly (if needed) and are well informed about fixed bugs and errors.

New Content is Consistent with the Original Game. The new content should support
the existence of the original game and the original game experience, which can be
extended and expanded, but not overwritten.

6 Feedback from the Field

A small survey was conducted in February 2020 among Finnish game developers of
wide variety among company sizes and roles within the companies on game usability,
on the role of heuristic evaluation in the companies and on the usability of the usability
heuristics presented in the literature as well as of those proposed in this paper. There
were 8 respondents in the survey.

When asked about what usability means to the respondents, one answer is quite close
to what we think of (game) usability: “Usability is one of the design goals that should be
pursued during development to make the product as accessible, intuitive and transparent
as necessary to its core audience.”. This gives motivation that usability activities should
be incorporated to the development cycle as a whole. Another answer underlines giving
space to the players to learn the game and the ability to customize: “Usability in a game
is how well a player can use and engage with the game itself. Poor usability is normally
bad UX design and no customization for the player to mold the game around how they
want to play (such as moving controls to fit left and right handedness), along with no
space for the player to learn how the game works.”.

As for the results, 75% of the respondents found usability in games to be of high
importance (4.6 average out of 5) and majority of companies the respondents worked
with valued usability very important in their products (4.1 out of 5). However, 50% of
the respondents did not currently use heuristic evaluation as a usability tool, yet 57%
would like to use some form of heuristics to support their work and quoting one answer
straight fromopen feedback question rather nicely sums up the general feeling among the
respondents: “UX is very important. Every team/game/company should have one person
full time on this.”. When asked why they were not using heuristics in their projects there
was answers such as: “Normally it’s based on time constraints. Spending time to design
and create a fully heuristic sequence or space for players to learn the game themselves is
a very difficult and time consuming task, that also doesn’t translate to other projects quite
as well as something more structured and conventional. However, that doesn’t mean that
I would like to have the time to create such a space for players so that they can learn the
way the game works in their own way.”, which indicates that incorporating heuristics as
a development tool as well could be potentially both saving time and money.

The respondents were asked about usability of a variety of different heuristics ran-
domly chosen from Federoff [18], Nielsen [50], Desurvire andWiberg [13] and usability
heuristics proposed in this paper. The respondents were not told from where the heuris-
tics are from, or by whom and no further descriptions were given. The survey inquired
how easy to apply would a given heuristic be in a current project(s).
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Two heuristics by Federoff [18] gained the highest average points and our three
heuristics together with Nielsen’s heuristics followed very close behind, leaving the
impression that simpler and/or less error-prone heuristics are easier to apply. Open
question about what kind of heuristics would help in the respondents area of expertise
asked for “Live Ops and service heuristics” along with “More understanding”, which
we see as need for a wider set of heuristics that includes the whole range of game
development from concept to live operations and serving the user base, but also a set
that explains what and why the heuristics are. The heuristics proposed in this paper are
answering those questions and work as a basis for a more detailed and wider spectrum
of coverage across game development as a whole.

7 Concluding Discussion

This paper addressed the topic of usability in game development. Game development
industry, although growing fast and already including large and successful companies,
consists also of a huge number of small-to-medium-sized enterprises and start-ups. For
these companies, practical, usable, developer-oriented tools for ensuring game usability
are needed, as these companies do not have resources for hiring usability specialists.
This paper reviewed the concept of game usability and existing research on usability
methods for game development as well as proposed a set of usability heuristics as a
usable, developer-oriented tool during the game development process.

In case the construct has already existed in some form – as it is the case in this paper,
where both heuristic evaluation and game development process exist in their own sepa-
rate forms – the contribution of the research lies in the new form of the construct being,
in some sense, better than the old one [41].We propose that the usability heuristics fitting
the game development process and context, as presented in this paper, are more usable
[32, 33, 46] than the existing game usability heuristics, which are not being favored by
the majority of the game companies [60]. The usability of the heuristics is improved
especially in the sense of efficiency and effectiveness [33] that hopefully also lead to
improved developer satisfaction [33]. The literature indicates that the game companies
view the existing game usability heuristics as being too difficult to use, too expensive,
requiring too much resources, unknown to them, and unsuited for their development
practice [60]. The proposed usability heuristics were kept simple for efficiency while
covering the critical areas of game usability in each of the game development phases to
ensure effectiveness. Dividing the game usability heuristics into the different develop-
ment phases aims to help to integrate them into game development and allows the game
developers to concentrate on a smaller number of important game usability heuristics in
each phase. We argue that this new approach to game usability heuristics makes it easier
for the game developers to use these heuristics in their game development process and
context and thus to improve the usability of the games they develop.

A small-scale survey study on game usability, heuristic evaluation in game devel-
opment and usability of the usability heuristics proposed in the literature as well as in
this study was carried out. The results show that the respondents and companies value
usability of games high, but they do not necessarily use heuristic evaluation for improv-
ing usability in the development. Then again, they indicate interest in using heuristic
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evaluation in the future. In the survey, simpler and less error-prone heuristics were found
easiest to apply, such as we propose in this paper. Question about the need for heuristics
in the respondent’s area of expertise showed the need for a wider spectrum of heuristics
than what can be found in current literature, together with the need to know more about
the heuristics (what, why, when to use).

The study has both theoretical and practical implications. First of all, through review-
ing the concept of game usability and existing research on usability methods for game
development as well as through characterizing the existing game development indus-
try – i.e. there being a huge number of small enterprises and start-ups without much
resources to invest in usability – the paper revealed the need for a practical, usable and
developer-oriented tool to suit the game development process that has been lacking in
the existing research [59–61]. Second, the proposed and evaluated usability heuristics
for games aim at meeting this need. Other researchers as well as game developers can
benefit from the contribution of this paper by experimenting with the heuristics during
game development. Researchers can extend this work by testing the fit of particular
heuristics in the respective game development phase as well as by refining or developing
new game usability heuristics to fit a particular game development phase.

As a limitation of this paper, the explored usability heuristics for game development
have not been comprehensively empirically tested to verify their fit, usefulness and ease
of use. We also acknowledge that heuristic evaluation conducted by novice evaluators
(i.e. developers) is not a perfect solution for improving game usability, but it is better
than nothing (see also [17, 23, 71]). This paper focuses on usability evaluation and prac-
tical developer-oriented usability tools, ignoring issues such as usability requirements,
usability design and the institutionalization of usability [65] in game development, even
if they definitely are significant to consider in game development.

There is still a need for more research on introducing usability activities into the
game development context and process. More research also needs to be done related to
introducing game usability heuristics into game development. The proposed usability
heuristics should be more comprehensively empirically tested in game development
to verify the fit and usefulness of these heuristics in their particular game development
phase.Moreover, heuristic evaluation is just one particular usabilitymethod and usability
evaluation is just one particular usability activity. Empirical usability testing, usability
design and usability requirements should also be considered in game development (see
also [45, 61]). Altogether, more research needs to be done related to institutionalizing
usability activities [65] in game development. Finally, the potential costs and benefits of
usability activities in game development context could be researched further [59].
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Abstract. This paper presents a human-centered methodology for designing and
developing Virtual Reality Exposure Therapy (VRET) systems. By following the
steps proposed by the methodology – Users analysis, Domain Analysis, Task
Analysis and Representational Analysis, we developed a system for acrophobia
therapy composed of 9 functional, interrelated modules which are responsible
for patients, scenes, audio and graphics management, as well as for physiological
monitoring and events triggering. The therapist visualizes in real time the patient’s
biophysical signals and adapts the exposure scenario accordingly, as he can lower
or increase the level of exposure. There are 3 scenes in the game, containing a ride
by cable car, one by ski lift and a walk by foot in a mountain landscape. A reward
system is implemented and emotion dimension ratings are collected at predefined
points in the scenario. They will be stored and later used for constructing an
automaticmachine learning emotion recognition and exposure adaptationmodule.

Keywords: Virtual reality · Exposure therapy · Human-centered · Acrophobia ·
Phobia

1 Introduction

Phobia is a prevalent anxiety disorder of our times, affecting 13% of the world’s popula-
tion. They are characterized by an extreme fear of objects or situations, distressing panic
attacks and physical symptoms such as sweating, trembling, rapid heartbeat, headaches,
dizziness, confusion and disorientation. In severe situations, some people experience
psychological symptoms such as fear of losing control or even fear of dying. Phobias are
divided into 3 categories – social phobias (fear of meeting people of higher authority,
using a telephone or speaking before a large crowd), agoraphobia (fear of open spaces)
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and specific phobias, which are generated by specific objects or situations. In what con-
cerns social phobias, they affect people of all ages, but usually appear in adolescence.
45% of people with social phobias develop agoraphobia and the fear of having an anxiety
attack in public or embarrassing themselves, while 17% develop depression [1]. 15–20%
of the world’s population experience specific phobias at least once in the lifetime [2]. At
world level, specific phobias have the following prevalence: acrophobia (fear of height)
– 7.5%, arachnophobia (fear of spiders) – 3.5%, aerophobia (fear of flying) – 2.6%,
astraphobia (fear of lightning and thunder) – 2.1%, dentophobia (fear of dentist) – 2.1%
[3]. The annual total costs of social phobia were 11.952 euros in the Netherlands, higher
than the total costs for people with no mental disorder, of 2957 euros [4]. As concerns
the European Union, the direct (diagnosis and treatment) and indirect (invisible costs
associated with income losses due to mortality and disability) costs were estimated at
798 billion euros. They are expected to double by 2030 [5].

Of the people suffering from social phobias, only 23% seek specialized help. 80%
of the patients turn to medicines and Cognitive Behavior Therapy (CBT), a method of
gradual in-vivo exposure to stimuli and thought control. Unfortunately, only 50% of the
persons suffering from social phobias and 20% of those affected by specific phobias
recover completely [1].

Besides CBT and in-vivo exposure, a new therapy has emerged, namely VRET
(Virtual Reality Exposure Therapy). The user is presented a computer-generated virtual
environment, either on a desktop or mobile platform, via a Head Mounted Display
(HMD). Virtual environments can be easily controlled by the therapist, customized and
adapted to the condition of each patient. They are immersive, appealing, cheap and
most importantly, safe. Over 80% of the patients prefer virtual exposure therapy over
the classical in-vivo exposure [6]. VRET has a strong stability of results in time, equal
to that obtained by CBT therapy [7]. However, it is appropriate for people who do not
possess high imaginative skills such as those required for CBT. It also provides a more
comfortable sensation than in-vivo exposure, knowing that it is only a virtual immersion
from which you can abscond as soon as you feel like losing control.

In this paper we propose a methodology inspired from the HCDID model proposed
by Zhang et al. in [8] and from the NADI model of van der Bijl-Brouwer and Dorst
[9] for designing and developing a VRET system. It is quite a difficult task to provide
a proper methodology for medical software development because it needs to take into
account the complexity of human biology.

In addition, we provide a case study for acrophobia therapy. Such, we designed a
virtual environment illustrating a mountain scenario where the user can ride by cable
car, ski lift and walk by foot. The therapist can manage the patients, visualize their
physiological parameters and adapt the scenario accordingly. The design is human-
centered, thus it meets both the patients’ and therapists’ requirements. In our opinion
the human-centered design for software means also to understand people (feelings,
emotions, ideals, aspirations, needs, habits, motivations, and so on) and provide software
tailored to each individual.

In this phase of research, we collect data from the users and from the therapists
(biophysical signals, actions performed in the virtual environment, user behavior, gen-
eral performance, the modality in which the clinical specialist reacts to the patient’s
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performance and physiological data, adapting the exposure scenario accordingly). This
data will be used for constructing a computational model with various feature extraction
and machine learning techniques that will automatically recognize human emotions and
adapt the virtual exposure in real time.

The paper is organized as follows: Sect. 2 presents existing systems for phobia
therapy, Sect. 3 describes the emotion models, Sect. 4 presents the human-centered
paradigm, Sect. 5 is dedicated to our proposed human-centered VRET system design
methodology and Sect. 6 introduces a case study, the development of a VRET system
for acrophobia treatment. Finally, we show the study’s conclusions and provide future
directions of research.

2 Virtual Reality Systems for Phobia Therapy

In order to performa comprehensive analysis of the existingVirtual Reality (VR) systems
for phobia therapy, we considered 3 main categories: platforms, applications for desktop
and mobile devices and systems developed within an academic research.

2.1 Platforms

C2Phobia software [10] is composed of more than 70 configurable exposure environ-
ments (the therapist can add/remove elements from the environment) for treating a wide
range of phobic conditions: Acrophobia, Agoraphobia, Claustrophobia, Ochlophobia,
Arachnophobe, Aviophobia, School phobia, Fear of public speaking, Fear of pigeons,
Fear of dogs, Fear of cats, Fear of the hospital. The patient is exposed gradually to
different levels of anxiety according to his pathologies. PSIOUS [11] provides over 50
resources (VR and augmented reality environments, 360º videos) with real-time view of
what the patient is seeing during the session. Stim Response Virtual Reality [12] offers
fully modular environments for acrophobia, fear of flying and fear of public speaking
therapy.The events from thevirtual or augmentedworld and the physiological data (ECG,
EEG, EOG,EMG,EGG,EDA, temperature, respiration, pulse) are synchronized.Virtual
Reality Medical Center (VRMC) [13] uses VRET in combination with biofeedback and
CBT to treat phobias (fear of flying, fear of driving, fear of heights, fear of public speak-
ing, claustrophobia, agoraphobia), anxiety (including pre-surgical anxiety), stress and
chronic pain. This system is used also for treating post-traumatic stress disorder caused
by military deployment. Each stage can be repeated until the client feels comfortable.
At every step, the therapist can see and hear what the client is experiencing. If the level
of anxiety becomes too high, the user can return to a lower level or exit the virtual
world. Virtually Better [14] offers Bravemind, a system for alleviating the psychological
repercussions of war for the soldiers who served in Iraq or Afghanistan. Bravemind
is accompanied by vibrotactile feedback (sensations associated with engine rumbling,
explosions, firefights), ambient noises and scent machines. Limbix [15] offers VR envi-
ronments built from panoramic images and videos. The scenes are interactive, so that the
therapists can change them in real-time. PHOBOS [16] is designed for individuals, pro-
fessionals and organizations. It ensures gradual exposure to stimuli and interactive 3D
environments that address agoraphobia, social anxiety disorders and specific phobias.
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2.2 Applications for Desktop and Mobile Devices

For acrophobia therapy, the most popular games are The Climb [17], Ritchie’s Plank
Experience [18], Samsung Fearless Cityscapes [19] for Gear VR, Samsung Fearless
Landscapes [20]. In Arachnophobia [21], the user looks at specific spots on a piece of
paper in front of him and is able to control the amount of exposure to virtual spiders.
Limelight [22] for HTC Vive puts the user on stage in front of a virtual crowd that
can change its mood and behavior. For treating fear of public speaking, he can give
presentations in business meetings, small classrooms or large halls.

2.3 Systems Developed Within the Academic Context

Acrophobia Therapy with Virtual Reality (AcTiVity-System) [23] uses Oculus Rift to
render the 3D scenes, a Microsoft Kinect for motion tracking and a heart rate sensor.
A large experiment, involving 100 users, took place in order to evaluate the system and
the results showed that all the participants in the VR group recorded a certain level of
fear reduction, with the average reduction being 68%. Half of the participants in the
VR group had a reduction in fear of heights by over three quarters. VR Phobias [24]
contains a static environment depicting the view of a hotel balcony. The results of an
experiment involving 15 users showed the same rates of success for the users treated
in a virtual environment and for those exposed to a real-world environment. However,
the virtual sessions were shorter (22 min), compared to the real-world ones (51 min).
The acrophobia system developed at University of Amsterdam and Delft University of
Technology [25] comprises three different virtual environments: a mall, a fire escape
and a roof garden. 29 patients have been exposed to these virtual environments in the
presence of the therapist. At the end of the experiment, the subjects have reduced their
anxiety and avoidance levels.

3 Emotion Models

Some of the most challenging subjects in psychology are related to emotions, emotional-
eliciting stimuli and the modalities of measuring affective changes. There are many
theories of emotion, with each author offering his own perspective on the topic. In 1969,
Izard concluded that the area of emotional experience and behaviour is one of the most
confused and ill-defined in psychology [26]. The most relevant researcher in the field,
Paul Ekman, stated the following about basic emotions and their facial expressions-based
recognition: My views over the past 40 years have changed radically from my initial
view that: (a) a pleasant-unpleasant and active-passive sale were sufficient to capture
the differences among emotions: and (b) the relationship between a facial configuration
and what it signified is socially learned and culturally variable. I was forced to adopt
the opposite view by finding from my own and others’ cross-cultural studies of facial
expressions [27].

Emotions have a complex and multi-aspect nature. According to H. Hockenbury &
E. Hockenbury, emotion is seen as a complex psychological state that involves three
distinct components: a subjective experience, a physiological response and a behavioral
or expressive response [28].
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Cabanac proposed the following definition: emotion is any mental experience with
high intensity and high hedonicity (positive or negative) [29]. The causes of emotions are
various and they can be recognized through signs of emotions, as sweating, tachycardia,
facial expressions.

While a review on emotion literature in psychology is beyond the scope of this paper,
we adopt the definition proposed by H. Hockenbury & E. Hockenbury and present the
most relevant emotion models and key concepts used in emotion recognition.

Regarding the emotion models, there are mainly two perspectives: discrete and
dimensional. In the discrete model, it is assumed the existence of a basic set of emotions.
Ekman and Friesen identified six basic emotions: anger, disgust, fear, happiness, sadness,
and surprise [30]. Later, the list was updated including embarrassment, excitement, con-
tempt, shame, pride, satisfaction, amusement, guilt, relief, wonder, ecstasy and sensory
pleasure. In the dimensional model, an emotion is described by two or three dimensions,
which represent fundamental properties. Russel suggested in his circumplex model of
affect the usage of two dimensions: the arousal or activation dimension to express the
intensity of emotion and the valence dimension to express the way in which the emotion
is felt, either positive or negative [31]. Dominance was related to the extent to which
a person can control his behavior. Nowadays, valence, arousal and dominance are still
used as three basic dimensions to express the emotional states. Each discrete emotion
can be viewed as a combination of two or three dimensions [32, 33]. For example, fear
is characterized by negative valence, high arousal and low dominance.

Complex emotions can be constructed from combinations of basic emotions. Robert
Plutchik introduced the famous wheel of emotions to illustrate how basic emotions (joy
versus sadness; anger versus fear; trust versus disgust; and surprise versus anticipation)
can be mixed to obtain different emotions [34]. The Pluthcik’s model is not the only
tool used to assess emotional reactions. Geneva emotional wheel (GEW) uses a circular
structure with the axes defined by valence and control to arrange 40 emotion terms in 20
emotion families [35]. More information regarding the usage of GEW tool can be found
at [36].

Many laboratory experiments have been carried out in order to study emotions.
In [37], a comparative study regarding the capacities of pictures and films to induce
emotions is provided. The Self-Assessment Manikin scale was used to rate the emotion
and arousal states [38]. The results obtained were unexpected: films were less effective
than pictures stimuli. Two stimuli were used in [39] to induce emotional states: self-
induced emotional imagery and audio/video clips. Electroencephalography (EEG) brain
signals were automatically analyzed and used to recognize human emotions. Facial
expressions, posture, voice, body motion reflect emotional states [40–43]. With the
development of technology, various data could be acquired and processed, thus leading to
automatic emotion recognition systems development. The best performance is achieved
by multi-modal emotion recognition.

4 The Human-Centered Paradigm

Nowadays, we are witnessing the explosion of the Human-Centered paradigm. There
are many definitions which attempt to encompass various aspects of human-centered.
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We find human-centered related to with different concepts such as computing, design,
systems, machine learning, software engineering and so forth.

In the final report of the workshop Human-Centered Systems (HCS): Information,
Interactivity, and Intelligence, 1997, the participants agreed and defined the human-
centered systems as an emerging discipline that combines principles from cognitive
science, social science, computer science and engineering to study the design space of
systems that support and expand fundamental human activities [44]. Jaimes et al. notice
that the aim of Human-Centered Computing (HCC) is the tight integration of human
sciences and computer science to build computing systems with a human focus from
beginning to end [43].

Human-centered Machine Learning (HML) proposes a new approach for Machine
Learning (ML) algorithms. They consider human goals and contexts in designing ML
algorithms, so that ML becomes more useful and usable [45]. The human and the com-
puter have to adapt to each other: the human can change the behavior of the machine
and the machine can change the human’s goals. Applied ML is seen as a co-adaptive
process with the computers being part of human design process [45].

Generally speaking, the Human-Centered Design (HCD) deals with those methods
and principles used to design and develop any types of services or products for people,
taking into account the utility, pleasure and meaning parameters [42]. van der Bijl-
Brouwer and Dorst developed the NADI model based on four layers of human Needs
and Aspirations for Application in a Design and Innovation process [9]:

I Solutions – shows what the people want or need
II Scenarios – describes how the people interact with a solution in a specific context

of use
III Goals and IV Themes – are the deepest levels and describe the reasons why

people want a certain solution. The authors showed the difference between goals and
themes: the goals take into account the context of the problem, while themes deal with
the context-free analysis of underlying needs and aspirations.

NADI is a general model for product design; it is not dedicated to software. It focuses
on needs and aspirations in order to capture the long-term desires, hopes and ambitions.

In 2003, Seffah and Andreevskaia noted that the HCD techniques are still insuffi-
ciently integrated in software engineering methodologies [45]. They provided a compre-
hensive guide to teach engineering programming in terms of the human/user-centered
design (UCD).

Considering the movement of software engineering from the traditional software
development to the human-centered development, Seffah, Gulliksen, and Desmarais
proposed the following process features: user-driven; solution focus; multidisciplinary
teamwork including users, customers, human factor experts; focus on external attribute
(look and fell, interaction); quality defined be user satisfaction and performance (quality
in use); implementation of user-validated solution only; understanding the context of
use (user, task, work environment) [46].

In [47] a Human-Centered Distributed Information Design (HCDID) methodology
is introduced and it is demonstrated on electronic medical records systems. HCDID is
based on the theory of distributed cognition, which claims that the unit of analysis is the
system composed of human and artificial agents, the pattern of information distribution
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among human and artificial agents can radically change the behavior of the distributed
system, the behavior of a distributed system should be described by the information flow
dynamics [47].

HCDID comprises two related parts: the first part includes multiple levels of analysis
for single user human-centered design (user, functional, representational, and task anal-
ysis); the second part is dedicated to additional analysis for designing distributed human-
centered systems. We did not intend to design a distributed VRET system; therefore we
only considered the first part of HCDID.

Fromour perspective, a human-centered design for softwaremust care about people’s
feelings, emotions, ideals, aspirations, needs, habits and motivations. Medical software
strongly requires considering human emotions, so our methodology takes care of it.

5 A Human-Centered VRET System Design Methodology

VRET systems comprise various technologies: VR, AR and ML. Related to VR, Jerald
noted in his book that We must create VR experiences with both emotion and logic
[47]. In our methodology for Human-Centered VRET (HCVRET) systems development
(Fig. 1), we use a layers-based analysis adopted from the HCDID model and from the
NADI model of van der Bijl-Brouwer and Dorst [9]. For the HCVRET implementation,
we consider the dimensional model of emotions.

The layers-based analysis for designing a human-centered VRET system comprises
4 levels. Level 1 is dedicated to the users’ analysis: patients and therapists, goals and
theme analysis. Users’ patterns and features of these patterns are identified at this stage. It
is important to know their medical history, motivation, education, data about the phobia
condition. We are interested in the gaming and computer abilities of the patients, as our
intention is to develop a game-based VRET system. The therapists also use the system.
They supervise the therapy and can intervene during the game. Also, we need a clear
statement of the goals and themes. The goals are formulated in terms of improving
the patients’ condition and the theme underlying the goals is comfort. Level 1 provides
information to the following levels. Level 2 deals with the system analysis requirements,
emotion models and knowledge about the mental illness. All information is modeled
and encoded to be computationally processed. The VRET system contains a series of
tasks which are undertaken by the patients in the therapy. All tasks and subtasks are
analyzed at Level 3. Each task has a hierarchical structure: high level tasks related to a
goal and subtasks related to sub-goals. Also, there are defined the tasks performed by
the therapists: for example, the task of setting the next game level in the therapy. The
patients, the therapists and the machines need to communicate in a simple and efficient
way. Task analysis involves defining the work procedures. An example of procedure is:
the patient plays no more than 15 min followed by a relaxation period of 10 min. In
this way, the game-based VRET system is designed to be adaptable to the model of the
patient. At Level 4, we identify the patients’ and therapists’ preferences for colors or
sounds, for a certain game, for urban or natural landscapes, for certain technologies and
so on. All the information acquired at this stage is used for implementing the VRET
system.

We could not find a general methodology for designing virtual reality-based med-
ical software. The proposed methodology is dedicated to this type of application
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Patients analysis: identify patientsí 
models (age range,  education, 

workplace, computer/VR/gaming ability, 
motivation, limitation; phobia type, start 

date, power, anamnesis and so on)

Therapist analysis: identify 
therapistsí models (age range,  

education, computer/VR/gaming 
ability, knowledge background, 

limitation, and so on)

Domain analysis: medical knowledge, 
emotion models analysis, requirements 

analysis, goals and theme analysis

Task analysis: identifying VRET 
system functions, task procedures, 

constraints, data categories, patient-
therapist-machine communication 

needs,  task organization and structure,  
information flow

Representational analysis:   identify gameís 
levels scenarios (colors sets, VR environments, 
music, and so forth), preferences for displaying 
information, patientsí and therapists interactions 

with VRET system descriptions

Information for VRET system implementation

High level task (goal)
- subtask 1 (sub-goals 1)
- subtask 2 (sub-goals 2)
Ö
- subtask n (sub-goals n)

I Users, goals and 
themes analysis

II Domain analysis

III Task analysis

IV Representational 
analysis

Goals analysis: identify and 
describe goalsí VRET

Themes analysis: identify 
and describe theme

Fig. 1. Layers-based analysis for designing a human-centered VRET systems

and combines human-based product design strategies with medical software design
strategies.

6 Case Study: Development of a VRET System for Acrophobia
Treatment

6.1 Software Architecture

In this chapter we present the development of a VRET system for treating acrophobia.
Our virtual environment is rendered via HTCVive and depicts a natural setting (a moun-
tain scene with hills and valleys, peaks, forests, a lake, river, transparent platform above
a canyon and a transparent bridge) during daytime. The VR environment has been devel-
oped using the C# programming language and the Unity graphics engine. The software
architecture is composed of the following modules:

Users Manager (Fig. 2) – manages the patients, being dedicated to the therapist.
New patients can be added to the system and information about them introduced – name,
age, height, sex. Also, each patient selects at this stage his favorite song/picture/quote,
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which will be presented during the virtual exposure whenever he considers that he needs
to relax and calm down. This module also manages existing users, replays sessions and
allows the therapist to see statistics concerning the patients’ performance. The Users
Manager module is connected to a SQL database that stores all the participants’ data.

Fig. 2. Users Manager interface

ResourcesManager - loads and caches all resources needed at runtime (the patient’s
profile, scenes, game objects, assets, etc.).

Graphics Manager – ensures graphics rendering and processing, input & output
windows and UI (User Interface) display.

Input Manager – manages user input from the HTC Vive controllers. The patient
interacts with the virtual environment – displacement, objects selection, menu selection,
buttons pressing via the HTC Vive controllers.

Audio Manager – audio rendering management: environmental soundscapes (birds
chirping, the sound of thewind), auditory iconswhen the user selects something from the
menu, enters or exits the game, audio cues, plays the user’s favorite music clip whenever
he needs to relax and take a break from the virtual exposure.

Scenes Manager – manages the scenes (Fig. 3). The user can select any of the fol-
lowing 3 scenes: a ride by cable car a ride by ski lift and a walk by foot. Throughout
any of these routes, there are 10 stop points where a mathematical quiz is applied in
order to detach the patient from the virtual exposure, deactivate the right brain hemi-
sphere responsible with emotional processing and activate the left one which manages
logical and rational responses. After the user correctly answers the mathematical ques-
tion (Fig. 4), he is required to select his valence, arousal and dominance levels using
Self-Assessment Manikins. If he does not correctly answer the current mathematical
question, another one appears on the screen and the process is repeated. At the end of
the route, the user is returned to the main menu to select another ride, if he wants. At
each moment of time, he can stop the cable car or ski lift from moving, as well as to get
down and return to the main menu. At any time, the user can choose to take a pause to
relax and listen to his favorite piece of music, see a photo depicting something he enjoys
and read his favorite quote.

Physiological Monitoring Module – records physiological data (heart rate (HR)
and galvanic skin response GSR)). High HR and increased GSR (skin conductivity)
are associated with anxiety and fear. Both the user and the therapist can visualize and
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Fig. 3. Game scenarios

Fig. 4. Applied questions

monitor these parameters and the therapist can also modify the patient’s exposure level
whenever he considers that the biophysical signals exceeded a critical threshold.

Event SystemModule - triggers various actions during gameplay like saving statis-
tics, recording valence/arousal/dominance rates, rendering events, animation events and
any kind of communication between completely various modules or game objects.

Game Manager – integrates and operates all the modules mentioned above.
The software architecture is presented in Fig. 5.
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Fig. 5. Acrophobia VRET system software architecture

6.2 Development Methodology

In this section we present the detailed steps of our development methodology for the
acrophobia VRET system we propose.

Level I – Users, Goals and Themes Analysis
At this stage, we identified the goal and theme: the goals refer to improving the patients’
phobia-related conditions and the themes represent the comfort and safety. So, our main
concern was to achieve the goals that ensure patients’ comfort during the game.

Also, we identified the patients’ and therapists’ profiles, as well as what they expect
from the system. The patients expect an immersive virtual environment, with a high
level of realism, accessible tasks and a diverse range of in-game activities. For this, we
developed the Scenes Manager module with increased attention to details in order to
ensure a high level of immersion. All the 3 scenes – cable car, ski lift and walking route
are carefully designed, having their graphics adapted to be rendered via the HTC Vive
glasses. The input modality is also accessible and easy to be used. Thus, the patient
interacts with the environment by pressing a few buttons from the Vive controller to
teleport himself in the scene, select his responses to the mathematical questions and
introduce the valence/arousal/dominance ratings, start, stop or exit the game, select the
preferred scenario. The patients are however reluctant towards heavy and uncomfortable
biophysical equipment. Thus, even if at the beginning of our research we pursued the
idea of recording EEG data, we finally dropped it out and kept only GSR and HR. These
biophysical signals have been recorded using the Shimmers Multisensory device which
has integrated compatibility with the C# programming language through its API [48].
The therapists expect a reliable system, with a high level and realism and immersion,
visualization of what the patient is seeing in the virtual environment, as well as of his
biophysical signals, so that they can easily adapt the exposure scenario. In addition,
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they want to have access to recordings of the users’ performance in order to calculate
statistics and performpost-therapy analyses. To accomplish these requests, we developed
the Physiological Monitoring module and the Users Management module.

Level II – Domain Analysis
At this stage of development, we interacted with psychologists and psychotherapists, in
order to understand the emotional profile of the people suffering from acrophobia. Here
we researched the domain of affective computing and defined fear as an emotionwith low
valence, high arousal and low dominance. The psychologists advised us to repeatedly ask
the patients for their self-reported valence, arousal and dominance ratings, but before it
is recommendable to detach them from the current intense emotional state, deactivate the
right hemisphere and activate the left one by applying some mathematical quizzes. By
listening to his favorite piece of music, look at a picture or read his preferred quotation,
the patient also achieves a high state of relaxation, being at the same time an effective
self-reward solution. The person rewards himself from time to time after experiencing
a stressful situation or expecting to reach a certain game level, so that he can take a
break, stop the exposure temporarily and enjoy a short, but pleasant activity. The data
collected (biophysical signals and valence/arousal/dominance ratings) will be further
used for designing an additional module, called Fear Estimation. Several machine and
deep learning techniques will be used to construct a model that automatically determines
the patient’s current level of fear, so that the therapist will know not only the biophysical
raw values, but also whether the user experiences low/medium/high fear. In this way, he
can adapt the exposure scenariosmore easily. Future plans include the development of an
Automatic Exposure Adaptation module, where, based on the knowledge collected from
the therapist, the patients’ biophysical data and fear level estimation, a virtual therapist
will adapt the level of exposure automatically, without or with minimum intervention
from the human expert. In addition, in our future research, we intend to integrate a form
of neurofeedback, so that the elements from the virtual environment would change their
appearance according to the user’s emotional state. So, the sky can become cloudier or
darker when the patient feels anxious, clearer when he is calm and change dynamically
during the session. By being providedwith this form of feedback, the patient can struggle
to relax and induce himself a state of relaxation in order to change the appearance of the
natural elements from the virtual environment.

Level III – Task Analysis
Here we identified the tasks and corresponding subtasks. The user can select at the
beginning the route he wants to take – a ride by cable car, ski lift or a walk by foot.
Throughout any of these routes, there are 10 stop points where a mathematical quiz
is applied. After the user correctly answers the mathematical question, he is required
to select his valence, arousal and dominance levels using Self-Assessment Manikins.
We established the interaction between the human and the machine, communication
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protocols, user interfaces. All the system’s tasks – patients management, virtual expo-
sure management, physiological monitoring, application logic, flow control – have been
designed and implemented at this step.

Level IV – Representational Analysis
Here we established which will be the virtual scenarios, with both their graphical and
audio components. Such, we designed a landscape with forests, cliffs, canyons, peaks, a
cable car, a ski lift, a transparent platform and all the visual elements. As audio elements,
we canmention the sound of bird chirping and thewind.At this stage of research,we have
only one virtual setting, i.e. the mountain, but very shortly we will develop a cityscape
with tall buildings, glass elevators, terraces and balconies.

The experimental procedure has the following steps:

– The user is informed about the purpose of the experiment and signs a consent form, a
demographic questionnaire and an acrophobia questionnaire. Based on the acrophobia
questionnaires, the subjects will be divided into 3 groups – low acrophobia, medium
acrophobia and high acrophobia. He also fills in a mathematical questionnaire, based
on which we will determine the math skills level – Novice, Medium or Expert

– We record GSR and HR in a resting position for 3 min (baseline).
– We record GSR andHRwhile the user performs some short movements that can cause
artefacts in the signal – deep breath, left, right, up and down movement, hand raise
and click on the controller with the right hand. Having the pattern of these artefacts,
we can clear the signal and remove irregularities that interfere with the physiological
data recorded during the game and which are not related to emotions.

– The user will play the game three times per day, for 5 days, in this order: walking, ski
lift and cable car. At the end of each day, he fills in a game experience questionnaire.

– Finally, at the end of the training session, each user will fill in again the acrophobia
questionnaire to see whether his acrophobic condition has improved

– The data recorded in the experimentwill be used to train an artificial intelligencemodel
that will automatically estimate fear level and adapt the game scenarios accordingly

7 Conclusions

This paper presented a human-centered methodology inspired from the HCDID model
and from the NADI model of van der Bijl-Brouwer and Dorst [9] for designing and
developing a VRET system. The four stages of development – Users, goals and themes
analysis, Domain analysis, Tasks analysis and Representational analysis have been
adapted for the development of a VRET application dedicated to acrophobia therapy.
We have carefully followed these steps and, by taking into account the patients’ and
therapists’ requirements in a human-centered fashion, succeeded to obtain 9 functional
modules responsible with users management, physiological monitoring, event trigger-
ing and audio & graphical management. The human-centered perspective is ensured by
the virtual environment’s level of realism and real life inspired tasks, the first person
perspective in the game that is adapted according to the player’s height and by the fact
that the scenario is receptive to the user’s needs, so that he can relax anytime by looking
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at his favorite photo, listen to his favorite piece of music or read a quote he enjoys.
This system of rewards is not only encouraging, but also motivating and pleasurable.
We payed attention to the modality in which the user provides his emotion dimension
ratings. At a psychologist suggestion, we provided a modality of deactivating the right
cortical hemisphere responsible with affect and activate the left one that is responsible
with thought and logic. Thus, the user is asked amathematical quiz before introducing his
emotional ratings. Also, in order to establish themathematical skills, each user receives a
test before starting the virtual reality exposure. Based on the results obtained in this test,
he can receive either low difficulty/medium difficulty or high difficulty mathematical
questions in the game.

Our system can collect and store data from the patients and from the therapists.
This data will be used for constructing a computational model that will automatically
recognize the patient’s current fear level and adapt the scenario accordingly, without or
with minimum intervention from the human specialist.

Future plans include performing a set of experiments with people suffering from
acrophobia, collecting data and designing a computational model for emotion recogni-
tion and exposure adaptation by using various feature extraction and effective machine
learning techniques.
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Abstract. This paper presents a research study using eye tracking technology to
observe user interaction with online decisions. Using a subjective measurement
scale (NASA-TLX), cognitive load is measured for participants as they encounter
micro-decisions in the online transactional process. It elaborates and improves on
a pilot study that was used to test the experiment design. Prior research that led
to a taxonomy of decision constructs encountered by participants in the online
domain is also discussed. The main findings in this paper relate to participants’
subjective cognitive load and task error rates. The overall rationale for the study
is to probe ethics in information systems design.

Keywords: Eye tracking · Decision constructs · Cognitive load · NASA-TLX ·
Micro-decision

1 Introduction

This research is part of an ongoing effort to shine a light on more subtle aspects of ethics
in information systems design. The research began as anecdotal, personal observations
about some questionable customer service practices in the low cost carrier (LCC) sector
in Ireland. Several studies, mostly qualitative, were conducted to understand and to
solicit user views on design features which create distance between the consumer and
the firm [1–3]. The work broadened outwards to examine how firms were presenting
choices to users. The specific context of this research is the Business-to-Consumer (B2C)
transactional process from consumer commitment to an online purchase to payment
conclusion. This process has become crowded with an increasing number of micro-
decisions, such as the purchase of additional insurance or faster delivery. These decision
points are increasingly ambiguous, problematic and time-consuming [2].

This study describes an experiment that measures the cognitive load users experi-
ence when making online micro-decisions. Eye tracking equipment was used to collect
physiological data on user interactions; a self-assessment survey was used to collate per-
ceptions about cognitive load; and immediately afterwards, participants were prompted
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to express feelings and opinions using the Cued Retrospective Think Aloud (RTA) tech-
nique. The main focus of this paper is the analysis of the subjective cognitive load and
the error rate in the interactions. The remaining data will be the subject of later reporting.
The findings present some fascinating insights into how subtle differences in the design
and framing of decisions can lead to significantly divergent perceptions and outcomes.

2 Analyzing Online Decision Constructs

2.1 The Influence on User Choice

The classical view of decision-making in economics is that individuals will behave
rationally by objectively weighing and ranking alternative options, according to their
preferences, and choosing appropriately. Themodel assumes the phrasing of alternatives,
and the order they are presented in, makes no difference to how individuals choose. This
theory has been significantly contradicted or inherently questioned by many authors [1,
4–11]. So, quite to the contrary, individuals or consumers have been shown to be:

• influenced by whether information has been positively or negatively framed
• persuaded by the context and the presentation of choice
• impacted by influential labels
• affected in their choice by default values
• influenced in their choice by opt-in or opt-out decision formats

Using a combination of the above factors, firms can frame questions and use defaults
in a way that influences participants to makes choices that are to the firm’s advantage.

2.2 A Taxonomy of Online Transactional Decision Constructs

Research has shown that a variety of elements can be designed to make micro-decisions
unnecessarily complicated and potentially subject to error [12]. The complexity is con-
tributed to by: question framing; default values; levels of persuasion; whether decisions
are optional or necessary; how users expect decisions to be presented; and the unconven-
tionality of some decision constructs. With this in mind the authors set about identifying
an exhaustive list of decision constructs [13] and produced a taxonomy identifying seven
types of decision constructs used in the B2C transactional process (see Table 1). At the
macro level decisions are either essential or optional. Essential decisions are those that
must be made, such as choosing a shoe size or a delivery method. Optional decisions
were described as being either opt-in, opt-out or must-opt. For clarity, an opt-in exists
where a user has to explicitly choose to join or permit something; a decision having the
default option of exclusion or avoidance. An opt-out exists where a user has to choose
explicitly to avoid or forbid something; a decision having the default option of inclusion
or permission.

A must-opt decision was identified by the authors as a new type of construct – it
is neither an opt-in nor an opt-out, it occurs when a user cannot continue through the
transactional process without explicitly choosing to accept or decline an option. All
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decisions were also classified as being either pre-selected or un-selected. This refers to
whether the checkbox is ticked or not. A study was conducted [14] to confirm that each
construct identified in the taxonomy is used in practice. It concluded that although most
constructs are not problematic, the opt-out decision construct was often presented in a
way resulting in users inadvertently making unwanted choices, reinforcing the capacity
for firms to make unethical design decisions. Variants of the opt-out decision construct
are the subject of this study.

Table 1. Taxonomy of transactional decision constructs.

Decision construct Default value Normal presentation Framing

Un-selected opt-in Don’t receive the
option

Un-selected Acceptance

Pre-selected opt-in Don’t receive the
option

Selected Rejection

Un-selected opt-out Receive the option Un-selected Rejection

Pre-selected opt-out Receive the option Selected Normally acceptance

Must-opt Cannot proceed Multiple option
variants, un-selected

Normally acceptance

Un-selected essential
decision

Cannot proceed Multiple option
variants, un-selected

Normally acceptance

Pre-selected essential
decision

Variant selected Multiple decision
variants, one selected

Normally acceptance

2.3 Cognitive Load

According to Grimes and Valacich [15, p. 1] cognitive load, or mental workload, can
be defined as: “the mental effort and working memory required to complete a task.”
Considerable research in the area of cognitive load in computer-based learning appli-
cations has shown it impacts negatively on learning [9, 16–18]. While less research on
cognitive load in e-commerce transactions has been conducted, higher cognitive loads
have been shown to negatively affect both time to complete tasks and user satisfaction
in e-commerce applications [19]. Additionally, higher mental workload corresponds to
lower perceived usability for webpages [20].

Cognitive load can be measured in multiple ways. The main approaches include:
subjective measures; direct objective (or physiological) measures; and indirect objec-
tive measures (for example, electroencephalography (EEG) or cardiovascular metrics)
[21]. The subjective measures generally use Likert scales for self-reporting of stress or
other indicators of mental load. Some of the more commonly used measures include
the Subjective Workload Assessment Technique (SWAT), the NASA-Task Load Index
(NASA-TLX) and the Workload Profile (WP). Each of these measures lead to a global
workload index that is sensitive to the level of difficulty in the task [22]. Think-aloud
can also be used to qualitatively measure cognitive load [23].
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2.4 Subjective Measurement Scales

Measurement scales commonly used to determine cognitive load include uni-
dimensional scales, such as the Modified Cooper-Harper Scale (MCH), and the Overall
Workload Scale (OW), as well as multi-dimensional scales, such as NASA-TLX and
SWAT [16]. Rating scales require the user to indicate the mental effort required to com-
plete a task. Research indicates people can put a numerical value on their perceived
mental effort [24, 25], resulting in their use in much research. NASA-TLX and SWAT
are themost commonly usedmeasurement scales of subjective cognitive load [26]. How-
ever, SWAT is not sensitive for low cognitive load tasks, unlike the NASA-TLX [27].
Hence, NASA-TLX is considered to be superior to SWAT in terms of sensitivity [28]
and is frequently used as a benchmark when assessing other measures [29–31].

While NASA-TLX was originally developed for use in the aviation domain, its use
has spread to other areas, including the medical profession, data entry and decision-
making. Additionally, it has been translated into multiple different languages. Hart [32]
examined 550 studies in which NASA-TLX was used and found most of these studies
were concerned with some form of question relating to interface design or evaluation.
Modification of the scale occurred in many of the studies, with subscales being added,
deleted or modified. Modifications include either eliminating the weighting or analyzing
the subscales individually, either in conjunction with, or instead of, the overall workload
measure. Hart [32, p. 907] concluded “NASA-TLX has achieved a certain venerability;
it is being used as a benchmark against which the efficacy of other measures, theories,
or models are judged.”

2.5 Subjective Cognitive Load

Based on the research detailed above in Sect. 2.4, NASA-TLX was deemed the most
appropriate measurement scale to use in this study. NASA-TLX was the culmination of
a multi-year research programme that resulted in a multi-dimensional rating scale, and
derives an estimate of workload that is both reliable and sensitive [33]. The research
programme determined the contributing factors to an individual’s subjective perception
of physical and mental workload. These were narrowed down to six factors: mental
demand; physical demand; temporal demand; performance; effort; and frustration level.
The definitions for these can be seen in Table 2.

According to the NASA-TLX user manual [34], the participant assigns a score on
a 21-point scale ranging from 0–100 on each factor. Additionally, each of these factors
are weighted by the participants according to their perception of the contribution of each
factor to the workload of a given task. This weighting can be done while carrying out
the task, or afterwards while replaying the task, and requires the participant to weight
each of the factors by indicating which one was most relevant to the task in a series of
paired comparisons. However, more recent studies [15, 18, 35, 36] have used a slightly
modified version of the NASA-TLX, known as NASA-Raw Task Load Index (NASA-
RTLX). Rather than weighting the factors, each is assigned equal weight and the overall
workload is obtained by summing the values and dividing by the number of factors
used. Studies have shown [16, 32, 35, 37] this modified version to be as effective as the
original, with the added benefit of being a much simpler approach.
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Table 2. Rating scale definitions for NASA-TLX.

Rating scale definitions

Scale Definition

Mental demand The level of mental and perceptual activity required for the task

Physical demand The level of physical activity required for the task

Temporal demand The level of time pressure felt

Performance The level of success in reaching the goals of the task

Effort The level of work, both mental and physical, required

Frustration level The level of frustration felt during the task

In addition, Hart and Staveland [33] determined the individual factors can be used
independently to garner information about the various aspects of workload. Hart [32,
p. 907], in her review of the usage of NASA-TLX states the analysis of subscale rat-
ings instead of, or in addition to, an overall rating demonstrates “one of the continuing
strengths of the scale: the diagnostic value of the component subscales.” Studies have
also adapted the measure: using a 5-point scale [38, 39] rather than the original 21-point
scale with values between 0 and 100; changing the wording to increase the relevance to
the tasks [40, 41]; and using only some of the subscales [42, 43].

3 Eye Tracking Research

Another important aspect to the study was to use eye tracking technology to track users’
gaze when making micro-decisions. While it is possible, and indeed desirable, to listen
to users describe what they see and experience, eye tracking data contribute objective
measurements of the visual pattern of the interaction.

Eye tracking technology involves the projection of a light and a video camera on a
person’s eye to identify where they are looking on a screen [44]. The usual pattern of eye
movement on webpages is much more erratic than one might anticipate. When someone
does want to concentrate on an area of interest, they fix their gaze on it and it then comes
into sharp focus. The period when a user’s gaze remains fixed on something for more
than 3 ms is known as a fixation, while the movements in-between fixations are known
as saccades.

In HCI and web usability research, eye tracking has been extensively used [45–48].
By studying what users do and do not look at, it is possible to determine where they are
concentrating their attention [49]. Through the examination of eye movement patterns,
conclusionsmay then be drawn regarding the decision-making strategies users adopt [48,
50, 51]. The potential of gathering hard, physiological data about participant behavior
in interactive decision-making was a key motivation for developing an Eye Tracking
Laboratory at the authors’ university.

The equipment used in the study was an EyeLink 1000 Plus System distributed by
SR Research. The main device is a Host PC that performs the detection and analysis
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of eye movement events. These events include eye fixations, blinks and saccades. The
Host PC communicates with the EyeLink Camera using a Gigabit network connection.
The software integrates all of the eye tracking functionality including participant set-up,
calibration, transmitting real-time data and data recording. While the system is robust
and reliable, setting up the parameters of the experiment with both the hardware and
software is a time-consuming and complex process.

A second, Display PC is used to present the stimuli (e.g., webpages) during the
experiment, via an Ethernet link, to the participant. It can control eye tracking function-
ality such as calibration and data collection. Using this equipment, real-time eye and
gaze positioning can be observed.

4 Preparation for the Study

It was anticipated that the design and construction of a study of user decision-making
in online transactional processes would be a substantial undertaking and, using research
technology new to the authors, a risky process. Thus, it was decided to run a pilot study
to validate the research design for a more extensive eye tracking study. The purpose was
two-fold: to learn from the process of constructing an eye tracking experiment; and to
fine-tune the research instruments [52].

This pilot study, using eye tracking and the qualitative Cued RTA technique, exam-
ined potentially problematic decision constructs [52]. It explored the impact of decision
constructs on users’ decision-making and their cognitive processes during interactions.

The main lessons ascertained were to ensure participants: are fully briefed before
commencing the test; perform the interaction as instructed working with neither haste
nor labouring the tasks; and are de-briefed after the test to ascertain insights into their
behavior. The key contributions of the study were the identification of improvements to
be made to the research design, robust experiment administration and the refinement of
research instruments.

5 The Research Study

During the research study, data was collected from 114 participants, 456 experiment
trials, 2736 Interest Area data sets and 23 Cued RTA sessions. The study consisted of
an eye tracking experiment, self-assessment evaluations (subjective cognitive load) and
Cued RTA sessions.

5.1 Eye Tracking Experiment

Significant effort was spent planning the eye tracking study. The pilot study had high-
lighted the risks associated with the use of the eye tracking technology. While initially
it was intended to study each of the decision constructs in the taxonomy, it soon became
clear that the scope of the study would be unachievable and would require thousands of
test trials. Instead, opt-out decision constructs, the most problematic in the taxonomy,
were selected. Indeed their problematic and ethically questionable nature has been rec-
ognized by the European Union, who prohibit their use in distance selling [53]. Each of
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the variants of opt-out decisions were examined: Un-selected Rejection Framing; Pre-
selected Acceptance Framing; Pre-selected Rejection Framing; and Pre-selected Neutral
Framing (see Table 3).

Table 3. Opt-out decision constructs.

Construct name Construct type Default value Framing

Un-selected rejection USR Un-selected Rejection

Pre-selected acceptance PSA Pre-selected Acceptance

Pre-selected rejection PSR Pre-selected Rejection

Pre-selected neutral PSN Pre-selected Neutral

Four screens of consumer decisions, (each of the opt-outs in Table 3 and illustrated
in Table 4) were randomized and presented to participants. The core webpage screen
was a breakdown insurance product to which participants were asked if they require an
enhanced monthly-costed, add-on feature. Each screen had a single decision point with
a checkbox beside it. Participants were instructed to make a decision to buy or not to
buy the add-on.

Table 4. Decision constructs presented to participants.

Construct type Decision construct

PSA Rescue Plus includes free car hire and travel
expenses. I want to purchase Rescue Plus

PSN Rescue Plus

PSR Rescue Plus includes free car hire and travel
expenses. If you would rather not purchase Rescue
Plus, please untick this box

USR Rescue Plus includes free car hire and travel
expenses. If you would rather not purchase Rescue
Plus, please tick this box

5.2 Self-assessment Evaluation

After each decision, participants were presented with three onscreen scales. They were
asked to rank each decision in terms of their performance, the mental demand and the
level of frustration experienced. Collectively these constitute the subjective cognitive
load relevant to this study. The scales are explained as follows:
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• Mental Demand: How much mental and perceptual activity did you spend for this
task? 1 = Low, 5 = High

• Frustration: How insecure, discouraged, irritated, stressed, and annoyed were you
during the task? 1 = Low, 5 = High

• Performance: How successful do you think you were in accomplishing the task goals?
1 = Good, 5 = Poor

The pilot study had highlighted the importance of avoiding any perception that
participants were under time pressure. Thus, they were instructed to work at their normal
pace; not to feel under pressure to complete quickly or to over analyze it; and to look at,
and read, whatever information they normally would to make the decision.

5.3 Cued RTA Sessions

Approximately one in four participants took part in a Cued RTA discussion immediately
after their session. They were shown an animated playback of their interaction showing
eye movements for each of the four decision screens. The lead researcher prompted the
participant to articulate the thought processes and feelings theyhadduring the interaction.
Each of the sessions, taking from five to sevenminutes, were documented by a scribe and
an audio recording. The analysis of these sessions is the focus of a further publication.

6 Exploratory Analysis

Once the data was gathered, exploratory analysis was conducted. The main focus of this
analysis was subjective cognitive load while conducting the tasks, and participant error
rate, where the number of errors made by participants was examined.

The opt-out decisions presented to participants were typical of the type of micro-
decisions encountered by users as they navigate the transactional process on websites.
They were based on the variety of opt-out constructs identified during a desk analysis
of 57 different websites [11] and are based on actual decision constructs encountered.
They were all opt-out decisions, meaning the participant needed to take action to decline
the purchase, with the default option being to opt-in and purchase the item. Opt-out
decisions are generally recognized as being problematic, with users often inadvertently
making a purchase, or opting in to a mailing list [8].

6.1 Error Rate

The first step in exploring our datawas to examine the error rate for the different construct
types.

As can be seen in Table 5, the number of incorrect selections varied between the
construct types, with PSA having the highest number of correct selections and USR
having the highest number of incorrect selections. Overall, the number of incorrect
selections made by participants was quite high, ranging from 18% (PSA) to 37% (USR).
Chi-square test was conducted to determine whether the relationship between construct
type and error rate was significant. The test indicated significance (χ2 (3, N = 456) =
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Table 5. Error rate.

Construct type Correct Incorrect Total

PSA 94 (82%) 20 (18%) 114

PSN 87 (76%) 27 (24%) 114

PSR 86 (75%) 28 (25%) 114

USR 72 (63%) 42 (37%) 114

Total 339 (74%) 117 (26%) 456

11.715, p < 0.01). However, the value for φ was 0.158, indicating the association was
weak, only accounting for 2.5% of the variation.

The results from this study, whereby 26% of the decisions participants made during
the experimentwere incorrect, support previous research [8] that foundopt-out constructs
to be problematic. Additionally, the significant difference in error rates suggests that,
while opt-outs in general are error prone, some are more problematic that others.

Fig. 1. Heat map of a pre-selected opt-out with acceptance framing (PSA)

The heat maps in Figs. 1 and 2 illustrate gaze concentration where green indicates
less time, and red indicates more time, focusing on the text. Figure 1 is the heat map of a
pre-selected opt-out with acceptance framing (PSA), the construct that had fewest errors,
while Fig. 2 is the heat map of an un-selected opt-out with rejection framing (USR), the
construct with the most errors. As can be seen, participants spent considerably longer
examining the rejection-framed text (i.e., If you would rather not purchase…) than the
acceptance-framed text (i.e., I want to purchase…). Despite spending more time reading
the USR construct text, participants still made twice as many errors.

The error rate is broadly in linewith the frequency of construct types found in general
use by Barry et al. [14], who foundmost opt-outs are PSA, with considerably fewer PSN,
USR and PSR. The comparatively smaller, though still high, error rate for PSA may be
explained by the fact that consumers are more used to seeing opt-outs in this format and,
when seeing a pre-selected checkbox, may be more likely to assume it is an opt-out,
and so requires action if the user does not wish to purchase the product. In contrast, the
higher rate for PSR and PSN may be explained by the rejection or neutral framing being
more rarely encountered but still having the pre-selected checkbox. The pre-selected
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Fig. 2. Heat map of an un-selected opt-out with rejection framing (USR)

checkbox may be suggestive of an opt-out to the participant, while the unusual opt-out
framing (especially for PSR) may confuse them, thus resulting in a higher error rate.
The USR has an unselected checkbox, which may be more suggestive of an opt-in to
the participant, and when combined with the more rarely encountered rejection framing
may explain the considerably higher error rate.

6.2 Cognitive Load

The cognitive load was measured using NASA-RTLX, where participants rated their
interaction with each construct type on a scale of 1–5 for three factors: Mental Demand,
Frustration and Perceived Performance. It was decided to use NASA-RTLX as it is
simpler to administer and has been determined to be as effective as the original [16,
32, 35, 37]. Cognitive load was determined by summing the scores for each factor and
dividing by 3.

In order to assess if the participant’s perceived cognitive load varied by construct
type, a one-way, within-subjects ANOVA was conducted. As can be seen in Table 6,
participants reported the lowest cognitive load for PSN and the highest for PSR.

Table 6. Mean cognitive load.

Construct
type

Mean Std. deviation N

PSN 2.11 0.885 114

PSA 2.13 0.938 114

USR 2.49 0.996 114

PSR 2.54 0.956 114

Mauchly’s test of sphericity was used to test the null hypothesis that the variances
are equal. The test indicates the assumption of sphericity has not been violated (χ2

(5) = 2.931, p = 0.711) and so, no corrections were required. The test showed there
was a significant effect (p < 0.01) of the construct type on the participants’ subjective
assessment of cognitive load. The cognitive load ranged from 2.11 to 2.54 on a scale of
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1–5, with 1 being very low and 5 being very high (see Table 6). The lowest cognitive load
was reported for PSN, which also had the lowest error rate. The highest cognitive load
was for PSR, which had the second highest error rate. Interestingly, despite the high error
rate, the participants did not rate cognitive load very high for any of the construct types.
This may be due to the nature of the micro-decisions required by the construct types.
The micro-decisions are minor, everyday decisions, that users would encounter multiple
times in the transactional process. Thus, the everyday nature of the decisions, coupled
with the brevity of the text, may have made the participant feel that, even though some
decisions were more difficult and complex than others, none warranted being described
as imposing a major cognitive load.

6.3 Cognitive Load and Error Rate

A logistic regression was performed for each of the construct types to determine whether
cognitive load, and the individual factors contributing to cognitive load, could be used
to predict error rates. Firstly, the score for cognitive load was tested. For one of the
constructs (PSN), the model significantly predicted the error rate. For the other three
(PSA, PSR and USR), it did not.

For PSN, (omnibus Chi-square= 4.89, df= 1, p= 0.027), the model accounted for
between 3% and 4.5% of the variance in error rate, with 100% of correct interactions
successfully predicted. However, none of the predictions for unsuccessful interactions
were accurate. Overall, 77.6% of predictions were accurate. The predictions for PSA,
PSR and USR were not significant (omnibus Chi-square = 2.537, df = 1, p = 0.111),
(omnibus Chi-square= 1.711, df= 1, p= 0.191) and (omnibus Chi-square= 0.147, df
= 1, p = 0.7) respectively.

The measure of cognitive load was then broken down into the individual factors and
the model was re-run with mental demand, frustration and perceived performance as
predictor variables of error rate (see Table 7). For two of the construct types (PSA and
PSN), the full model significantly predicted error rate. For the other two construct types,
it did not.

Table 7. Cognitive load factors and error rate.

Construct type Correct predicted Incorrect predicted Total predicted p value

PSA 96.6% 8.7% 72.1% 0.031

PSN 97.7% 10.8% 78.2% 0.001

PSR 100% 0% 78.2% 0.325

USR 100% 0% 65.5% 0.612

For PSA, (omnibus Chi-square = 8.873, df = 3, p = 0.031), the model accounted
for between 5.2% and 7.5% of the variance in error rate, with 96.6% of correct inter-
actions successfully predicted. However, only 8.7% of the predictions for unsuccessful
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interactions were accurate. Overall, 72.1% of predictions were accurate. When the indi-
vidual factors were assessed, only perceived performance significantly contributed to
the prediction of error rate.

For PSN, (omnibus Chi-square = 15.808, df = 3, p = 0.001), the model accounted
for between 9.1% and 13.9% of the variance in error rate, with 97.7% of correct interac-
tions successfully predicted. However, only 10.8% of the predictions for unsuccessful
interactions were accurate. Overall, 78.2% of predictions were accurate. When the indi-
vidual factorswere assessed, itwas again only perceivedperformancewhich significantly
contributed to the prediction of error rate.

The only construct for which cognitive load was a significant predictor of error rate
wasPSN, although it predicted only correct interactions.When cognitive loadwas broken
down into its constituent factors, they significantly predicted error rates for PSA and
PSN, although for each, the only factor that contributed to the prediction was perceived
performance. The model did not significantly predict error rate in PSR or USR.

Where perceived performance significantly predicted error rate, it predicted correct
interactions at a considerably higher level than incorrect interactions (see Table 7). This
suggests that participants were less likely to believe they had performed poorly on the
tasks and perceived their accuracy in making the micro-decisions to be higher than it
actually was. This is consistent with Bellman et al.’s [8] findings that opt-outs are error
prone. Early analysis of the Cued RTA sessions would also indicate over-confidence
on the part of many participants who actually had high error rates. If users perceive
these micro-decisions to be relatively easy to make, as suggested by their self-reported
cognitive load; and erroneously over-estimate their performance when making these
micro-decisions; they are more likely to inadvertently make a purchase or sign-up to a
mailing list. This phenomenon may encourage firms to deliberately use design features
to trick users into making inadvertent choices.

7 Conclusions and Future Direction

The study set out to examine whether participants were able to correctly make decisions
in respect of multiple, micro-decisions involved in online, commercial transactions. All
the decisionswere opt-outs, andwhile each is generally recognized as being problematic,
a certain construct (the USR) hugely distorted expectations of error rates. The take-away
finding here is that should a firm wish to nudge consumers toward a preferred outcome
then the deliberate choice of framing and default values constitute a potent combination.

The self-reported cognitive load on participants, while not at the high end of the
NASA-RTLX scales, was evident at modest levels amongst participants. Given that the
micro-decisions were completed in just seconds, the manifestation of cognitive load was
clearly evident. The analysis also clearly found that the construct type had a significant
effect on the participants’ subjective assessment of cognitive load. Not surprisingly
the error rate was lowest for the decision that bore the least cognitive load, while the
constructs with the higher cognitive load tallied with the higher error rates.

Where cognitive load was tested to see if it was a good predictor of error rate, the data
was less convincing. Only for pre-selected neutrally-framed decisionswas cognitive load
a significant predictor of error rate.What was interestingwas that perceived performance
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predicted correct interactions to a much greater extent than incorrect interactions. The
implication is that participants had a much greater confidence that they were making
correct decisions than was born out by their actual accuracy. The clear inference that
can be drawn here is that such over-confidence leads to error rates where participants
are more likely to inadvertently, and unknowingly, make decisions not in their interest,
reinforcing the temptation for firms to use ambiguous design strategies.

The study also yielded an enormous quantity of physiological participant data such
as fixation count, fixation duration, dwell time, blink count and saccade information
– not reported here. The data will be parsed on the basis of construct type, interest
area, trial analysis and gender. The granularity of the data is microscopic and initial
probing indicates some promising results. The near future direction of analysis and
publication will be fixed firstly on the physiological data, then the qualitative Cued
RTAs and ultimately to effectively combine the three data dimensions. More Gogglebox
episodes to follow!
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